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ASCENTS IN NON-NEGATIVE LATTICE PATHS
BENJAMIN HACKL, CLEMENS HEUBERGER, AND HELMUT PRODINGER
ABSTRACT. Non-negative Łukasiewicz paths are special two-dimensional lattice paths never
passing below their starting altitude which have only one single special type of down step.
They are well-known and -studied combinatorial objects, in particular due to their bijective
relation to trees with given node degrees.
We study the asymptotic behavior of the number of ascents (i.e., the number of maximal
sequences of consecutive up steps) of given length for classical subfamilies of general non-
negative Łukasiewicz paths: those with arbitrary ending altitude, those ending on their starting
altitude, and a variation thereof. Our results include precise asymptotic expansions for the
expected number of such ascents as well as for the corresponding variance.
1. INTRODUCTION
Two-dimensional lattice paths can be defined as sequences of points in the plane R2 where
for any point, the vector pointing to the succeeding point (“step”) is from a predefined finite
set, the step set. In general, lattice paths are very classical combinatorial objects with a variety
of applications in, amongst others, Biology, Physics, and Chemistry.
In this paper, our focus lies on a special class of two-dimensional lattice paths: non-negative
simple Łukasiewicz paths. A lattice path is said to be simple if the horizontal coordinate is the
same (e.g. is 1) for all possible steps. In case of a simple path family, we define the step set S
as the set of allowed height differences, i.e., the respective y-coordinates between the points
of the path. If, additionally, the step set S ⊆ Z is integer-valued and contains −1 as the single
negative value (meaning that all other values in S are non-negative), then the corresponding
paths are called simple Łukasiewicz paths.
If a lattice path starts at the origin and never passes below the horizontal axis, then the
path is said to be a meander (or non-negative path). And in case such a non-negative path
ends on the horizontal axis, it is called an excursion.
We are interested in analyzing the number of ascents in these paths. An ascent is an
inclusion-wise maximal sequence of up steps (i.e., steps in S \ {−1}; this might also include
the horizontal step corresponding to 0). For an integer r ≥ 1, if an ascent consists of precisely
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2 B. HACKL, C. HEUBERGER, AND H. PRODINGER
r steps, then the ascent is said to be an r-ascent. As an example, Figure 1 depicts some
non-negative Łukasiewicz excursion with emphasized 2-ascents.
FIGURE 1. Simple Łukasiewicz excursion of length 16 with emphasized 2-
ascents where S = {−1,1, 2,3}
In this paper, we give a precise analysis of the number of r-ascents for non-negative simple
Łukasiewicz paths of given length, as well as of variants of this class of lattice paths. Our
investigation is motivated by [6], where the number of 1-ascents in a special lattice path class
related to the classic Dyck paths was analyzed explicitly by elementary methods.
Main Results. Within this paper, three special classes of non-negative Łukasiewicz paths are
of interest:
• excursions, i.e., paths that end on the horizontal axis,
• dispersed excursions, i.e., excursions where horizontal steps are not allowed except on
the horizontal axis,
• meanders, i.e., general non-negative Łukasiewicz paths without additional restrictions.
Formally, we conduct our analysis by investigating random variables En,r , Dn,r , Mn,r which
model the number of r-ascents in a random excursion, dispersed excursion, and meander
of length n, respectively. The underlying probability models are based on equidistribution:
within a family, all paths of length n are assumed to be equally likely.
Given r ∈ N and considering n ∈ N0 with n→∞, we prove that for excursions we have
EEn,r = µn+ c0 +O(n−1/2) and VEn,r = σ2n+O(n1/2),
for some constants µ, c0, σ
2 depending on the chosen step set S. The constants are given
explicitly in Theorem 1. Additionally, if n is not a multiple of the so-called period of the step
set, then the random variable degenerates and we have En,r = 0; see Theorem 1 for details.
For dispersed excursions, the corresponding computations get rather messy, which is why
we restrict ourselves to the investigation of dn, the number of dispersed excursions of length n,
as well as the expected value EDn,r . In particular, for all step sets S (except for the special
case of dispersed Dyck paths with S = {−1, 1}), dn satisfies
dn = c0κ
nn−3/2 +O(κnn−5/2),
with constants c0 and κ depending on the chosen step set. For the expected number of ascents
in this particular lattice path family, we find
EDn,r = µn+O(1)
3for some constant µ depending on S. Explicit values for these constants and more details are
given in Theorem 2.
In the context of meanders we are able to show that for all step sets (with two special
exceptions: Dyck meanders with S = {−1, 1}, and Motzkin meanders with S = {−1, 0, 1}) we
have
EMn,r = µn+ c0 +O(n5/2κn) and VMn,r = σ2n+O(1),
for constants µ, c0, κ ∈ (0,1), σ2 depending on S. Also, the random variable Mn,r is asymp-
totically normally distributed; see Theorem 3 for explicit formulas for the constants and more
details.
In theory, our approach can be used to obtain arbitrarily precise asymptotic expansions for
all the quantities above. For the sake of readability we have chosen to only give the main
term as well as one additional term, wherever possible.
On a more technical note, in order to deal with general Łukasiewicz step sets in our setting,
we make use of a generating function approach (see [3]). In particular, we heavily rely on
the technique of singular inversion [3, Chapter VI.7], which deals with finding an asymptotic
expansion for the growth of the coefficients of generating functions y(z) satisfying a functional
equation of the type
y = zφ(y)
with a suitable function φ.
Notation and Special Cases. Throughout this paper, the step set will be denoted as S =
{−1, b1, . . . , bm−1} with integers b j ≥ 0 for all j and m ≥ 1. The b j are referred to as up
steps—even if the step is a horizontal one.
The so-called characteristic polynomial of the lattice path class, i.e., the generating function
corresponding to the set S, is denoted by S(u) :=∑s∈S us. The strongly related generating
function of the non-negative steps is denoted by S+(u) :=
∑
s∈S
s≥0 u
s.
In this context, observe that the particular step set S = {−1, 0} corresponds to a, in some
sense, pathological family of Łukasiewicz paths. In this case, there is only precisely one
non-negative Łukasiewicz path of any given length. The family of meanders and excursions
coincides, and also the random variables degenerate in the sense that we have1 En,r = Mn,r =¹n = rº. Thus, further investigation of this case is not required—which is why we exclude
the case S = {−1, 0} from now on.
While in the case of a general step set S we are forced to deal with implicitly given quantities,
for special cases like S = {−1, 1} (Dyck paths), everything can be made completely explicit as
we will demonstrate in the course of our investigations.
Finally, we make use of the following well-established notation: For a generating function
f (z) =
∑
n≥0 fnzn, the coefficient belonging to zn is denoted as fn = [zn] f (z).
1We make use of the Iversonian notation popularized in [4, Chapter 2]: ¹exprº takes value 1 if expr is true,
and 0 otherwise.
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Structure of this Article. In Sections 2 and 3, we demonstrate two different approaches
to determine suitable generating functions required to analyze the number of ascents. The
approach in Section 2 is fully analytic and fueled by the kernel method and the “adding
a new slice”-technique, see [10, Section 2.5]. The other approach in Section 3 is a more
combinatorial approach based on the inherent relation between Łukasiewicz paths and plane
trees with given vertex degrees. Formulas for the respective generating functions are given in
Propositions 2.1 and 3.3.
Then, in Section 4 we give a rigorous description of the singular structure of a fundamental
quantity, namely a particular inverse function derived in Sections 2 and 3. Important tools for
giving this description are provided in Propositions 4.1 and 4.2, which are extensions of [3,
Theorem VI.6; Remark VI.17].
Section 5 contains the actual analysis of ascents for the different lattice path families
mentioned above. In particular, in Section 5.1 we investigate excursions; the main result is
stated in Theorem 1. Section 5.2 deals with the analysis of ascents in dispersed excursions. In
this case, the expected number of r-ascents for all but one given step sets is analyzed within
Theorem 2, and the analysis for the remaining one is conducted in Proposition 5.4. Finally,
Section 5.3 contains our results for ascents in meanders. Similarly to the previous section, the
analysis for most step sets is given in Theorem 3, and the remaining cases are investigated in
Propositions 5.5 and 5.6.
Many of the calculations in this article are computationally quite involved. To this end,
we make use of the package for asymptotic expansions [5] contained in the open-source
mathematics software system SageMath [11]. The worksheets used to produce our results
can be found at
https://benjamin-hackl.at/publications/lukasiewicz-ascents/,
in particular:
• lukasiewicz-excursions.ipynb contains the calculations from Section 5.1,
• lukasiewicz-dispersed-excursions.ipynb for Section 5.2,
• lukasiewicz-meanders.ipynb for Section 5.3, and
• utilities.py, which has to be copied into the same folder as the others. This file
contains utility code that is used in the notebook files.
2. GENERATING FUNCTIONS: AN ANALYTIC APPROACH
In this section we will introduce and discuss the preliminaries required in order to carry out
the asymptotic analysis of ascents in the different path classes. We begin by taking a closer
look at the structure of Łukasiewicz paths.
Of course, the number of excursions of given length n strongly depends on the structure of
the step set S. For example, in the case of Dyck paths, i.e., S = {−1, 1}, there cannot be any
excursions of odd length—Dyck paths are said to be periodic lattice paths.
Definition (Periodicity of lattice paths). Let S be a Łukasiewicz step set with corresponding
characteristic polynomial S(u) =
∑
s∈S us. Then the period of S (and the associated lattice
5path family) is the largest integer p for which a polynomial Q satisfying
u S(u) = Q(up)
exists. If p = 1, then S is said to be aperiodic, otherwise S is said to be p-periodic.
Remark. Observe that if a step set S has period p, then there are only excursions of length n
where n≡ 0 (mod p). This can be seen by considering the generating function enumerating
unrestricted paths of length n with respect to their height, i.e., S(u)n. Obviously, the number
of excursions of length n is at most the number of unrestricted paths ending at altitude 0, and
the latter one can be written as
[u0]S(u)n = [un](u S(u))n = [un]Q(up)n.
Hence, if n 6≡ 0 (mod p), there are no unrestricted paths ending on the horizontal axis—and
thus also no excursions.
With these elementary observations in mind, we can now focus on our main problem:
determining a suitable generating function in order to enumerate r-ascents in different classes
of nonnegative Łukasiewicz paths. In this context, the well-known kernel method will prove
to be an appropriate approach.
Proposition 2.1. Let F(z, t, v) be the trivariate ordinary generating function counting non-
negative Łukasiewicz paths with step set S starting at 0, where z marks the length of the path, t
marks the number of r-ascents, and v marks the final altitude of the path. Then F(z, t, v) can be
expressed as
F(z, t, v) =
v − V (z, t)
v − zL(z, t, v) L(z, t, v), (1)
where
L(z, t, v) =
1
1− z S+(v) + (t − 1)(z S+(v))
r ,
and where v = V (z, t) is the unique solution of the polynomial equation 
v − z − z(t − 1)(z S+(v))r

(1− z S+(v))− z2 S+(v) = 0 (2)
that satisfies V (0, 1) = 0. The function V (z, t) is holomorphic in a neighborhood of (z, t) = (0, 1).
Proof. Let Φ(k)(z, t, v) denote the trivariate generating function enumerating non-negative
Łukasiewicz paths with respect to the step set S with precisely k mountains (i.e., with k
occurrences of the pattern↗↘, where↗ represents any of the allowed up steps) that end in
a down step. The variables z, t, and v mark path length, number of r-ascents, and the final
altitude of the path, respectively.
By definition of Φ(k)(z, t, v), we have Φ(0)(z, t, v) = 1. We now construct Φ(k+1)(z, t, v)
from Φ(k)(z, t, v) in order to establish a functional identity. Observe that an r-ascent occurs
precisely if a sequence of r upsteps followed by at least one downstep is added after a
downstep. Then, observe that L(z, t, v) as defined in the statement above is the generating
function corresponding to a sequence of up steps (the first summand enumerates sequences
of up steps without considering r-ascents; the second summand marks sequences of length r
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with the variable t). Thus, L(z, t, v)− 1 enumerates non-empty sequences of up steps. From
there it is easy to see that the generating function Φ(k)(z, t, v)(L(z, t, v)−1) enumerates paths
with k mountains and an appended non-empty sequence of up steps. The generating function
Φ(k+1)(z, t, v) can then be obtained by attaching another non-empty sequence of down steps.
Formally, this can be achieved by substituting v j (which corresponds to a path ending at
altitude j) with
v j 7→
j∑
`=1
z`v j−` = z/v
1− z/v (v
j − z j).
In particular, this substitution is also applied for j = 0, i.e., the paths with altitude 0 (which
correspond to v0). In this case the substitution reads v0 7→ 0, which means that these paths
get eliminated as we are not allowed to take a subsequent down step. Altogether, this gives
the recurrence relation
Φ(k+1)(z, t, v) =
z/v
1− z/v
 
Φ(k)(z, t, v)(L(z, t, v) − 1) − Φ(k)(z, t, z)(L(z, t, z) − 1), (3)
because carrying out the substitution gives the difference between Φ(k)(z, t, v)(L(z, t, v)− 1)
and the same term with v replaced by z, multiplied with the factor z/v1−z/v . Observe that
summing Φ(k)(z, t, v) over k ≥ 0 yields the generating function
Φ(z, t, v) :=
∑
k≥0
Φ(k)(z, t, v)
enumerating paths with an arbitrary number of mountains that end on a down step. Thus,
summation over k ≥ 0 in (3) proves that Φ(z, t, v) satisfies the functional equation
Φ(z, t, v)
 
1− z
v − z (L(z, t, v)− 1)

= 1− z
v − zΦ(z, t, z)(L(z, t, z)− 1), (4)
where the summand 1 on the right-hand side actually comes from Φ(0)(z, t, v) = 1.
Rewriting the left-hand side of this equation after plugging in the definition of L(z, t, v)
yields
Φ(z, t, v)
(v − z − z(t − 1)(z S+(v))r)(1− z S+(v))− z2 S+(v)
(v − z)(1− z S+(v)) .
We proceed in the spirit of the kernel method (see [1, 9]), which basically revolves around
the idea of setting v to a suitable root V (z, t) of the polynomial in the numerator such that
the numerator (2) of the left-hand side disappears.
The existence of such a function is guaranteed by means of the holomorphic implicit function
theorem (see, e.g., [7, Section 0.8]). In our case this theorem allows to conclude that in
a sufficiently small neighborhood of (z, t) = (0,1) there has to be a unique holomorphic
function V (z, t) satisfying V (0,1) = 0 such that the numerator in the left-hand side of (4)
disappears by setting v = V (z, t).
At the same time, the denominator cannot vanish: For t = 1 Equation (2) defining V (z, t)
can be rewritten as V (z, 1) = zV (z, 1)S(V (z, 1)), which allows us to obtain a power series
7expansion for V (z, 1) in the neighborhood of z = 0. As V (z, t) is holomorphic and V (z, 1) 6= z,
we find V (z, t) 6= z in a small neighborhood of (z, t) = (0,1) by continuity. Thus, the first
factor in the denominator does not vanish there. Simultaneously, concerning the second
factor, if we had z S+(V (z, t)) = 1, then the kernel equation (2) would simplify to −z (which
is not identically 0 in a neighborhood of z = 0), meaning that v = V (z, t) would no longer
be a solution, in contradiction to its definition. Thus, the denominator does not vanish
simultaneously with the numerator in a small neighborhood of (z, t) = (0,1).
Thus, we can use this implicitly defined function to find an expression for Φ(z, t, z)—and
then, after plugging that into (4) and doing some simplifications, we arrive at
Φ(z, t, v) =
v − V (z, t)
v − zL(z, t, v) .
Then, in order to prove (1), recall that Φ(z, t, v) enumerates all non-negative Łukasiewicz
paths ending on a down step↘. Thus, the generating function enumerating all non-negative
Łukasiewicz paths F(z, t, v) can be obtained from Φ(z, t, v) by appending another (possibly
empty) sequence of upsteps, and accounting for another possible r-ascent. This yields
F(z, t, v) = Φ(z, t, v)L(z, t, v)
and proves the statement. 
The combinatorial nature of F(z, t, v) allows us to draw an interesting conclusion with
respect to the implicitly defined function V (z, t).
Corollary 2.2. Let V (z, t) be the implicitly defined function solving (2) from Proposition 2.1.
Assume that the underlying step set S has period p. Then V (z, t) is analytic around the origin
(z, t) = (0,0) with power series representation
V (z, t) =
∑
j≥0
g j(t)z
jp+1, (5)
where the g j(t) are polynomials with integer coefficients. Combinatorially, V (z, t)/z is the
bivariate generating function enumerating Łukasiewicz excursions with respect to S, where z and
t mark the length of the path and the number of r-ascents within, respectively.
Proof. Setting v = 0, i.e., ignoring all Łukasiewicz paths not ending on the starting altitude,
yields F(z, t, 0) = V (z, t)/z as the factor L(z, t, v) in (1) then cancels against the denominator.
The combinatorial interpretation of the trivariate generating function F(z, t, v) together with
the fact that for a p-periodic step set S there are no Łukasiewicz excursions of length n for
p - n proves all the statements above. 
Now, with an appropriate generating function at hand let us discuss our approach for the
asymptotic analysis of the number of ascents in a nutshell.
Basically, we set v = 0 to obtain a bivariate generating function enumerating Łukasiewicz
excursions, and we set v = 1 to obtain a generating function enumerating Łukasiewicz mean-
ders. The appropriate generating functions for the factorial moments of En,r and Mn,r (from
which expected value and variance can be computed) are then obtained by first differentiating
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the corresponding generating function with respect to t (possibly more often than once) and
then setting t = 1 in this partial derivative. The growth of the coefficients of this function can
then be extracted by means of singularity analysis.
In particular, this means that in order to compute the asymptotic expansions for the
quantities we are interested in, we only need more information on V (z, 1) as well as the
partial derivatives ∂
ν
∂ tνV (z, t)

t=1.
Notation. For the sake of simplicity, and because we will deal with these expressions throughout
the entire paper, we omit the second argument in V (z, t) in case t = 1, i.e., we set V (z) :=
V (z, 1), Vt(z) := Vt(z, 1) =
∂
∂ t V (z, t)|t=1, Vz(z) := Vz(z, 1) = ∂∂ z V (z, t)|t=1, and so on.
Example 2.3 (Explicit F(z, t, v)). In the case of S = {−1, 1} and r = 1 the generating function
F(z, t, v) can be computed explicitly and we find
F(z, t, v)
=
(1+ (t − 1)vz(1− vz))((1− 2vz)(1− (t − 1)z2)−p(1− (t + 3)z2)(1− (t − 1)z2)
2z(1− (t − 1)z2)(z − v + v2z + vz2(t − 1)(1− z)) . (6)
In particular, for v = 0 (i.e., when we want to get the generating function for 1-ascents in
Dyck paths), we find
F(z, t, 0) =
1− (t − 1)z2 −p(1− (t + 3)z2)(1− (t − 1)z2)
2z2(1− (t − 1)z2) .
3. GENERATING FUNCTIONS: A COMBINATORIAL APPROACH
The combinatorial interpretation of the implicitly defined function V (z, t) solving the kernel
equation (2) motivates the question whether there is a construction of F(z, t, v) that is derived
from the underlying combinatorial structure, instead of finding this structure as a side effect.
The following proposition describes an integral relation enabling a purely combinatorial
derivation of the generating function F(z, t, v).
Proposition 3.1. The excursions of Łukasiewicz paths of length n with respect to some step set
S correspond to rooted plane trees with n+ 1 nodes and node degrees contained in the set 1+S.
An r-ascent in a Łukasiewicz excursion with respect to the step set S corresponds to a rooted
subtree such that the leftmost leaf in this subtree has height r, and additionally the root node of
the subtree is not a leftmost child itself (in the original tree).
Proof. As pointed out in e.g. [2, Example 3], this bijection between rooted plane trees with
given node degrees and Łukasiewicz excursions is well known. See [8, Section 11.3] for
an approach using words. However, as this bijection and its consequences makes up an
integral part of the argumentation within this paper, we present a short proof ourselves.
Furthermore, proving the bijection allows us to find the substructure in the tree corresponding
to an r-ascent.
9Given a rooted plane tree T consisting of n nodes whose outdegrees are contained in 1+S,
we construct a lattice path as follows: when traversing the tree in preorder2, if passing a node
with outdegree d, take a step of height d − 1. The resulting lattice path thus consists of n
steps, and always ends on altitude −1, which follows from∑
v∈T
(deg(v)− 1) =∑
v∈T
deg(v)− n = (n− 1)− n = −1,
where deg(v) denotes the outdegree (i.e., the number of children) of a node v in the tree T .
In particular, observe that by taking the first n−1 steps of the lattice path, we actually end up
with a Łukasiewicz excursion using the steps from S. To see this, first observe that as the last
node traversed in preorder certainly is a leaf, meaning that the nth step in the corresponding
lattice path is a down step. As the path ends on altitude −1 after n steps, we have to arrive at
the starting altitude after n− 1 steps.
Furthermore, as illustrated in Figure 2, adding one to the current height of the constructed
lattice path gives the size of the stack remembering the children that still have to be visited
while traversing the tree in preorder. Combining the two previous arguments proves that the
first n− 1 steps in the constructed lattice path form a Łukasiewicz excursion.
1
2
3
4
5
6 7
8
9
1
2 3
4 5 6
7
8
9
FIGURE 2. Bijection between Łukasiewicz paths and trees with given node
degrees. The emphasized nodes and edges indicate the construction of the tree
after the first three steps, which illustrates that the height of the Łukasiewicz
path is one less than the number of available node positions in the tree.
Similarly, by simply reversing the lattice path construction, a rooted plane tree of size n+ 1
with node degrees in 1+S can be constructed from any Łukasiewicz excursion of length n
with respect to S. This establishes the bijection between the two combinatorial families.
Finally, Figure 3 illustrates what r-ascents in Łukasiewicz paths are mapped to by means of
the bijection above. 
In some sense, the bijection from Proposition 3.1 can be seen as a generalization of the
well-known bijection between Dyck paths and binary trees where the tree is traversed in
preorder, internal nodes correspond to up steps and leaves to down steps.
2Traversing a tree in preorder corresponds to the order in which the nodes are visited when carrying out a
depth-first search on it.
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FIGURE 3. Plane tree with 30 nodes bijective to some Łukasiewicz excursion
with respect to the step set S = {−1, 0, 1, 2, 3} whose number of 2-ascents is 6.
The edges and nodes corresponding to the 2-ascents are emphasized.
The fact that there is this bijection between Łukasiewicz excursions and these special
trees with given node degrees allows us to draw an immediate conclusion regarding the
corresponding generating functions.
Corollary 3.2. Let V (z, t) be the generating function enumerating rooted plane trees with node
degrees in 1+S where z marks the number of nodes and t marks the number of r-ascents in the
corresponding Łukasiewicz excursion. Then V (z, t)/z enumerates Łukasiewicz excursions with
respect to S based on their length (marked by z) and the number of r-ascents (marked by t).
Additionally, V (z, t) satisfies the equations
V (0, t) = 0, V (z, t) = zL(z, t, V (z, t)), (7)
where
L(z, t, v) =
1
1− z S+(v) + (t − 1)(z S+(v))
r
enumerates sequences of up steps. In particular, V (z) := V (z, 1), the ordinary generating function
enumerating plane trees with node degrees in 1+S with respect to their size, satisfies
V (0) = 0, V (z) = zV (z) S(V (z)). (8)
Proof. The first part of this statement is an immediate consequence of the bijection from
Proposition 3.1. In order to prove (7), we observe that V , the combinatorial class of plane
trees with vertex outdegrees in 1+ S, can be constructed combinatorially by means of the
symbolic equation
V = × SEQ ×∑
s∈S
s≥0
V s

.
In a nutshell, this constructs trees in V by explicitly building the path to the leftmost leaf
(the first factor in the equation above) in the tree as a sequence of nodes. Apart from a
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leftmost child, these nodes also have an additional s ∈ S branches, s ≥ 0, where again a tree
from V is attached. Considering that we obtain an r-ascent when using this construction
with a sequence of length r, this is precisely what is enumerated by L(z, t, V (z, t)). Thus,
the symbolic equation directly translates into the functional equation in (7). The condition
V (0, t) = 0 is a consequence of the fact that there are no rooted trees without nodes.
Setting t = 1 in (7) leads to (8). We also want to give a combinatorial proof of (8):
V = ∑
s∈S
V V · · · V
1+ s
FIGURE 4. Symbolic equation for the family of plane trees V with outdegrees in
1+S. The generating function for V is V (z), and the root node is enumerated
by z.
The implicit equation follows from the observation that a tree with node degrees from 1+S
can be seen as a root node (enumerated by z) where 1+ s for s ∈ S such trees are attached.
Translating this into the language of generating functions via the symbolic equation illustrated
in Figure 4, yields
V (z) = z
∑
s∈S
V (z)1+s = zV (z)S(V (z)). 
The shape of the functional equation (8), which is an immediate consequence of the
recursive structure of the underlying trees, is rather special. While it is tempting to cancel
V (z) on both sides of this equation, it is better to leave it in the present form: on the one
hand, S(u) starts with the summand 1/u—and on the other hand, we require (8) to be in
this special form y = zφ(y) such that we can use singular inversion to obtain the asymptotic
behavior of the coefficients of the generating function V (z). This is investigated in detail in
Section 4.
The following proposition is the combinatorial counterpart to Proposition 2.1.
Proposition 3.3. Let F(z, t, v) be the trivariate ordinary generating function counting non-
negative Łukasiewicz paths with step set S starting at 0, where z marks the length of the path, t
marks the number of r-ascents, and v marks the final altitude of the path. Then F(z, t, v) can be
expressed as
F(z, t, v) =
v − V (z, t)
v − zL(z, t, v) L(z, t, v),
where V (z, t) and L(z, t, v) are defined as in Corollary 3.2.
Proof. It is not hard to see that by considering a sequence of paths enumerated by L(z, t, v)
followed by a single down step (the corresponding generating function for this class is
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1
1−L(z,t,v) z/v ), any unrestricted Łukasiewicz path with respect to S ending on a down step can
be constructed.
We want to subtract all paths that pass below the starting altitude in order to obtain
the trivariate generating function Φ(z, t, v) enumerating just the non-negative Łukasiewicz
paths. The paths passing below the axis can be decomposed into an excursion enumerated
by V (z, t)/z (see Corollary 3.2), followed by an (illegal) down step enumerated by z/v, and
ending with an unrestricted path again. Thus, the paths to be subtracted are enumerated by
V (z, t)
z
z
v
1
1− L(z, t, v) zv .
Therefore, we find
Φ(z, t, v) =
v − V (z, t)
v − zL(z, t, v) .
Keeping in mind that Φ(z, t, v) only enumerates those non-negative Łukasiewicz paths ending
on a down step ↘, the generating function F(z, t, v) enumerating all such paths can be
obtained by appending another sequence of upsteps, i.e.,
F(z, t, v) = Φ(z, t, v)L(z, t, v).
This proves the statement. 
Now, as we have derived a suitable generating function both via an analytic as well as
via a combinatorial approach, we are interested in extracting information like, for example,
asymptotic growth rates from F(z, t, v). In order to do so, we need to have a closer look at
the function V (z, t), which, as we have already seen in both of the previous approaches, plays
a fundamental role in the analysis of ascents.
4. SINGULARITY ANALYSIS OF INVERSE FUNCTIONS
The aim of this section is, on the one hand, to state and prove an extension of [3, Re-
mark VI.17]. In fact, we simply confirm what is announced in the footnote in [3, p. 405] and
give more details. Then, we use these results in order to derive relevant information on the
generating function V (z, t) from before.
For the following two propositions, we borrow the notation used in [3, Chapter VI.7].
Proposition 4.1. Let φ(u) be analytic with radius of convergence 0 < R ≤ ∞, φ(0) 6= 0,
[un]φ(u)≥ 0 for all n≥ 0 and φ(u) not affine linear. Assume that there is a positive τ ∈ (0, R)
such that τφ′(τ) = φ(τ). Finally assume that φ(u) is a p-periodic power series for some
maximal p. Denote the set of all pth roots of unity by G(p).
Then there is a unique function y(z) satisfying y(z) = zφ(y(z)) which is analytic in a
neighborhood of 0 with y(0) = 0. It has radius of convergence ρ = τ/φ(τ) around the origin.
For |z| ≤ ρ, it has exactly singularities at z = ρζ for ζ ∈ G(p). For z→ ρ, we have the singular
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expansion
y(z)
z→ρ∼ ∑
j≥0
(−1) jd j

1− z
ρ
 j/2
for some computable constants d j, j ≥ 0. We have d0 = τ and d1 =
Æ
2φ(τ)/φ′′(τ). Addition-
ally, we have [zn]y(z) = 0 for n 6≡ 1 (mod p).
Proof. Existence, uniqueness, radius of convergence as well as singular expansion around
z→ ρ of y(z) are shown in [3, Theorem VI.6].
As φ is a p-periodic power series and φ(0) 6= 0, there exists an aperiodic function χ such
that φ(u) = χ(up). From the non-negativity of the coefficients of φ(u), it is clear that χ(u)
has non-negative coefficients and is analytic for |u|< Rp. We consider ψ(u) := χ(u)p. Then
ψ is again analytic for |u|< Rp, it has clearly non-negative coefficients, ψ(0) 6= 0 and ψ(u)
is not an affine linear function. If [um]χ(u) > 0 and [un]χ(u) > 0 for some m < n, then
[upm]ψ(u)> 0 as well as [upm+(n−m)]ψ(u)> 0, which implies that ψ is aperiodic.
Finally, we have
τpψ′(τp) = pτpχ(τp)p−1χ ′(τp) = τφ(τ)p−1φ′(τ) = φ(τ)p = χ(τp)p =ψ(τp).
Considering the functional equation Y (Z) = Zψ(Y (Z)), we see that all assumptions of
[3, Theorem VI.6] are satisfied; thus it has a unique solution Y (Z) with Y (0) = 0 which is
analytic around the origin. By the same result, Y (Z) has radius of convergence
τp
ψ(τp)
=
τp
χ(τp)p
=

τ
φ(τ)
p
= ρp
and, as ψ is aperiodic, the only singularity of Y (Z) with |Z | ≤ ρp is Z = ρp.
We consider the function ey(z) := zχ(Y (zp)). By definition, it is analytic for |z|< ρ and its
only singularities with |z| ≤ ρ are those z with zp = ρp, i.e., z = ρζ for ζ ∈ G(p). It is also
clear by definition that [zn]ey(z) = 0 for n 6≡ 1 (mod p). We have ey(0) = 0 and
zφ(ey(z)) = zχ((ey(z))p) = zχ(zpχ(Y (zp))p) = zχ(zpψ(Y (zp))) = zχ(Y (zp)) = ey(z)
because zpψ(Y (zp)) = Y (zp) by definition of Y . This implies that y = ey . 
While the following proposition is particularly useful in the context of the previous one, it
also holds in a slightly more general setting. It gives a detailed description of the singular
expansions for p-periodic power series like above.
Proposition 4.2. Let p be a positive integer and let y be analytic with radius of convergence
0 < ρ ≤ ∞, where [zn]y(z) = 0 for n 6≡ 1 (mod p). Assume that y(z) has p dominant
singularites located at ζρ for ζ ∈ G(p), and that for some L ≥ 0 and z→ ρ, we have the singular
expansion
y(z)
z→ρ
=
L−1∑
j=0
d j

1− z
ρ
−α j
+O

1− z
ρ
−αL
,
where α0, α1, . . . , αL are complex numbers such that Re(α j)≥ Re(α j+1) for all 0≤ j < L.
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Then, for ζ ∈ G(p), the singular expansion of y(z) for z→ ζρ is given by
y(z)
z→ζρ
=
L−1∑
j=0
ζd j

1− z
ζρ
−α j
+O

1− z
ζρ
−αL
,
i.e., the expansion for z→ ζρ can be obtained by multiplying the expansion for z→ ρ with ζ
and substituting z 7→ ζ/ρ. Finally, for the coefficients of y(z) we find
[zn]y(z) = ¹p | 1− nº[zn]p L−1∑
j=0
d j

1− z
ρ
−α j
+O

1− z
ρ
−αL
, (9)
which can be made explicit easily by means of singularity analysis (cf. [3, Chapter VI.4]). In
particular,
[zn]y(z) = ¹p | 1− nº L−1∑
j=0
pd j
Γ (α j)
nα j−1ρ−n +O
 
nRe(α0)−2ρ−n

+O
 
nRe(αL)−1ρ−n

.
Proof. As [zn]y(z) = 0 for n 6≡ 1 (mod p) there is a function χ, analytic around the origin,
such that y(z) = zχ(zp). Thus, for every ζ ∈ G(p), we have
y(ζz) = ζzχ((ζz)p) = ζzχ(zp) = ζy(z)
or, equivalently,
y(z) = ζy

z
ζ

.
Thus the singular expansion for z→ ζρ follows from that for z→ ρ by replacing z with z/ζ
and multiplication by ζ.
With the singular expansions at all the dominant singularities located at ζρ for ζ ∈ G(p) at
hand, we are able to extract the overall growth of the coefficients of y(z) by first applying
singularity analysis to every expansion separately, and then summing up all these contributions.
When doing so, we use the well-known property of roots of unity that∑
ζ∈G(p)
ζm = p¹p | mº (10)
for m ∈ Z in order to rewrite the occurring sums as ∑ζ∈G(p) ζ1−n = p¹p | 1− nº. Comparing
the resulting asymptotic expansion with (9) proves the statement. 
The following result is a consequence of Propositions 2.1 (resp. Corollary 3.2), 4.1, and 4.2.
It shows that actually we have more than enough information to carry out the asymptotic
analysis of the number of ascents, although in general we do not know the function V (z, t)
explicitly.
Corollary 4.3. Let V (z, t) be the bivariate generating function from Corollary 3.2 and let
V (z) = V (z, 1).
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(1) Let τ > 0 be the uniquely determined positive constant satisfying S′(τ) = 0. Then V (z)
has radius of convergence ρ := 1/S(τ) with a square-root singularity for z→ ρ. If S
has period p, then the dominant singularities (i.e., singularities with modulus ρ) are
located at ζρ with ζ ∈ G(p). The corresponding expansions are given by
V (z)
z→ζρ
= ζτ− ζ
√√2 S(τ)
S′′(τ)

1− z
ζρ
1/2
− ζS(τ)S′′′(τ)
3 S′′(τ)2

1− z
ζρ

+O

1− z
ζρ
3/2
. (11)
(2) The evaluation of the partial derivatives ∂
ν
∂ tνV (z, t) at t = 1 can be expressed in terms
of V (z). For instance, the first partial derivative is given as
Vt(z) = −z (V (z)− z)
r
V (z)r+2 S′(V (z))
. (12)
Proof. Let F(z, t, v) be given as in the statement of Proposition 2.1.
(1) The singular expansion of V (z) for z → ζρ follows from applying Propositions 4.1
and 4.2 to our given context: Plugging in t = 1 in (2) (or, alternatively, the combina-
torial interpretation of V (z, t) as stated in Corollary 3.2) proves that V (z) satisfies the
functional equation V (z) = zφ(V (z)) with φ(u) = u S(u). For this particular φ(u),
the fundamental constant τ is defined as the unique positive real number satisfying
S′(τ) = 0. Then, Proposition 4.1 yields the singular structure as well as the singular
expansion for z→ ρ after checking that φ(u) satisfies the necessary conditions—and
indeed, we have φ(0) = 1 6= 0, and for step sets other than S = {−1,0}, φ is also a
nonlinear function. With the computed expansion for z → ρ, we obtain (11) from
Proposition 4.2.
(2) As a consequence of V (z, t) being a bivariate generating function where the coefficient
of zn is given by a polynomial in t (see Corollary 3.2), and as we know that V (z) =
V (z, 1) has radius of convergence ρ = 1/S(τ), we obtain that V (z, t) is analytic
in a small neighborhood of (z, t) = (0,1). This allows us to implicitly differentiate
the functional equation (7) with respect to t. Within the implicit derivative of this
equation, the partial derivative ∂∂ t V (z, t) only occurs linearly, so that we can solve for
it.
Equation (12) can now be obtained by setting t = 1 and using the relation
z S(V (z)) = 1 (see Corollary 3.2). Higher-order partial derivatives can be obtained by
differentiating again with respect to t before setting t = 1. 
These observations allow us to employ singularity analysis (see, e.g., [3, Chapter VI])
in order to carry out a precise analysis of the number of r-ascents in certain families of
Łukasiewicz paths in the following sections.
We conclude this section with a very useful observation with respect to the nature of the
structural constant τ.
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Lemma 4.4. Let S be some3 Łukasiewicz step set and let τ be the corresponding structural
constant, i.e. the unique positive number satisfying S′(τ) = 0. Then τ≤ 1 with equality if and
only if S = {−1,0, 1} or S = {−1, 1}.
Proof. First, observe that S′ is a strictly increasing function. For u≥ 1, we have
S′(u)≥ S′(1) = −1+
∑
s∈S
s≥0
s ≥ 0
with equality if and only if u = 1 and S ∈ {{−1, 0, 1}, {−1, 1}}. Monotonicity of S′ then implies
the assertion of the lemma. 
Remark. The number of Łukasiewicz excursions of length n is trivially bounded from above
by |S|n which corresponds to all paths with the same step set but without any restrictions.
Consequently, the radius of convergence ρ of the generating function of excursions V (z)/z is
bounded from below by 1|S| .
Assume that S 6∈ {{−1,0,1}, {−1,1}}. In this case, τ < 1 and S′(u) > 0 for τ < u < 1.
This implies |S| = S(1) > S(τ) = 1/ρ, which means that the radius of convergence ρ is
strictly larger than the trivial bound 1/|S|. In other words, for all but the two simple step
sets {−1, 0, 1} and {−1, 1}, the restriction to Łukasiewicz excursions leads to an exponentially
smaller number of admissible paths.
The quantity S′(1) is also referred to as the drift of the walk (see, e.g., [2, Section 3.2])
and strongly influences the asymptotic behavior of corresponding meanders.
5. ANALYSIS OF ASCENTS
5.1. Analysis of Excursions. In this section we focus on the analysis of excursions, i.e., paths
that start and end on the horizontal axis. As mentioned in Section 2, on the generating
function level, this corresponds to setting v = 0 in F(z, t, v) from (1). Also note that from this
point on it is quite useful to replace S+(v) = S(v)− 1/v in F(z, t, v).
Recall that En,r is the random variable modeling the number of r-ascents in a random
non-negative Łukasiewicz excursion of length n with respect to some given step set S.
Theorem 1. Let r ∈ N, n ∈ N0, and p ≥ 1 be the period of the step set S. Let τ be the structural
constant, i.e., the unique positive solution of S′(τ) = 0. Set c := τS(τ).
Then, the expected number of r-ascents in Łukasiewicz paths of length n for n≡ 0 (mod p) as
well as the corresponding variance grow with n→∞ according to the asymptotic expansions
EEn,r =
(c − 1)r
c r+2
n+
(c − 1)r−2
2τ2c r+2 S′′(τ)2

S′′(τ)2τ2
 
4c2 − (r + 8)c + r + 4
− S′′(τ)S(τ) 6c2 − 6(r + 2)c + r2 + 5r + 6
− S′′′(τ)c(2c2 − (r + 4)c + r + 2)+O(n−1/2)
(13)
3Recall that we excluded S = {−1, 0} in the introduction.
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and
VEn,r =

(c − 1)r
c r+2
+
(2c − 2r − 3)(c − 1)2r
c2r+4
− (c − 1)2r−2(2c − r − 2)2
c2r+3τ3 S′′(τ)

n+O(n1/2). (14)
Additionally, for n 6≡ 0 mod p, we have En,r = 0. All O-constants depend implicitly on r.
Proof. While the proof for this theorem actually is quite straightforward, it involves some
rather computationally expensive operations with asymptotic expansions, which we have
carried out with the help of SageMath, see the corresponding worksheet as referenced at the
end of Section 1.
As discussed in the remark after the definition of periodic lattice paths, for a p-periodic step
set S there are no excursions of length n for n 6≡ 0 mod p. Thus, the random variable En,r
degenerates to the constant 0 in these cases, allowing us to focus on the case where n is a
multiple of p.
Based on the fact that the generating function enumerating r-ascents within Łukasiewicz
excursions is given by F(z, t, 0) = V (z, t)/z, our general strategy for determining asymptotic
expansions for the expected number of r-ascents and the corresponding variance is to compute
expansions for the first and second factorial moment by normalizing the extracted coefficients
of Vt(z)/z and Vt t(z)/z.
In order to normalize these extracted coefficients, we need to compute an asymptotic
expansion for the number of S-excursions of given length. To accomplish this, we could
simply use the general framework developed by Banderier and Flajolet in [2, Theorem 3]—
however, we choose to analyze this quantity more directly by applying singularity analysis
to the singular expansion of V (z) = V (z, 1) given in (11). With the help of SageMath and
Proposition 4.2, we immediately find
[zn]
V (z)
z
= p
√√ S(τ)3
2piS′′(τ) S
(τ)nn−3/2
− p
24
√√ S(τ)3
2piS′′(τ)7
 
45 S′′(τ)3 + 5 S(τ)S′′′(τ)2
− 3 S(τ)S′′(τ)S′′′′(τ)S(τ)nn−5/2
+O(S(τ)nn−3)
(15)
for n≡ 0 (mod p).
For the analysis of the expected value, we turn our attention to Vt(z)/z. By Corollary 4.3,
the derivative Vt(z) can be expressed in terms of V (z). Then, as V (z) and Vt(z) are both
analytic with radius of convergence ρ, we can use the singular expansion of V (z) together
with (12) to arrive at a singular expansion of Vt(z)/z. By (5) we know that Proposition 4.2
can be used to obtain the singular expansion of Vt(z) for z→ ζρ with ζ ∈ G(p).
This allows us to extract the nth coefficient of Vt(z)/z by means of singularity analysis—and
dividing by the growth of the number of excursions of length n yields an asymptotic expansion
for EEn,r . This gives (13).
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In the same manner, by investigating the second derivative Vt t(z)/z, we can obtain an
asymptotic expansion for the second factorial moment, E(En,r(En,r − 1)). Then, applying the
well-known identity
VEn,r = E(En,r(En,r − 1)) +EEn,r − (EEn,r)2,
proves (14). 
By means of Theorem 1 we are immediately able to determine the asymptotic behavior of
interesting special cases. We are particularly interested in the most basic setting: S = {−1, 1},
i.e., Dyck paths.
Example 5.1 (r-Ascents in Dyck paths). In the case of Dyck paths, we have u S(u) = 1+ u2.
From there, it is easy to see that τ = 1 and ρ = 1/2, and that the family of paths is 2-periodic.
By the same approach as in the proof of Theorem 1, we can determine the expected number
and variance of r-ascents in Dyck paths of length 2n with higher precision than stated in
Theorem 1, namely as
ED2n,r =
n
2r+1
− (r + 1)(r − 4)
2r+3
+
(r2 − 11r + 22)(r + 1)r
2r+6
n−1 +O(n−2)
and
VD2n,r =

1
2r+1
− r2 − 2r + 3
22r+3

n
−

r2 − 3r − 4
2r+3
− 3r4 − 20r3 + 29r2 − 10r − 14
22r+5

+O(n−1/2).
However, as we have a closed expression for V (z), we can do even better. Because of
V (z)
z
=
1−p1− 4z2
2z2
,
we can also write down the generating function Vt(z)/z for the expected number of r-ascents
explicitly. We find the 2-periodic power series
Vt(z)
z
=
(1−p1− 4z2 )r(1+p1− 4z2)
2r+1
p
1− 4z2 , (16)
for which, after substituting Z = z2, we can apply Cauchy’s integral formula in order to extract
the expected values before normalization with the nth Catalan number Cn explicitly.
Considering a contour γ that stays sufficiently close to the origin and winds around it
exactly once, and by the integral substitution Z = u(1+u)2 we obtain
[Zn]
Vt(z)
z
=
1
2pii
∮
γ
Vt(z)/z
Zn+1
dZ
=
1
2pii
∮
γ˜

u
1+ u
r 1
1− u
(1+ u)2n+2
un+1
1− u
(1+ u)3
du
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=
1
2pii
∮
γ˜
(1+ u)2n−r−1
un−r+1 du = [u
n−r](1+ u)2n−r+1
=

2n− r − 1
n− 1

,
where γ˜ denotes the image of γ under the transformation; a curve that also stays close to the
origin and winds around it once. After normalization, this proves the exact formula
ED2n,r =
1
Cn

2n− r − 1
n− 1

.
5.2. Analysis of Dispersed Excursions. Let S be a Łukasiewicz step set where 0 6∈ S. In this
setting, we define a dispersed Łukasiewicz excursion to be an S-excursion where, additionally,
horizontal steps “→” can be taken whenever the path is on its starting altitude. Observe that,
by our definition of r-ascents, these horizontal steps do not contribute towards ascents, as
only the non-negative steps from S are relevant.
The motivation to study this specific family of Łukasiewicz paths originates from [6], where
the authors investigate the total number of 1-ascents in dispersed Dyck paths using elementary
methods. Our goal in this section is to find asymptotic expansions for the number of dispersed
Łukasiewicz excursions of given length as well as for the expected number of r-ascents in
these paths.
We begin our analysis by constructing a suitable bivariate generating function enumerating
dispersed Łukasiewicz excursions with respect to their length and the number of r-ascents.
Proposition 5.2. Let r ∈ N and V (z, t) as in Proposition 2.1 or Corollary 3.2. Then the
generating function D(z, t) enumerating dispersed S-excursions where z marks the length of the
excursion and t marks the number of r-ascents is given by
D(z, t) =
1
z
V (z, t)
1− V (z, t) . (17)
Proof. Let E denote the combinatorial class of S-excursions. The corresponding bivariate
generating function is given by V (z, t)/z, as proved in Corollary 3.2.
By the symbolic method (see [3, Chapter I]), the combinatorial class D of dispersed
excursions can be constructed as
D = (E →)∗E .
Translating this combinatorial construction in the language of (bivariate) generating functions,
we find
D(z, t) =
1
1− V (z,t)z z
V (z, t)
z
,
and simplification immediately yields (17). 
In preparation for the analysis of the generating function D(z, t), we have to investigate the
structure of the dominant singularities. In particular, the following lemma states that in most
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cases, the dominant singularity of D(z, 1) comes from the dominant square root singularities
on the radius of convergence of V (z).
Lemma 5.3. The radius of convergence of D(z, 1) (as well as for the corresponding partial
derivatives with respect to t, i.e., ∂
ν
∂ tν D(z, t)|t=1) is given by ρ = 1/S(τ), where τ > 0 is the
structural constant with respect to the step set S.
Proof. As V (z) is a power series with non-negative coefficients, we have
|V (z)| ≤ V (|z|)≤ V (ρ) = τ≤ 1
for |z| ≤ ρ by Lemma 4.4. By the same lemma and because we assumed 0 6∈ S, equality holds
only in case of S = {−1, 1}. Thus, the denominator 1− V (z) of D(z, 1) does not contribute a
pole for |z|< ρ. 
Lemma 5.3 tells us that in the general case of τ 6= 1, the singularities of D(z, 1) are of
the same type as the singularities of V (z). Therefore, the precise description of the singular
structure of V (z) given in Corollary 4.3 allows us to carry out the asymptotic analysis.
Recall that Dn,r is the random variable modeling the number of r-ascents in a random
dispersed Łukasiewicz excursion of length n with respect to some step set S.
Theorem 2. Let p ≥ 1 be the period of the step set S. Assume additionally that for the structural
constant τ we have τ 6= 1.
Then dn, the number of dispersed Łukasiewicz excursions of length n, satisfies
dn =
1p
2pi
pτk(τp(p− k− 1) + k + 1)
(1−τp)2
√√S(τ)3
S′′(τ) S
(τ)nn−3/2 +O(S(τ)nn−5/2) (18)
for n≡ k mod p and 0≤ k ≤ p− 1. Furthermore, the expected number of r-ascents grows with
n→∞ according to the asymptotic expansion
EDn,r =
(τS(τ)− 1)r
(τS(τ))r+2
n+O(1). (19)
The O-constants depend implicitly on both r as well as on the residue class of n modulo p.
In a nutshell, the proof of this theorem involves a rigorous analysis of the generating func-
tions D(z, 1) (for the overall number of dispersed excursions), as well as of Dt(z, 1) =
1
z
Vt (z)
(1−V (z))2
(for the expected number of ascents in these paths). All computations are carried out in
the corresponding SageMath worksheet, lukasiewicz-dispersed-excursions.ipynb.
Furthermore, while our results as stated in (18) and (19) only list the asymptotic main term,
expansions with higher precision are available in the worksheet as well (they just become
rather messy very quickly).
Proof. Before we delve into the analysis, let us recall the setting we have to deal with. As
the period of the step set S is p, the function V (z) (and corresponding derivatives with
respect to t) has p dominant square root singularities, located at ζ/S(τ) with ζ ∈ G(p) (see
Corollary 4.3).
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Furthermore, as τ 6= 1, Lemma 5.3 tells us that the singular structure of D(z, 1) (and its
derivatives with respect to t) is directly inherited from V (z), meaning that the singularities of
D(z, 1) are of the same type as the singularities of V (z).
Thus, after rewriting
D(z, 1) =
1
z
V (z)
1− V (z) =
1
z
(
1
1− V (z) − 1),
we can use the expansion of V (z) for z → ζ/S(τ) from (11) to compute the expansion for
D(z, 1) with z→ ζ/S(τ), yielding
D(z, 1)
z→ζ/S(τ)
=
τS(τ)
1−τζ −
1
(1−τζ)2
√√2 S(τ)3
S′′(τ)
 
1− z
ζ/S(τ)
1/2
+O
 
1− z
ζ/S(τ)

.
By applying singularity analysis we are able to determine the contribution of the singularity
located at ζ/S(τ) to the overall growth of the coefficients of D(z, 1), which can then be
obtained by summing up the contributions of all singularities on the radius of convergence.
In our case, this translates to summing over all pth roots of unity ζ ∈ G(p).
After doing so, we see that in the main term all roots of unity can be grouped together such
that we find
1p
2pi
 ∑
ζ∈G(p)
ζ−n
(1−τζ)2
√√S(τ)3
S′′(τ) S
(τ)nn−3/2.
In fact, when studying these expansions with higher precision, the corresponding sums that
occur have the shape ∑
ζ∈G(p)
ζ`−n
(1−τζ)m
for some integers `, m≥ 0. To find an explicit expression for this sum, we first recall (10) as
well as another elementary property of roots of unity, namely
(1− ζτ)
p−1∑
j=0
(τζ) j = 1−τp.
Now let n≡ k mod p with 0≤ k ≤ p− 1. Then we can rewrite∑
ζ∈G(p)
ζ`−n
(1−τζ)m =
1
(1−τp)m
∑
ζ∈G(p)
ζ`−k(1+τζ+ (τζ)2 + · · ·+ (τζ)p−1)m.
By (10) we only need to determine those summands in (1+τζ+ · · ·+ (τζ)p−1)m involving
τ j with 0 ≤ j ≤ m(p− 1) and j ≡ k− ` mod p. This can be done easily for explicitly given
values of m and `, for example∑
ζ∈G(p)
ζ−n
(1−τζ)2 =
pτk(τp(p− k− 1) + k + 1)
(1−τp)2 .
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Plugging this into the previously obtained asymptotic expansion for the growth of the coeffi-
cients of D(z, 1) yields (18).
For the expected value we focus on the generating function
Dt(z, 1) =
Vt(z)
z
1
(1− V (z))2
and proceed similarly to above. Using (11) and (12) we are again able to compute the singular
expansion of Dt(z, 1) for z→ ζ/S(τ), namely
1
(1−τζ)2
(τS(τ)− 1)r
S(τ)rτr+2
p
2 S(τ)S′′(τ)
 
1− z
ζ/S(τ)
−1/2
+O(1).
Extracting the contributions of the singularity at ζ/S(τ), summing up the contributions of all
p singularities, and then finally normalizing the result by dividing by the overall number of
dispersed excursions of length n we arrive at (19). 
By Lemma 4.4, the only family of Łukasiewicz paths that is not covered by Theorem 2 is
S = {−1, 1}, the case of dispersed Dyck paths. However, as everything is explicitly given, the
analysis is quite straightforward.
Proposition 5.4. Let dn denote the total number of dispersed Dyck paths of length n, and let
Dn,r denote the random variable modeling the number of r-ascents in a random dispersed Dyck
path of length n.
Then, dn is given by
dn =

n
bn/2c

=
√√ 2
pi
2nn−1/2 − 2− (−1)n
2
p
2pi
2nn−3/2 +O(2nn−5/2), (20)
and the expected number of r-ascents satisfies
EDn,r =
n
2r+2
−
s
pi
2
r − 2
2r+2
n1/2 +
(r − 1)(r − 4)
2r+3
−
s
pi
2
(r − 2)(2− (−1)n)
2r+4
n−1/2 +O(n−1).
(21)
Proof. In the case where τ = 1, the zero in the denominator of 11−V (z) combines with the square
root singularity from V (z) itself. From Example 5.1 we know that
V (z) =
1−p1− 4z2
2z
and Vt(z) = z
(1−p1− 4z2 )r(1+p1− 4z2 )
2r+1
p
1− 4z2 .
The number dn of dispersed Dyck paths of length n can be read off as the coefficients of
D(z, 1) =
1
z
V (z)
1− V (z) =
1
2z
√√1+ 2z
1− 2z − 1

=
1p
1− 4z2 +
1
2z

1p
1− 4z2 − 1

.
This proves (20), where the asymptotic part can be obtained by means of singularity analysis.
The explicit formula for dn in (20) is also stated in [6, Lemma 2].
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For the expected number of r-ascents, we consider
Dt(z, 1) =
1
z
Vt(z)
(1− V (z))2 =
(1−p1− 4z2)r(1− 4z2 +p1− 4z2(1− 2z2))
2r+1(1+ 2z)(1− 2z)2 .
Just as before, the coefficients of this function can also be extracted by means of singularity
analysis; the dominant singularities can be found at z = ±1/2. Extracting the coefficients and
dividing by dn yields (21). 
This completes our analysis of r-ascents in dispersed Łukasiewicz excursions.
5.3. Analysis of Meanders. In this section we study ascents in meanders, i.e., non-negative
Łukasiewicz paths without further restriction. The corresponding generating function can be
obtained from (1) by setting v = 1, which allows arbitrary ending altitude of the path.
In accordance to the results from [2, Theorem 4], the behavior of meanders depends on the
sign of the drift (i.e., the quantity S′(1)). The following theorem handles the case of positive
drift (which, in our setting, is equivalent to τ 6= 1).
Recall that Mn,r is the random variable modeling the number of r-ascents in a random
non-negative Łukasiewicz path of length n with respect to some given step set S.
Theorem 3. Let τ > 0 be the structural constant, i.e., the unique positive solution of S′(τ) = 0,
and assume that τ 6= 1.
Then, with ξ = 1/S(1), the expected number of r-ascents in Łukasiewicz meanders of length n
as well as the corresponding variance grow with n→∞ according to the asymptotic expansions
EMn,r = µn+
(S(1)− 1)r(2 S(1)− 1− r)
S(1)r+2
+
(S(1)− 1)r Vz(ξ)
S(1)r+1(1− V (ξ)) −
Vt(ξ)
1− V (ξ)
+O

n5/2

S(τ)
S(1)
n
, (22)
and
VMn,r = σ2n+O(1), (23)
where µ and σ2 are given by
µ=
(S(1)− 1)r
S(1)r+2
and σ2 =
(S(1)− 1)r
S(1)r+2
+
(S(1)− 1)2r(2 S(1)− 3− 2r)
S(1)2r+4
.
Moreover, for n→∞, Mn,r is asymptotically normally distributed, i.e., for x ∈ R we have
P
Mn,r −µnp
σ2n
≤ x

=
1p
2pi
∫ x
−∞
e−t2/2 d t +O(n−1/2).
All O-constants depend implicitly on r.
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Proof. Just as in the analysis of excursions and dispersed excursions, the first quantity we
require is mn, the total number of meanders of length n associated to S. Setting v = t = 1
in (1) and simplification yields
F(z, 1, 1) =
1− V (z)
1− z S(1) .
From Corollary 4.3 we know that V (z) has radius of convergence 1/S(τ). As S(u) is strictly
convex for u> 0 and τ solves S′(τ) = 0, this means that S(τ)< S(u) for all u> 0 with u 6= τ.
Hence, as 1/S(1)< 1/S(τ), the dominant singularity of F(z, 1, 1) is the simple pole located
at ξ := 1/S(1). Extracting coefficients yields
mn = [z
n]F(z, 1, 1) = (1− V (ξ))S(1)n +O(n−3/2 S(τ)n). (24)
The error term can directly be deduced from the fact that the next relevant singularity of
F(z, 1, 1) is of square-root type with modulus 1/S(τ) (coming from V (z)). Observe that (24)
could also have been obtained by applying [2, Theorem 4] for our given step set S.
In order to determine the expectation EMn,r , we differentiate F(z, t, 1) with respect to
t, set t = 1, and then extract the coefficients of the resulting generating function. By
construction, these coefficients are mn ·EMn,r , allowing us to obtain an asymptotic expansion
after normalizing the result.
Carrying out the computations leads to
∂
∂ t
F(z, t, 1)

t=1 =
(cz)r(cz − 1)2(1− V (z))
(1− z S(1))2 −
Vt(z)
1− z S(1) ,
where, for the sake of brevity, we define c := S(1)− 1 = S+(1). Determining the growth of
the coefficients then gives
c r(1− V (ξ))
S(1)r+2
n S(1)n +

(1− V (ξ))c r(2 S(1)− 1− r) + c r S(1)Vz(ξ)
S(1)r+2
− Vt(ξ)

S(1)n
+O(n−1/2 S(τ)n),
which, after dividing by the expansion of mn, proves (22).
Analogously, for the second partial derivative of F(z, t, 1) with respect to t, we find
∂ 2
∂ t2
F(z, t, 1)

t=1 = −2z(cz)
2r(cz − 1)3(1− V (z))
(1− z S(1))3 −
2(cz)r(cz − 1)2Vt(z)
(1− z S(1))2 −
Vt t(z)
1− z S(1) ,
allowing us to determine the asymptotic growth of the unnormalized second factorial moment,
mnE(Mn,r(Mn,r − 1)). Dividing by mn and computing the variance by means of VMn,r =
E(Mn,r(Mn,r − 1)) +EMn,r − (EMn,r)2 then yields (23).
In order to prove that Mn,r is asymptotically normally distributed, we observe that
F(z, t, 1) =
(1− V (z, t))(1+ (t − 1)(1− cz)(cz)r)
1− z S(1)− (t − 1)(1− cz)(cz)r
has a unique simple pole at z = 1/S(1) for t = 1 and, by Rouché’s theorem for |z|< ρ, it has
a single pole for sufficiently small |t − 1|. This allows us to apply the theorem on singularity
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pertubation for meromorphic functions [3, Theorem IX.9], which proves the normal limiting
distribution and thus concludes this proof. 
Remark (Computation of constants). Within (22) and (23), the asymptotic expansions for
the expected number and variance of r-ascents in meanders, constants of the type V (ξ),
Vz(ξ), Vt(ξ), where ξ= 1/S(1), occur. For higher precision than in the theorem, also higher
derivatives (as well as mixed derivatives) occur.
Although the function V (z, t) is only given implicitly, by the following observation all of
those constants can actually be computed. By taking the functional equation (8) and rewriting
it as
1
z
= S(V (z)),
we can see that for z = 1/S(1) we obtain the relation
S(1) = S

V

1
S(1)

.
Then, because we know that V (1/S(1)) > 0 and that S(u) is strictly convex for u > 0, the
constant can be determined as the unique positive solution of S(u) = S(1) satisfying u 6= 1.
For determining the value of the constants involving derivatives, we make use of the same
approach as used in Corollary 4.3. By means of implicit differentiation we are able to rewrite
any derivative of the form ∂
ν1+ν2
∂ tν1∂ zν2 V (z, t)|t=1 in terms of V (z), allowing us to express all
constants in terms of V (ξ).
By Lemma 4.4, Theorem 3 covers all step sets except for S = {−1,1} and S = {−1,0,1}.
In these cases, we have a similar situation to what we had in Section 5.2: the square root
singularity coming from V (z) combines with the zero in the denominator.
The following propositions close this gap.
Proposition 5.5. The expected number of r-ascents in the Łukasiewicz meanders of length n
associated to S = {−1, 1} as well as the corresponding variance grow with n→∞ according to
the asymptotic expansions
EMn,r =
n
2r+2
+
p
2pi(r − 2)
2r+3
n1/2− r2 − r − 8
2r+3
+
p
2pi((2− (−1)n)(r − 2)
2r+5
n−1/2+O(n−1), (25)
and
VMn,r =
2r+3 − r2(pi− 2) + 4r(pi− 3)− 4pi+ 10
22r+5
n
+
p
2pi(2r+2(r − 2)− r3 + 3r2 − 2r + 4)
22r+5
n1/2 +O(1). (26)
Proof. The analysis of ascents in this case is pretty much straightforward, as4
V (z) =
1−p1− 4z2
2z
,
4See also Example 5.1.
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and therefore all generating functions involved in this analysis are given explicitly.
The total number of meanders can now either be obtained by following [2, Theorem 4], or
simply by extracting the coefficients of
F(z, 1, 1) = −1− 2z −
p
1− 4z2
2z(1− 2z) ,
where the dominant singularities are located at z = ±1/2. In any case, we find that for
n→∞ there are√√ 2
pi
2nn−1/2 −
√√ 2
pi
2− (−1)n
4
2nn−3/2 +
√√ 2
pi
13− 12(−1)n
32
2nn−5/2 +O(2nn−7/2) (27)
meanders with steps S = {−1,1} of length n.
Then, by plugging in
Vt(z) =
z(1−p1− 4z2)r(1+p1− 4z2)
2r+1
p
1− 4z2
and the formula for V (z) into
∂
∂ t
F(z, t, 1)

t=1 =
z r(1− z)2(1− V (z))
(1− 2z)2 −
Vt(z)
1− 2z ,
we have an explicit representation of the generating function for the expected number of
r-ascents before normalization. Extracting the coefficients by means of singularity analysis
(the location z = ±1/2 of the dominant singularities is known from above) and then dividing
by (27) yields (25).
For computing the variance, we proceed similarly: we determine the asymptotic behavior of
the second factorial moment E(Mn,r(Mn,r−1)) by extracting the coefficients of ∂ 2∂ t2 F(z, t, 1)|t=1
and normalizing the result by dividing by (27). Then, (26) follows from
VMn,r = E(Mn,r(Mn,r − 1)) +EMn,r − (EMn,r)2. 
Proposition 5.6. The expected number of r-ascents in the Łukasiewicz meanders of length n
associated to S = {−1, 0, 1} as well as the corresponding variance grow with n→∞ according
to the asymptotic expansions
EMn,r =
2r
3r+2
n+
p
3pi(r − 4)2r−2
3r+2
n1/2 − (3r2 − r − 96)2r−4
3r+2
+
p
3pi(r − 4)2r−6
3r
n−1/2 +O(n−1) (28)
and
VMn,r =
3r+22r+4 − 22r(3r2(pi− 2)− 8r(3pi− 10) + 48pi− 144)
16 · 32r+4 n
+
p
3pi(72(r − 4)6r − 22r(3r3 − 9r2 − 28r − 32))
32 · 32r+4 n
1/2 +O(1). (29)
27
Proof. The asymptotic expansions for expectation and variance can be obtained with an
analogous approach as in the proof of Proposition 5.5. In this case, we have
V (z) =
1− z −p1− 2z − 3z2
2z
,
and the dominant singularity of F(z, 1, 1) (as well as for the corresponding derivatives with
respect to t) is located at z = 1/3. 
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