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Introduction

Framework and motivation
The problem under study in this paper may be considered as a means of making the analytic continuation principle computationally e ective in the disk for a function which is merely known on a subset of the circle. This issue arises in a variety of inverse problems ranging from deconvolution and the identi cation of linear control systems or stochastic processes to inverse scattering and Neumann Dirichlet problems, see e.g. 6, 10, 13, 16, 19, 18, 34, 38, 40] and their bibliography. Although the Carleman theory formally provides a solution as the limit of certain singular integrals 2], the question is well-known to be ill-posed 31]: if, for instance, the boundary data do not exactly match those of an analytic function, then Carleman's recovery formulas diverge 5]. We shall in fact take up a slightly more general issue by allowing the function to be recovered to have a prescribed number of poles in the disk.
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We will formulate this recovery issue as an extremal problem with a priori constraints on the portion of the boundary where no data are available. It appears then as a generalization to arbitrary subsets of the unit circle T of an Adamjan Arov Krein (in short, AAK) problem 1]. Providing as it does a link between meromorphic approximation and Hankel operators, the AAK theory has engaged the interest of many researchers in functional analysis 39, 42] and has already found many applications to approximation, interpolation, control theory and signal processing 22, 26, 34, 40] . The present paper can be seen partly as a sequel to 7, 10] , where a version of the Nehari problem, based on data provided on a proper subset of the circle, was applied to the question of band-limited frequency-domain identi cation of stable linear systems. Here we resolve the problem of nding the best completion of a partial model i.e., of extending a function to the missing part of the boundary so as to make it as close to meromorphic with N poles as possible in the sup norm while meeting some gauge constraint. In order to keep the solution to this problem constructive, we show that it is generically well behaved in H lder Zygmund classes from the numerical viewpoint; this will rest on continuity properties of meromorphic approximation 35, 37] and on the generic non multipleness of Hankel singular values. An algorithm is described at the end of the paper and used to compute numerical experiments.
Notations and preliminaries
In the following, D will denote the unit disk of the complex plane and T the unit circle. We abbreviate the set of positive real numbers by R + := fx 2 R ; x > 0g. When E T, we write C(E) for the space of continuous complex-valued functions on E while L p (E) designates the familiar Lebesgue space for 1 p 1. We let H p L p (T) be the Hardy space with exponent p of D consisting of functions with vanishing Fourier coe cients of negative index. Alternatively, H p is the set of nontangential limits of functions analytic in D whose modulus has uniformly bounded L p -mean over circles centered at 0 included in D ; when p = 1, this simply says that the function is bounded in D . When p = 2, we also introduce the conjugate Hardy space H 2 0 which is the orthogonal complement to H 2 in L 2 (T) , that is to say the subspace of functions with vanishing Fourier coe cients of non-negative index.
Equivalently, f 2 H 2 0 if, and only if, f 2 H 2 and f has zero mean on T. The norm on L p (E) will be the natural one, denoted by k k L p (E) . In L 1 (E), we write d ( ; S) for the distance of the element to the subset S; we use the same notation regardless of E T, but the context will keep the meaning clear. The balls in L 1 (E) are weak-* compact. We use this well-known fact on several occasions in its sequential form: any sequence (f n ) with kf n k L 1 (E) C contains a subsequence (f n k ) such
We also recall a theorem of Douglas 20, 25] that the space H 1 + C(T) is a subalgebra of L 1 (T).
The subscript j E applied to a function or to a set of functions indicates restriction to E; for instance, H p j E is the space of traces on E of H p functions. Whenever f is de ned on E and h is de ned on its complement T n E, then f _ h stands for the concatenated function which is de ned on all of T.
Recall that the modulus of continuity of a function f 2 C(E) is de ned by ! f ( ) := sup We will use the following subsets:
+ (E) := ff 2 (E) ; f 0g; +; (E) := ff 2 + (E) ; inf E f > 0g; +;0 (E) := ff 2 + (E) ; f = 0 at boundary points of Eg:
We also introduce M := fM 2 L 1 (T n K) ; M 0 a:e: on T n Kg; M := fM 2 M ; inf TnK M > 0g:
The symbol k k op will be reserved for the norm of an operator from one Banach space into another. For N 0, we let P N z] be the space of complex algebraic polynomials in the variable z of degree at most N, and we further de ne R N L 1 (T) to be the set of rational functions with no poles on T and at most N poles in D . Finally, T denotes the space of trigonometric polynomials.
About AAK approximation
An AAK approximation problem consists by de nition in solving for 
In words, we are given a bounded function on a subset of the circle and a gauge on the complementary subset, and we seek an extended de nition to the whole circle that meets the gauge and makes the global function as close as possible to a meromorphic function with N poles. Companion to problem 1 will be the Bounded Extremal Problem: 
The bounded extremal problem is close in spirit to the bounded completion: here again we are given a bounded function on a subset of the circle and a gauge on the complementary subset, but this time we directly seek a meromorphic function with N poles which is closest to the function while meeting the gauge. We shall study problem 1 when both K and T n K have positive Lebesgue measure, and we nd that it reduces to problem 2 which in turn reduces, although in an implicit manner, to AAK approximation. When N = 0, problem 2 was analysed by the authors in 7] when M 0 is a constant, and in 10] for positive continuous M 0 ; we shall carry these results over to N 0 and to arbitrary constraints M 0 2 M on our way to solving problem 1. In another connection, we mention that, when N = 0, L 2 versions of problems 1 and 2 have been treated in 5, 11, 30] and that 2 was also considered in a Hardy-Sobolev class 4]. But for N > 0, where the L 2 analog of AAK approximation is best rational approximation in H 2 , the corresponding questions are open; an L p version of the AAK problem on T is proposed in 12] for p 2 although the occurence of local minima may hinder numerical computations.
The outline of the paper is as follows. In section 2 we prove the existence of a solution to problem 1 and, when the set B N M 0 ; is not empty, to problem 2. In section 3, we show that problem 1 reduces to problem 2 which is itself implicitly equivalent to AAK approximation.
In section 4, assuming that f _ 2 H 1 + C(T) and K has an interior point, we establish the continuity of N and N along with a reciprocity relation that make our reduction to AAK approximation computationally e ective; we then get uniqueness and error circularity for both problems 1 and 2. Section 5 deals with generic non-multipleness of Hankel singular values and contains the technical developments needed to show that problem 1 is well-posed, provided (f _ ; M) lies in some dense and open subset of (T) +;0 (T n K). The Lipschitz smoothness required from M and f _ is reasonable for many applications. That M vanishes at the endpoints of K may seem unnecessarily restrictive at rst glance but is really needed if one wants f _ h N to be continuous, a mandatory feature in most modelling problems. Section 6 subsequently describes a constructive algorithm in this case which is illustrated in section 7 by numerical experiments.
From now on, we tacitly assume that both K and T n K have positive Lebesgue measure. Before producing in the next sections a constructive solution to problem 1, we need the following result.
Existence of solutions
Theorem 1 There exists a solution to problem 1. Proof: let (h j ) in D M; be a minimizing sequence for (3). By weak-* compactness, (h j ) converges weakly-* to some h 2 D M; up to a subsequence. By property (a) of AAK approximation in section 1.3, there exists for each j a function k j 2 H 1 + R N such that
Up to a subsequence, (k j ) converges weakly-* to some k 2 H 1 + R N , by lemma 1, and kf _ h ? kk L 1 (T) lim
so that h provides us with a solution.
As far as existence is concerned, there is a slight di erence between problems 1 and 2, namely some subsequence converges weakly-* to a function g 2 H 1 +R N in view of lemma 1. Up to another subsequence, we may assume that M 0 ?j ?g j j also converges weakly-* in L 1 (TnK). Because weak-* limit preserves non-negativity, we now see that g 2 B M 0 ; and that: kf ? gk L 1 (K) lim
3 Reduction to AAK approximation
We rst show how the bounded completion problem 1 reduces to a bounded extremal one of type 2. It will be convenient formally to de ne the trace of B N M 0 ; on K:
Then B N M 0 ; 6 = ; and we have the inequality: 
where the last equality follows from (6) and (7).
Remark 2 If f 2 C N M; , the unique solution to problem 1 is the trace h N of f on T n K and N (M) = 0 in this case; this function is unambiguously de ned because members of H 1 + R N are uniquely determined by the values they assume on a subset of T of positive measure.
Next we introduce the AAK approximation to which problem 2 will turn out to be equivalent.
For 2 L 1 (T) such that 0 and log 2 L 1 (T), let w be the outer factor whose value at the origin is positive and whose modulus on T is :
e it ? z log (e it ) dt ; (9) Observe that whenever inf T > 0, then w is invertible in H 1 and w ?1 = w 1= .
Problem 3 Notation being as in problem 2 with M 0 2 M , and assuming f 6 2 C N M 0 ; , we
The equivalence we are aiming at is the following: 
Remark 3 The case where f 2 C N M 0 ; is not covered by theorem 4 since it entails N (M 0 ) = 0. However, problem 2 is then trivial, the unique solution being obviously the H 1 +R N function g N such that f = g N almost everywhere on K. Theorems 3 and 4 reduce problem 1 to the AAK problem 3. However, it is still unclear whether we made any progress towards a constructive solution for at least two reasons. The rst is that our reduction to AAK approximation is implicit for we do not know N (M) nor N (M + N (M)). The second reason is that, in general, AAK problems can be constructively solved only when the function to be approximated is rational whereas
has a rather bad singularity at boundary points of K. The remaining of the paper is essentially devoted to lling these gaps when f _ and M are generic functions in separable H lder Zygmund classes and K has non empty interior. 4 
To get (iii), observe that the left hand side of (11) ) ; (17) where 
Uniqueness and error circularity when f _ 2 H 1 + C(T)
We now translate to problems 1 and 2 property (b) of AAK approximation stated in section 1.3. We begin with the bounded extremal problem: lies on the segment (e i ); g N (e i )] at a distance M(e i ) from (e i ). Since h N also has this property, we get h 1 N = h N as desired.
Generic well-posedness in separable H lder Zygmund classes
Before we can describe a constructive solution to the bounded completion problem, at least for generic -data, we have to address a general di culty with AAK approximation, namely the map sending a function to its best approximant is discontinuous C(T) ! H 1 + R N at every non-meromorphic argument 32]; in particular, uniformly approximating a continuous function by a rational one does not guarantee that the best AAK approximation of the rational function will be uniformly close to that of the original function. The situation improves if one restricts to smoother classes of functions. An attractive class here is the separable H lder Zygmund space (T). Indeed, rational approximants can be obtained in (T) upon convolving with approximate identities (for example the Fej r kernel, see lemma 4 below); moreover, AAK approximation maps (T) into itself 37] and is continuous there precisely at those points whose associated Hankel operator ? has non-multiple N + 1-st singular value 35, thm 6]. To warrant this approach to AAK approximation, it only remains to prove the intuitively obvious fact that the multiplicity condition is satis ed most of the time. Therefore, we begin our constructive analysis by establishing that Hankel singular values are generically simple for rather general spaces of continuous functions. In addition to (T), these will comprise all hereditary classes of type 2, in the terminology of 36] 4 , where the non-multipleness of the (N + 1)-st singular value is known to be necessary (and in most cases su cient) for the continuity of best meromorphic approximation with N poles. it is readily seen from (23) very small but non-zero. It is plain if jq L+1 j is su ciently small, using the continuity of the roots with respect to the coe cients, that the rst N singular values of the (L + 1) (L + 1) Hankel matrix with parameters q 1 ; : : : ; q L+1 stay close to those of the L L matrix with parameters q 1 ; : : : ; q L and therefore remain distinct, while the (L + 1)-st is smaller than the previous ones but non-zero.
For many applications of AAK approximation, in particular to engineering and system theory, one deals with functions having real Fourier coe cients and theorem 7 tells nothing in this case because such functions already form a small subset of B. To warrant such applications, we observe that both theorem 7 and corollary 2 remain true when B is either the set of trigonometric polynomials with real coe cients of degree at most L N or a real Banach space of continuous functions on T densely containing the trigonometric polynomials with real coe cients. The proof of this would be virtually identical to the one of theorem 7, the only di erence being that coe cients are real throughout.
In order to apply theorem 7 to B = (T) and to the symbol (f _ ) w ?1
; we need a couple of lemmas. Though the rst one is apparently well-known, we could not locate it in the literature. We now show that for f 2 (T), we have kf n ? fk ! 0, where f n is a sequence of trigonometric polynomials obtained by convolving f with an approximate identity K n that may be for instance the Fej r kernel, see e.g. 29, 43] . By the well known properties of such a kernel, f n converges uniformly to f, so it is enough to show that
Let > 0 be given, and write ! f ( ) = k , where k is bounded and k ! 0 as ! 0. Thus k < =4 for 1 , say. Put for simplicity (S f)( ) = f( + ). We have by de nition:
kS f ? fk L 1 (T) k ; for 0 < : (25) Since convolving with K n commutes with S and does not increase the sup norm, we get kS f n ? f n k L 1 (T) k . Hence for 1 :
To get a similar estimate for > 1 , take 0 < and use R ? K n = 1 to write:
Split the integral into 2 pieces: I 1 taken over jyj 1 , and I 2 the remainder. By (25) and our choice of 1 , we get I 1 < ( =2) . As to I 2 , we get the obvious upper bound:
K n (y) dy and R jyj> 1 K n becomes smaller than =4 sup k for n su ciently large depending only on 1 . Adding all this up we get sup >0 ! f?fn ( )= < for n large, as desired. We are now in position to establish the genericity result we are looking for. For both statements and proofs, it is more convenient to handle G = f _ as a whole.
Proposition 3 The set U (T) +;0 (T n K) of pairs (G; M) such that N (G; M) 6 = 0, and also such that the Hankel operator with symbol Gw ? Taking into account that the topology is ner than the L 1 one, it follows from lemma 1 and weak-* compactness of balls in L 1 (T) that F n is closed in (T) for each n. Moreover F n has empty interior, because if G 2 F n and r N+1 is a rational function having N + 1 poles in D none of which is a pole of G, then G + r N+1 cannot belong to F n when > 0 because (G + r N+1 ) j K does not even belong to (H 1 + R N ) j K . Appealing to the Baire category theorem, F = n2N F n is meagre in (T) as announced. Next, for xed G 2 (T) n F, we de ne a map
We claim that G is a homeomorphism. To prove that it is bijective, we construct the inverse using proposition 2, namely ? Last but not least, each of these steps is constructive. Though we do not discuss here how to obtain the sequence (r m ), as this depends much on the way G is given, we simply note that, if the Fourier coe cients of G are available, one can use Fej r approximants, as in the proof of lemma 4, but also Jackson or de La Vall e Poussin trigonometric polynomials. Computing the singular value involved in step 1 and the associated Schmidt pair needed in step 2 (see section 1.3) is straightforward since r m is rational. Indeed, if r m = p =q`with p 2 P z], q`2 P` z], and for arbitrary 2 +; (T) , we can write: r m w = t`? 1 q`+ h where h belongs to H 1 and t`? 1 2 P`? 1 z] is easily computed from the values of p m , w , and possibly a certain number of their derivatives at the roots of q`. Now, the outer function w _( +M) being numerically available through (9), a solution~ m to (27) can be computed using a dichotomy procedure.
From the numerical viewpoint, a natural concern with generic algorithms is whether their conditioning is uniformly poor, in other words whether all admissible data are close to the singular set. At the cost of a slightly lengthier proof, it can be shown in the present case that the complement of U in (T) +;0 (T n K) has in fact the structure of a Banach manifold.
This ensures at least an abundance of data for which the algorithm is well-behaved, although it is of course quite di cult to characterize them.
An analogous algorithm works to solve problem 2.
Numerical experiments
The above algorithm has been implemented using Matlab (release 5.3) and applied to experimental data measured on a hyperfrequencies lter by the French National Space Agency (CNES Toulouse) for harmonic identi cation purposes. More precisely, after performing some conformal mapping to the circle, we are given 801 noisy pointwise complex values of the so-called transfer function H of the lter in a bandwidth K = e i =2 ; e i3 =2 ] and we want to robustly recover H in the whole unit disk (these pointwise data are plotted as dots . on the gures). For physical reasons (due to the form of the solutions to Maxwell equations near resonant frequencies), H is expected to be close to meromorphic with 8 poles in D , see 3, 10] where this application has also been handled. As a preliminary step, we interpolate these pointwise data in K by cubic splines to obtain f (plotted as a straight line on the gures), and we likewise interpolate between e i =2 and e i3 =2 ] on TnK in order to get a reference behaviour (plotted as a dotted-dashed line on the gures). The anti-analytic part of f _ is then approximated by its truncation r m of order m of its Fourier series. The gauge constraint on T n K is taken to be M(e i ) = M max cos 2 .
The results of our algorithm for m = 100, " 100 = 10 ?4 (see section 6), and M max = :02 are presented on gures 1, 2, 3 for N = 2; 4; 8 both through their Nyquist (image of the unit circle parametrized by ) real and imaginary parts of the function values) and Bode (modulus as a function of ) diagrams.
In the notation of section 6, this enables us to check the behaviour of the approximants h 100 and g 100 to the solutions h N and g N of problems 1 and 2, respectively plotted as a straight and dotted line, for N = 2; 4; 8. data. They also have applications to related interpolation questions 9, 34], and can be used, for example, to test whether experimental data (either frequency response measurements or input/output measurements) are consistent with certain a priori assumptions on the system model. Finally, we mention as an open question that of nding the closest to analytic extension with xed real part: this would be useful for the numerical solution of Dirichlet Neumann problems from incomplete data, which might typically be speci ed on the arc of the unit circle. Note the possible applications to physical problems such as fault detection, 6 ]. Another pending issue is the rate of convergence of our algorithms. In the H 2 case, the decay of the error when the norm of M increases and N is xed has recently been taken up in 8].
