Geometric properties of the numerical ranges of operators on an indefinite inner product space are investigated. In particular, classes of matrices are presented such that the boundary generating curves of the J -numerical range are hyperbolical. The curvature of the J -numerical range at a boundary point is studied, generalizing results of Fiedler on the classical numerical range.
Introduction
Throughout the paper, M n×m denotes the set of n × m complex matrices, simply M n , if n = m, denoting H n the set of n × n Hermitian matrices. For H ∈ H n and A ∈ M n , consider the subsets of the complex plane
and the H -numerical range of A denoted and defined by
W H (A) = V H (H A).
If H is the identity matrix I n ∈ M n , then V H (A) and W H (A) reduce to the classical numerical range, usually denoted by W (A). If H is a non-singular indefinite Hermitian matrix, the sets W H (A) and V H (A) can be understood as natural generalizations of the numerical range with respect to the Krein structure defined by the indefinite inner product x, y H = y * H x, x, y ∈ C n [12] . For convenience, we consider the related sets 
For any A ∈ M n , W (A) contains σ (A), the spectrum of A. For the H -numerical range, we have the following inclusion property: σ H (A) ⊂ W H (A), σ H (A) denoting the set of the eigenvalues of A that have H -anisotropic eigenvectors, that is, vectors x for which x * H x /
= 0. Compactness and convexity are basic properties of the classical numerical range. Actually, W (A) is always a compact and convex set for A ∈ M n [9] . In contrast with the classical case, the set W H (A) may not be closed and is either unbounded or a singleton [12, 13] .
(For λ ∈ C, W H (A) = {λ} if and only if H A = λH .) On the other hand, W H (A) may not be convex. Nevertheless, W H (A)
is pseudo-convex [12] ; that is, for any pair of distinct points x, y ∈ W H (A), either W H (A) contains the closed line segment joining x and y, or W H (A) contains the line defined by x and y, except the open line segment joining x and y.
Let A = Re A + i Im A, where Re A = (A + A * )/2 and Im A = (A − A * )/2i, be the cartesian decomposition of A ∈ M n . For H ∈ H n , the H -shell of A is the subset of R 3 denoted and defined by
This concept motivated some investigation [2] . If H = I n , then S H (A) reduces to the Davis-Wiedlant shell S(A) studied by Davis [4, 5] . The sets In this paper, we assume H non-singular. Without loss of generality, we can consider in the definitions of W H (A) and S H (A), instead of H, the matrix J = P (I r ⊕ −I n−r )P T , where P is a permutation matrix. In fact, using Sylvester's law of inertia [8] , we can easily check that W H (A) = W J (R −1 AR) and S H (A) = S J (R −1 AR), R being a non-singular matrix such that R * H R = J is the inertia matrix of H .
We recall that a matrix U ∈ M n is pseudo-unitary of signature (r, n − r), 0 r n, if and only if U * J U = J . This matrix is also called J -unitary. The pseudounitary matrices of signature (r, n − r) form a group denoted by U r,n−r . For any
For simplicity of notation, we consider throughout
are presented such that the boundary generating curves of W J (A) are hyperbolical. In Section 4, a formula for the curvature of W J (A) at a boundary point is obtained, and the connection between the curvature of the boundary of W J (A) at λ max (H 1 ) and of the local J -generalized Levinger curve at 1/2 is investigated. These results generalize results of Fiedler [6, 7] on the classical numerical range.
Results for J -Hermitian, J -normal and J -unitary matrices
It is known that W J (A) ⊆ R if and only if A is J -Hermitian, that is, J A ∈ H n . Now, we prove the following. 
Since λ i / =λ i , by straightforward computation, we can prove that
is the whole real line, as well as W J (A). By a perturbation, we can take the eigenvalues of A simple, and the result follows by a continuity argument, as it can be easily seen, for instance, by a contradiction argument. Proof. By the hypothesis and using the previous theorem, we can conclude that W J (B) = R. Since W J (µA + υI n ) = µW J (A) + υ, the result easily follows.
Let A ∈ M n . In [14] , it was proved that if a boundary point w in W J (A) is a corner of W J (A), that is, it is on more than one supporting line of W J (A), then w is an eigenvalue of A and there exists an eigenvector x associated to w, such that In [1] , an algorithm to describe the boundary generating curve of V J (A) was presented. In this spirit, we prove the following proposition. 
Hence, in particular, the plane R 2 (identified with C) sits in CP 
consists of all points Az, z J for which z is an eigenvector of cos θJ H 1 + sin θJ H 2 corresponding to −w(θ) such that z * J z = ±1. These points belong to C J (A) which is given by
By the pseudo-convexity of W J (A), we conclude the result. If there does not exist supporting lines of W J (A), then in any real direction in R 2 , say (cos θ, sin θ), θ ∈ [0, 2 ), there are n real lines tangent to C J (A) with this direction, namely the n real eigenvalues λ 1 (θ), . . . , λ n (θ) of J Re(e −iθ J A) and the result easily follows. 
and since the eigenvalues of
We notice that the eigenvector v k does not depend on θ and v k is an eigenvector of A associated with the eigenvalue
. , n, give the boundary generating curve of W J (A). It is straightforward to show that W J (A)
is the pseudo-convex hull of the eigenvalues of A. The double eigenvalue of A is 2, the eigenvectors associated with 2 are isotropic and W J (A) is R\{2}. In this example, the concept of pseudo-convex hull is meaningless.
We say that W ± S (A) is polygonal if it is the intersection of a finite number of closed half-planes or the whole complex plane. The set W S (A) is said to be polygonal if the closures of the both convex components W ± S (A) are polygonal. In [17] , it was proved that if A is a J -normal matrix, then W J (A) is polygonal, the converse not being true in general.
It is well-known that A ∈ M n is unitary if and only if W (A) is a polygon inscribed in the unit disc D and σ (A) ⊂ ∂D, the boundary of D, that is, the unit circle. Whether an analogous result is valid for W J (U ), when U is a pseudo-unitary matrix, is a question proposed in [12] . In this vein, we have the following result. We observe that U ∈ U r,n−r if and only if U [ * ] U = I n .
Corollary 2.2. If the eigenvalues of U ∈ U r,n−r are all simple, then W J (U ) is the pseudo-convex hull of these eigenvalues.
Proof. Letv k be an eigenvector of U associated with the eigenvalue λ k , k = 1, . . . , n. Hence (U v k ) * =λ k v * k , and it can be easily seen that
Since
From (2) and (3), we can conclude that |λ k | = 1, k = 1, . . . , n, that is, the spectrum of U is on the unit circle. We may also conclude that
Since the eigenvalues of U + U [ * ] are all real, applying Proposition 2.3 to the Jnormal matrix U , the result follows.
A polyhedral set is the intersection of finitely many closed half-planes or the whole R 3 . The Davis-Wiedlant shell S(A) is a polyhedron, that is, the convex hull of a finite number of points in R 3 , if and only if A is a normal matrix [4] . A polyhedron is clearly a bounded polyhedral set.
In [2] , it was conjectured that, for H -normal operators, S + H (A) is convex and its closure is a polyhedral set. The conjecture was proved for indefinite inner product spaces of dimension at most three, and for H invertible with only one positive eigenvalue. In this vein we have the following result. 
and so 
Remark 2.5. The present approach does not allow to relax the condition on the simplicity of the eigenvalues of J H 1 .
A matrix A ∈ M n is called J -decomposable if there exists a pseudo-unitary matrix U ∈ M n such that U * J AU = A 1 ⊕ A 2 , where A 1 , A 2 are square matrices. Otherwise, A is called J -indecomposable. We notice that the next result was previously obtained by Li and Rodman in [14] . Here we present an alternative proof.
Theorem 2.1. Let A ∈ M n be J -indecomposable. If z ∈ σ J (A), then z is in the interior of W J (A).

Proof. (By contradiction.) Suppose that z = a + ib ∈ σ J (A) is in the boundary of W J (A).
Then there exists a supporting line passing through z and there exists φ 0 ∈ R such that a cos φ 0 + b sin φ 0 = λ M (e −iφ 0 J A), where λ M (e −iφ 0 J A) is the maximum (or minimum) eigenvalue of J Re(e −iφ 0 J A). Let x be an eigenvector of A associated with the eigenvalue z, such that x * J x = ±1. From e −iφ 0 J Ax = e −iφ 0 (a + ib)J x, we easily get
Clearly Re(e −iφ 0 J A) = H 1 cos φ 0 + H 2 sin φ 0 , and so it follows from (6) that
This in conjunction with the condition Ax = zx gives
Hence, H 1 x = aJ x and H 2 x = bJ x. Now, it can be easily shown that x * J A = zx * J . Taking the pseudo-unitary matrix U whose first column is x, we have
Hyperbolical boundary generating curves
The classical numerical range of a 2×2 matrix A is an elliptical disc, possibly degenerate, with the eigenvalues λ 1 and λ 2 of A as foci and minor axis of length Tr(A * A) − |λ 1 | 2 − |λ 2 | 2 . For A ∈ M 2 and J = I 1 ⊕ −I 1 , the Hyperbolical Range Theorem [1] asserts that W J (A) is bounded by a non-degenerate hyperbola, with the eigenvalues λ 1 and λ 2 of A as foci and non-transverse axis of length
For the degenerate cases, W J (A) is a singleton, a line, a subset of a line, the whole complex plane, or the complex plane except a line. In this section, we present a hyperbolical range theorem for a wide class of matrices.
Consider the block matrix
where X, Y * are r × (n − r) complex matrices, such that XY and Y X are normal matrices, and let p = min(r, n − r). In [3] , it was proved that the numerical range of A is the convex hull of at most p ellipses, all of which centered at (a + b)/2. We prove that, for A of type (7) and J = I r ⊕ −I n−r , 0 < r < n, the set W J (A) is the pseudo-convex hull of at most p hyperbolas, all centered at (a + b)/2. 
Lemma 3.1. Let J = I r ⊕ −I n−r , 0 < r < n, and p = min(r, n − r). Let
satisfies U * J U = J and has the asserted property.
Before the main result of this section, we recall that if T ∈ M n is a block matrix
such that X, Y, Z, W are square matrices and all commute, then det(T ) = det(XW − ZY ) (see, e.g. [11] ). (7), with n = 4, (1, i) . The boundary generating curve of W J (A) is shown in Fig. 1 . Now, we consider Y * = kX in (7), for some constant k ∈ C. In this special case, the block matrix A has an elliptical classical numerical range [3] . In the following corollary, we prove that W J (A) is bounded by a hyperbola. Our proof follows the steps of the proof of Corollary 2.3 in [3] . 
We shall prove that
Recalling the definition of V
Taking in (14) r = |x 1 | 2 , γ = arg x 2 − arg x 1 , γ ∈ [0, 2 ), and denoting by E the curve
we may write
)E, for a certain choice of r. Depending on the value of k, the curve E is either the boundary of an ellipse or a line segment, in both cases centered at the origin. Since σ 1 σ l , then l lies in the domain bounded by 1 .
(B 1 ) and the later set is convex, it follows that z ∈ l ⊂ V If k = 0 in Corollary 3.1, then we have the following result concerning matrices of type: 
Curvature of W J (A) at a boundary point
We will state our results for W 
this situation obviously corresponds to the case that λ 0 = 0,
and
It is known that if a boundary point of W J (A) is a corner point of W J (A), then it is an eigenvalue of A and there exists a pseudo-unitary matrix U ∈ U r,n−r such that U * J AU = A 1 ⊕ A 2 , for square matrices A 1 , A 2 of order at least one [14] . Therefore, if we restrict our study to the case that the curve C J (A) given by (1) is irreducible and n 2, the boundary of W J (A) is a smooth curve. As will be proved in The proofs in this section are inspired on the parallel results on the classical numerical range due to Fiedler [6, 7] . Proof. The left-hand side of (1) may be written as
with c k (v, w) being homogeneous polynomials in v, w of degree k (possibly zero). By simple algebraic-geometrical considerations, if x = 0 is a non-singular tangent of C J (A) then c 0 = 0 and c 1 (v, w) = kw, k / = 0. (Then w = 0 is the dual tangent at the dual point (1, 0, 0), which means that the origin is the tangent point of the tangent x = 0.) If U is a unitary matrix for which U * H 1 U is diagonal with the first entry zero, it follows that H 1 has to have rank n − 1, since, otherwise, the term kwu n−1 with k / = 0 would not appear in (19). The converse is easily checked. 
for x 1 , x 2 ∈ C n linearly independent vectors (since Through the paper, we denote by A † the Moore-Penrose generalized inverse of A.
We state a lemma of the perturbation theory for matrices, which will be used in the study of the curvature of W J (A) at a boundary point. 
where λ (1) = u * Ku and λ (2) 
By the simplicity of the eigenvalue 0, λ( ) and u( ) are analytic functions of in the neighborhood of 0. Consider the power series for λ( ) and u( ), respectively,
It can easily be seen that Ku + Lu (1) = λ (1) J u and
Thus, λ (1) = u * Ku and u (1) (1) , and the result follows.
Since r = − lim v→0 y 2 (v)/(2x(v)) and x(0) = y(0) = x (0) = 0, the theorem is proved.
Considering J = I n in Lemma 4.1 and in Theorem 4.2, we obtain Theorem 3.3 of Fiedler in [6] .
The J -generalized Levinger transformation of A ∈ M n is defined by
There is a relation between W J (A) and W J (L J (A, α) ), in case the sets are hyperbolical. A parallel result for the classical case (J = I n ) was presented by Maroulas et al. [15] . In fact, due to (23), we may write
Supposing that the boundary of W J (A) in the plane (u, v) has equation
via the change of variables x = u and y = (1 − 2α)v, then the boundary of W J (L J (A, α) ) has equation A, α) ) .
The following theorem reduces to [7, Theorem 3.2] , considering J = I n . 
