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ДОСЛІДЖЕННЯ ТОЧНОСТІ РОЗВ’ЯЗАННЯ ДИСКРЕТНИХ  
НЕКОРЕКТНИХ ЗАДАЧ МЕТОДОМ ВИПАДКОВИХ ПРОЕКЦІЙ 
Для розв'язання дисêретних неêореêтних задач на основi аналiтичноãо óсереднення випадêовоãо проеêтóвання розроб-
лено метод визначення оптимальної розмiрностi випадêової матрицi, яêий забезпечóє помилêó розв'язêó таêих задач, 
близьêó до мiнiмальної. 
Êлючовi слова: дисêретна неêореêтна задача, реãóляризацiя, випадêове проеêтóвання. 
Вступ 
Дисêретні неêореêтні задачі (ДНЗ) [1–3] часто 
виниêають при відновленні сиãналів, отрима-
них в резóльтаті непрямих вимірювань [3–5]. 
Сталий розв’язоê ДНЗ може бóти отриманий, 
наприêлад, методами óсіченоãо синãóлярноãо 
розêладó [6–9] і випадêових проеêцій [10–15]. 
Аêтóальним є дослідження та порівняльний 
аналіз помилêи розв’язання для цих двох ме-
тодів. Ó даній статті наведено оãляд робіт, при-
свячених аналітичномó óсередненню помилêи 
за випадêовими матрицями для методó роз-
в’язання ДНЗ на основі випадêових проеêцій 
[16, 17]. Óсереднення помилêи за випадêови-
ми матрицями дозволяє намітити підхід до 
дослідження зв'язêó методів óсіченоãо синãó-
лярноãо розêладó та випадêових проеêцій, а 
таêож підвищення точності розв’язання ДНЗ 
методом випадêових проеêцій. 
Для методó розв’язання ДНЗ, запропонова-
ноãо ó [18], розроблено метод визначення оп-
тимальної розмірності випадêової матриці, 
яêа забезпечóє помилêó розв’язêó ДНЗ, бли-
зьêó до мінімальної. 
Розв'язання ДНЗ на основі  
випадкових проекцій 
Задача оцінювання веêтора сиãналó nx  для 
моделі 
 εAxb  , (1) 
де відомі матриця NNA  та веêтор вимірю-
вань Nb , εbb  0 , Axb 0  в разі, êоли 
послідовність синãóлярних чисел матриці A  
плавно прямóє до нóля (але не досяãає йоãо) 
— належить до êласó дисêретних неêореêтних 
задач [1, 2]. Матриця A  є матрицею повноãо 
ранãó. 
Для отримання розв'язêó на основі цьоãо під-
ходó обидві частини вихідноãо рівняння (1) 
множимо на матрицю Nkk R , елементи 
яêої — реалізації випадêової величини з ãаó-
совим розподілом, нóльовим середнім і оди-
ничною дисперсією. Отримóємо рівняння: 
 bRAxR kk   (2) 
і оцінêó веêтора входó 
 bRARx kk   )( , (3) 
де )( AR k  — псевдообернена матриця. 
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Помилêа відновлення веêтора входó x  є 
 
2 xxRe . (4) 
Для пошóêó k , що забезпечóє значення 
помилêи розв’язêó, близьêе до мінімальноãо, 
розроблено підхід, розãлянóтий в [9, 12]. 
Отримано нерівності, яêі хараêтеризóють зна-
чення k , при яêомó помилêа мінімальна. 
В роботі [12] для методó випадêових проеê-
цій отримано вираз середньоêвадратичної 
помилêи відновлення x : 
 
2
2
( ) (( ) )
σ trace( ( ) ( ) )
R k k
k k k k
e k 
  
  

R A R A I x
R R A R A R
 (5) 
та її сêладових: 
2))(()( xIARAR   kkRd ke , 
 2( ) σ trace( ( ) ( ) ),   R R A R A RRs k k k ke k  (6) 
де eRd — детермінована сêладова помилêи від-новлення x  та eRs — стохастична. 
При дослідженні точності розв’язання ДНЗ 
методом випадêових проеêцій вивчають 
вплив на точність розв’язання двох незалеж-
них випадêових величин: адитивноãо шóмó ó 
веêторі виходó (розподіл яêоãо вважають ãаó-
совим, а дисперсію в заãальномó випадêó — 
невідомою) та випадêової величини, яêа фор-
мóє випадêовó матрицю (розподіл ãаóсів, дис-
персія одинична). Зміна êільêості рядêів k 
випадêової матриці призводить до зміни точ-
ності розв’язêó ДНЗ. За відсóтності шóмó в 
веêторі виходó зростання êільêості рядêів ви-
падêової матриці веде до зменшення помилêи 
розв’язêó. Зашóмленість веêтора виходó спри-
чинює появó сêладової помилêи, значення 
яêої зростає зі збільшенням êільêості рядêів 
випадêової матриці. Томó залежність помилêи 
розв’язêó ДНЗ від êільêості рядêів випадêової 
матриці (при деяêих рівнях шóмó) має міні-
мóм при Nk  . 
Для тоãо, щоб зробити залежність помилêи 
від êільêості рядêів випадêової матриці більш 
ãладêою та полеãшити таêим чином пошóê 
мінімóмó, в роботах [9–12] автором проведено 
óсереднення за шóмом ó веêторі виходó. 
Дослідження [9, 12] поêазали, що óсеред-
нення за випадêовими матрицями веде до 
зãладжóвання залежності )(keR  та зменшення 
êільêості лоêальних мінімóмів. Томó аналіти-
чне óсереднення за випадêовими матрицями 
може привести до простіших виразів для 
eRd (k), полеãшити подальше аналітичне дослі-дження і підвищення точності методó роз-
в’язання ДНЗ на основі методó випадêових 
проеêцій. 
Усереднення за випадковими  
матрицями матричних структур  
спеціального виду 
В роботах [19, 20] бóли отримані сóттєві ре-
зóльтати, пов'язані з óсередненням (знахо-
дженням м.с.) за випадêовими матрицями kR  виразів видó: 
 })({ 1 kkkkR RBRRR  , 
 })({ 1 kkkkR RZRRR  , (7) 
де NNB  — бóдь-яêа симетрична позити-
вно напіввизначена матриця, rank (B) < < k, 
NNZ  — діаãональна матриця власних зна-
чень матриці B . 
Розãлянемо резóльтат, пов'язаний з óсеред-
ненням kkkk RBRRR 1)(  . Нехай kR  — ма-
триця )( Nk   з елементами . . . 2~ (0,σ )i i dijr N , 
NNB  — бóдь-яêа симетрична позитивно 
напіввизначена (PSD) матриця, власний роз-
êлад яêої UZUB , де Z  — діаãональна 
матриця власних значень матриці B , значен-
ня діаãональних елементів яêої впорядêовані 
за спаданням, U  — ортоãональна матриця 
(   UU U U I ). 
Тоді 
 
1
1
{ ( ) }
{ ( ) } .
R k k k k
R k k k k
  
   
 
 
R R BR R
U R R ZR R U  (8) 
Для стрóêтóри видó kkkk RZRRR 1)(  , в 
[19] (розд. V) поêазано, що 
 
 1
1
( )
diag(λ ...λ ,μ...μ) ( ),
   
 
R k k k k
m k m
R R ZR R
D Z
 (9) 
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тобто )( mk ZD  ( NN  ) є діаãональною, де 
2
μλ 1 μi is
  , μ const , 21
1 1
1 μ
n
i i
n m
n s
   . 
Проведемо дослідження виêонання виразó 
(9) для двох задач Carasso [21] та Phillips [22]. 
Задача Carasso — реêонстрóêція часовоãо 
профілю джерела тепла на основі вимірюван-
ня температóри з фіêсованої відстані. Оберне-
не рівняння тепловоãо потоêó тóт — інтеãра-
льне рівняння Вольтерри першоãо родó з ін-
тервалом інтеãрóвання [0,1]. Ядром є  K(s,t) = 
= ( )k s t ,   3/2 1/2( / 2π )exp( 1/4 ) k t t t . Інтеã-
ральне рівняння дисêретизóється методом 
êвадратóр з виêористанням простої êолоêації і 
правила середньої точêи з N точêами. Êонс-
трóюється точне розв’язання x , і 0b  потім 
обчислюється яê Axb 0 , тобто в цій задачі 
Ax  точно дорівнює 0b . 
Задача Phillips — розв’язання рівняння Фред-
ãольма першоãо родó ( , ) ( ) ( ) ba K s t f t dt g s . 
Розв’язоê f , ядро K , права частина g  мають 
виãляд, відповідно: ( ) 1 cos(π / 3) f t t  при 
3|| t , 0)( tf  при 0|| t ; )(),( tsftsK  ;   
( ) (6 | |)(1 0,5cos(π / 3))
(9 / 2π)sin(π | | /3) .
   

g s s s
s
   
Інтервал інтеãрóвання [–6, 6]. Дисêретиза-
ція здійснюється методом Ãальорêіна. Розмір 
матриці A  має бóти êратний чотирьом. Ó цій 
задачі Ax  не точно дорівнює 0b . 
Дослідження виêонання виразó (9) поêаза-
ло, що послідовність 1λ ,..., λm  не тільêи об-
межóється зверхó послідовністю 22
1
1,...,1
mss
, а 
й деêільêа початêових значень діаãоналі мат-
риці kD  з велиêою точністю наближаються до 
2
1
is
. Наприêлад, для задачі Carasso [21] зна-
чення елементів діаãоналі матриці kD  при 
}13,9,6,3,2{k  подано на рис. 1, де таêож 
подані значення 2
1
is
 та μ . 
Яêщо вдасться аналітично поêазати, що для 
деяêоãо mp   21
i
i s
d  , то це дозволить аналі-
тично дослідити зв'язоê óсіченоãо SVD і методó 
випадêових проеêцій, попереднє дослідження 
яêоãо подано ó додатêó. 
Óсереднення за випадêовими матрицями 
спричинює діаãоналізацію матриці, що вхо-
дить в обидві сêладові помилêи (детермінова-
нó та стохастичнó). Значення діаãональних 
елементів змінюються монотонно в залежнос-
ті від k . Що, в свою черãó, призводить до 
зãладжóвання залежностей )(kex , )(key  і 
зменшення êільêості лоêальних мінімóмів. 
Резóльтати еêспериментальноãо дослідження 
1.E+00
1.E+01
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1.E+03
1.E+04
1.E+05
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31
diag(D2) th diag(D3) th diag(D6) th
diag(D9) th diag(D13) th 1/s^2
mu = 36 mu = 83 mu = 526
mu = 9300 mu = 2100
 
Рис. 1 
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1.E+01
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diag(D13) th
 
Рис. 2. Елементи diag(Dk), отримані еêспериментально та теоретично при k = {2,3,6,9,13} для задачі Carasso 
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поêазали зв'язоê елементів діаãоналізованої 
матриці з синãóлярними числами вихідної. Це 
створює основó для дослідження зв'язêó óсі-
ченоãо SVD і методó випадêових проеêцій. 
Для задач Phillips [22] і Carasso [21] прове-
дено настóпні еêсперименти. Обчислювалося 
математичне сподівання })({ 2 kkkkR RRSRR   
шляхом óсереднення за 410  випадêовими 
матрицями: зãенеровано 410  матриць ikR  для 
êожноãо k , обчислено 410  матриць k i M  
2( )   R R S R Rk i k i k i ik , матриці kD  (9) отри-
мані яê 4
10
1
10/
4



i
ikk MD . Значення елементів 
діаãоналі матриці, отриманої внаслідоê óсере-
днення, поêазані на рис. 2 і 3. Теоретичні зна-
чення елементів діаãоналі матриці kD , розра-
ховані по (9), наведені на рис. 2 і 3 з познач-
êою « th ». 
З рисóнêів видно, що теоретичні значення 
елементів діаãоналі матриці kD  (отримані по 
(9)) близьêі до значень елементів діаãоналі, 
отриманих еêспериментально. 
Розãлянемо зведення сêладових помилêи 
відновлення істинноãо сиãналó (6) до виãлядó, 
що містить матричні стрóêтóри (7) і óсеред-
нення помилêи за випадêовими матрицями. 
Усереднення помилки  
відновлення істинного сигналу  
за випадковими матрицями 
Перетворимо )( ARk  таê, щоб вираз містив 
матричнó стрóêтóрó видó (7). Осêільêи 
rank( )k kR A , 1)()()(   kkkk RAARARAR . 
Запишемо вирази для сêладових помилêи: 
2( ) (( ) )  R d k ke k R A R A I x  
 1( ) ,        k k k kx x x A R R AA R R Ax  (10)  
2( ) σ trace( ( ) ( ) )   R s k k k ke k R R A R A R  
 2 1σ trace( ( ) ).    k k k kR R AA R R  (11) 
В [17] проведено óсереднення помилêи від-
новлення істинноãо сиãналó за реалізаціями 
випадêових матриць: 
 }{}{}{ sRRdRRR eee  
1{ ( ) }         x x x A R R AA R R AxR k k k k  
 2 1σ trace { ( ) }.     R R AA R RR k k k k  (12) 
2 2{ } σ trace( ).R k ke       x x x US D U x UD U  
Для розв’язання ДНЗ методом випадêовоãо 
проеêтóвання еêспериментально отримано 
величинó помилêи (12) та її сêладових 
( }{ dRR e , }{ sRR e ) при óсередненні за 410  
матрицями (рис. 4 і 5). Теоретичні значення 
помилêи та її сêладових (детермінованої та 
стохастичної), обчислені з виêористанням 
теоретичних значень )(diag kD  (9), наведені з 
позначêою — « th ». 
Порівняння залежностей помилêи та її 
сêладових, отриманих аналітично і еêспери-
ментально після óсереднення за випадêовими 
матрицями, поêазало хороший збіã теоретичних 
залежностей з еêспериментальними. 
Розêлад помилêи на сêладові видó (12) не 
дозволяє виявити всю стрóêтóрó помилêи: 
зміщення та дисперсія помилêи, що з'явля-
ються через óсереднення за реалізаціями ви-
падêової матриці, не виражені явно і томó не 
можóть бóти проаналізовані. 
1.E-02
1.E-01
1.E+00
1.E+01
1.E+02
1.E+03
1.E+04
1 3 5 7 9 11 13 15 17 19 21
diag(D4)
diag(D4) th
diag(D7)
diag(D7) th
diag(D10)
diag(D10) th
diag(D16)
diag(D16) th
diag(D23)
diag(D23) th
 
Рис. 3. Елементи diag(Dk), отримані еêсперименталь-но та теоретично при k = {4,7,10,16, 23} для задачі 
Phillips 
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Ó сфері машинноãо навчання традиційно 
досліджóють зміщення та дисперсію помилêи, 
яêі виниêають через адитивний шóм ó веêторі 
виходó [23, 24]. Для методó випадêовоãо прое-
êтóвання зміщення та дисперсія помилêи, 
спричинені шóмом ó веêторі виходó, дослі-
джено ó [11, 12, 15]. 
Сêладові зсóвó і дисперсії при óсередненні 
помилêи (5) за реалізаціями випадêової мат-
риці kR  отримано ó [18]. 
Дисперсія помилêи відновлення веêтора 
входó є 
 
2( )   VR R k ke x R A R b  
 
2 ,    k kb UD U b A UD U b  (13) 
де bUUDAbRARx   kkkR }){( . 
Зсóв помилêи відновлення веêтора входó 
 
22 bUUDAxxx  kBRe . (14) 
Середня за випадêовими матрицями по-
милêа відновлення веêтора входó х є 
2{ }       x A UD U bB VR R R R ke e e  
 
2 .    b UD U b A UD U bk k  (15) 
Ó [18] поêазано, що óсереднення (15) за 
шóмом ó веêторі виходó приводить до виразó 
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2 2σ trace( ),     x x x US D U x UD Uk k  (16) 
яêий збіãається з (12). 
В роботі [18] запропоновано здійснювати 
відновлення веêтора входó в таêий спосіб: 
 bUUDAx  k~ , (17) 
де U отримана з SVD-розêладó ,A USV  а 
kD  з kkkkkR DRRSRR   })({ 12 . 
Помилêа відновлення веêтора входó для 
оцінêи x~ , менша за помилêó для оцінêи x  
на величинó дисперсії VRe  (що з'являється в 
наслідоê множення на випадêовó матрицю та 
подальшоãо óсереднення). Метод розв’язання 
ДНЗ за (17) далі називатимемо детермінова-
ним методом на основі аналітичноãо óсеред-
нення випадêовоãо проеêтóвання (DRP). 
Враховóючи, що оцінêа веêтора виходó b~  
отримана, виходячи з оцінêи веêтора входó 
(17), є xAb ~~  , запишемо помилêó віднов-
лення веêтора виходó для методó DRP 
2 2
0 0
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b DR k
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Проведемо óсереднення помилêи (18) за 
реалізаціями шóмó: 
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Рис. 4. Задача Phillips 
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Рис. 5. Задача Carasso 
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Враховóючи,   що 
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Для визначення мінімóмó помилêи застосо-
вóвати безпосередньо вираз (20) неможливо 
через наявність в ньомó невідомоãо в реальних 
óмовах 0b , томó, виêористовóючи отриманий в резóльтаті вимірювань веêтор b та веêтор 
шóмó ε , запишемо невідомий веêтор яê 
0  b b ε  та проведемо óсереднення за реалі-заціями шóмó: 
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Третій доданоê перетворимо настóпним 
чином: 
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Враховóючи, що, 
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ó вираз (21), отримаємо: 
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Рис. 6. Залежність CRDR та помилêи відновлення 
веêтора виходó методó DRP від k при рівнях шóмó  =
= {10–2, 10–3} 
О.Ã. Ревóнова 
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CRDR є фóнêція, що апроêсимóє помилêó від-
новлення веêтора виходó методó DRP. 
Óсереднення за реалізаціями шóмó 
2
ε{ ( ) }k  AA UD U I b  ó праêтичних за-
стосóваннях може бóти обчислена шляхом 
баãаторазовоãо вимірювання веêтора виходó 
1 2{ , , ..., }Lb b b  та подальшоãо обчислення 


 
L
i
ik L
1
2 /)( bIUUDAA .  
Еêспериментальні дослідження проведені 
нижче, для однієї реалізації веêтора шóмó: 
1L  з метою поставити в однаêові óмови 
êритерій CRDR та êритерії Cp, AIC, MDL, для 
яêих óсереднення веêтора виходó не прово-
дилося. 
Побóдóємо залежність CRDR та помилêи від-
новлення веêтора виходó DRbe  від k при рів-нях шóмó  = {10–2, 10–3} для задачі Phillips. 
Яê видно з рис. 6, êритерій виборó моделі 
CRDR добре апроêсимóє помилêó відновлення 
веêтора виходó методó DRP. 
Проведено дослідження точності віднов-
лення веêтора виходó (табл. 1) і входó (табл. 2) 
методом DRP в задачах Phillips, Carasso [25]. 
Ó табл. 1 наведено резóльтати відновлення 
веêтора виходó методом DRP для матриці роз-
мірó 4040. Для визначення оптимальної êіль-
êості êомпонент моделі виêористано êритерії 
виборó моделі: Маллоóза (Cp), Аêаіêе (AIC), 
мінімальної довжини описó (MDL) та CRDR. 
Ó табл. 2 подано резóльтати розв’язання 
ДНЗ методом DRP для матриці A  розмірності 
4040. Для визначення оптимальної êільêості 
êомпонент моделі виêористано êритерії вибо-
рó моделі: Cp, AIC, MDL та CRDR. 
Таблиця 1. Середнє значення помилêи відновлення виходó та йоãо середньоêвадратичне  
відхилення, середнє значення k та йоãо середньоêвадратичне відхилення 
Задача 
назва  M() e CRDR Cp AIC MDL 
M(e) 1,33e-05 1,59e-05 3,76e-05 1,63e-05 3,69e-05 
сêо 4,96e-06 9,81e-07 6,80e-06 1,35e-06 7,43e-06 
M(k) 15,48 14,66 11,16 13,26 11,20 
10–3 
сêо 2,51 1,85 0,37 0,69 0,43 
M(e) 1,77e-07 2,03e-07 4,34e-07 2,16e-07 2,74e-06 
сêо 6,23e-08 9,69e-09 1,48e-07 3,11e-08 9,97e-07 
M(k) 20,36 19,84 15,80 18,10 13,41 
10–4 
сêо 2,17 1,67 0,40 0,60 0,90 
M(e) 2,47e-09 2,67e-09 4,32e-09 3,59e-09 2,07e-07 
сêо 7,01e-10 7,77e-11 8,31e-24 5,17e-10 0,0 
M(k) 26,88 26,47 22,00 22,84 16,00 
Phillips 
10–5 
сêо 2,05 1,57 0,0 0,69 0,0 
M(e) 1,54e-05 1,74e-05 8,96e-05 2,02e-05 4,22e-05 
сêо 5,74e-06 8,61e-07 1,71e-05 2,49e-06 1,38e-05 
M(k) 18,33 18,16 10,11 15,3 12,29 
10–3 
сêо 1,99 1,65 0,45 1,21 0,97 
M(e) 2,60e-07 2,69e-07 1,44e-06 4,06e-07 1,57e-06 
сêо 7,44e-08 5,92e-09 1,97e-07 3,25e-08 3,19e-07 
M(k) 27,99 27,68 18,27 21,97 17,98 
10–4 
сêо 1,98 1,38 0,53 0,17 0,20 
M(e) 3,53e-09 3,78e-09 1,38e-08 2,15e-07 1,39e-06 
сêо 8,35e-10 2,84e-11 3,18e-09 2,66e-22 2,13e-22 
M(k) 36,77 35,89 29,42 22,00 18,00 
Carroso 
10–5 
сêо 1,96 0,71 1,03 0,0 0,0 
Дослідження точності розв’язання дисêретних неêореêтних задач методом випадêових проеêцій 
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Обчислено значення помилêи відновлення 
входó 2 2*( ) ,    x x x A UD U bk ke k  k = 
= {1,,N} для 100 реалізацій шóмó ó веêторі 
виходó b . Потім обчислено середнє ε{ ( )}e k  
за реалізаціями шóмó. Мінімальне значення 
ε{ ( )}e k , відповідне йомó ε{ }k  та серед-
ньоêвадратичні відхилення (СÊВ) розміщено 
ó таблиці. 
Значення ε{ ( )}e k  формóвали масив з N  
елементів. Потім обчислено значення êрите-
ріїв виборó моделі )(kCR  для {1,..., }k N  і 
для êожноãо êритерію фіêсóвалося CRkmin , 
при яêомó значення êритерію мінімальне. 
Для êожноãо êритерію з масивó ε{ ( )}e k  ви-
брано значення ε min{ ( )}CRe k . Середні зна-
чення ε min{ ( )}CRe k  та СÊВ для 100 реаліза-
цій шóмó ó веêторі виходó розміщено ó табл. 2. 
Розãлянемо, наприêлад, резóльтати еêспе-
риментальноãо дослідження точності розв’яз-
êó задачі Phillips (табл. 2). Для рівня шóмó 10–5 
значення помилêи розв’язêó ДНЗ при виêо-
ристанні êритеріїв CRDR та AIC 0,2110–3 при 
теоретично мінімальномó 0,20  10–3, в той 
час яê при виêористанні Ср значення помил-
êи 0,7310–3 (що далеêо від мінімальноãо зна-
чення). 
Для рівня шóмó 10–4 значення помилêи 
розв’язêó ДНЗ при виêористанні êритеріїв 
CRDR 0,37  10–3 та AIC 0,43  10–3 при теорети-
чно мінімальномó 0,30  10–3. При виêорис-
танні Ср значення помилêи велиêе: 0,38  10–2. 
Для рівня шóмó 10–3 найменше значення 
помилêи розв’язêó ДНЗ забезпечóє êритерій 
MDL: 0,1210–2, при теоретично мінімальномó 
0,1110–2. Висоêó точність розв’язêó дає і 
CRDR: 0,1610–2. Точність розв’язêó ДНЗ при 
виêористанні êритерію Ср низьêа: 0,3910–2. 
Таблиця 2. Середнє значення помилêи відновлення входó та йоãо середньоêвадратичне  
відхилення, середнє значення k та йоãо середньоêвадратичне відхилення 
Задача 
назва  M() e CRDR Cp AIC MDL 
M(e) 0,0011 0,0016 0,0039 0,0025 0,0012 
сêо 0,00034 0,00098 2,62e-18 0,0010 0,00017 
M(k) 11,15 11,56 9,0 13,26 11,20 
10–3 
сêо 0,36 1,17 0,0 0,69 0,43 
M(e) 0,00030 0,00037 0,0038 0,00043 0,00046 
сêо 3,78e-05 5,93e-05 6,10e-18 4,50e-05 7,01e-05 
M(k) 15,68 16,62 10,0 18,10 13,41 
10–4 
сêо 0,80 1,47 0,0 0,59 0,90 
M(e) 0,00020 0,00021 0,00073 0,00021 0,00024 
сêо 4,080e-06 1,05e-05 5,45e-19 4,21e-06 2,18e-19 
M(k) 21,3 23,37 13,02 22,84 16,0 
Phillips 
10–5 
сêо 0,81 1,22 1,2e-15 0,69 0,0 
M(e) 0,107 0,123 0,838 0,123 0,137 
сêо 0,027 0,015 1,00e-15 0,019 0,018 
M(k) 14,27 14,18 6,02 15,30 12,29 
10–3 
сêо 0,74 1,60 0,0 1,21 0,97 
M(e) 0,0125 0,0145 0,521 0,0135 0,024 
сêо 0,0031 0,0025 1,23e-15 0,00015 0,0023 
M(k) 23,11 22,41 7,9 21,97 17,98 
10–4 
сêо 1,02 2,19 3,10e-17 0,17 0,20 
M(e) 0,00078 0,00097 0,12 0,0085 0,022 
сêо 0,00023 3,70e-05 0,008 1,74e-17 1,74e-17 
M(k) 33,14 33,80 11,93 22,00 18,00 
Carroso 
10–5 
сêо 1,27 0,57 0,26 0,0 0,0 
О.Ã. Ревóнова 
 
24 ISSN 0130-5395, Control systems and computers, 2018, № 1 
Хороші резóльтати для AIC пов'язані з тим, 
що êóт нахилó зростаючої ділянêи залежності 
AIC (k) більше, ніж ó CRDR (k) та Ср (k), внаслі-доê чоãо наявність шóмó чинить менший 
вплив на положення мінімóмó для AIC (k) 
відповідно і середньоêвадратичне відхилення 
положення мінімóмó для AIC менше, ніж для 
CRDR. Хороша точність розв’язêó ДНЗ з виêорис-
танням CRDR обóмовлена тим, що даний êрите-рій апроêсимóє помилêó відновлення виходó 
(18). Êритерії, яêі не апроêсимóють безпосе-
редньо залежність eb DR(k),  можóть давати дó-же низьêó точність, яê, наприêлад, Ср, поло-
ження мінімóмó для яêоãо далеêе від поло-
ження мінімóмó залежності eb DR(k). Названі êритерії можóть поводитися «непе-
редбачóвано», яê ó випадêó, êоли êритерій 
MDL за висоêим рівнем шóмó (10–3) забезпе-
чóє найêращó точність, але за менших рівнів 
шóмó (10–4, 10–5) точність розв’язêó задачі 
Phillips з виêористанням цьоãо êритерію 
нижча, ніж для CRDR та AIC; проте резóльтати 
для CRDR стабільно хороші ó всьомó діапазоні 
шóмів. 
Аналіз резóльтатів розв’язання дисêретних 
неêореêтних задач методом DRP (див. табл. 2) 
поêазав, що виêористання êритеріїв DRCR  та 
Аêаіêе забезпечóє значення помилêи, близьêе 
до мінімальноãо. 
Висновки 
Для детермінованоãо методó на основі аналі-
тичноãо óсереднення випадêових проеêцій 
розроблено метод визначення êільêості рядêів 
випадêової матриці, яêа забезпечóє мінімаль-
нó помилêó розв’язêó ДНЗ. 
Проведене дослідження точності розв’язêó 
ДНЗ детермінованим методом на основі аналі-
тичноãо óсереднення випадêових проеêцій з 
пошóêом оптимальноãо розв’язêó за êритері-
ями виборó моделі Маллоóза, Аêаіêе, мініма-
льної довжини описó та DRCR  поêазало, що 
виêористання êритеріїв DRCR  та Аêаіêе за-
безпечóє значення помилêи, близьêе до міні-
мальноãо. 
Напрямêом подальших досліджень є засто-
сóвання детермінованоãо методó розв’язання 
ДНЗ на основі аналітичноãо óсереднення ви-
падêових проеêцій ó приêладних задачах. 
ДОДАТОК 
Зв’язок помилки методів усіченого 
SVD і випадкових проекцій 
Виêористовóючи (12), запишемо вираз для 
детермінованої сêладової помилêи методó ви-
падêових проеêцій: 
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(Д.1)
 
Перетворимо вираз для детермінованої 
сêладової помилêи методó випадêових проеê-
цій таê, щоб виділити детермінованó сêладовó 
SVD
de  помилêи синãóлярноãо розêладó: 
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(Д.2) 
Тобто помилêа менша, ніж SVD
dpe , але осêіль-
êи p < kopt, то SVD SVDp d k de e . 
Ó виразі для стохастичної сêладової помил-
êи методó випадêових проеêцій 
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виділимо стохастичнó сêладовó SVDse  помилêи 
синãóлярноãо розêладó: 
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Резóльтóючий вираз для помилêи віднов-
лення істинноãо сиãналó методом випадêових 
проеêцій має виãляд: 
 2 2
1 1
{ } σ 
   
    n nSVDR p i i i i i
i p i p
e e s d dx u u x , (Д.5) 
де SVDpe  помилêа відновлення істинноãо сиãна-
лó з виêористанням p  êомпонент синãóляр-
ноãо розêладó. 
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STUDYING THE ACCURACY FOR THE SOLUTION OF DISCRETE ILL-POSED  
PROBLEMS USING THE METHOD OF RANDOM PROJECTION 
Introduction. Discrete ill-posed problems (DIP) often arise when restoring signals obtained as a result of indirect meas-
urements. A stable solution of DIP can be received, for example, by the method of truncated singular value decomposition 
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and of random projection (RP). The accuracy of solving DIP by the RP method is determined by the influence of two 
independent random variables: additive noise in the output vector and a random variable that forms a random matrix. The 
change in the rows number of a random matrix leads to a change in the accuracy of the DIP solution. Noisiness of the 
output vector leads to the appearance of a component of the error, the value which increases with the rows number of the 
random matrix and is scaled by the noise level. Therefore, the dependence of the DIP solution error on the rows number 
of the random matrix at the certain noise levels has a minimum at Nk   (row number of the random matrix less then row 
number of the DIP matrix). Averaging over random matrices leads to a smoothing of the solution error dependence on k 
and to a decrease in the number of the local minima. The study of bias and variance of the error, arising from averaging 
over the realizations of the random matrix, made it possible to obtain a much more accurate estimate of the input vector. 
Purpose. The aim is to develop a method for determining the optimal size of a random matrix for the method of DIP 
solving based on the refined evaluation of the input vector. 
Results and conclusions. The method of DIP solving based on the analytical averaging of random projection is 
proposed. For this method, we have developed the criterion CRDR for determining the number of rows of a random matrix 
which provides the DIP solution error close to the minimum. We conducted an experimental investigation of the DIP 
solution accuracy by a deterministic method based on the analytical averaging of random projection with the search for the 
optimal solution by the model selection criteria of Mallows, Akaike, Minimum description length, and CRDR . The 
experiments have shown that CRDR and Akaike criteria provide the error value close to the minimum. 
Perspective. The direction of further work is the use of a deterministic method for DIP solution based on analytical 
averaging of random projection in applied problems. 
Keywords: discrete ill-posed problem, regularization, random projection. 
