Introduction: Recognizing human activity in a daily environment has attracted much research in computer vision and recognition in recent years. It is a difficult and challenging topic not only inasmuch as the variations of background clutter, occlusion or intra-class variation in image sequences but also inasmuch as complex patterns of activity are created by interactions among people-people or people-objects. In addition, it also is very valuable for many practical applications, such as smart home, gaming, health care, human-computer interaction and robotics. Now, we are living in the beginning age of the industrial revolution 4.0 where intelligent systems have become the most important subject, as reflected in the research and industrial communities. There has been emerging advances in 3D cameras, such as Microsoft's Kinect and Intel's RealSense, which can capture RGB, depth and skeleton in real time. This creates a new opportunity to increase the capabilities of recognizing the human activity in the daily environment. In this research, we propose a novel approach of daily activity recognition and hypothesize that the performance of the system can be promoted by combining multimodal features. Methods: We extract spatial-temporal feature for the human body with representation of parts based on skeleton data from RGB-D data. Then, we combine multiple features from the two sources to yield the robust features for activity representation. Finally, we use the Multiple Kernel Learning algorithm to fuse multiple features to identify the activity label for each video. To show generalizability, the proposed framework has been tested on two challenging datasets by cross-validation scheme. Results: The experimental results show a good outcome on both CAD120 and MSR-Daily Activity 3D datasets with 94.16% and 95.31% in accuracy, respectively. Conclusion: These results prove our proposed methods are effective and feasible for activity recognition system in the daily environment.
INTRODUCTION
Recognizing human activity is a challenging and engaging task in the community of computer vision research. It is one of the valuable research areas in computer vision with many applications in real-world, such as surveillance system, HCI system, smart city, smart home, gaming, health care and robotics. The literature reviews of human activity recognition may be found in some previous publications [1] [2] [3] [4] . In general, the methods to the problem of human daily activity recognition contain four major steps: i) feature detection, ii) descriptor extraction, iii) activity representation, and iv) pattern classification. In traditional approaches, researchers have focused on the descriptors that are extracted from image sequences that extend the spatial information in the 2D image to the spatial-temporal information. The studies have demonstrated positive results for human activity recognition.
In recent years, emerging 3D cameras such as Microsoft's Kinect and Intel's RealSense, show they can capture RGB, depth and skeleton in real time. This confers a unique opportunity to increase the capabilities of recognizing human activity in the daily environment. Many authors have exploited 3D spatialtemporal descriptors for depicting and classifying human daily activity [5] [6] [7] [8] [9] [10] [11] [12] . In addition, Kinect can capture skeleton data that contain joints on the human body in real time. This helps to detect the bounding box for the individual human body and body parts easily, as well as remove the noise when extracting features.
These approaches based on 3D cameras could be di- 
Recognizing human activity from RGB image sequences
The approaches in this group can be divided into two kinds of categories: global features and local features. 
Recognizing human activity from depth sequences
Approaches such as methods based on extending from the color image have been used 23, 24 . For their similarly to MHI 13 , Yang et al. 25 proposed DMM features that used the depth images projected on three orthogonal planes. Then, HOG 19 operation was applied to have a final vector for activity representation. Instead of accumulating the whole depth images, Li et al. 26 sampled around the 3D points of the boundaries that were projected on three orthogonal planes. In order to represent 4D information from depth images, Wang et al. 27 proposed the random occupancy pattern and Vieira et al. 23 introduced STOP descriptor. The descriptors were based on the idea of local features in RGB image. Many holistic features were similar to RGB image, such as HON4D 28 and SNV 29 .
However, these algorithms have a high computational cost and high dimensionality.
Recognizing human activity from skeleton sequences
In addition to RGB and depth channels that are captured from 3D cameras, it is possible to capture 3D positions of skeleton joints with high precision in real time. This opens a new opportunity for recognizing activity in real time because the skeleton data is small and easy to extract features for representation. Xia et al. 30 proposed a HOJ3D descriptor to represent shape for each frame. The joints of skeletal data were projected into a spherical axis so that the descriptor is robust to the changes of view. Then, they used HMM model to encode the temporal information from serial feature sequences. Xiaodong et al. 31 introduced
an EigenJoints descriptor which fuses activity information containing the static features of shape and the dynamic features of movement, based on differences of joints in positions, and Principal Component Analysis (PCA) to reduce the dimensionality of data. They used Naïve-Bayes-Nearest-Neighbor (NBNN) to classify activity using informative frame selection.
Recognizing human activity from multiple modals
The approaches based on combining multiple descriptors are extracted from RGB, depth and skeletal data [8] [9] [10] 12, 32, 33 . Zhao Yang 24 proposed the method that extends from the RGB approach by using local features. Firstly, the STIP method was applied to detect salient points. Then, HOG and HOF descriptors were used for RGB channel, and LDP descriptor was extracted from the depth channel. These features were used to yield visual words for activity representation. Wang et al. 34 combined skeletal data and depth channel to build ROP around each joint of the skeleton on 3D point cloud. Similarly, Sung et al. 35 used the joints of the skeleton to represent the individual person's body, with shaped parts as well as movement. In order to represent the characteristics of appearance, the authors extracted HOG from RGB and depth channel for the individual's body and parts at each frame. Then, maximum entropy Markov model (MEMM) was adapted to recognize a daily activity based on time series of sub-activities. L. Liu 36 proposed the GBGP approach based on evolution programming with the set of filters to extract the descriptors from RGB-D sequences automatically. The feature vectors were concatenated into a final vector for activity representation. Then, a support vector machine (SVM) classier was adapted to the activity classification phase. Pichao Wang 37 used deep learning to fuse RGBD sequences as on an entity to represent human activity from CNN. However, the deep learning methodologies have high computational cost, require high configuration in hardware, and require a lot of data that do not suit in some real-world applications.
From the above review, we conclude that the feature extraction is a crucial step for obtaining a system that recognizes human daily activity with high performance. It is necessary to choose a set of appropriate descriptors that depict the discriminative characteristics for each activity. In our research, we concentrate on recognizing human daily activities which are captured from Microsoft Kinect (some samples frames can be seen in Figure 1 ). We propose the methodology for daily activity framework and hypothesize that the performance of the system can be promoted by combining multimodal features. Firstly, we use skeleton data to detect the bounding boxes of the human body and parts, such as head, hands and feet. Then, we extract their shape, appearance, and motion feature to describe the human at each frame from RGB and depth channels. Next, we model the change of shape, appearance, and motion by pooling the frame descriptors in a matrix feature for each channel. After that, we apply HOG operation the second time on the matrix to obtain final vector feature for RGB and depth for activity representation. Both set of features are fused using the Multiple Kernel Learning technique at the kernel levels for human activity classification. To sum up, the major contributions of our work are recapitulated as follows:
• A novel methodology for daily human activity recognition using the utility of multiple data sources from Microsoft's Kinect.
• A new spatial-temporal feature for motion descriptor named HOF2 that is inspired HOG2.
• Multiple kernel learning for activity classification of RGB-D and skeleton sequences.
• Evaluation of our proposed framework by performing experiments on two challenging daily activity datasets, namely CAD-120 and MSRDaily Activity 3D.
METHODS
In this section, we show our proposed framework architecture for human activity recognition system in the daily environment. To be able to recognize what activities a person is doing, we rely on the shape, appearance, and the series of movements that he/she is performing during the course of the activity. The flowchart of our framework for recognizing human daily activity is shown as follows in Figure 2 .
Shape and Appearance Features
The first characteristic often used in activity representation is the shape and appearance of the human body when performing the activity. In this work, we extract HOG2 30 to represent the changes in shape and appearance of hand activity in the spatial and temporal term. Let I(x,y) as a m x n depth image, the gradient Gx, and Gy are calculated on I(x,y) by 1D mark [ -1,0,1] to achieve a matrix G (i.e. computed magnitude of Gx, and Gy,), matrix θ is quantized orientations from Gx, and Gy, and B denotes the number of bins by extracted histograms. 
Where:
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By 50% overlapping, we can obtain completely local spatial information of each block and express correlation of blocks. Finally, HOG histograms of bocks are concatenated to form the HOG descriptor ht at frame t ∈ {1, ..., T }. In this work, we extract HOG for 7 bounding boxes, in which, 1 is for the whole body, 6 for 6 joints (left arm, left hand, right arm, right hand, head, and torso of each frame) (Figure 3) . Similar, we collect HOG histograms ht over images to form a 2D matrix called S . Changes of the descriptors according to rows in S represent the changes of the shape and appearance of the activity.
On HOG matrix S, we apply pooling techniques to summarize spatial feature of a depth video. Pooling techniques can help avoid over-fitting in the next recognition step. One of two kinds of pooling techniques (max pooling and average pooling) is used to get the first spatial component hS of the final feature.
In this work, we adopted the max pooling technique in our experiments. Each row in S matrix is HOG feature in each frame, so when calculating derivative along row vectors of S, the result represents the change of body shape in the temporal term. Therefore, HOG algorithm is applied one more time on S matrix to extract the second temporal component hT of the final feature histogram.
The final feature h is formed by concatenating hS and hT and is normalized by L2-norm.
The final feature h is called HOG2 because HOG algorithm is applied twice as Figure 4 . In our case, the size of HOG block M, N, and the B bins of the histogram features are fixed in two times HOG applying, so the size of HOG2 feature is 1
. Therefore, HOG2 feature describes the two important elements in activity representation, which are the shape and temporal shape when performing the activity.
HOF2
Since motion is an important source of information for activity representation, we introduce a descriptor, which is extracted from Optical Flow and HOF, to represent the changes of motion flow of activity in the spatial and temporal term. Let I(x, y)as a frame of depth sequence with the size of m x n. Farneback dense optical flow estimation algorithm 16 is applied on two continuous frames to extract optical flow image IOF (x, y).
where: bounding boxes in which are 1 is for the whole body and 6 for 6 joints (left arm, left hand, right arm, right hand, head, and torso for each frame) ( Figure 5 ).
An orientation histogram matrix SOF is formed by collecting orientation histograms over frames. Changes of the horizontal vector of SOF represent the changes in the movement of the activity.
On matrix SOF , pooling techniques (which are mentioned in the previous section) are applied to obtain the first spatial component hOF S of the HOF2 feature. Then, HOG operator is used one more time onSOF to represent the second temporal component hOF T of the HOF2 feature.
. . .
The final HOF2 feature h is formed when we concatenate hOF S and hOF T and is normalized by L2-norm, L1-sqrt or L2-Hys 24 . The HOF2 extraction process is similar to the HOG2 extraction method, so the final extracted feature is named HOF2 as in 
Activity Representation
In the previous step, we have presented HOG2 and HOF2 descriptors that are used to depict activities. These descriptors are spatial-temporal histograms to show changes in shape and movement when performing activities. In this work, we extract HOG2 and HOF2 for both RGB and depth channels. 
Activity Classification
In the previous section, our proposed method for daily activity was represented. Here, a set of feature vectors are used instead of a fixed length vector of features as in the previous approaches. Almost all classification algorithms accept input vectors that have the same fixed length in order to train and test the model for activity classifiers. Therefore, we can concatenate the set of vectors into a final vector to build the model. This approach may run into the problem of dimensionality, causing the performance of the system to fall. To overcome this problem, we use the multiple kernel learning (MKL) 38 methods to fuse the multiple features based on building weights that encode the relation of features from multiple sources. The main idea of MKL algorithm is to use many kernel functions so that multiple feature sources are fused into a nonlinear manner instead of linear combination in late fusion technique. Moreover, the MKL method builds the model by using training data to create good weights to select useful information pieces of the feature vectors from multiple sources. This helps to improve the accuracy rate of the daily activity recognition system and utilizes the advantages from multiple data sources.
In the study, we adopt the SimpleMKL method 38 which is deployed by using SVM with the different kernel functions. The algorithm yields the distinguishing weights to combine the multiple feature vectors from multiple SVM classifiers with multiple kernel functions. Traditional SVM classier only applies for binary classification problems. To be applicable for multiclass problems, we use the one-against-one technique that is proposed in the published study 39 .
EXPERIMENTS
Our approach is experienced on two benchmark daily activity datasets, such as CAD 120 and MSR-Daily Activity 3D. The datasets are recorded by Microsoft Kinect to capture human activity in the daily environment.
For the classification phase, we adopt the SimpleMKL two kernel functions to combine the multiple features, extracted from RGBD data. The two kernel functions are defined as follows:
Where KGaussian is a Gaussian function and σ is the kernel parameter; we adopted σ 2 ∈ {0.1, 1, 2};
where K P oly (x, y) is a polynomial function and d is the kernel parameter, we adopted d ∈ {1, 2, 3}. Thus, we have 6 parameters for two kernels. We adopt the Leave-One-Out-Subject scheme of evaluation so that we achieve fair comparisons with the other approaches. We also evaluate these different approaches on the datasets to investigate in greater detail the nature of the problem of daily human recognition. Lastly, we trust that our evaluations in this research study will encourage innovative development and increase studies on daily activity recognition algorithms.
CAD 120 Dataset
The CAD 120 dataset 33 consists of 10 different activity classes where each activity is executed three times. It has a total of 120 samples and is performed by four people. These peoples have to perform an activity many times and interact with different things. Some frames of the dataset are seen in Figure 7 .
MSR Daily Activity 3D Dataset
MSR-Daily Activity 3D dataset 27 consists of 16 different daily activities in the living room environment. Each activity class has 160 samples and is performed by two different contexts: i) a standing human and ii) a sitting human (on a sofa). This dataset is more difficult than the others due to human-object interaction in frequency when people are performing the activities. Some frames of the dataset are seen in Figure 10 .
DISCUSSION
In this work, we use the utility of multimodal systems for daily activity representation. From the analysis of the previous approaches, we observed that no one kind of feature can recognize all activity datasets. Therefore, we should combine different kinds of features to improve the performance of the daily activity system. Specifically, we extract HOG2 and HOF2 spatial-temporal features for RGB-Depth data based skeleton joints that can depict shape, appearance, and motion of humans when performing the activities. As well, HOG2 and HOF2 also present the changes in shape and motion in the time axis. In order to classify a set of features for activity representation, multiple kernel learning approaches are used to find the best discriminative weights for each descriptor in the feature set. So, the performance of the activity recognition system is improved when using multiple modal features.
To evaluate the parameters of the proposed approach, we also perform different experiments on two datasets. The HOG2 and HOF2 descriptors (mentioned in Methods) with different sizes of the cell were compared in Figures 8 and 9 when classifying with SVM. The results are shown as cell size of 4x4 in computing the HOG2 and HOF2; representation is shown the best results on the two datasets. We also note that different sizes have different results on the datasets. The fusion of RGB and depth descriptors shows best Tables 1 and 3 , the MKL method was shown to work well and improve recognition rate significantly. Tables 2 and 4 compared our experimental results with the state-of-the-art methods of two challenging datasets. On the CAD120 dataset ( Table 2) , we only improve slightly on accuracy compared to Koppula's methods 33 , which is 0.56%. As seen by the MSR Daily Activity 3D in Table 4 , our accuracy rate is 95.31%, more than the best result 36 by 5.27%. This increase is due to our approaches to only extract the features from the interest regions based on skeleton data to remove a huge amount of redundant information. Moreover, our approach involves the addition of temporal adjacent features from matrix features. The experimental results show that our proposed methods are efficient, theoretically feasible, and practical.
CONCLUSIONS
In this work, we have discovered the utility of the multimodal approach for the problem of daily human activity recognition in RGB, depth, and skeleton sequences. The activity descriptors are extracted from shape, appearance, and motion in RGB, depth, and skeleton data. We use skeleton joints to capture regions of interest when performing activities; these regions include body, hands, foots, etc. Moreover, we yield a robust activity representation by fusion of HOG2 and a new motion feature (called HOF2), aggregated from RGB and depth features. These features help capture the appearance and motion of the human body and parts as spatial-temporal characteristics for activity representation in 2D and 3D. Thus, each activity is presented by a set of features instead of one fixed length vector as in traditional approaches. Finally, we adopt the MKL method in order to combine multiple features that are extracted from RGB and depth data in the classification step. We evaluate our methodology on two challenging public datasets, such as CAD120 and MSR Daily Activity 3D, with 94.16% and 95.31% in accuracy, respectively. We have shown the benefit of a multimodal approach in the addressing the challenge of daily activity recognition. The evaluations of the different parameters and methods allow us to better understand the nature and problems of daily activity recognition. The experimental results in this study are potentially useful in real-life applications, such as in healthcare, smart home technologies, and robotics.
