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DEDICATION
To my grandpa.
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ABSTRACT
Data collected as sequences of images have become increasingly popular in the sciences
in order to record scientific processes in both space and time. These types of data sets often
exhibit complex dependence structures, and scientific questions of interest for which the
data were obtained often rely on estimating unobserved features to characterize the evolu-
tion of a scientific process. In this thesis, we develop statistical methodology to analyze and
quantify uncertainty in estimates of events characterizing processes recorded through image
sequences for two such applications. In Chapter 2, we present methods utilizing Bayesian re-
duced Fourier-form dynamic linear models to model time series of remote sensing data with
the purpose of estimating with uncertainty events characterizing phenological processes.
We improve model assessment and convergence properties of the MCMC samplers by intro-
ducing two new, alternative parameterizations of the dynamic linear model in Chapter 3.
In Chapter 4, we introduce mixture of regression model methodology for analyzing image
sequences obtained through electrochemical scanning transmission electron microscopy to
quantify nanoscale processes which cause Lithium batteries to degrade and explode. Lastly,
in Chapter 5 we extend upon the methods of Chapter 4 by developing a linearly constrained
Bayesian form of the model for robust estimation of image background gradients, automatic
selection of the number of mixture components, and uncertainty quantification in estimates
of key features.
1CHAPTER 1. GENERAL INTRODUCTION
1.1 Background
Large spatiotemporal datasets created from data collected as sequences of images over
time have become increasingly popular in the sciences. These datasets may contain complex
dependence structures, and the scientific questions of interest for which the data were ob-
tained often rely on extracting features from the data in both space and time to characterize
the evolution of a scientific process. Such features may not be directly observable, or even
well-defined, and therefore, developing statistical methodology which is useful for inference
about the scientific process of interest is often not straightforward. In this dissertation, we
develop and present statistical methodology motivated by two such applications.
1.1.1 Land Surface Phenology
Land surface phenology is the study of changes in the annual timing of recurring life cycle
events in surface vegetation, such as start of season, as measured by remote sensing. Imaging
spectrometers housed on satellites repeatedly collect information on reflectance from the
Earth’s surface, which is used to create maps, or images, of vegetation over time on large
spatial scales (De Beurs and Henebry, 2010). Estimating the timing of the occurrence of
events that characterize growth cycles in vegetation from time series of remote sensing data
is desirable for a wide area of applications. For example, the timings of plant life cycle events
are very sensitive to weather conditions, and are often used to assess the impacts of changes
in weather and climate. Likewise, understanding crop phenology can have a large impact
2on agricultural strategies (Duncan et al., 2015). However, in order to study phenology
using remote sensing data, the timings of annual phenological events must be estimated
from noisy time series that may have many missing values over large spatial regions. Many
current state-of-the-art methods utilized by applied scientists consist of smoothing time
series and estimating events as features of smoothed curves. Shortcomings of these methods
include not naturally providing measures of uncertainty for phenological event estimates,
nor easily handling missing values without requiring imputation as a pre-processing step.
1.1.2 Electrochemical Electron Microscopy
Extensive scientific research is currently being conducted to extend the traditional Lithium
(Li)-ion battery to Li-sulfur or Li-air batteries. These batteries have very high energy po-
tentials and could therefore be integral for developments in renewable energy. However,
practical use of the batteries is currently not possible due to degradation that occurs within
the batteries during charging and discharging that can cause extremely dangerous fires and
explosions (Girishkumar et al., 2010). The issues arise due to nano-scale electrochemical
processes that occur within the battery during charging. Lithium (Li) metal dendrites form
within the battery during charging that do not complete dissipate during discharge, and
excessive build up over time results in a short-circuit within the battery, causing thermal
runway resulting in fires.
Scientists at Pacific Northwest National Laboratory are studying the nanoscale pro-
cesses that occur within Lithium batteries using scanning transmission electron microscopy
((S)TEM) (Mehdi et al., 2015). The experiments result in sequences of grayscale images over
time from which areas of Li metal must be identified in order to track the rate and formation
of Li metal during charging and discharging over time. However, traditional methods for
image segmentation (the partitioning of an image into a set of discrete segments) in statis-
tics, machine learning and computer science, are difficult to implement for this application
due to various features of the (S)TEM images. For example, the background of images are
3inconsistent, the images can be noisy reducing contrast between features, and the degree
of contrast within an image can depend on the amount of Li metal present. Additionally,
computation plays a key role in developing statistical analyses for this application, as real
or near-real time of the experiments is desirable.
1.2 Dissertation Organization
This dissertation is a collection of developed statistical methodology motivated by the
applications above, tied together by the additional themes of Bayesian analysis, computa-
tional efficiency, and uncertainty quantification of non-standard quantities. The remainder
of the dissertation is organized as follows. Chapter 2 presents methodology utilizing Bayesian
reduced Fourier-form dynamic linear models to characterize phenology in southern India.
The dynamic linear model (DLM) framework is used to model time series of remote sensing
data, where phenological events are defined as functions of a latent, stochastic seasonal pro-
cess. Markov chain Monte Carlo (MCMC) methods are used to simulate from the posterior
distribution of the model, and to answer additional scientific questions, such as estimat-
ing the number of growing seasons. A novel approach utilizing MCMC samples to obtain
uncertainty estimates of phenological events is also introduced. In Chapter 3, we derive
two alternative parameterizations of the Bayesian reduced Fourier-form DLMs for efficient
MCMC sampling of the posterior and for improved model selection, motivated by the work
in Chapter 2. The specific forms of the parameterizations are introduced with corresponding
MCMC samplers, and compared to the standard parameterization on simulated data. The
application in Chapter 2 is then revisited to illustrate the advantages of the proposed repa-
rameterizations. In Chapter 4, methodology for fast image segmentation in the presence
of inconsistent background trend is introduced for estimating Lithium growth in operando
Li-battery (S)TEM experiments. Gaussian mixture of regression models are used to identify
a K component segmentation of a sparsely sampled image, and a merging algorithm is intro-
4duced to obtain Li labelings. The models are estimated using expectation-maximization for
real-time analysis. In Chapter 5, we extend upon the methods in Chapter 4 and introduce
a Bayesian, linearly constrained Gaussian mixture of regression model for robust estimation
of image background trends and Li growth. MCMC simulation of the posterior distribution
is used to obtain uncertainty intervals for proportion of growth rates, and probabilistic as-
signments of image pixels to Li. Lastly, Chapter 6 presents general conclusions and several
directions considered for future research.
5CHAPTER 2. BAYESIAN DYNAMIC LINEAR MODELS
FOR ESTIMATION OF PHENOLOGICAL EVENTS FROM
REMOTE SENSING DATA
2.1 Introduction
Plant phenology is the study of variation in recurring biological cycles in vegetation
defined by the occurrence of key life cycle events, such as bud-burst, first flowering, and leaf
fall (http://www.usanpn.org/). The timings of life cycle events are sensitive to changes in
weather and climate, and can therefore be used as key indicators of the effects of climate
change. As climate is a regional or global process, this requires historical characterization of
vegetation life cycles on a large scale. Additionally, crop phenology can be used to monitor
crop yield, growing conditions, etc. and could therefore play a large role in optimizing
agricultural practices (Duncan et al., 2015). However, events such as bud-burst or first
flowering can only be observed using in situ (ground) observations, and consequently, studies
of long-term phenology from ground observations cannot feasibly be conducted on a global
scale. Fortunately, many vegetation types have life cycles marked by recurring changes that
are reflected in properties of the Earth’s surface (for example, changes in photosynthetic
activity). These can often be identified as changes in the reflectance of the land surface
and can therefore be measured using remote sensing data acquired by satellites (Hanes
et al., 2014). The study of the timing of recurring seasonal changes in surface vegetation,
as measured by remote sensing is called land surface phenology (LSP).
6Imaging instruments housed on satellites are used to repeatedly collect data on spectral
reflectance of the Earth’s surface over time, resulting in time series of satellite sensor imagery.
The most common sources of these data are the Advanced Very High Resolution Radiome-
ter (AVHRR), SPOT-VEGETATION (SPT-VGT), Moderate-Resolution Imaging Spectro-
radiometer (MODIS) and MEdium Resolution Imaging Spectrometer (MERIS) (De Beurs
and Henebry, 2010; Duncan et al., 2015). A measure of vegetation is usually characterized
by vegetation indices (we will refer to these throughout the chapter as VIs), which are sci-
entifically derived as functions of observed reflectance from various spectral bands (Duncan
et al., 2015). Commonly used VIs include the red edge position, the Normalized Difference
Vegetation Index (NDVI), and the MERIS Terrestrial Chlorophyll Index (MTCI). However,
a major challenge in utilizing satellite sensor data is that reflectance from the Earth’s sur-
face is often not perfectly measured by the imaging instrument due to factors such as cloud
cover, atmospheric interference and soil background. Because of this, satellite sensor data
and derived VIs are often noisy and have many missing values.
Additionally, remote sensing data is constrained to the spatial resolution of the satellite
sensors and therefore does not directly provide information about ground based, species
level phenology such as first flowering or bud-burst. Consequently, land surface phenology
requires that key LSP metrics (or phenological events) characterizing vegetation life cycles
be defined and identified from time series of VIs. Examples of phenological events of interest
are: timing of onset of greenness or start of season, timing of peak greenness or maximal
growth, timing of end of senescence or end of season, and duration of the growing season
(De Beurs and Henebry, 2010).
Therefore, special attention has been given to developing methods for scientifically ac-
curate identification of phenological events from noisy time series of satellite derived VIs.
Such methods include setting thresholds on VIs, derivative based largest increase/decrease
in VI, moving averages, and smoothing based model fitting methods (De Beurs and Henebry,
2010). Threshold and derivative based methods on raw VIs cannot easily handle multiple
7growth cycles, nor do they have analytical error structures which makes uncertainty as-
sessment infeasible (De Beurs and Henebry, 2010; Zhang et al., 2003). In this work, we
approach the problem by identifying a model for the time series of VIs representing the
underlying seasonal growth cycles. An important feature of this approach is that it yields a
smooth curve which can be used to identify phenological events based on rules defining the
events as features of the smoothed time series (e.g. local minima and maxima (Jeganathan
et al., 2010b; Dash et al., 2010), thresholds (Prasad and Hegde, 1986), and derivative based
methods (De Beurs and Henebry, 2010), among others). There are currently no universally
agreed upon rules to identify phenological events from smoothed VI time series.
In addition to providing a good representation of the growth cycles, smoothing methods
should 1) be sufficiently flexible to allow for inter-annual variability in seasons, and 2)
allow for multiple growth cycles due to double or triple cropping agriculture, multiple rainy
seasons, etc. (De Beurs and Henebry, 2010; Zhang et al., 2003). Various methods have been
used by applied scientists to smooth remote sensing data for phenological event estimation.
For example, the U.S. Geological Survey (USGS) methodology for studying land surface
phenology utilizes a least squares moving window approach on NDVI data which requires
fitting a regression line within the window at each time point. These regression lines are
then averaged at each time point to construct a smooth curve from which to identify various
phenological events (http://phenology.cr.usgs.gov/). Studies utilizing discrete Fourier
transforms that retain only a sufficient number of harmonics to smooth the time series
and to allow for multiple growing seasons per year have also become increasingly popular
(Jeganathan et al., 2010a,b; Dash et al., 2010; Atkinson et al., 2012; Geerken et al., 2005;
Geerken, 2009). In this approach, inter-annual flexibility is only possible by applying the
Fourier transform separately to yearly intervals of data. Other common smoothing methods
in the applied literature utilize Savitzy-Golay filters, piecewise fitting using local functions,
and wavelet transforms, among others (Jo¨nsson and Eklundh, 2004; Zhang et al., 2003;
O’Connor et al., 2012; Kandasamy and Fernandes, 2015; Atkinson et al., 2012; Tan et al.,
82011; Sakamoto et al., 2005; Duncan et al., 2015). It is important to note that none of
these approaches provide a natural environment for quantifying the uncertainty associated
with event identification. This can be problematic, as the timings of phenological events
estimated from remote sensing data are then incorporated like data observed without error
in environmental and agricultural studies.
An additional, major challenge in phenological event estimation arises when the VI time
series exhibit more than one growth cycle per year. One of the driving motivations of land
surface phenology is to characterize phenology in areas where ground observations are not
available, and as such the “true” number of growing seasons that should be exhibited is also
not available. At the spatial resolution of the satellite, land cover information is generally
too coarse to provide a reasonable indication of the expected number of growing seasons
(e.g. natural vegetation versus predominantly agriculture). Additionally, deforestation and
changes in agricultural practices may change the number of growing seasons present in a
region from one year to the next. Most smoothing based methodologies currently employed
are flexible enough to model more than one peak, but determination of when a minor peak
is a true secondary (or tertiary) growth cycle (as opposed to noise, a rainy season, etc.)
is difficult. Identification of secondary growing seasons generally requires the specification
of scientifically driven, but relatively ad hoc, conditions that must be satisfied, such as a
minimal change in minimum and maximum growth in a season (see for example Dash et al.
(2010) and Vrieling et al. (2011, 2013)).
In this chapter, we present a new method for smoothing and phenological event estima-
tion utilizing a Bayesian dynamic linear modeling framework, aimed at addressing some of
the current challenges in characterizing phenology from remote sensing data. We provide a
formal approach to model seasonal growth in vegetation by incorporating dynamic Fourier
harmonic terms, allowing seasonality to vary smoothly across years, unlike the simpler har-
monic models fitted separately by year in Jeganathan et al. (2010a,b), Atkinson et al. (2012)
and Dash et al. (2010). Utilizing a single model for the entire time domain, allowing for
9seasonality to vary across years by incorporating temporal dependence, and the ability to
apply the method universally across regions with vastly varying phenological structure are
some of the major advantages offered by our proposed approach. Additionally, the estima-
tion procedures of dynamic linear models can naturally handle missing values, eliminating
the pre-processing data imputation step required by many of the current methodologies.
Lastly, we introduce a novel approach to determine the number of growing seasons in a
given year and assess uncertainty in phenological events by using a fully Bayesian formu-
lation and MCMC simulation of the model. In Section 2.5 we discuss potential extensions
of our method to simultaneously fitting a space-time dynamic model across all locations,
building on substantial literature in this field, such as Cressie and Wikle (2011), Banerjee
et al. (2014), Gamerman (2010), and Gelfand and Banerjee (2017), including discussing
some challenges in our application area such as potentially abrupt land-use changes and
non-stationarity both in space and in time. Our primary goal in this chapter is estimating
location-specific timings of phenological events, with emphasis on events occurring in time.
For this reason we have concentrated on the temporal structure, recognizing that substantial
open questions remain in fully taking spatial structure into account.
2.2 Data
The VI used in this work is the MERIS Terrestrial Chlorophyll Index (MTCI), which is
derived from spectral reflectance captured by the MERIS satellite. The index is considered
to be directly related to a measure of canopy chlorophyll content and was designed to have
limited sensitivity to atmospheric effects and soil background interference (Dash and Curran,
2004, 2007). Dash, Jeganathan and Atkinson have undertaken several studies utilizing
MTCI to study phenology over India, which also motivates this work (Dash et al., 2010;
Jeganathan et al., 2010a,b; Atkinson et al., 2012).
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We considered 8-day temporal composites of the MTCI level-3 product over the southern
tip of India. The data span the period 2003–2007 and are available on a regular grid at
4.6 km spatial resolution. We consider a subregion of the data corresponding to a 50x50
lattice containing 2163 “non-sea” grid cells. The temporal resolution of the data gives 46
layers of MTCI each year, resulting in time series of length T = 230 at each spatial grid
cell. The data can be downloaded from the NERC Earth Observation Data Centre website
(www.neodc.rl.ac.uk/). Each of the 2163 non-sea time series contains missing values,
ranging from ≈ 1.7% to ≈ 17.9% missing, with some locations exhibiting periods of as long
as 7 consecutive missing composites.
In addition to the MTCI data, the GLC2000 land cover product is used to identify a
main type of vegetation for each spatial location. The GLC2000 land cover product was
derived using data from the SPOT-4 Vegetation Sensor (Agrawal et al., 2003), and can be
downloaded from the European Commission’s Joint Research Centre (JRC) website (http:
//forobs.jrc.ec.europa.eu/products/glc2000/products.php). The region considered
covers a diverse range of vegetation types. The land cover of the eastern half is primarily
agricultural, and the western half is mainly natural vegetation. Figure 2.1 presents the
data from two predominantly natural vegetation locations: (a) corresponds to a primarily
Tropical Evergreen land cover location with fairly regular seasonality, while (b) is primarily
an area of Tropical Semievergreen and exhibits inter-annual variability in seasonal structure.
These two locations will be used to illustrate the proposed methodology throughout the
chapter.
2.3 Methodology
2.3.1 Dynamic Linear Models
Dynamic linear models (DLMs) (see, for example, West and Harrison (1999)) are a large,
flexible class of non-stationary time series models. They are flexible in that they allow an
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Figure 2.1: Time series of MTCI for two sample pixels. (a) is an example of a location exhibiting little
change in seasonality, while (b) shows inter-annual variability in seasonality over time.
interpretable decomposition of the series into terms of trend and seasonality, handle missing
values, and permit forecasting as well as retrospective analysis of the temporal dynamics.
An important advantage of the DLM approach for our application is that it provides a
natural environment for uncertainty quantification of identified phenological events.
A univariate DLM assumes that a time series, Y1:T = (Yt : t = 1, 2, . . . , T ), of length T ,
is an observed realization of an unobserved latent process on a p-dimensional state vector,
θt, subject to Gaussian random noise (for notational clarity, let θ1:T = (θt : t = 1, 2, . . . , T )).
This model has three primary components, namely the:
Observation equation : Yt = Ftθt + vt vt ∼ N(0, Vt) (2.1a)
State equation : θt = Gtθt−1 +wt wt ∼ Np(0,Wt) (2.1b)
Prior on initial state : θ0 ∼ Np(m0,C0) . (2.1c)
Equation (2.1a) defines how the observed data relate to the unknown (latent) state vector,
with Ft a 1×p matrix of (typically known) constants, and (vt)t≥1 a sequence of independent
observation errors. Equation (2.1b) defines how the state evolves from time t − 1 to t,
and is called the state, system, or evolution equation (Petris et al., 2009). Gt is a p × p
matrix of (typically known) constants, and (wt)t≥1 is an independent sequence of random
vectors, also assumed independent of (vt)t≥1. Lastly, (2.1c) specifies the prior distribution
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on the state parameter vector at time zero, assumed independent of (vt)t≥1 and (wt)t≥1. We
refer to (Vt)t≥1 and (Wt)t≥1 as the observation and evolution variances, respectively, both of
which typically are unknown, so a fully specified Bayesian DLM also requires specification of
prior distributions on these unknown observation and evolution variances. DLMs are more
flexible than classical regression models, but are still a naturally intuitive extension. For
example, setting Gt = Ip and Wt = 0p, reduces (2.1a-2.1b) to the linear regression model,
Yt = Ftθ0 + vt.
In the current application, we assume that the latent state process, Ftθt, t = 1, . . . , T ,
represents the true vegetation growth. Therefore, inference about linear combinations of
the state vector θ0:T is of primary interest. The DLM framework permits three types of
posterior inferences about the state vector at time t′ from pi(θt′|y1:t): filtering (when t′ = t),
forecasting (when t′ > t), and smoothing (when t′ < t = T ). Of the three, smoothing is
a retrospective technique used to study the historical evolution of the system θt′ using all
the data available up to and including time T , which coincides with our scientific objective
of characterizing phenology from historical data. Given (Vt)t≥1 and (Wt)t≥1, the smooth-
ing distributions can be determined sequentially using the well-known Kalman recursions
(Kalman, 1960).
The Bayesian framework for DLMs provides several key advantages over many of the
currently used methodologies for characterizing phenology from remote sensing data. One
major strength is the ability to easily handle missing values (see, for example, (Petris et al.,
2009)). The analyses based on wavelets and Fourier transforms impute missing values as a
data pre-processing step, particularly when data are missing at more than one consecutive
time point. By contrast, in the Kalman filter, if yt is missing, it is assumed to carry no
information and the filtered distribution, pi(θt|y1:t), is set to the one-step ahead predictive
distribution, pi(θt|y1:(t−1)). The dependence structure of the DLM allows past and future
data to inform the smoothing distribution of the state process, θt, when data are missing
at time t, thus eliminating the need for the often arbitrary pre-processing imputation step.
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2.3.1.1 Bayesian reduced Fourier-form dynamic linear model
We choose Bayesian reduced Fourier-form seasonal DLMs to model the time series of
satellite-based VI’s, thereby using models that are direct extensions of the currently applied
harmonic regression methods (Dash et al., 2010; Jeganathan et al., 2010a,b). These Fourier-
form DLMs define states as the s/2 (s even) or (s − 1)/2 (s odd) Fourier harmonics, but
only retain a small subset, q, of these Fourier harmonics in their reduced form (Petris et al.,
2009; West and Harrison, 1999). They are well suited for our study since they provide
smooth representations of time-evolving seasonal patterns in phenology, in our region where
no more than a triple cropping season is expected.
We let Y1:T = (Y
∗
t − Y¯ ∗ : t = 1, 2, . . . , T ) (where Y ∗t represents the raw data and Y¯ ∗ =
1
|T ∗|
∑
t∈T ∗ Y
∗
t for T
∗, the set of times such that Yt is non-missing) represent a univariate
time series of length T of mean centered VIs at a single location. Note that mean and trend
terms can be easily incorporated into the model as separate components, if necessary, so
for the purpose of this work we focus solely on modeling seasonality. Minor trend or mean
shifts remaining in the data after centering may be captured by the temporal evolution in
the seasonality of the DLM. We consider a Bayesian reduced Fourier-form DLM as follows:
Yt =
q∑
j=1
Sjt + vt vt ∼ N(0, σ2e) (2.2a)
Sjt = cos(ωj)Sj,t−1 + sin(ωj)S∗j,t−1 + wjt (2.2b)
S∗jt = −sin(ωj)Sj,t−1 + cos(ωj)S∗j,t−1 + w∗jt wjt, w∗jt ∼ N(0, σ2w) (2.2c)
σe ∼ Cauchy+(0, c1) (2.2d)
σw ∼ Cauchy+(0, c2) (2.2e)
θ0 ∼ Np(m0,C0) (2.2f)
for t = 1, . . . , T , and j = 1, . . . , q, where q is the number of harmonics and
θt = (S1t, S
∗
1t, . . . , Sqt, S
∗
qt)
T is the (p = 2q)-dimensional state vector at time t. The observa-
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tion (2.2a) and state (2.2b-2.2c) equations are well-defined in the DLM literature (see, for
example, West and Harrison (1999)). If σw = 0, then S1t, . . . , Sqt are exactly the Fourier
harmonics such that Sjt = ajcos(tωj) + bjsin(tωj), and S
∗
1t, . . . , S
∗
qt are the conjugate har-
monics, S∗jt = −ajsin(tωj) + bjcos(tωj), where ωj = 2pij/s with s being the period. To
complete model specification, we choose independent half-Cauchy prior distributions for
σe and σw, i.e., Cauchy distributions truncated at 0, motivated further in Section 2.3.1.3.
Model (2.2) is a special case of (2.1) with time-invariant Vt = V = σ
2
e , Wt = W = σ
2
wIp,
Ft = F =
[
1 0 . . . 1 0
]
1×p
and Gt = G being a p× p block diagonal matrix, with jth
block
Gj =
 cos(ωj) sin(ωj)
−sin(ωj) cos(ωj)
 for j = 1, . . . , q = p/2, ∀t ∈ {1, . . . , T}.
Gj is a rotation matrix derived so that (Sjt, S
∗
jt)
T = Gj(Sj,t−1, S∗j,t−1)
T (West and Harrison,
1999).
The variance parameter σ2w controls the extent to which the seasonal structure of the
model can evolve through time. If σ2w = 0, model (2.2) reduces to a q-harmonic regression
that assumes the seasonal cycles do not change from year to year. When σ2w > 0 the
seasonality is no longer strictly periodic and evolves in time due to the stochastic nature of
the evolution equation. Therefore, a q-harmonic reduced Fourier-form DLM is more flexible
than a q-harmonic regression model.
2.3.1.2 MCMC estimation
The joint posterior distribution pi(θ0:T ,ψ|y1:T ), where ψ = (σe, σw), of the Bayesian
DLM (2.2) is not analytically tractable, so we use Markov chain Monte Carlo (MCMC)
simulation to approximate this distribution. Specifically, we use a two step Gibbs sampler
to alternate draws of θ0:T and ψ. A major motivation for using a two step Gibbs sampler
is that, given a draw of ψ, a joint draw of θ0:T can be obtained efficiently from its full
conditional distribution (pi(θ0:T |ψ,y1:T ) =
∏T−1
t=0 pi(θt|θt+1,ψ,y1:T )) using Forward Filter-
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ing Backward Sampling (FFBS) (Carter and Kohn, 1994; Fru¨hwirth-Schnatter, 1994). The
FFBS algorithm can be thought of as a simulation version of the smoothing recursions of
the Kalman smoother. As a first step, the Kalman filter is run to obtain the distribu-
tion, pi(θT |ψ,y1:T ) (forward filtering) and a draw of θT is obtained from pi(θT |ψ,y1:T ). The
algorithm then moves backward, for t = T−1, . . . , 0 sequentially sampling θt from the condi-
tional distributions, pi(θt|θt+1ψ,y1:T ) (backward sampling). The distributions pi(θT |ψ,y1:T )
and pi(θt|θt+1,ψ,y1:T ), t = T − 1, . . . , 0, are all Gaussian.
Due to the independent prior specification on σe and σw, the joint full conditional pos-
terior distribution of ψ is pi(ψ|θ0:T ,y1:T ) = pi(σe|θ0:T ,y1:T )pi(σw|θ0:T ,y1:T ). Consequently,
we obtain a joint draw of ψ by independently sampling σe and σw, conditional on a draw
of θ0:T , in the second step of the Gibbs sampler. The full conditional distributions for
σe and σw are not analytically tractable, so σe and σw are drawn using two independent
Metropolis-Hastings (M-H) steps with inverse-gamma (IG) proposal distributions on the
transformed parameters ηw = σ
2
w and ηe = σ
2
e . Refer to Appendix A for details of the M-H
steps, including the specific form of the IG proposal distributions used.
2.3.1.3 Prior specification of variances
The prior specification for the variance components of the DLM is particularly important
in the context of modeling satellite sensor data. It is desirable to have an automated
procedure that requires little to no tuning to implement the methods for a large number of
locations. In particular, the degree to which seasonality evolves over time (controlled by σw)
as well as the amount of noise (controlled by σe) may vary substantially across locations.
If a location exhibits very regular seasonality across years (i.e. no significant changes in
phenological patterns), σ2w should be very close to 0. Therefore, priors on variances (or
standard deviations) should aim to be (weakly) uninformative and should allow for σ2w to
be very small relative to σ2e .
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A common choice of prior for variance components in DLMs is the conditionally conju-
gate inverse-gamma (IG) prior, which typically in practice is made weakly informative by
specifying IG(,) with small  (a traditional choice is  = 0.001). However, it has been
shown that this IG prior can actually be quite informative in hierarchical models with small
valued variance parameters. In particular, the posterior will tend to be biased towards larger
values if  is too large. The bias can be reduced by specifying smaller and smaller values
of . However, as → 0 the posterior distribution becomes improper, so  must be set to a
reasonable value (Gelman, 2006). Gelman (2006) suggested alternative prior specifications,
such as folded-t priors (of which the half-Cauchy is a special case) on standard deviations.
We highlight the benefits of our half-Cauchy prior specification (versus IG) via a small
simulation that illustrates biases when using IG(,) priors on the variances in place of
Cauchy+(0, c) priors on the standard deviations in our proposed DLM. By contrast, our
Cauchy+(0, c)-prior DLM allows for small valued σw without being sensitive to the choice of
c. For simplicity in our simulation, we consider DLM (2.2) with q = 2, s = 46 and T = 230
(values chosen for consistency with the motivating dataset). We fix σe = 0.2 and choose
arbitrary starting values θ0 = (−0.4,−0.3, 0.05, 0.25). For each σw ∈ {0.05, 0.01, 0.005},
we simulate a time series, y1:230, from DLM (2.2), referred to as T0.05, T0.01 and T0.005
respectively.
We analyzed these data with both of the IG(, ) prior variance model using each
 ∈ {0.01, 0.001, 0.00001}, and the Cauchy+(0, c)-prior standard deviation model using
c ∈ {1, 0.1, 0.01}. Figure 2.2 compares the approximate marginal posterior distributions of
σw, showing IG prior results in the top row, and half-Cauchy results in the lower row. As the
true values of σw decrease (from left to right panels), the sensitivity of the IG-model to the
choice of  becomes clear. In particular, the commonly used IG specification of  = 0.001
(green curves, top row) substantially overestimates σw when the true σw ∈ {0.01, 0.005}
(middle and right panels), in which case  = 0.00001 is the only IG setting that provides
marginals that reasonably cover the true value of σw (red curves, top row). By contrast the
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marginal posteriors under the half-Cauchy prior do not appear noticeably affected by the
changing values of c (lower row).
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Figure 2.2: Marginal posterior distributions of σw for each model specification fit to T0.05, T0.01 and
T0.005. The vertical dashed line represents the true value of σw in each panel. IG priors (top,
 = (0.01, 0.001, 0.00001)), half-Cauchy priors (bottom, c = (1, 0.1, 0.01))
2.3.2 Summarizing Phenology
Smoothed time series of VIs are obtained as the mean structure of the observation
equation in the reduced Fourier-form DLM. For the purpose of notation, we define this
quantity as SVIt, t = 1, . . . , T , where SVIt = Fθt =
∑q
j=1 Sjt, for t = 1, . . . , T (i.e.
the sum of harmonic terms). This is a linear function of θ0:T , and therefore has a joint
posterior distribution, pi(SVI1:T |y1:T ), that is approximated by applying the function to
MCMC simulations of θ1:T . The time-specific medians of a resulting set of M draws of
SVI1:T are used to approximate the posterior median of SVI1:T and credible intervals can
be constructed using the appropriate empirical quantiles.
Given the approximate posterior distribution of SVI1:T , we proceed to estimate the
timing of the phenological events of interest. The fully Bayesian specification and MCMC
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estimation of the model provides the ideal medium for developing methods which address two
major challenges in phenological event identification: 1) determining the appropriate number
of growing seasons to summarize when truth is unknown, and 2) providing a measure of
uncertainty for the estimated timing of phenological events. The distributions are obtained
by identifying timings from individual posterior draws of SVI1:T , as follows. For a pre-
specified rule or set of conditions defining one or more phenological events, the timing of
an event of interest is defined as the t corresponding to a SVIt ∈ SVI1:T that satisfies a
pre-specified event identification rule (e.g. maxima/minima, inflection points, etc). Using
M posterior draws of SVI1:T , we obtain M sets of timings of identified events for each
year. The specific form of the identification rule we constructed for the MTCI application
is discussed in Section 2.3.2.3, but we emphasize here that the methods presented in the
following sections should be applicable to any rule that identifies the timing and magnitude
of an event as the time t and value of SVIt that satisfies the rule.
2.3.2.1 Identifying the number of growing seasons
When the number of growing seasons or cropping cycles is unknown, scientifically moti-
vated conditions characterizing a secondary or tertiary growing season are usually incorpo-
rated into the identification rule. We provide examples of such conditions within the context
of our application in Section 2.3.2.3. Estimating the timings of events from posterior draws
of SVI1:T carries through uncertainty from the posterior distribution. Due to the random-
ness of the draws, it is possible for one draw to satisfy the conditions for multiple growing
seasons in a given year, while another draw may not satisfy the conditions.
We utilize i = 1, . . . ,M sets of identified timings of events from M posterior draws of
SVI1:T to estimate the probability of identifying g growing seasons in year d, pd(g), under a
defined identification rule. Specifically, we estimate pd(g) as the proportion of draws which
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returned timings of events corresponding to g growing seasons in year d. That is,
pˆd(g) =
1
M
M∑
i=1
I(# of seasons identified from SVI
(i)
1:T in year d = g) (2.3)
for g = 0, 1, . . . , G, where G can be specified as the largest number of growing seasons that
can reasonably be expected to occur in the region. A possible decision on the number of
growing seasons estimated in year d is to choose nd = arg max
g
pˆd(g). The corresponding
estimated probability, pˆd(nd), can then be interpreted as the “confidence” in the determi-
nation of the number of growing seasons per year, under the identification rule. A value
of pˆd(nd) close to 1 implies high confidence that nd growing seasons are correctly identified
under the given rule, while lower values of pˆd(nd) imply lower confidence in the determined
number of growing seasons.
2.3.2.2 Uncertainty quantification in timings
By obtaining M sets of identified timings of events from M posterior simulations of
SVI1:T , point estimates of event timings and corresponding uncertainty intervals can nat-
urally be constructed as means/medians and as quantile intervals, respectively, from these
simulations. However, the specific subset of the M sets of event timings used depends on the
determination of the number of growing seasons. Point estimates and uncertainty intervals
are obtained as follows:
1. Determine nd using the methods in Section 2.3.2.1.
2. Subset the collection of M timings to retain only the M∗d sets of events that were
identified in year d from draws where nd seasons where identified.
3. Point estimates for each event of interest are calculated as the mean or median of M∗d
timings. Corresponding (100−α)% quantile intervals are constructed as the floor(α/2)
and M∗dfloor(α/2) values of M
∗
d ordered timings.
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Note that because for each year, d, we only retain the sets of timings obtained from draws
where nd growing seasons were identified, pˆd(nd) is an indicator of the reliability of the
estimates and their associated uncertainty intervals, since lower pˆd(nd) values correspond
to lower M∗d values (fewer draws used to estimate event timings). Small pˆd(nd) indicates
that the number of growing seasons cannot be conclusively determined under the given
identification rule, and likewise there is less certainty in the estimates of the events. We
do not claim that the (100 − α)% quantile intervals are true credible intervals, nor do we
claim they have (100 − α)% coverage probability. This is because the intervals depend
on the form of the chosen identification rule and its parameters (L and kσe in our case,
defined in 2.3.2.3) as well as the decision on the number of growing seasons per year, nd.
They do, however, provide an approximation of the amount of variability in estimates of
timings of phenological events. The variability comes from three sources: uncertainty due
to noise/model uncertainty, and variability due to the form of the identification rule (e.g.
an estimate of the timing of the maximum in a curve that plateaus at the peak will have
high uncertainty).
2.3.2.3 Phenological event identification rule
In this work, we focus on the estimation of the timing of two key phenological events.
The first, onset of greenness or start of season (SOS), marks the beginning of a growing sea-
son when chlorophyll content begins to increase, and the second, peak of greenness (POG),
refers to the timing of peak growth during the growing season. Our proposed identifica-
tion algorithm is an adaptation of the methodology of Dash et al. (2010) and Jeganathan
et al. (2010a,b). We define start of season as dominant valleys (local minima) and peak of
greenness as dominant peaks (local maxima). Figure 2.3 provides an idealized example of
identifying phenological events under this definition.
The identification rule defines multiple growing seasons by requiring that the set of SOS
and POG satisfy two conditions that aim to defend against falsely detecting growing seasons
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Figure 2.3: Example representation of idealistic identification of onsets and peaks of greenness from
smoothed time series of satellite sensor data. The vertical dashed line represents the end of one year.
Composite numbers correspond to 8-day intervals. The algorithm should be able to distinguish between a
secondary growing season (exhibited in the agricultural series) and a residual peak due to fluctuations in
the time series (like the secondary peak in the natural vegetation series.)
due to minor fluctuations in seasonal structure, or due to random fluctuations in the draws
of SVI1:T . The first condition implements a minimum growing season duration, L, such
that the time between two sequential SOS (or two sequential POG) must be at least L.
The second condition implements a location dependent, minimum allowable difference in
VI between neighboring SOS and POG. Specifically, it requires that the difference in VI
magnitude between an identified SOS and a POG for a growing season must be larger than
kσe, where σe is the standard deviation in Equation 2.2a, and k is a constant that can be
tuned to a value that suggests a reasonable number of growing seasons per year. In practice,
we used the estimated posterior mode of σe for the value of σe in our identification rule.
The algorithm proceeds by first identifying the set of SVIt that correspond to all local
minima and maxima of SVI1:T . Then, each identified minimum and maximum is iteratively
checked against its temporal neighbors to determine if the difference in magnitude between
neighboring minima and maxima is larger than kσe and if the distance between sequentially
identified minima and maxima is at least L units apart. The subset of maxima and minima
that satisfy all conditions are retained as the set of identified starts of season (minima) and
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peaks of greenness (maxima) for the location. The timings of the events are the times,
t, corresponding to the identified SVIt. For the remainder of the chapter, the notations
SOS and POG will refer specifically to the timing of start of season and peak of greenness,
respectively.
2.4 Application to MTCI Data
The computational effort required for analyzing remote sensing data is not trivial, since
time series can be long and methods should be scalable to large regions. Therefore, all
computationally intensive methods, such as MCMC and phenological event detection algo-
rithms, were coded in C++ and implemented in R (R Core Team, 2013) using the package
Rcpp (Eddelbuettel and Franc¸ois, 2011).
We implemented the proposed methodology on 1148 locations having natural vegetation
as land cover classification (Evergreen, Semievergreen, Moist Deciduous, Dry Deciduous,
Coastal Vegetation) as specified using the GLC2000 dataset. While there are a considerable
number of agricultural locations (and phenology of agriculture is also of interest), they tend
to have much lower signal-to-noise ratios, so for the sake of illustrating the methodology
they were not included in the current analysis. We apply the Bayesian reduced Fourier-
form DLM (2.2) separately to each location. In the following, we discuss the selection of
the number of Fourier terms, the construction and assessment of convergence of the MCMC
sampler, and we summarize the phenology for natural vegetation types over southern India.
2.4.1 Selection of Fourier Terms
The choice of the q harmonics to include in any Fourier based method is an important
decision, as the harmonics control the smoothness and form of the model fit. For the
types of applications considered in this chapter, the ultimate objective is the estimation of
phenological events from remote sensing data, for which ground “truth” is not available.
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This makes the determination of an appropriate q more complex than simply determining
the model which provides the best “fit” to the data. For example, a higher order model
that may be considered a better fit by criteria that minimizes error, for example, may be
too flexible or (“wiggly”) to reasonably estimate phenological events.
Jeganathan et al. (2010a,b) applied the discrete Fourier transform to time series of MTCI
(separately for each year) over India and found it necessary to retain the first four harmonics
to reasonably represent seasonality in single growing season locations, while six harmonics
were necessary in double or triple season locations. We use these scientifically justified results
to motivate our model selection. However, reduced Fourier-form DLMs with non-zero σw
are not strictly periodic and can provide a more flexible representation of seasonality with q
harmonics than a harmonic regression, particularly in locations exhibiting clear inter-annual
variability in seasonality. In many cases, the DLM can provide smoothed representations of
the time series with similar flexibility as a harmonic regression model fitted separately by
year, but with fewer harmonics.
We considered DLM (2.2) with q = 1, . . . , 6 for a diverse sampling of natural vegetation
locations. It was computationally and practically inefficient to attempt to perform model
selection for all considered locations, so we selected a sample of locations representing vari-
ous natural vegetation land cover types, as well as varied seasonal structure. We considered
at most q = 6 harmonics, as we assumed that DLM (2.2) should not require more har-
monics to represent the scientific information than the number found to be necessary by
the scientists using the Fourier transform. The statistical importance of individual harmon-
ics Sj,1:T on SVI1:T for j = 1, . . . , q was assessed by computing the proportion of the T
pointwise 99% credible intervals {(S0.5%j,t , S99.5%j,t ) , t = 1, . . . , T} which did not contain 0(
i.e.
∑T
t=1 I
(
0 6∈ (S0.5%j,t , S99.5%j,t )) /T) . Additionally, we calculated an estimate of the de-
viance information criteria (DIC) for each model. DIC is thought of as the Bayesian analog
of Akaike information criterion (AIC), where the number of parameters in AIC is replaced
by an estimate of the effective number of parameters in DIC (Spiegelhalter et al., 2002).
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In general, we found that the sensitivity of SVI1:T to the included harmonics in the
model depended on the amount of inter-annual variability in seasonality in a location. When
seasonality evolved substantially from year to year, model fits were less sensitive to the choice
of included harmonics. All considered locations of this type only suggested the use of the first
two or three harmonics (decision based on retaining harmonics with the proportion of non-
zero credible intervals > 0.1). Models with only two or three harmonics also corresponded
to relatively low DIC values. For these locations, the DLM represents key features in the
time series using fewer harmonics than a non-dynamic model and is less prone to residual
fluctuations resulting from higher order harmonics. Figure 2.4 illustrates this by comparing
the fit from the q = 3 DLM to a q = 6 harmonic regression (the latter fitted separately to
each year of data).
−1.0
−0.5
0.0
0.5
2003 2004 2005 2006 2007 2008
Time
Ce
nt
er
ed
 M
TC
I
Model DLM Harmonic
Tropical Evergreen
Figure 2.4: Smoothed curves are compared from a q = 3 reduced Fourier-form DLM (red) and a q = 6
harmonic regression fit separately to each year (blue). The curves have similar forms, but the non-dynamic
model exhibits residual fluctuations from the higher order harmonics, (e.g. year 2005).
For locations which exhibit little change in seasonality across years, the DLM provided a
similar fit to a q-harmonic regression model and therefore, the choice of included harmonics
had higher influence on SVI1:T . We found that, in general, the proportion of credible
intervals not containing zero was small for harmonics beyond the first three in the q = 6
DLM for the majority of considered locations of this type, with a few locations suggesting the
inclusion of the 4th harmonic. A similar conclusion was drawn comparing DIC across models.
For these locations, we ultimately determined that it was preferable to fit a model with
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slightly fewer (e.g. q = 3) harmonics than a larger number, as including additional harmonic
terms does not necessarily increase the flexibility of the DLM. Including unnecessary terms
may reduce the evolution variance estimate, resulting in a decreased number of effective
parameters and pushing the model further towards the fit of a harmonic regression model
(illustrated by the fact that RMSE can actually increase as harmonic terms are added). In
these cases, the model with a smaller number of harmonics is more flexible since a larger
evolution variance allows the DLM to pick up on deviations from a strictly periodic cycle.
Figure 2.5 compares the posterior median of SVI1:T (top) and estimated timings of
events and uncertainty intervals (bottom) for models with q = 1, . . . , 6 applied to the two
locations in Figure 2.1. The estimated timings of events, in particular, were fairly robust
to the choice of q. In summary, using the reduced Fourier-form DLM we found that we
were reasonably able to capture seasonality and estimate SOS and POG over the majority
of locations using the first q = 3 harmonics. While we could have considered further
tuning the number of harmonics for each location, the decision to fit the same number of
harmonics to all locations is motivated by finding a parsimonious model that allows an
automatic implementation across all locations, and that could, for example, be extended to
include spatial dependence.
2.4.2 Convergence and Effective Size
For each natural vegetation grid cell, we estimated the reduced Fourier-form model with
q = 3 harmonics, s = 46, c1 = 0.1, and c2 = 0.1, initially running two MCMC chains,
in parallel, for 10,000 iterations. Computation time for a complete analysis (from data to
phenological event summaries) for one location took ≈ 1.5 min on a 2.6 GHz Intel Core i5
processor. Convergence of MCMC algorithm was assessed (results not shown) using trace
plots and ergodic means for a sample of locations, and by monitoring the Gelman-Rubin
diagnostic for all locations since a visual analysis of convergence for over 1,000 locations was
unrealistic.
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Figure 2.5: Plots (a)-(b) show posterior median estimates of SVI1:T for DLMs with q = 1, . . . , 6 for the two
locations in Figure 2.1, respectively. Plots (c)-(d) show the estimates of POG and SOS (plotted as numbers
corresponding to q) with uncertainty interval widths shown as horizontal bars, for each of the six models.
We began by identifying the first POG within 2003, since the preceding SOS occurred in the prior calendar
year at some locations.
For locations exhibiting clear variability in seasonality, the chains appeared to converge
within 1,000 iterations, but in locations with little variability, the chains tended to take
longer to converge due to small values causing poor mixing in the chains of σw. For these
locations, an additional 10,000 iterations were sampled in each chain, to better sample the
posterior. The chains were then thinned after burn-in to retain 4,000 samples for estimating
the timings of SOS and POG. Inference about summaries of POG and SOS are of primary
interest, so autocorrelation in posterior samples of POG and SOS calculated from M draws
of SVI1:T was also investigated. The effective sample sizes for POG and SOS were calculated
using the coda package in R (Plummer et al., 2006), and found to be nearly equal to M ,
suggested little to no autocorrelation in samples of POG and SOS.
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2.4.3 Summary of Findings
Several values of L and k where considered for the identification rule. We ultimately
summarized results using L = 8 (suggesting that the duration of a growing season must be
at least ≈ two months), and k = 3 (suggesting that difference in MTCI value between SOS
and peak growth must be at least three times more than the estimated standard deviation of
the observation error). The values were chosen based on visual assessment for the purpose of
illustrating the methodology, but could easily be tuned further given scientific information.
To determine the number of growing seasons per year, we computed the estimates of the
probabilities in (2.3) for g = 0, . . . , 3 using 4000 draws from the posterior distribution at
each natural vegetation location. The number of POG’s identified in one year defines the
number of growing seasons, so under our rule the probability in (2.3) has the specific form
pˆd(g) =
1
M
M∑
i=1
I(# of POG(i) in year d = g) (2.4)
Spatial maps of the estimated probability that two or more growing seasons (pˆd(2) + pˆd(3))
were identified by the algorithm for years d = 2004 - 2006 are shown in Figure 2.6. Inter-
estingly, the probability of identifying two or more growing seasons appeared to increase
between 2004 and 2005 in the western side of the region. This change can be seen in the
time series at many locations in this area, suggesting a shift occurred in the phenology be-
tween 2004 and 2005. It is unclear whether this change was due to anthropogenic activity
or natural occurring events.
Conditional on the number of growing seasons per year, point estimates of POG and SOS
were calculated as the median timing of the i = 1, . . . ,M∗d posterior values of POG
(i), SOS(i)
for each year, d, and uncertainty in the estimates is expressed using 90% quantile intervals.
Figure 2.7 presents posterior median estimates and 95% credible intervals for SVI1:T , as
well as point estimates and corresponding uncertainty intervals of identified SOS and POG
for the two locations in Figure 2.1. Estimates and uncertainty for SOS in terms of days for
these two locations are given in Table 2.1. A composite is represented in dates as 8-day
28
2004 2005 2006
0.00
0.25
0.50
0.75
1.00
P(S>1)
Figure 2.6: Maps of the estimated probability of identifying more than one growing season for years 2004 -
2006 for each considered natural vegetation location.
intervals beginning January 1 (e.g. Composite number 1 corresponds to January 1-8). The
Evergreen location is an example of a location exhibiting very little inter-annual variability,
with consistent estimates of SOS from 2003-2007, while the Semievergreen location showed
much more variable estimates and changes in the number of growing seasons across years.
Two seasons were identified in 2003 and 2004, while only one growing season is identified in
2005-2007. Uncertainty in POG estimates increase dramatically in 2005-2007 as the seasonal
structures become plateau-like, making POG difficult to identify precisely.
Table 2.1: Posterior estimates, 90% intervals and interval widths for POG in days for years 2003 - 2007
for the two locations in Figure 2.7. Posterior estimates are listed as the 8-days corresponding to estimated
composite number, and intervals are converted to days by listing the first day corresponding to the lower
bound composite and the last day of the upper bound composite.
(a) Evergreen (b) Semievergreen
Year Estimate Interval Estimate Interval
2003 Jul 12 - 19 Jul 04 - Aug 04 Jun 10 - 17 May 17 - Jul 03
Dec 03 - 10 Nov 17 - Jan 03
2004 Jul 11 - 18 Jun 25 - Jul 26 Jul 27 - Aug 03 Jul 11 - Aug 03
Oct 31 - Nov 07 Oct 23 - Nov 23
2005 Jul 04 - 11 Jun 26 - Jul 27 Nov 01 - 08 Oct 16 - Nov 24
2006 Jul 12 - 19 Jun 04 - Jul 27 Nov 17 - 24 Jul 28 - Dec 02
2007 Jul 12 - 19 Jun 04 - Jul 27 Oct 16 - 23 Aug 05 - Nov 16
Maps of median estimates of SOS and POG for the first growing season identified in
2004 - 2006 are shown in Figure 2.8, for locations where pˆd(nd) was estimated above 0.8.
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Figure 2.7: Example of phenological variable estimation for the two sample locations in Figure 2.1. Posterior
median estimates of SVI1:T (dashed) with 95% credible intervals (dotted) are plotted. Posterior mean
estimates of POG and SOS are plotted as points (green), with the width of their respective 90% intervals
visualized with horizontal bars (blue). Plot (a) illustrates a location with one growing season identified per
year, while plot (b) shows a location with substantial inter-annual seasonal variability.
Note that SOS for the first growing season in a year could actually occur at the end of the
previous year. Maps of the widths of the corresponding 90% quantile intervals are shown
in Figure 2.9. The phenology of the region is quite diverse, as illustrated in the spatial
distribution of identified POG and SOS. Estimates of first SOS range from early January
to mid-to-late summer (May - September). Start of season tended to occur earlier in the
eastern side of the domain and move later across the western natural vegetation locations,
as seen in Figure 2.8. Averaging across all included locations, first SOS in 2005 averaged 5.7
days earlier than in 2004, but in 2006 averaged 9.8 days later than in 2005. These differences
are not outside the uncertainty in estimates of SOS and POG, so we cannot conclusively
determine if there was a significant overall change in the phenology from year to year in
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the region. The majority of SOS estimates in 2004-2006 had interval widths ranging from
16 to 80 days and the majority of estimated POG had interval widths ranging from 24 to
160 days. Note that since the temporal unit of the data is an 8-day composite, the smallest
possible interval width is 8 days. In general, SOS was more precisely estimated than POG.
Approximately 80% of estimated SOS had a 90% interval width of 48 days or less, while
only about 65% of POG estimates had intervals with widths at least that small.
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Figure 2.8: Maps of posterior estimates (in composite units) of first SOS (top) and POG (bottom) in years
d = 2004 - 2006, for all considered natural vegetation locations with pˆd(nd) > 0.8.
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Figure 2.9: Maps of interval widths of first SOS (top) and POG (bottom) in years d = 2004 - 2006, for
all considered natural vegetation locations with pˆd(nd) > 0.8. Widths are in composite units, where 1
corresponds to 8 days.
2.5 Conclusions and Future Work
The approach presented in this chapter based on a Bayesian analysis of DLMs provides a
natural environment to model and extract phenological patterns from time series of satellite
derived VI data, and is a flexible extension of currently applied methods. The methodology
is also extendable to other types of satellite sensor data, when the objective is to characterize
growth cycles or features of growth cycles. The recursive estimation procedures of Bayesian
DLMs using the Kalman filter and FFBS easily handle missing values, even when data
are missing for sequential time points. This eliminates the need to preprocess and impute
missing values, and incorporates time dependence to better inform the distribution of states
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at times when data are missing. Using MCMC simulation of the model, we developed
methods to assess the number of growing seasons per year using estimated probabilities
and additionally were able to provide uncertainty intervals with estimates of the timings of
phenological events, which is novel in this area to our knowledge.
The model utilized in this chapter can be extended to allow for more complex modeling.
We have assumed a lack of systematic long term trend across years; a constant evolution of
both the state and observation equations (by imposing constant V = σ2e and constant W =
σ2wI); and all harmonics included in the model evolve with the same variance, σ
2
w. The first
assumption can be easily relaxed by adding a either a time-varying or constant mean/trend
component to the model. Relaxing the assumption of constant V to time-varying Vt may
be beneficial since time series of MTCI data seem to exhibit higher variability, or noise,
around POG, with inter-annual changes in the magnitude of this variation, particularly in
locations with a marked shift in the phenology. This suggests possible dynamic evolution of
the observation equation variance. Investigating more flexible specifications of Wt is also of
interest.
In this work, we have only considered the temporal dependence in the VIs. This ap-
proach is massively scalable through embarrassingly parallel computing, making it feasible
to create global scale products summarizing the historical evolution of life cycles in vegetated
land surfaces. A future direction of this work is to construct a model that incorporates the
spatial dependence between locations. While we do not expect that a fully spatio-temporal
model will substantially affect the point estimates of the event timings, it may reduce the
uncertainty in these estimates. Specific types of models that may be considered include the
spatio-temporal dynamic models of Gamerman (2010), Cressie and Wikle (2011), Banerjee
et al. (2014), and Gelfand and Banerjee (2017). Several of these rely on basis function
approximations for dimension reduction, with subsequent modeling of the basis function
coefficients. In phenology, challenges include potentially abrupt land-use differences (with
associated phenology differences) both spatially and over time, contributing to substantial
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space-time non-stationarity. We had static land-use data (a snap-shot in time), however
MTCI time series provide evidence of temporal land-use changes in some locations. The
latter are reflected in individual locations’ temporal trajectories, but possibly not in their
spatial neighbors’ trajectories. Due to the spatial land-use complexities, and our primary
goal being to identify the timing of phenological events (not spatial prediction), we used
only the location-specific temporal trajectory of the MTCI data for each location’s SOS
and POG timing estimates. In the future, dynamic land-use could be incorporated in the
model as an explanatory variable in a mixture-type space-time mean structure, and in a
non-stationary spatial covariance structure (Schmidt et al. (2011)), although at substantially
increased computational cost. We continue to study land-use change estimation in a com-
plementary project. While we concentrated on temporal uncertainty only in this chapter,
we recognize the importance of spatial structure in uncertainty assessment, and the need for
continued work to address the complexities of space-time non-stationarity in phenology. It
is also worthwhile to point out that there are other types of problems where there is either
insufficient information to estimate spatial dependence or it is reasonable to assume there
is no spatial dependence. For example, in agronomical applications, only pixels containing
certain types of crops are of interest for identifying crop maturity and short term forecasts
useful for farm management decisions. It is not unusual that, in such situations, only several
locations can be used within a very large area. In that case, estimating spatial dependence
is an impossibility, while the temporal dynamics remain of most interest. In addition, given
the computational challenges posed by a fully spatio-temporal hierarchical model embedded
within the Bayesian framework, we believe the approach proposed in this work is widely
applicable and novel.
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CHAPTER 3. REPARAMETERIZATIONS OF BAYESIAN
FOURIER-FORM DYNAMIC LINEAR MODELS FOR
EFFICIENT GIBBS SAMPLING AND MODEL SELECTION
3.1 Introduction
In Chapter 2, we presented methodology using Bayesian reduced Fourier-form dynamic
linear models to model time series of remote sensing data. While our focus was on developing
methodology to extract phenological information from noisy time series, the analysis pre-
sented interesting challenges in model estimation, comparison and specification, all related
to the magnitude of the evolution variance, σ2w, and the effect of the relationship between
σ2e (the error variance) and σ
2
w on convergence properties of the two-block Gibbs sampler.
In particular, we found that when σw was small relative to σe, convergence properties of the
sampler were poor, exhibited in very slow mixing in the chains of σw. This, in turn, required
that the samplers be run for many iterations, significantly increasing computation time. Ad-
ditionally, in Chapter 2 we assumed a rather restrictive form of W = σ2wI. A more flexible
(and intuitive) model choice for the evolution variance of a q-harmonic reduced Fourier-form
model is W = blockdiag(σ2w1I2, . . . , σ
2
wqI2), where harmonics at different Fourier frequencies
are allowed to evolve at different rates over time (individually controlled by σ2wj). However,
the poor convergence properties of the Gibbs sampler exhibited when evolution variances
are small are exacerbated even further under this model, as an individual harmonic may be
important to describe the seasonality of a process, but does not evolve in time (i.e. σ2wj = 0).
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The ability of an MCMC sampling scheme to simulate from a model where diagonal
elements of W are very small is particularly important for choosing the appropriate Fourier
harmonics to include in a reduced Fourier-form DLM (i.e. model selection). In Chapter
2, Section 2.4.1 we assessed the choice of the included harmonics by comparing models
with an increasing number of harmonics. A downside of this method for model assessment
is that the evolution variances of models with unnecessary harmonics are pushed towards
zero, and thus convergence properties of the samplers are poor for “over-fitted” models.
Then comparing models is difficult when model comparison criteria, such as DIC, depend
on acquiring MCMC samples from the posterior distribution, but convergence may not
have been achieved in higher order models. A potential solution to this problem is to
increase the number of assessed models, with additional harmonics included as either time-
varying or static components (i.e. σ2wj = 0). This, however, requires comparison of twice
as many models, which is computationally impractical and inefficient in applications where
it is desirable to implement the model on a large number of time series. An alternative to
comparing static versus time-varying models for a harmonic is to determine whether the
harmonic is significantly time-varying within a specific model by testing σ2wj = 0, but this is
an irregular problem as σ2wj = 0 is on the boundary of the parameter space. We address the
poor convergence properties of the Gibbs sampler and difficulties in model selection in this
chapter, where two new model parameterizations for Bayesian reduced Fourier form DLMs
are introduced that lend well to the assessment of included harmonics and can be efficiently
sampled using MCMC.
Multiple authors have developed efficient MCMC algorithms for Bayesian inference in
DLMs by utilizing data augmentation (DA) (Fru¨hwirth-Schnatter, 1994; Carter and Kohn,
1994; Durbin and Koopman, 2002; Kastner and Fru¨hwirth-Schnatter, 2014). The idea be-
hind DA in a Bayesian setting is to introduce unobserved, or missing data, to make the
posterior distribution of the parameters easier to obtain (Tanner and Wong, 1987; van
Dyk and Meng, 2001). The standard DA algorithm for DLMs defines the state process
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θ0:T as the “missing data,” and two-block Gibbs samplers alternate between sampling the
states, θ0:T , from their full conditional dependent on values of model parameters, ψ (e.g.
ψ = (σe, σw)), and sampling the parameters, ψ, from their full conditional given values
of θ0:T . The Gibbs sampler implemented in Chapter 2, Section 2.3.1.2 is an example of
such a DA sampling scheme, utilizing Forward Filtering Backward Sampling (FFBS). FFBS
(Fru¨hwirth-Schnatter, 1994) is one of the most commonly used algorithms to efficiently sam-
ple θ0:T in a DA scheme, but other algorithms have also been developed for this purpose,
such as the all without a loop (AWOL) algorithm (Kastner and Fru¨hwirth-Schnatter, 2014).
While the standard DA MCMC samplers tend to perform well for DLMs in many sit-
uations, it has been shown that the samplers exhibit poor convergence properties caused
by very slow mixing in some of the parameters in certain situations (see, for example the
discussion in Fru¨hwirth-Schnatter (2004)). The case where one or more diagonal elements
of W is/are very small relative to the observation error is an example of such a situation.
In the standard two-block Gibbs sampler, draws of θ0:T are conditional on draws of W , and
vice versa. Small draws of the variance components of W result in draws of θ0:T with small
evolution, which then result in small draws of evolution variance components in the next
iteration. Therefore, chains of σwj will tend to get “stuck” at small values resulting in poor
mixing and convergence properties of the sampler. Such behavior in DA MCMC samplers
is not limited to dynamic linear models, and is exhibited more generally in DA schemes for
Bayesian hierarchical linear models when process level variances are small.
An extensive amount of research has focused on improving DA schemes in Bayesian hi-
erarchical linear models, where it has been found that considerable improvements can be
made by simply reparameterizing the models (Gelfand et al., 1995; Meng and van Dyk, 1998;
Gelman et al., 2008; Roberts and Sahu, 1997; Papaspiliopolous et al., 2003; Papaspiliopoulos
et al., 2007; Papaspiliopoulos and Roberts, 2008). For example, Gelfand et al. (1995) and
Roberts and Sahu (1997), discussed the effects of “centered” versus “non-centered” param-
eterizations on Gibbs sampling schemes in hierarchical linear models when the variances
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are known. Meng and van Dyk (1998) introduced a scaled reparameterization of the non-
centered random effects model, which they showed is preferred when variances are unknown
and the hierarchical variances are very small. Considerably less attention has been paid to
improving strategies in time series models, with the majority of the literature focusing on
time-varying parameter models and non-Gaussian state space models (Shephard, 1996; Pitt
and Shephard, 1999; Papaspiliopolous et al., 2003; Fru¨hwirth-Schnatter and So¨gner, 2003;
Fru¨hwirth-Schnatter, 2004; Kastner and Fru¨hwirth-Schnatter, 2014). Recently, however, a
collection of research focused on improving MCMC schemes for dynamic linear models has
been growing.
Pitt and Shephard (1999), Papaspiliopolous et al. (2003), and Fru¨hwirth-Schnatter
(2004) have introduced and discussed multiple non-centered parameterizations for the time-
varying parameter time series model, such as the non-centered in location, the scaled,
non-centered, and the scaled disturbances parameterizations. They additionally discussed
conditions specific to the time-varying parameter model where MCMC samplers for each
parameterization may be more efficient. Simpson et al. (2017) introduced three additional
parameterizations based off of the scaled disturbances and utilized interweaving and al-
ternating strategies to improve MCMC efficiency by moving between subsequent sampling
schemes for each parameterization, illustrated on the local-level DLM. Fru¨hwirth-Schnatter
and Wagner (2010) provided a scaled, non-centered parameterization for the basic structural
equation model, and introduced novel normal priors for the evolution standard deviations
that lend well to model and variable selection. Likewise, Bitto and Fru¨hwirth-Schnatter
(2016) introduced a scaled, non-centered parameterization for time-vary parameter models,
and proposed shrinkage priors and interweaving strategies for variable selection. However,
with the exception of Simpson et al. (2017), reparameterizations for DLMs have only been
introduced in the literature for specific DLMs, to our knowledge. The models discussed of-
ten have simpler structure than Fourier-form DLMs which are defined with a non-diagonal
transition matrix, G. Additionally, while Simpson et al. (2017) did discuss several parame-
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terizations under a general DLM framework, they did not consider the scaled, non-centered
parameterization we present in this chapter.
Extending upon the literature discussed above, the objective of our research is to de-
velop parameterizations for Fourier-form DLMs which are well-suited for harmonic selection
and which allow efficient sampling of the posterior with data augmented Gibbs sampling
schemes. We present two alternative parameterizations for Fourier-form DLMs in this chap-
ter. We first derive a scaled, non-centered (SC-NC) parameterization and a corresponding
DA Gibbs sampler, which we show is more efficient than the Gibbs sampler of Chapter 2
when evolution variances are very small. A scaled, non-centered parameterization for DLMs
has only been presented for a small set of models and as such we believe the SC-NC param-
eterization for improved harmonic selection and efficient sampling of Fourier-form DLMs
is novel. Motivated by the apparent lack of a general definition for scaled, non-centered
parameterizations of DLMs in the literature (to our knowledge), we additionally derive the
forms of a non-centered parameterization, and a scaled, non-centered parameterization for
general DLMs. Conditions on the transition matrices Gt and evolution variances Wt, nec-
essary for the scaled, non-centered parameterizations to be useful for a general DLM are
also discussed.
However, it is well known that the DA schemes for various parameterizations can be effi-
cient in separate areas of the parameter space (see for example Roberts and Sahu (1997) and
Meng and van Dyk (1998) for the discussion of hierarchical models, and Fru¨hwirth-Schnatter
(2004) for a discussion of time-varying parameter time series models). In particular, a DA
scheme under a scaled, non-centered parameterization is generally more efficient when the
hierarchical (or evolution) variance is very small, but a scheme under a centered parameter-
ization is more efficient for the alternative case. Therefore, obtaining an optimally efficient
sampling scheme is not always straightforward, as which situation an application falls into
may not be known a priori. Simpson et al. (2017) introduced utilizing interweaving strate-
gies (Yu and Meng, 2011) to alternate sampling from multiple parameterizations for DLMs
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to obtain a sampler that is at least, if not more, efficient than under the “worst” parame-
terization. As an alternative, to interweaving strategies, we derive a parameter expanded,
non-centered (PX-NC) parameterization for Fourier-form DLMs and corresponding MCMC
sampler, which we show is at least as efficient as the standard sampler and as the SC-
NC sampler for a large region of the parameter space. The PX-NC parameterization is
therefore well-suited for applications where the DLM is applied to multiple time series with
varying seasonal structure and temporal evolution. Parameter expansion (PX) is a strat-
egy originally developed for improving convergence of sampling algorithms by introducing
redundant, working parameters to reduce dependence between highly correlated model pa-
rameters (Meng and Van Dyk, 1997; Meng and Dyk, 1999; Liu and Wu, 1999). We discuss
parameter expansion methods in further detail in Section 3.3.3.
The remainder of the chapter is organized as follows. In Section 3.2, we derive the
forms of a non-centered, and a scaled, non-centered parameterizations for general DLMs. In
Section 3.3, we present the scaled, non-centered parameterization (SC-NC) and the param-
eter expanded, non-centered (PX-NC) parameterizations and there corresponding MCMC
sampling schemes for Bayesian reduced Fourier-from DLMs. In Section 3.4, we compare
the efficiency of the SC-NC and PX-NC sampling schemes to that of the standard param-
eterization on simulated data, and discuss the importance of the prior specification on the
transformed starting state values. Lastly, in Section 3.5, we implement the PX-NC method-
ology on time series of MTCI data, and in Section 3.6, we interpret results and summarize
the methods. Future directions for research are discussed in Chapter 6.
3.2 Non-centered and Scaled, Non-centered
Parameterizations for DLMs
Consider again the usual definition of a univariate DLM given in Chapter 2, Equations
2.1a - 2.1c. Let Yt, t = 1, . . . , T be an observed times series of length T . The standard
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parameterization of a DLM defines the model through two equations and a prior on the
initial starting state, θ0, as follows,
Observation equation: Yt = Ftθt + vt vt ∼ N(0, Vt) (3.1a)
State equation: θt = Gtθt−1 +wt wt ∼ Np(0,Wt) (3.1b)
Prior on initial state: θ0 ∼ Np(m0,C0) (3.1c)
where θt is a p-dimensional vector defining an unobserved latent process for t = 1, . . . , T .
The observed and evolution errors, vt and wt, respectively, are assumed independent white
noise processes, with variances Vt and Wt. Ft defines the relationship between the observed
time series and the latent state process, and Gt is a transition matrix defining how the state
process moves form time t to time t + 1. Ft, Gt, Vt, and Wt may all contain unknown
parameters, which we group into the unknown parameter vector, ψ.
The DLM parameterization given above is “centered,” as the marginal distribution of
the states, pi(θt|θ0,ψ), is centered around the non-stochastic mean,
(∏t
s=1Gs
)
θ0. This
distribution is obtained by recursively integrating out the previous states θ1:t−1 as follows.
At time t = 1 θ1 = G1θ0 +w1 (3.2a)
at time t = 2 θ2 = G2θ1 +w2 (3.2b)
= G2 (G1θ0 +w1) +w2 (3.2c)
=
(
2∏
s=1
Gs
)
θ0 +G2w1 +w2 (3.2d)
at time t = 3 θ3 = G3θ2 +w3 (3.2e)
= G3
((
2∏
s=1
Gs
)
θ0 +G2w1 +w2
)
+w3 (3.2f)
=
(
3∏
s=1
Gs
)
θ0 +
(
3∏
s=2
Gs
)
w1 +G3w2 +w3 (3.2g)
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...
...
at time t θt = Gtθt−1 +wt (3.2h)
=
(
t∏
s=1
Gs
)
θ0 +
t−1∑
j=1
(
t∏
s=j+1
Gs
)
wj +wt. (3.2i)
Then, the distribution, pi(θt|θ0,ψ), is N(µt,Σt) for t = 1, . . . , T , with
µt =
(
t∏
s=1
Gs
)
θ0 (3.3)
Σt =
t−1∑
j=1
(
t∏
s=j+1
Gs
)
Wj
(
t∏
s=j+1
Gs
)>
+Wt (3.4)
as wt are assumed independent N(0,Wt) random variables, independent of θ0. Using this
distribution, we derive the following proposition defining a non-centered parameterization
of the general DLM.
Proposition 3.2.1. A non-centered parameterization for the general dynamic linear model
in Equations 3.1a - 3.1c is
Observation Equation: Yt = Ft
(
t∏
s=1
Gs
)
θ0 + Ftθ˜t + vt vt ∼ N(0, Vt) (3.5a)
State Equation: θ˜t = Gtθ˜t−1 +wt wt ∼ Np(0,Wt) (3.5b)
Prior on θ0: θ0 ∼ Np(m0,C0) (3.5c)
where θ˜t = (θt − (
∏t
s=1Gs)θ0) for t = 1, . . . , T , and θ˜0 = 0.
Proof. Let θ˜t = (θt − (
∏t
s=1Gs)θ0). Then, θt = θ˜t + (
∏t
s=1Gs)θ0.
1. Observation Equation: For t = 1, . . . , T ,
Yt = Ft
(
t∏
s=1
Gs
)
θ0 + Ftθ˜t + vt (3.6a)
= Ft
(
θ˜t +
(
t∏
s=1
Gs
)
θ0
)
+ vt (3.6b)
= Ftθt + vt (3.6c)
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2. Evolution Equation: For t = 1, . . . , T ,
θt −Gtθt−1 =
(
θ˜t +
(
t∏
s=1
Gs
)
θ0
)
−Gt
(
θ˜t +
(
t∏
s=1
Gs
)
θ0
)
(3.7a)
= θ˜t −Gtθ˜t−1 +
(
t∏
s=1
Gs
)
θ0 −Gt
(
t−1∏
s=1
Gs
)
θ0 (3.7b)
= θ˜t −Gtθ˜t−1 +
(
t∏
s=1
Gs
)
θ0 −
(
t∏
s=1
Gs
)
θ0 (3.7c)
= θ˜t −Gtθ˜t−1 (3.7d)
= wt ∼ N(0,Wt) (3.7e)
Therefore, Equations 3.5a - 3.5c define a reparameterization of the DLM in Equations 3.1a
- 3.1c.
The “non-centering” of the parameterization is easily seen in the marginal distribution,
pi(θ˜t|θ˜0) = N(µt,Σt) with µt and Σt given below, which is obtained by integrating out
θ˜1:t−1.
µt =
(
t∏
s=1
Gs
)
θ˜0 (3.8)
Σt =
t−1∑
j=1
(
t∏
s=j+1
Gs
)
Wj
(
t∏
s=j+1
Gs
)>
+Wt. (3.9)
θ˜0 = 0 implies µt = 0, and thus θ˜t is “non-centered.” Specific forms of a DLM result
in simplifications of the non-centered parameterization in Proposition 3.2.1. For example,
when Gt = G, ∀t, the product, (
∏t
s=1Gs)θ0, reduces to G
tθ0. When Gt = I, ∀t, the
product reduces to θ0 and the transformation to θ˜t is simply θt − θ0.
Next, extending from the non-centered parameterization of Proposition 3.2.1, we derive
the scaled, non-centered parameterization for a general DLM in the following proposition.
Proposition 3.2.2. For non-singular Wt, let LWt define the lower triangular matrix of the
Cholesky decomposition of Wt, such that Wt = LWtL
>
Wt
for t = 1, . . . , T . A scaled, non-
centered parameterization for the general dynamic linear model in Equations 3.1a - 3.1c is
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Observation Equation: Yt = Ft
(
t∏
s=1
Gs
)
θ0 + FtLWtθ
∗
t + vt vt ∼ N(0, Vt) (3.10a)
State Equation: θ∗t = G
∗
tθ
∗
t−1 + ηt ηt ∼ Np(0, I) (3.10b)
Prior on θ0: θ0 ∼ Np(m0,C0) (3.10c)
where θ∗t = L
−1
Wt
(θt − (
∏t
s=1Gs)θ0), G
∗
t = L
−1
Wt
GtLWt, and ηt = L
−1
Wt
wt, for t = 1, . . . , T .
Lastly, set θ˜0 = 0.
Proof. Let θ∗t = L
−1
Wt
(θt − (
∏t
s=1Gs)θ0). Then, θt = LWtθ
∗
t + (
∏t
s=1Gs)θ0.
1. Observation Equation: For t = 1, . . . , T ,
Yt = Ft
(
t∏
s=1
Gs
)
θ0 + FtLWtθ
∗
t + vt (3.11a)
= Ft
(
LWtθ
∗
t +
(
t∏
s=1
Gs
)
θ0
)
+ vt (3.11b)
= Ftθt + vt (3.11c)
2. Evolution Equation: For t = 1, . . . , T ,
θt −Gtθt−1 = LWtθ∗t +
(
t∏
s=1
Gs
)
θ0 −Gt
(
LWtθ
∗
t−1 +
(
t−1∏
s=1
Gs
)
θ0
)
(3.12a)
= LWtθ
∗
t +
(
t∏
s=1
Gs
)
θ0 −GtLWtθ∗t−1 −Gt
(
t−1∏
s=1
Gs
)
θ0 (3.12b)
= LWtθ
∗
t −GtLWtθ∗t−1 (3.12c)
= LWtθ
∗
t −LWtG∗tL−1WtLWtθ∗t−1 (3.12d)
= LWt(θ
∗
t −G∗tθ∗t−1) (3.12e)
= LWtηt = wt ∼ N(0, Wt) (3.12f)
Thus, Equations 3.10a - 3.10c define a reparameterization of the DLM in Equations 3.1a -
3.1c.
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In Proposition 3.2.2, it is necessary to define the a transformed transition matrix, G∗t =
L−1WtGtLWt in order to write the state equation in the form of a DLM. Therefore, any
unknown elements of W are contained in G∗t and thus W still shows up in the evolution
equation. This suggests that the ability of the scaled, non-centered parameterization to
completely move the evolution covariance parameters into the observation equation depends
on the form of the DLM. We provide the following corollary, which gives a simple, but non-
trivially satisfied condition under which the transformed evolution equation in Proposition
3.2.2 is free of parameters in W .
Corollary 3.2.2.1. The parameterization in Proposition 3.2.2 provides a transformed state
process that is free of the parameters controlling the evolution of the process in W1:T if the
matrices Gt and LWt are commutative, ∀t. That is, if
GtLWt = LWtGt, ∀t ∈ {1, . . . , T} (3.13)
Proof. Assume Gt and LWt are commutative matrices. Then
G∗t = L
−1
Wt
GtLWt = L
−1
Wt
LWtGt = Gt (3.14)
Therefore, θ∗t = Gtθ
∗
t−1 + ηt, ηt ∼ N(0, I), for t = 1, . . . , T , and Equation 3.10b is free of
unknown parameters in W1:T .
If Gt and Wt are scalar values (i.e. θt is a scalar, as in the local-level model), Corollary
3.2.2.1 holds trivially. Other simple examples of cases where this holds is when either Gt or
Wt equal cI, where c is a scalar, but in general, some care must be taken to check that this
condition holds. It is also important to mention that the condition in Corollary 3.2.2.1 is not
a necessary condition. For example, Fru¨hwirth-Schnatter and Wagner (2010) developed a
scaled, non-centered parameterization of the basic structural equation model, where G and
W in the standard parameterization are not commutative, by introducing a non-stochastic
integrated state process in the parameterization such that the resulting evolution variance
of the transformed state process wa singular. In the general case when Corollary 3.2.2.1
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does not hold, a parameterization based on the scaled disturbances (γt = L
−1
W (θt −Gtθt))
may be more appropriate (see for example, Fru¨hwirth-Schnatter (2004) and Simpson et al.
(2017)), but this is outside the scope of this work.
Under both the non-centered and scaled, non-centered parameterizations, it is also pos-
sible to let the starting values of the transformed state process, θ˜0 or θ
∗
0, be non-degenerate,
particularly such that θ˜0 (or θ
∗
0) ∼ N(m˜0, C˜). Then the parameterization is considered only
“partially” non-centered. We found that careful specification of a non-degenerate prior on
θ∗0 improved convergence properties of MCMC schemes in cases where evolution variances
are non-negligible, which we demonstrate in greater detail for Fourier-form DLMs in Section
3.4.1.
3.3 Alternative Parameterizations for Fourier-form DLMs
3.3.1 Standard Parameterization
For the remainder of the chapter, we focus on parameterizations for reduced Fourier-form
DLMs. For notational clarity, we present again here the usual parameterization of a reduced
Fourier-form model, given in Chapter 2, Section 2.3.1.1. Without loss of generality, assume
that Y1:T is a univariate seasonal time series with period s containing no additional mean
or trend structure. Consider the following standard parameterization of a general reduced
Fourier-form DLM,
Yt =
q∑
j=1
Sjt + vt vt ∼ N(0, σ2e) (3.15a)
Sjt = cos(ωj)Sj,t−1 + sin(ωj)S∗j,t−1 + wjt (3.15b)
S∗jt = −sin(ωj)Sj,t−1 + cos(ωj)S∗j,t−1 + w∗jt wt ∼ Np(0,W ) (3.15c)
θ0 ∼ Np(m0,C0) (3.15d)
for t = 1, . . . , T , and j = 1, . . . , q. The number of included harmonics is denoted by q, and
wt = (w1t, w
∗
1t, . . . , wqt, w
∗
qt)
>. Then, θt = (S1t, S∗1t, . . . , Sqt, S
∗
qt)
T is the (p = 2q)-dimensional
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state vector at time t. The states S1t, . . . , Sqt and S
∗
1t, . . . , S
∗
qt are the Fourier harmonics and
conjugate harmonics, respectively (for a more detailed discussion of the model components,
refer to Chapter 2, Section 2.3.1.1).
We consider two specifications of the model differing only by the choice of the evolution
variance, W . The first (henceforth Model 1) assumesW = σ2wI and is the model considered
in Chapter 2. Model 1 assumes harmonics and conjugate harmonics at all q included Fourier
frequencies evolve with the same evolution variance. The second (deemed Model 2) assumes
W = blockdiag(σ2w1I2, . . . , σ
2
wqI2). Model 2 is more flexible than Model 1 and more useful
for model selection, as it assumes the harmonic and conjugate harmonics at a given Fourier
frequency evolve with the same variance, but the variances are allowed to vary for harmonics
at different frequencies. We complete a fully Bayesian model specification for both models
by placing half-cauchy prior distributions on all standard deviations, as in Chapter 2. That
is,
σe ∼ Cauchy+(0, c)
(Model 1) σw ∼ Cauchy+(0, d) (Model 2) σwj ∼ Cauchy+(0, d), j = 1, . . . , q
We group the unknown model parameters into the vectors ψ1 = (σe, σw) and
ψ2 = (σe, σw1 , . . . , σwq) for Models 1 and 2, respectively. A standard two-block Gibbs
sampling scheme is used to sample from pi(θ0:T ,ψl|y1:T ) for Models l = 1, 2 as follows.
Given initial starting values ψ
(0)
l , at iteration i = 1, . . . ,M ,
1. Draw θ
(i)
0:T from the full conditional pi(θ0:T |ψ(i−1)l ,y1:T ) using Forward Filtering Back-
ward Sampling (Fru¨hwirth-Schnatter, 1994).
2. Draw ψ
(i)
l from its full conditional pi(ψl|θ(i)0:T ,y1:T ), using independent Metropolis-
Hastings steps.
Complete details of Step 2 for Models 1 and 2 are provided in Appendix B.1.
To illustrate a situation where the standard MCMC sampler for the Fourier-form DLM
exhibits good versus poor mixing properties, we simulate two time series from Model 1
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with q = 2 harmonics, σe = 0.2, and θ0 = (0.4,−0.2, 0.5,−0.1) for both simulations. For
evolution variances, we set σw = 0.07 and 0.001 for the two simulations, respectively, and
sample the posterior distribution of Model 1 running two chains of 10,000 iterations (2,000
are discarded for burn-in). Figure 3.1 shows trace plots of σe and σw for both simulated
time series. When σw is very small relative to σe, the mixing in chains of σw is very slow,
as seen in the bottom right plot of Figure 3.1. We explore the relationship of the ratio,
σw/σe, to the efficiency of the samplers further in simulation studies in Section 3.4.2. In
the following two sections, we present the SC-NC and PX-NC parameterized Fourier-form
DLMS and their corresponding MCMC samplers.
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Figure 3.1: Trace plots of 8000 draws of σe and σw from a single chain obtained using the centered Gibbs
sampling scheme for Model 1 for time series simulated with σe = 0.2, σw = 0.07 (left) and with σe =
0.2, σw = 0.001 (right), respectively.
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3.3.2 Scaled, Non-centered Parameterization (SC-NC)
Under Proposition 3.2.2, let θsct = L
−1
Wt
(θt − (
∏t
s=1Gs)θ0). Recall that for Fourier-form
models, Gt = G = blockdiag(G1, . . . ,Gq), where
Gj =
 cos(ωj) sin(ωj)
−sin(ωj) cos(ωj)

for all t ∈ {1, . . . , T}, and F =
[
1 0 . . . 1 0
]
. Then, Gt = G implies (
∏t
s=1Gs)θ0 =
Gtθ0. Note that for Fourier-form models, the definition of the states as harmonics and
conjugate harmonics
Sjt = ajcos(tωj) + bjsin(tωj) (3.16)
S∗jt = −ajsin(tωj) + bjcos(tωj), j = 1, . . . , q (3.17)
when W = 0 corresponds to θ0 = (a1, b1, . . . , aq, bq) – the coefficients on the sines and
cosines defining the Fourier harmonics (see, for example, (Petris et al., 2009)). Let Xt =
(cos(tω1), sin(tω1), . . . , cos(tωq), sin(tωq)). Then, FG
t = Xt. To see this, note that GG =
blockdiag(G1G1, . . . ,GqGq). Recursively using properties of cosines and sines, we have that
G2j = GjGj =
 cos(ωj)cos(ωj)− sin(ωj)sin(ωj) cos(ωj)sin(ωj) + cos(ωj)sin(ωj)
−sin(ωj)cos(ωj)− cos(ωj)sin(ωj) −sin(ωj)sin(ωj) + cos(ωj)cos(ωj)
 (3.18)
=
 cos(ωj + ωj) sin(ωj + ωj)
−sin(ωj + ωj) cos(ωj + ωj)
 =
 cos(2ωj) sin(2ωj)
−sin(2ωj) cos(2ωj)
 (3.19)
Then, G3j = GjG
2
j =
 cos(ωj)cos(2ωj)− sin(ωj)sin(2ωj) cos(ωj)sin(2ωj) + sin(ωj)cos(2ωj)
−sin(ωj)cos(2ωj)− cos(ωj)sin(2ωj) −sin(ωj)sin(2ωj) + cos(ωj)cos(2ωj)

(3.20)
=
 cos(ωj + 2ωj) sin(ωj + 2ωj)
−sin(ωj + 2ωj) cos(ωj + 2ωj)
 =
 cos(3ωj) sin(3ωj)
−sin(3ωj) cos(3ωj)
 (3.21)
...
... (3.22)
And, Gtj = GjG
t−1
j =
 cos(ωj + (t− 1)ωj) sin(ωj + (t− 1)ωj)
−sin(ωj + (t− 1)ωj) cos(ωj + (t− 1)ωj)
 =
 cos(tωj) sin(tωj)
−sin(tωj) cos(tωj)
 (3.23)
Then, FGt = (cos(tω1), sin(tω1), . . . , cos(tωq), sin(tωq)) = Xt.
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Under Model 1, W = σ2wI implies LW = σwI and therefore G and Lw are commutative.
Consider the SC-NC parameterization of Model 1 as follows
Yt = Xtθ0 + Fσwθ
sc
t + vt vt ∼ N(0, σ2e) (3.24a)
θsct = Gθ
sc
t−1 + ηt ηt ∼ N(0, I) (3.24b)
θ0 ∼ N(0, σ2w0I) (3.24c)
σe ∼ Cauchy+(0, c) (3.24d)
σw ∼ N(0, τ 2) (3.24e)
τ 2 ∼ IG(1/2, d2/2) (3.24f)
σ2w0 ∼ IG(a, b) (3.24g)
Here, we define σw = ±
√
σ2w and choose the conditionally conjugate normal-inverse-gamma
prior on σw, as suggested by Fru¨hwirth-Schnatter and Wagner (2010). The specific choices
of a = 1/2 and b = d2/2 in the IG prior on τ 2 are chosen such that the marginal prior
distribution on |σw| (integrating out τ 2) is |σw| ∼ Cauchy+(0, d), corresponding to the prior
on σw under the standard parameterization. Additionally, we choose to place a N(0, I) prior
on θsc0 . This differs from Fru¨hwirth-Schnatter and Wagner (2010) who specified θ
sc
0 = 0 for
the basic structural equation model, and Bitto and Fru¨hwirth-Schnatter (2016) who placed
a general N(0,P ) prior on θsc0 . The motivation for allowing θ
sc
0 to be non-zero is to avoid
shrinkage of the states at the first initial time points θt towards 0 when σw is not small
and to increase the range of σw for which the SC-NC MCMC sampler (defined in Section
3.3.2.1) has good mixing properties. We illustrate the advantages of our choice of prior in
Section 3.4.1.
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Under Model 2,W = blockdiag(σ2w1I2, . . . , σ
2
wqI2) impliesLW = blockdiag(σw1I2, . . . , σwqI2).
Then since G is block diagonal,
GLw = blockdiag(G1σ
2
w1
I2, . . . ,Gqσ
2
wqI2) (3.25)
= blockdiag(σ2w1I2G1, . . . , σ
2
wqI2Gq) (3.26)
are hence G and LW are commutative. Note that for the model where all diagonal elements
of W are allowed to differ, G and LW are not commutative, and the evolution variances
cannot be moved completely into the observation equation under Proposition 3.2.2.
Consider the SC-NC parameterization for Model 2 as follows
Yt = Xtθ0 + FLWθ
sc
t + vt vt ∼ N(0, σ2e) (3.27a)
θsct = Gθ
sc
t−1 + ηt ηt ∼ N(0, I) (3.27b)
θ0 ∼ N(0, σ2w0I) (3.27c)
σe ∼ Cauchy+(0, c) (3.27d)
σwj ∼ N(0, τ 2) (3.27e)
τ 2 ∼ IG(1/2, d2/2) (3.27f)
σ2w0 ∼ IG(a, b) (3.27g)
We define σwj = ±
√
σ2wj and assume normal-inverse-gamma priors on σwj . Note that
FLW = (σw1 , 0, . . . , σwq , 0) and thus σw play the role of regression coefficients on trans-
formed harmonics Ssc1,t, . . . , S
sc
q,t in the observation equation, naturally motivating the normal
prior choice on σwj , j = 1, . . . , q. As under Model 1, we assume θ
sc
0 ∼ N(0, I). In the fol-
lowing section, we derive a DA MCMC sampler for the SC-NC models.
3.3.2.1 MCMC sampler for the SC-NC model
A two-block DA Gibbs sampling scheme is implemented for the SC-NC parameteri-
zation by choosing θsc0:T as the augmented data, and ψ1 = (θ0, σ
2
w0, σe, σw, τ
2) and ψ2 =
(θ0, σ
2
w0, σe,σw, τ
2) as the unknown model parameters for Models 1 and 2, respectively. All
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full conditionals of the model parameters are available in closed form, with the exception
of that of σe which we sample using the Metropolis-Hastings algorithm, as in Chapter 2.
Assume in the following that σw represents σw under Model 1, and σw1 , . . . , σwq under Model
2, and define g = 1 and g = q as the dimension of σw for Models 1 and 2, respectively.
Then a MCMC scheme for sampling the SC-NC model is implemented as follows (written
to encompass both models, with ψl, l = 1, 2):
1. Draw θsc0:T from the conditional distribution pi(θ
sc
0:T |ψl,y1:T ) using FFBS.
2. Sample ψl jointly from the conditional distribution pi(ψl|θsc0:T ,y1:T ) in one block (con-
ditioning on θsc0:T ,y1:T is implicit in the following):
(a) Sample (σw,θ0), given σe, from the multivariate normal posterior, N(m,C), with
C =
(
1
σ2e
X∗
T
X∗ +C′−1
)
m = C
(
1
σ2e
X∗
T
y1:T
)
where for Model 1: C′ = diag
(
σ2w01
>
p , τ
2
)
and X∗ is a T × (p+ 1) model matrix
such that X∗t = (Xt,Fθ
sc
t ). For Model 2, C
′ = diag
(
σ2w01
>
p , τ21
>
q
)
and X∗t =(
Xt, S
sc
1,t, . . . , S
sc
q,t
)
(i.e. X∗t is a model matrix of Xt and the transformed harmonic
states, not included the conjugate harmonics).
(b) Sample σe, given σw and θ0, from its full conditional using the Metropolis-
Hastings algorithm.
(c) Sample τ 2 and σ2w0 from IG(cτ , Cτ ) and IG(cw0, Cw0) full conditionals, respec-
tively, where
cτ =
g
2
+
1
2
Cτ =
d2
2
+
1
2
σ>wσw
cw0 =
p
2
+ a
Cw0 = b+
1
2
θ>0 θ0
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3. Obtain draws of θ1:T by computing the backtransformation θt = LWθ
sc
t + G
tθ0 for
t = 1, . . . , T . Note that this transformation does not affect the sampling scheme, and
can also be done as a post processing step.
We refer the reader to Appendix B.2 for full derivation of the sampler.
Under the SC-NC model, σw and θ
sc
1:T are not fully identifiable, as a sign change in σw
and θsc1:T does not alter the distribution of y1:T . However, this non-identifiability only affects
inference about σw as the product, LWθ
∗
t , is fully identified, and σw and θ
sc
1:T only show
up through this product in sampling steps of all other parameters. If inference about σw is
desired over σ2w, the non-identifiability can be accounted for by implementing a random sign
switch (with probability 0.5, multiply σw and θ
∗
1:T by -1) at each iteration of the sampler.
This can alternatively be done as a post-processing step, since the random sign switch does
not alter the sampling scheme. Additionally, the definition of σw as σw = ±
√
σ2w results
in marginal posterior distributions of σw which are symmetrically bimodal when σw is not
centered around zero. Fru¨hwirth-Schnatter and Wagner (2010) gives a detailed discussion
of this behavior, and we discuss further implications of the bimodality in Section 3.4.2.
3.3.3 Parameter Expanded, Non-centered Parameterization (PX-NC)
Parameter expansion (PX) is an additional strategy aimed at improving convergence of
posterior sampling algorithms by reducing dependence between highly correlated parameters
(Meng and Van Dyk, 1997; Meng and Dyk, 1999; Liu and Wu, 1999). The method builds
upon data augmentation through the introduction of redundant (or working) parameters.
These parameters are only partially identifiable, as they are unidentified given only the
observed data, but fully identified given the observed and augmented data (Gelman et al.,
2008). Parameter expansion alters the joint distribution of observed data, y, and augmented
data, θ, by introducing a one-to-one transformation on θ dependent on introduced working
parameters α (e.g. φ = f(θ,α)) such that the marginal distribution of the observed
data does not depend on the working parameters. That is, p(y|ψ,α) = p(y|ψ), where ψ
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are unknown model parameters. We refer the reader to Gelman et al. (2008) for a very
nice outline of parameter expansion for hierarchical linear and generalized linear models,
as well as discussion of convergence rates of algorithms for these particular models. We
give here a brief example of parameter expansion on the hierarchical random effects model
following the outline of Gelman et al. (2008) to illustrate the strategy, and then present the
implementation for Fourier-form DLMs.
Consider the following non-centered hierarchical group means model
Yij = µ+ θj + i, i ∼ N(0, σ2e) (3.28a)
θj ∼ N(0, σ2θ). (3.28b)
where Yij are the observed data and θ = (θ1, . . . , θJ)
T represent J group means and are
considered the augmented data. Let ψ = (µ, σ2θ , σ
2
e). Then a standard DA MCMC sampling
scheme alters between sampling θ given ψ, and ψ given θ in a Gibbs sampler. However, as
discussed earlier, these standard MCMC schemes can be very inefficient, particularly when
σ2θ is small. Parameter expansion introduces the transformation θ˜ = θ/α, where α is a
working parameter. Then, the parameter expanded model is
Yij = µ+ αθ˜j + i, i ∼ N(0, σ2e (3.29a)
θ˜j ∼ N(0, σ2θ˜). (3.29b)
where σ2θ = α
2σ2
θ˜
. An independent, conditionally conjugate prior for α is s the normal distri-
bution (treating α like a regression coefficient) and for σ2
θ˜
is the inverse-gamma distribution.
The corresponding prior on σθ = |α|σθ˜ is half-cauchy (noting that this is the distribution
of the absolute value of a normal random variable divided by the square root of an inde-
pendent gamma random variable), and thus an MCMC scheme for sampling from the PX
model is equivalent to sampling from the original model with a half-cauchy prior on σθ. It
is important to note, however, that when priors on the working parameter and transformed
parameters are independent, the parameters are not separately identifiable (e.g. α and σ2
θ˜
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in 3.29), and thus the backtransformations to the original model should be performed and
inferences should only be made about original parameters. If inference about the parame-
ters in the parameter expanded model are preferred (i.e. if the reparameterization is done
not just for computational improvements), then careful specification of the priors on the
working and transformed parameters can introduce identifiability (Gelman et al., 2008).
The motivation for implementing parameter expanded approach for the Fourier-form
DLM is to develop a single MCMC sampling scheme that is at least as efficient as the
standard and SC-NC sampling schemes for a larger region of the parameter space of (V ,W ),
as the standard and SC-NC schemes are efficient in separate areas of the parameter space
(discussed further in Section 3.4.2). In the following, we present the PX-NC model for
Fourier-form DLMs and show empirically through simulations that the parameter expanded
approach performs at least as well as the standard MCMC sampler, and better than the
SC-NC sampler, when evolution variances are non-negligible. This suggests the PX-NC
model can be more universally applied to time series with varying degrees of evolution in
seasonality than the SC-NC and standard parameterizations.
To derive the PX-NC model, we perform parameter expansion on the non-centered states
θ˜t = θt −Gtθ0, introducing the working parameter vector . Under Model 1,  is a scalar,
and the transformed states are θpxt = θ˜t/ and σ
2
η = σ
2
w/
2. Under Model 2, define L =
blockdiag (1I2, . . . , qI2), and the transformation θ
px
t = L
−1
 θ˜t. The transformed variances
are σ2ηj = σ
2
wj
/2j for j = 1, . . . , q such that W = Lblockdiag(σ
2
η1
I2, . . . , σ
2
η1
I2)L. Then the
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PX-NC Fourier-form models are as follows. For Model 1,
Yt = Xtθ0 + Fθ
px
t + vt vt ∼ N(0, σ2e) (3.30a)
θpxt = Gθ
px
t−1 + ηt ηt ∼ N(0, σ2ηI) (3.30b)
θ0 ∼ N(0, σ2w0I) (3.30c)
σe ∼ Cauchy+(0, c) (3.30d)
 ∼ N(0, 1) (3.30e)
σ2η ∼ IG(1/2, d2/2) (3.30f)
σ2w0 ∼ IG(a, b) (3.30g)
and for Model 2.
Yt = Xtθ0 + FLθ
px
t + vt vt ∼ N(0, σ2e) (3.31a)
θpxt = Gθ
px
t−1 + ηt ηt ∼ N(0, blockdiag(σ2η1I2, . . . , σ2ηqI2)) (3.31b)
θ0 ∼ N(0, σ2w0I) (3.31c)
σe ∼ Cauchy+(0, c) (3.31d)
j ∼ N(0, 1) (3.31e)
σ2ηj ∼ IG(1/2, d2/2) (3.31f)
σ2w0 ∼ IG(a, b) (3.31g)
The specific choices of priors on  and σ2η correspond to Cauchy
+(0, d) priors on σwj = |j|σηj .
We also specify the non-zero prior, θpx0 ∼ N(0, blockdiag(σ2η1I2, . . . , σ2ηqI2) for Model 2, and
θpx0 ∼ N(0, σ2ηI) under Model 1.
3.3.3.1 MCMC sampler for the PX-NC model
We implement a two-block DA Gibbs sampling scheme for the PX-NC Fourier-form
models by choosing θpx0:T as the augmented data, and ψ1 = (θ0, , σ
2
e , σ
2
η, σ
2
w0
) and ψ2 =
(θ0, , σ
2
e ,σ
2
η, σ
2
w0
) as the unknown model parameters for Models 1 and 2, respectively. Then
a DA MCMC scheme for Models 1 and 2 is implemented as follows (for ψl, l = 1, 2)
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1. Draw θpx0:T from the conditional distribution pi(θ
px
0:T |ψl,y1:T ) using FFBS.
2. Sample ψl jointly from the conditional distribution pi(ψl|θpx0:T ,y1:T ) in one block (con-
ditioning on θpx0:T ,y1:T is implicit in the following):
(a) Sample (,θ0), given σe, from the multivariate normal posterior N(m,C) with
C =
(
1
σ2e
X∗
T
X∗ +C′−1
)
m = C
(
1
σ2e
X∗
T
y1:T
)
where for Model 1: C′ = diag
(
σ2w01
>
p , 1
)
and X∗ is a T × p + 1 model matrix
such that X∗t = (Xt,Fθ
px
t ). For Model 2, C
′ = diag
(
σ2w01
>
p ,1
>
q
)
and X∗t =(
Xt, S
px
1,t, . . . , S
px
q,t
)
.
(b) Sample σe, given ση,  and θ0, from its full conditional using Metropolis-Hastings.
(c) Sample σ2ηj from an IG(cη, Cηj) where, for Model 1
cη =
pT
2
+
p
2
+
1
2
Cη =
d2
2
+
1
2
T∑
t=1
(
θpxt −Gθpxt−1
)> (
θpxt −Gθpxt−1
)
+
1
2
θpx
>
0 θ
px
0
and for Model 2
cη = T +
3
2
Cηj =
d2
2
+
1
2
T∑
t=1
(
Spxj,t −GjSpxj,t−1
)T (
Spxj,t −GjSpxj,t−1
)
+ Spx
T
j,0 S
px
j,0
(d) Sample σ2w0 from IG(cw0, Cw0), where
cw0 =
p
2
+ a
Cw0 = b+
1
2
θ>0 θ0
3. Compute the transformations σw = ση (or σwj = jσwj) and θt = Lθ
px
t +G
tθ0. Note
that this transformation does not affect the sampling scheme, and can also be done as
a post processing step.
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Complete derivations of the PX-NC MCMC sampler are found in Appendix B.3. Under
the PX-NC model, , σw and θ
px
1:T are not identifiable, and therefore the untransformed
parameters should be used for inference.  and θpx1:T are unidentifiable up to a sign change
(similarly to the SC-NC models), which only affects inference about σw. Again, this can be
dealt with by implementing a random sign switch (with probability 0.5, multiply  and θpx1:T
by -1) at each iteration of the sampler.
3.4 Simulation Studies
In the following subsections, we explore the efficiency of the MCMC samplers for varying
specifications of the three model parameterizations (standard, SC-NC, and PX-NC). In
Section 3.4.1, we illustrate the effect of the choice of prior on θpx0 and θ
sc
0 in situations
where σw is not small, and in Section 3.4.2 we compare the performance of the PX-NC and
SC-NC samplers to that of the standard parameterization. We utilize the simpler, Model
1 for the majority of simulations, to more clearly explore the relationship between σw and
σe, and we limit our discussion to situations where σw ≤ σe. While we explored situations
where σw > σe, we found that mixing was poor in σe under all three models, and as such an
alternative parameterization would be preferred in this situation (see for example, Simpson
et al. (2017) who introduced a scaled errors parameterization).
3.4.1 Choice of Prior on θsc0 /θ
px
0
Setting θpx0 and θ
sc
0 equal to 0 is the most intuitive choice under the SC-NC and the
PX-NC models, as θ0 −G0θ0 = 0. However, when elements of σw are not small, posterior
samples of the corresponding elements of θ0 and the transformed states are highly correlated,
and we found that this correlation may affect convergence properties of other parameters
when θpx0 or θ
sc
0 are set to zero. This is due to the fact that θ0 and θ
px
1:T (θ
sc
1:T ) are sampled in
alternating Gibbs steps dependent on each other in the proposed samplers. A solution to this
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would be to sample θ0 and the transformed states jointly, by sampling the original states θ0:T
in the first step of the samplers and transforming back to θpx1:T or θ
sc
1:T for remaining steps.
However, 0 is in the domain of σw and  in the SC-NC and PX-NC models, respectively,
and as such, the back transformation from θ0:T may not be well defined.
We found that setting a non-degenerate prior on the starting states, θpx0 and θ
sc
0 , for
the PX-NC and SC-NC models respectively, reduced the correlation in posterior samples of
θ0 and the transformed states, and improved mixing of other model parameters when σw
is not small. To see this, we simulate from Model 1 under the standard parameterization,
with q = 2, θ0 = (0.4,−0.2, 0.5,−0.1) and σw = 0.2. We simulate three time series from
the model for each of σw ∈ {0.001, 0.01, 0.1, 0.15}, resulting in 12 total simulated series.
We estimate the SC-NC model with θsc0 = 0 and with our proposed prior θ
sc
0 ∼ N(0, I),
and the PX-NC model with θpx0 = 0 and with our proposed prior θ
px
0 ∼ N(0, σ2ηI), to
each of the 12 time series. The samplers are initialized at the true parameter and initial
state values, for the purpose of exploring mixing rather than convergence, and a single
chain is run for 5000 iterations for each model with 2000 iterations discarded for burn-in.
To compare the marginal efficiency of the models, we compute an approximation of the
integrated autocorrelation time (IACT) for σe, σw, θ0,1, and the first harmonic at times
t = 10 and t = 47, θ10,1 = S1,10 and θ47,1 = S1,47, respectively. IACT is a measure which can
be roughly interpreted for MCMC chains as the number of iterations necessary to acquire
two independent draws of the marginal posterior (see, for example, Sokal (1997)). IACT
= 1 corresponds to independent samples, while IACT > 1 suggests dependent samples. We
approximate IACT by the number of iterations considered (after burn-in) divided by the
effective sample size, that is IACT = N/ESS. We estimate ESS using the coda package in
R (Plummer et al., 2006; R Core Team, 2013).
Tables 3.1 and 3.2 give maximum computed IACT, where the maximum is taken over
IACT computed from each of the three simulated time series for each model specification
(σw ∈ {0.001, 0.01, 0.1, 0.15}). For all models, when σw is small, the effect of specifying a
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prior on θpx0 and θ
sc
0 is minimal, because, for example, θt = σwθ
sc
t + G
tθ0 ≈ Gtθ0, and
thus θ0 is well informed by the data. This is exhibited in the low average IACT values for
simulations with σw = 0.001, 0.01 in Tables 3.1 and 3.2, and trace plots of θ0,1, σe, and σw
for the PX-NC model on a simulated time series with σw = 0.001, shown in Figure 3.2. In
cases where σw is small, θ
sc
0 and θ
px
0 are centered around 0 with small variance.
Table 3.1: Maximum IACT values for chains of draws of σe and σw for each of the four model specifications.
IACT for σe IACT for σw
PX-NC SC-NC PX-NC SC-NC
σw θ
px
0 =0 θ
px
0 ∼N(0, σ2ηI) θsc0 =0 θsc0 ∼N(0, I) θpx0 =0 θpx0 ∼N(0, σ2ηI) θsc0 =0 θsc0 ∼N(0, I)
0.001 1.33 1.19 1.30 1.21 2.78 2.53 2.89 2.57
0.01 1.71 1.60 1.77 1.47 11.88 9.42 16.08 10.97
0.1 198.43 8.78 16.63 16.17 11.14 27.69 126.25 94.44
0.15 268.23 11.28 10.23 28.46 36.82 29.09 109.89 178.55
Table 3.2: Maximum IACT values for chains of draws of S1,10 and S1,47 for each of the four model specifi-
cations.
IACT for S1,10 IACT for S1,47
PX-NC SC-NC PX-NC SC-NC
σw θ
px
0 =0 θ
px
0 ∼N(0, σ2ηI) θsc0 =0 θsc0 ∼N(0, I) θpx0 =0 θpx0 ∼N(0, σ2ηI) θsc0 =0 θsc0 ∼N(0, I)
0.001 2.00 1.97 1.67 1.84 1.35 1.29 1.28 1.25
0.01 11.94 10.85 10.24 16.67 1.13 1.06 1.04 1.04
0.1 0.98 16.95 38.82 11.43 0.98 0.98 0.97 1.05
0.15 0.99 100.66 44.34 12.13 1.00 1.00 1.01 1.05
When σw is not small, relative to σe, the effect of the prior is more apparent, as θ0
is poorly informed by the data. Particularly for the PX-NC model, including a prior on
θpx0 dramatically increases performance. For example, Figure 3.3 shows trace plots of θ0,1,
|σw| and σe for the PX-NC model with θpx0 = 0 (left) and with θpx0 ∼ N(0, σ2ηI) (right),
estimated on a time series simulated at σw = 0.1. Here, σe is significantly overestimated
when θpx0 = 0 and mixing exhibited in the trace plots is very poor. Under θ
px
0 ∼ N(0, σ2ηI),
the effect of the correlation between between θ0 and θ˜1:T on other model parameters appears
to be significantly lessened and mixing appears to be improved.
While the correlation between θ0 and the transformed states, present when σw is large,
is undesirable if inference about θ0 is of interest, this is rarely the case in DLMs if σw is
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Figure 3.2: Trace plots of 3000 draws of θ0,1, σe and |σw| from a single chain obtained from the PX-NC
MCMC sampling scheme for Model 1 with θpx0 = 0 (left) and with θ
px
0 ∼ N(0, σ2ηI) (right) estimated on a
time series simulated at σw = 0.001.
non-zero. We did find that the untransformed states θ1:T tend to carry over some of the
correlation with θ0 in the SC-NC and PX-NC models, but only in the first few time points.
This is seen in the integrated autocorrelation times in Table 3.2, and in Figure 3.4, which
shows chains of S1,t for times t = 1, 10, 46 for the PX-NC (θ
px
0 ∼ N(0, σ2ηI)) model on time
series simulated with σw = 0.001 (top) and σw = 0.1 (bottom). We also illustrate this effect
in Figure 3.5 which shows plots of IACT computed for chains of transformed states S1,j for
t = 1, . . . , T for the PX-NC normal prior model, and both SC-NC prior models estimated
on a time series simulated at σw = 0.1. We do not include the PX-NC model with θ
px = 0
in this plot, as the mixing in states is very good under this model (see Table 3.2) but the
sampler moved away from the true parameter values (see Figure 3.3).
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Figure 3.3: Trace plots of 3000 draws of θ0,1, σe and |σw| from a single chain obtained from the PX-NC
MCMC sampling scheme for Model 1 with θpx0 = 0 (left) and with θ
px
0 ∼ N(0, σ2ηI) (right) estimated on a
time series simulated at σw = 0.1.
We discussed here in greater detail the effects of the choice of prior in the PX-NC model,
but similar, although less drastic, results are seen for the SC-NC models. We therefore
conclude including θpx0 and θ
sc
0 as redundant starting states in the models improves mixing
properties of the corresponding samplers and is the preferred model specification. Note
that we also could have chosen a more general prior, N(0,Σ) for both PX-NC and SC-NC
models, where Σ is a general, unknown covariance matrix (this is the prior chosen in Bitto
and Fru¨hwirth-Schnatter (2016)). However, we found no major improvements under this
prior in terms of mixing properties of latent states and variance parameters (results not
shown), and it only complicated estimation by introducing additional unknown parameters.
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Figure 3.4: Trace plots of 3000 iterations of the first harmonic S1,t for times t = 1, 10, 47 (left to right)
obtained from the PX-NC model estimated on time series simulated with σw = 0.001 (top) and σw = 0.1.
3.4.2 Comparing Parameterizations
We now compare the proposed PX-NC and SC-NC Fourier-form DLMs to the standard
parameterization. We utilize Model 1 to compare models based on varying ratios of σw/σe,
as this ratio under Model 1 is easier to interpret than under Model 2. We then compare the
parameterizations under Model 2 on a small number of simulated time series, and illustrate
how the PX-NC and SC-NC models can be used to make decisions about the importance
of Fourier harmonics.
3.4.2.1 Single σw
We consider Model 1 with q = 2, T = 230, s = 46, and θ0 = (0.4,−0.2, 0.5,−0.1),
and simulate three time series from the model for combinations of σe ∈ {0.05, 0.2} and
σw ∈ {0.0001, 0.001, 0.005, 0.01, 0.04, 0.05, 0.1, 0.15, 0.2} such that σw ≤ σe. The ratios
σw/σe range from 5e-4 to 1. For each time series, we estimate the model under the standard,
PX-NC, and SC-NC parameterizations using with the respective proposed MCMC samplers
(note that we impose our proposed priors on θpx0 and θ
sc
0 here). Each sampler is run for
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Figure 3.5: IACT in chains of S1,t, for t = 1, . . . , T from the PX-NC normal prior model, and both SC-NC
models estimated on a time series simulated at σw = 0.1.
5000 iterations with 2000 discarded for burn-in. Chains are initialized at the true parameter
values to compare mixing properties, but not convergence.
Table 3.3 shows the maximum IACT computed for chains of σe and |σw| for each con-
sidered specification of Model 1. Across all three parameterizations, the samplers perform
similarly in terms of autocorrelation in chains of σe. However, as expected, dramatic differ-
ences in performance can be seen in the autocorrelation in chains of |σw|. It is clear that
the PX-NC and SC-NC samplers are preferred when σw is very small, relative to σe. Mixing
is poor in chains of σw under the standard parameterization, as expected, but the PX-NC
and SC-NC samplers exhibit good mixing properties. See, for example, Figure 3.6, which
compares trace plots of σw for the three models fit to a time series simulated at the lowest
ratio (σe = 0.2, σw = 0.0001).
The IACT values for |σw| also illustrate the improved mixing properties of the PX-NC
sampler over the SC-NC sampler, when σw is not very close to 0. As σw/σe increases, IACT
in σw increases for the SC-NC and PX-NC samplers, but the PX-NC sampler performs
comparably to the standard sampler as σw/σe approaches 1. The mixing properties for
σw under the SC-NC parameterization are considerably worse than under the standard
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Table 3.3: Maximum IACT values for chains of σw and σe simulated using the MCMC schemes for the
standard, PX-NC, and SC-NC models. Maximum IACT is computed as the maximum value from samplers
fit to each of the three simulated time series for a particular set of parameters.
True Values IACT for σe IACT for |σw|
σw/σe σe σw Std PX SC Std PX SC
5e-4 0.20 0.0001 1.33 1.22 1.27 290.90 3.30 3.03
2e-3 0.05 0.0001 1.88 1.23 1.28 464.88 4.06 4.59
5e-3 0.20 0.001 1.28 1.19 1.21 285.50 2.53 2.57
0.02 0.05 0.001 1.28 1.51 1.53 268.10 5.16 5.11
0.025 0.20 0.005 1.36 1.32 1.44 318.52 4.48 4.67
0.05 0.20 0.01 6.47 1.60 1.47 192.27 9.42 10.97
0.10 0.05 0.005 2.64 1.67 1.88 125.45 11.49 10.59
0.20 0.05 0.01 3.21 2.26 2.73 99.57 22.68 32.76
0.25 0.20 0.05 5.94 4.15 5.08 76.98 24.82 35.87
0.50 0.20 0.10 8.47 8.78 16.17 38.16 27.69 94.44
0.75 0.20 0.15 15.36 11.28 28.46 38.01 29.09 178.55
0.80 0.05 0.04 11.95 17.36 40.94 36.49 43.03 199.96
1.00 0.05 0.05 53.01 54.22 32.15 57.93 65.18 268.04
1.00 0.20 0.20 19.08 26.16 26.08 35.07 35.55 177.07
and PX-NC models in this situation. This illustrates how the standard and SC-NC are
efficient in separate areas of the parameter space, but the PX-NC model appears to perform
at least as well as both other parameterizations (in terms of mixing properties of σw and
σe) in all considered situations. However, as mentioned in Section 3.4.1, the standard
parameterization results in better mixing properties in θ1:T when σw/σe is not small, due
to the joint sampling of θ0 and θ1:T in the standard MCMC sampler. Fortunately, the high
autocorrelation in draws of θ1:T under the SC-NC and PX-NC models only manifests in the
first few time points. Figure 3.7 plots IACT for θ1:T from each model estimated on time
series simulated at four different ratios of σw/σe. When σw/σe is small, mixing in θ1:T is
good under all three models, but the differences are apparent in the first few time points at
higher ratios. We expect this is due to shrinkage of θpx1:T towards θ
px
0 (likewise for SC-NC
models) in the first few time points. However, posterior inference about linear combinations
of θ1:T does appear to be comparable under all three models. For example, Figure 3.8
compares posterior means and 95% credible intervals of Fθt =
∑2
j=1 Sj,t, t = 1, . . . , 230
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Figure 3.6: Trace plots of draws of σw under each of the standard, PX-NC, and SC-NC models for a time
series simulated with σe = 0.2 and σw = 0.0001.
(i.e. the sum of the harmonic terms) for the models at low (left) and high (right) σw/σe,
respectively, and shows very little difference in model fits.
3.4.2.2 Multiple σw
We now discuss the benefits of the reparameterized PX-NC and SC-NC models for the
Fourier-form model with W = blockdiag(σ2w1I2, . . . , σ
2
wqI2) (Model 2). The poor perfor-
mance of the standard MCMC sampling scheme at small σwj is exacerbated under this
model, as an individual harmonic may be important in describing seasonality, but only
evolve very slowly or not at all. We show that the PX-NC and SC-NC models perform well
in these situations, and discuss how they lend more naturally to model selection and discus-
sion of the importance of specific Fourier harmonics than the standard parameterization.
We simulate three time series of length T = 230 from Model 2 with q = 3, s = 46,
σe = 0.2, and θ0 and σw as given in Table 3.4. The first combination of θ0 and σw
corresponds to a situation where the first two harmonics are important and evolve non-
negligibly in time, but the third harmonic is not important. The second to a similar situation
where only the first two harmonics are important, but the first harmonic does not evolve
in time. The third describes a situation where only the second harmonic is important and
evolves in time. We simulate a single chain of 5000 iterations (2000 discarded for burn-
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Figure 3.7: IACT for chains of S1,t, t = 1, . . . , T simulated under the PX-NC model to four time series
simulated at difference ratios of σw/σe.
in) for each of the standard, PX-NC, and SC-NC models with q = 3 to each of the three
time series. Calculated IACT from chains of |σw| are shown in Table 3.5 and illustrate
clearly the reduced autocorrelation under the PX-NC and SC-NC models, compared to the
standard model. This is also clear in Figure 3.9 which compares traceplots of |σw| from the
the three models for the third simulated time series. We do not implement as indepth of
an exploration of the relationship between σe and σw as under Model 1, as we expect this
relationship is substantially more complicated, and refer this to future work.
Table 3.4: Values of σw and θ0 used to simulate three time series from Model 2.
σw θ0
Sim 1 (0.08, 0.02, 0) (0.4, -0.2, 0.5, -0.1, 0, 0)
Sim 2 (0, 0.05, 0) (0.4, -0.2, 0.5, -0.1, 0, 0)
Sim 3 (0, 0.05, 0) (0, 0, 0.5, -0.1, 0, 0)
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Figure 3.8: Estimated posterior means and 95% credible intervals of Fθ1:T for the standard, PX-NC, and
SC-NC models for two time series simulated with σw = 0.0001 (left) and σw = 0.15 (right).
Table 3.5: IACT values for chains of σwj , j = 1, 2, 3 sampled under the standard, PX-NC, and SC-NC
models for the three time series simulated from Model 2.
|σw,1| |σw,2| |σw,3|
σ0w,1 Std PX SC σ
0
w,2 Std PX SC σ
0
w,3 Std PX SC
0.08 71.04 34.02 80.34 0.02 490.22 27.13 49.38 0 301.78 7.22 8.39
0 519.58 9.06 8.71 0.05 33.21 18.95 30.52 0 446.50 10.54 8.42
0 229.95 5.64 7.57 0.05 52.80 16.73 48.74 0 323.60 20.33 21.25
The PX-NC and SC-NC models lend naturally to discussions of model selection and
assessment. Under both models, the normal priors on σw and  allow elements of σw to
be 0. However, as discussed earlier, this results in lack of identifiability in σw and the
transformed state process up to a sign change, which we account for by implementing a
random sign switch in chains of σw. For elements of σw that are non-zero, this results in
a bimodal marginal posterior distribution, where the modes are centered at ±|σˆwj |. For
elements that may truly be zero, the marginal posterior is unimodal, centered at zero, as
zero is unaffected by a sign change. Therefore, the marginal posterior distributions of σw
under the PX-NC and SC-NC models can be used to explore whether harmonics should be
included as static or evolving components within the model.
Recall that for Fourier-form DLMs if σw = 0, then θ0 are the coefficients of the Fourier
harmonics Sj,t = ajcos(ωjt) + bjsin(ωjt), for ωj = 2pij/s, j = 1, . . . , q. That is, θ0 =
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Figure 3.9: Trace plots of elements of σw for each of the standard, PX-NC, and SC-NC models estimated
on the time series simulated with θ0 = (0, 0, 0.5,−0.1, 0, 0) and σw = (0, 0.5, 0).
(a1, b1, . . . , aq, bq) and therefore the j
th harmonic is not important in a model only if σwj = 0
and (aj, bj) = 0. When elements of σw are not zero, the model is no longer strictly periodic
and corresponding elements of θ0 should not be interpreted as the coefficients of the Fourier
harmonics. Thus, the marginal posterior distributions of elements of θ0 should only be used
to discuss importance of harmonics if the marginal posterior distribution of σwj suggests
σwj = 0.
Figure 3.10 shows histograms of marginal posterior distributions of σw and θ0 under the
PX-NC model for the time series simulated with θ0 = (0.4,−0.2, 0.5,−0.1, 0, 0) and σw =
(0, 0.05, 0). Each column correspond to the parameters for the j = 1, 2, 3 harmonics (left to
right). The marginal posterior distributions for σw,1 and σw,3 are unimodal centered around
0, suggesting that the first and third harmonics do not evolve significantly in time. The
marginal for σw,2 exhibits very clear bimodality, with modes near ±0.05, as expected. Then,
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Figure 3.10: Approximated marginal posterior distributions of σw and θ0 under the PX-NC model estimated
on the time series simulated with θ0 = (0.4,−0.2, 0.5,−0.1, 0, 0) and σw = (0, 0.5, 0).
for the first harmonic the estimated posterior mean of θ0,1 is 0.36 (95% CI = (0.23, 0.48)),
and for θ0,2 is −0.26 (95% CI = (−0.39, −0.14)). For the third harmonic, estimated
posterior means and 95% credible intervals for θ0,5 and θ0,6 are −0.01 (−0.17, 0.11) and
−0.05 (−0.21, 0.08), respectively. Note that inference θ0,3 and θ0,4 is not exceptionally
interesting, as the harmonic evolves through time. Then, we might reasonably conclude
that the first and second harmonics are important, as the second harmonic appears to
evolve through time (|σw2 | > 0), and while the first harmonic does not appear to evolve, the
corresponding coefficients are statistically significant based on the credible intervals. The
third harmonic does not appear to be important, as the harmonic does not seem to evolve
and the coefficients are not statistically significant. Similar conclusions can be drawn under
the SC-NC model.
Under the standard parameterization, σw is assumed positive, and as such inference
about σw = 0 occurs on the boundary of the parameter space. Additionally, when elements
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of σw are small, inference about σw in general requires running the MCMC sampler for
a (potentially extraordinarily) large number of iterations in order to obtain a reasonably
large number of uncorrelated samples. We do acknowledge that assessment of whether a
component is evolving significantly through time or not under the PX-NC and SC-NC is a
complex problem as the marginal posterior distributions of σwj ’s may be bimodal. As such
we have only discussed inference on σw based on visual assessment of histograms in this
chapter. We discuss further ideas, such as including shrinkage priors on σw in the SC-NC
model, similar to the methods of Bitto and Fru¨hwirth-Schnatter (2016) for time-varying
parameter models, in Chapter 6.
3.5 Application to MTCI Data
Lastly, we illustrate the PX-NC methodology on time series of MTCI data. From the
results of Chapter 2, we found that a large number of natural vegetation locations evolved
slowly in time (i.e. σw was estimated small relative to σe). Figure 3.11 plots the ratio,
σˆw/σˆe, (estimated using the posterior medians from the results in Chapter 2) for all natural
vegetation locations considered. As briefly mentioned in Chapter 2, Section 2.4.2, small σw
required that the sampler be run for much longer in some locations to reasonably assume
convergence of the models. Additionally, because of the poor properties of the sampler, a
model with multiple σw was impractical to estimate.
We consider the two locations used to illustrate the mythology in Chapter 2, shown
again here in Figure 3.12. The Tropical Evergreen location is an example of a situation
where seasonality may only be very slowly evolving through time (σˆw/σˆe = 0.03), while the
Tropical Semievergreen location clearly exhibits changes in seasonal structure through time
(σˆw/σˆe = 0.33). We implement Model 2 under the PX-NC parameterization twice with
q = 3 and q = 6 harmonics for both locations. The two choices of q are to mimic the overall
choice of number of harmonics (q = 3) and the largest number of harmonics considered for
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Figure 3.11: σˆw/σˆe for all natural vegetation locations considered in Chapter 2.
model assessment (q = 6) in Chapter 2. We additionally compare smooth model fits Fθ1:T
(following the methods of Chapter 2) from Model 2 with q = 3 against fits from Model
1 with q = 3, both under the PX-NC parameterization. The models are estimated using
the PX-NC sampler in Section 3.3.3.1, running two chains of 10,000 iterations, discarding
2,000 for burn-in. For all models, convergence was assessed using traceplots and the Gelman-
Rubin diagnostic (results not shown), and chains of model parameters exhibited good mixing
properties, even in the q = 6 parameter models where multiple σwj are very close to 0.
(a) Tropical Evergreen (b) Tropical Semievergreen
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Figure 3.12: Time series of MTCI for two sample pixels. (a) is an example of a location exhibiting little
change in seasonality, while (b) shows inter-annual variability in seasonality over time.
72
Figure 3.13 compares posterior mean and 95% credible intervals of Fθ1:T for both lo-
cations from the q = 3 single σw (Model 1) and multiple σw (Model 2) models. For the
Tropical Evergreen location, Model 2 (red) provides a more flexible fit than Model 1 (blue),
resulting in higher peaks and lower valleys in 2003 and 2004. In the Semievergreen location,
the models are relatively comparable. DIC values, computed as in Chapter 2, slightly favor
Model 2 over Model 1 in both locations but the differences are not large. Figures 3.14 and
3.15 show approximate marginal posterior distributions of σw for the q = 6 model with for
the Evergreen and Semievergreen locations, respectively. For the Evergreen location, the
marginal posteriors of σwj for j = 2, 3, 4, 6 are all unimodal centered around 0 suggesting
that these harmonics do not evolve significantly under this model. Interestingly, the 5th
harmonic appears to evolve somewhat in time, although less than the first harmonic. For
the Semievergreen location, the first and second harmonics evolve very clearly in the q = 6
model, with remaining harmonics appearing to be static. Table 3.6 provides estimated
posterior means and 95% credible intervals for θ0 for both locations. Quantities in bold
correspond to harmonics that are suggested to evolve through time, under the q = 6 model,
and as such the posterior summaries of θ0 are not particularly interesting. For the remaining
harmonics however, posterior summaries of θ0 suggest the importance of the harmonic in
the model. Highlighted in red are elements of θ0 with non-zero credible intervals. For the
Evergreen location, the second and third harmonics show slight significance in the sine term
(bj), while no other harmonics appear significant in the Semievergreen location.
3.6 Discussion
In this chapter, we have introduce two alternative parameterizations for Fourier-form
DLMs, aimed at improving mixing and convergence properties of data augmented MCMC
samplers in situations where seasonality may not evolve substantially in time. While scaled,
non-centered parameterizations have been introduced for specific DLMs (e.g. basic struc-
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Figure 3.13: Comparison of posterior means and 95% credible intervals of Fθ1:T for Model 1 and Model 2
with q = 3 under the PX-NC parameterization fit to the two example locations in Figure 3.12.
tural forms and time-varying parameter models), they have not been implemented for
Fourier-form models, and as such we believe this application is novel. Additionally, we
introduced a parameter expanded parameterization, which has good convergence properties
in larger areas of the parameter space, and to our knowledge has not been implemented for
DLMs.
We have shown through simulations that (for the considered Fourier-form models) the
MCMC sampler under the PX-NC model generally performs at least as well as the samplers
for the standard and SC-NC models. The standard parameterization is preferred over the
SC-NC parameterization when the evolution of the state process is non-negligible, while the
SC-NC is preferred when the state process is evolving very slowly if at all. We therefore
recommend the use of the PX-NC sampler in situations where the degree of evolution of the
state process is not known, or when an objective of the research is to apply the method over
a large number of time series with potentially wildly varying behavior, such as the MTCI
data application.
The PX-NC and SC-NC models also lend more easily to assessment of the importance
of the number of harmonics to include in a reduced Fourier-form DLM. This suggests that
methods for automatic model selection, such as the incorporation of shrinkage priors on σw
and on the initial states θ0 is an interesting direction for future work. The SC-NC model
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Figure 3.14: Marginal posterior distributions of σw for the q = 6 PX-NC model implemented on the
Evergreen location.
appears more well suited for this work, as under the PX-NC model, the parameters that act
as regression coefficients are , and are not fully identifiable within the model. Other direc-
tions for future research include exploring the effect of relationship between the evolution
variances and the observation variance on properties of the samplers for the Fourier-form
model with multiple σw. We additionally have only empirically explored the behavior of
the samplers in various areas of the parameter space, so additional work may focus on
understanding theoretical conditions (if any) where one parameterization is preferred over
another.
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Figure 3.15: Marginal posterior distributions of σw for the q = 6 PX-NC model implemented on the
Semievergreen location.
Table 3.6: Posterior means and 95% credible intervals of θ0 from the q = 6 PX-NC model for both the
Evergreen and Semievergreen locations. In bold are harmonics that appear to evolve through time (exhibited
in the marginal distributions of σwj and in red are harmonics that do not appear to evolve but have
statistically significant elements of θ0.
Evergreen Semievergreen
Pst. Mean 2.5% 97.5% Posterior Mean 2.5% 97.5%
a1 −0.332 −0.438 -0.187 0.005 −0.103 0.118
b1 −0.168 −0.277 −0.041 −0.030 −0.210 0.070
a2 0.016 -0.063 0.075 0.091 −0.025 0.293
b2 -0.088 -0.160 -0.029 −0.051 −0.200 0.042
a3 -0.050 -0.100 0.024 -0.013 -0.072 0.050
b3 -0.061 -0.134 -0.012 -0.007 -0.067 0.050
a4 -0.060 -0.110 0.000 -0.040 -0.099 0.016
b4 0.016 -0.036 0.069 0.027 -0.020 0.081
a5 −0.006 −0.071 0.067 0.015 -0.035 0.066
b5 0.015 −0.049 0.099 0.015 -0.032 0.072
a6 0.013 -0.049 0.068 0.009 -0.038 0.059
b6 -0.028 -0.097 0.024 0.004 -0.048 0.054
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CHAPTER 4. STATISTICAL METHODS FOR
QUANTIFYING
NANOSCALE PROCESSES FROM ELECTROCHEMICAL
(SCANNING) TRANSMISSION ELECTRON MICROSCOPY
IMAGES
4.1 Introduction
Scanning, transmission and scanning transmission electron microscopes (SEM, TEM,
STEM) are useful for researchers conducting experiments on electrochemical processes be-
cause they are able to capture the evolution of a micro-process at very high spatial and
temporal resolution. A scanning electron microscope operates by sending a focused beam
of accelerated high-energy electrons through a (usually solid) sample (Crewe, 1974). As the
electrons pass through, they interact with the sample in a variety of ways. An electron can
pass through without any interaction with the atoms in the sample, it can undergo elastic
scattering (kinetic energy of the electron is preserved but direction is altered), or inelastic
scattering (some kinetic energy is lost as the electrons interact with the sample) (Nellist,
2011). Elastic and inelastic scattering produce a variety of signals that are detected by
sensors on the microscope and are used to create an image of the sample. Scanning electron
microscopes are called such because they proceed over the sample in a raster pattern across
a specified grid. The signals collected from the interaction of the electrons with the sample
at each grid cell are combined to create the final image, and repeated scanning of the sample
allows researchers to collect sequential images at high temporal frequencies to create videos
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of the process. These microscopes can scan cells ranging from centimeters to microns in
width and magnification can range from about 10 to 500,000 times, making (S)TEMs useful
for creating high detailed image sequences (videos) of very small scale structures.
Depending on the experiment, a potential downside to these types of microscopes is
that the interaction of electrons with the sample can be destructive. (Batson et al., 2002;
Abellan et al., 2014). This is particularly problematic in experiments monitored over time
as the sample is scanned repeatedly. The higher the electron dosage, the more damage is
generally done. This is disadvantageous if the process evolves over a longer period of time,
or if the experiment needs to be repeated multiple times on the same sample. However,
a key feature of a scanning transmission electron microscope used to combat this issue is
that the microscope can be calibrated to only scan a subset of cells for each image. If this
is done, an incomplete image is created but less damage is done to the sample during each
pass of the microscope. Additionally, fewer scanned cells means the microscope can process
images at a much higher temporal frequency. This is beneficial for experiments that evolve
very quickly in time. The importance of “sparse” sampling of the images will be discussed
further in the context of the Lithium battery experiments of interest in our research.
An area of research recently utilizing scanning transmission electron microscopy focuses
on improving lifespan and reducing degradation in lithium (Li) batteries. Li batteries are
used in electric vehicles and in renewable energy applications, making advancements in their
technology of key importance in renewable energy research. Extensive research is now being
done to extend the traditional Li-ion battery to Li-sulfur or Li-air batteries, which replace
the carbon anode in a Li-ion battery with Li metal (Mehdi et al., 2015; Girishkumar et al.,
2010). Li-sulfur and Li-air batteries have higher energy density and are much lighter than
Li-ion batteries, but practical use of these types of batteries has so far been problematic
(Girishkumar et al., 2010). The issues arising in the use of these batteries are due to for-
mation of Li metal dendrites on the anode during charging that do not complete dissipate
during discharge (sometimes referred to as “dead li”). Each successive charging and dis-
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charging of the battery increases the build-up of Li dendrite deposits, resulting in rapid
degradation of the battery. Potentially dangerous short-circuits causing fires can occur if
dendrite buildup bridges the gap between the negatively and positively charged Li anodes
(Mehdi et al., 2015; Girishkumar et al., 2010). For this reason, Li metal batteries have
not been commercialized for large-scale applications (Li et al., 2014). Scientific research
in this area focuses on understanding the processes that control Li dendrite formation and
modifying the battery design and charging protocols to reduce or control dendrite growth.
In order to study this, researchers must be able to observe the electrochemical processes oc-
curring within the batteries as micro-scale levels. While some studies have made headway
using MRI technology (e.g. see Chang et al. (2015); Ilott et al. (2016)), scientists at Pa-
cific Northwest National Laboratory (hereafter referred to as “the scientists”) are utilizing
(S)TEMs to study Li dendrite deposition (Mehdi et al., 2015; Stevens et al., 2014, 2015;
Kovarik et al., 2016; Mehdi et al., 2016).
Their research involves emulating the charging and discharging of Li-air/sulphur batter-
ies to study the evolution of Li deposition and dissolution (Mehdi et al., 2015). The scientists
emulate the process occurring in Li metal batteries by replicating the interface with a Pt
anode suspended in an Li+ ion electrolyte solution, deemed an operando Li battery. The
liquid-solid interface complicates using an electron microscope for these experiments, as
the electron dosage must be carefully calibrated. Too high of a dosage causes formation
of bubbles and precipitates over time due to breakdown of the electrolyte (Mehdi et al.,
2015). The experiments involve sequential charging and discharging of the anode which is
captured in image sequences by the electron microscope. During charging, Li metal forms
from the Li+ ions suspended in the electrolyte and is deposited on the anode as Li den-
drites. The formation of Li dendrites during charging is referred to as deposition. During
discharge, Li metal returns to Li+ ions in the solution, referred to as dissolution. However,
the process is not completely reversible, as some amount of Li metal remains on the anode
(“dead Li”) after discharge. We will generally refer to the amount of Li metal present in an
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image as Li growth, or just growth throughout this chapter. Two types of images are created
from (S)TEM experiments: high-angle annular dark field (HAADF) and high-angle annular
bright field (HAABF) images. Both types are grayscale images with observed pixel values
ranging from 0-255. The images are formed using mass-thickness contrast, where lighter
or less dense materials show up either dark (in dark field images) or bright (in bright field
images). When Li dendrites form they are less dense than surrounding electrolyte so they
show up dark in dark field images and bright in bright field images (Mehdi et al., 2015).
The data used for our research are three image sequences (“videos”) from an experiment
published in Mehdi et al. (2015). The three videos correspond to three successive charges
and discharges of the operando battery. Figure 4.1 shows five sample dark field images
(columns) from each of the three videos (rows). At the beginning of the initial experiment
(top left, image 1, Video 1), only the anode (light object) and electrolyte (surrounding dark
background) are visible as no Li dendrites have yet formed. Li deposition begins on the
anode during charging of the battery (e.g. second and third columns of Figure 4.1) and
dissolution occurs during discharge (fourth and last columns). The initial images in the
second and third videos (rows in Figure 4.1) illustrate the “dead Li” that is left over after
the previous charge/discharge cycle. These images are a 2D projection of a 3D process, and
as such it is important to note that growth also occurs on top of the anode.
From these image sequences, scientists need to be able to quantify where and how much
(typically volume or area) Li growth occurs in a given image. This is necessary for the sci-
entists to determine “optimal experimental conditions” and experiments are often repeated
multiple times to obtain these. For example, the voltage and duration of charge/discharge
are key experimental conditions that are manipulated to understand the effect of Li battery
charging process on dendrite growth, as breakdown of Li batteries can be caused by exces-
sive charging. Additionally, the electron dosage sent through the sample must be calibrated,
among many other conditions. In order to determine appropriate conditions, the scientists
need to be able to analyze the videos to answer questions such as, “when does Li deposition
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Figure 4.1: HAADF images of Li deposition and dissolution for three videos (top, middle, bottom) repre-
senting three consecutive chargings and dischargings of the operando Li battery. The first three images in
each row correspond to deposition (occurs during charging), while the last two correspond to dissolution
(occurs during discharging).
begin?”, “how much growth is present at a given time?”, ”what is the rate of Li growth?”,
“is growth occurring at different rates on different areas of the anode?” etc. For example, if
Li deposition occurs too rapidly, the scientist may need to change the duration and strength
of voltage traveling through the anode. Ideally, scientists would like to be able to monitor
these attributes and manipulate conditions while the experiment is in progress to reduce the
number of times an experiment needs to be repeated. This means that real or near-real time
analysis of image sequences is ideal, and makes computation time a key factor in modeling.
4.1.1 Research Objectives
The main objective of the research presented in this chapter is to develop methodology
for image segmentation (the partitioning of an image into a set of discrete segments) to label
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pixels corresponding to Li growth versus non-growth. Li growth labeling is complicated by
several factors. A major challenge is the presence of a horizontal light to dark gradient or
“trend” in electrolyte (or background) in each image (see Figure 4.1). Due to this trend, fast,
simple methods for image segmentation involving thresholding do not accurately identify
pixels as Li growth. The scientific cause of the trend is not well-known, as a liquid-solid
interface in electron microscopy is relatively new territory (Mehdi et al., 2015). The scientists
believe it may be due to how the electrons interact with a liquid interface as the microscope
scans through the sample, but the severity of the trend also appears to evolve through
time in relation to the presence of Li growth. Therefore, in addition to accounting for the
background trend for Li identification, understanding the form and evolution of the trend
through time is also of interest.
Another challenge is that the analysis required by this application does not directly
fall into the class of methodology typically used in what is commonly referred to as the
field of “image segmentation”, where images are assumed to be noisy realization of a set of
discrete colors (e.g. Geman and Geman (1984); Besag (1986); Geman and Geman (1986)).
Li growth is represented in a range of grayscale values, as higher density Li deposits will
appear lighter than lower density in dark field images (or vice versa in bright field). Noise
is also present within images and the magnitude of grayscale values corresponding to Li
growth are not necessarily consistent from image to image. The electron microscope can be
“recalibrated” mid experiment, causing an overall lightening or darkening of an image, a
change in magnification level, or a shift in the locations of the anode.
In this chapter, we propose using a Gaussian mixture of regression model (GMRM)
incorporating a functional form for the horizontal background gradient to identify pixels as
Li growth in sparsely sampled (S)TEM images. We compare univariate models with various
forms of trend, bivariate models incorporating both dark and bright field images, and models
allowing global versus component-specific background trends. Additionally, we implement
post processing steps to reduce from a K-component segmentation from the GMRM to a Li
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labeling. A computationally fast, post hoc spatial correction using distance neighborhoods
is introduced as a final step to remove “lonely” Li pixels in the final segmentation. We show
how this approach can be implemented on full images and on sparsely sampled images at
several different sampling rates. The labelings are used to quantify amount (characterized
as the proportion of pixels classified as growth) of Li growth for images in each video.
The remainder of this chapter is outlined as follows. In Section 4.2, we give an overview of
finite mixture and mixture of regression models for clustering, and discuss estimation using
the EM algorithm. In Section 4.3, we present methodology including proposed models,
component merging algorithm and spatial correction. Section 4.4 presents a discussion of
different functional forms for the background trend, and we implement the methodology on
image sequences and interpret results in Section 4.5. In Section 4.6, we provide a discussion
of the methodology and directions for future research.
4.2 Finite Mixture Models
Finite mixture models are a very flexible class of probabilistic models for both univariate
and multivariate data. They have extensive applications which generally fall into two cate-
gories: density estimation and unsupervised clustering (Melnykov and Maitra, 2010). The
probability density function of a mixture model is defined as a weighted sum of K compo-
nent densities, and therefore the models are often used in clustering applications where the
population is thought to be comprised of several subpopulations (McLachlan et al., 1997).
For example, Figure 4.2 illustrates a univariate example where observations arise from three
Gaussian subpopulations.
4.2.1 Model Formulation
Finite mixture models are defined by their probability density function. Let Y1, . . . , Yn be
independently, identically distributed p-dimensional observations with probability density
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Figure 4.2: Illustration of the distribution of observations from three (Gaussian) subpopulations.
function
pi(yi|p,ψ) =
K∑
k=1
pkfk(yi|ψk) (4.1)
where pk is defined as the probability that Yi belongs to the k-th subpopulation with proba-
bility density fk(yi|ψk). Here, p = (p1, . . . , pk) with constraints 0 < pk < 1 and
∑K
k=1 pk = 1.
The density functions, fk(·), are usually assumed to have known parametric form (e.g.
Gaussian, t, skew-normal, etc.), up to the vector of parameters ψk. K is the number of
components included in the mixture. pi(y|p,ψ) is typically referred to as the mixture model
density, where ψ = (ψ1, . . . ,ψk). The most common finite mixture model is the Gaussian
mixture (GMM) where fk(·) is assumed to be the normal density and ψk = (µk,Σk). With
enough components, a Gaussian mixture model can be used to approximate almost any
continuous density.
Within the finite mixture model family are mixture of regression models. Mixtures of lin-
ear regressions were first introduced in the late 1970’s and 80’s (Faria and Soromenho, 2010;
De Veaux, 1989; Quandt and Ramsey, 1978) and have been extensively studied. Mixtures of
generalized linear models have also been studied and are called mixtures-of-experts models
in machine learning literature (e.g. see McLachlan and Peel (2000) for review). Covariates in
mixtures of GLMs (and likewise mixtures of linear regressions) are incorporated in the com-
ponent density mean structure through a link function gk(·) such that ηk = gk(µik) = βTk xi,
where β = (βT1 , . . . ,β
T
K)
T . Typically, regression parameters are assumed to be distinct for
each component, but assuming that a subset of coefficients are constant across some or all
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components is also possible. The latter generally requires iterative procedures for maximum
likelihood estimation, as the constant regression parameters can no longer be optimized
independently of component dispersion parameters. Mixture of regression models seem to
usually be used for applications in the sciences, such as agriculture and economics, when a
class factor giving information about membership to a regression line is unknown.
4.2.2 Model Based Clustering
Model based clustering has evolved from finite mixture modeling. While mixture mod-
eling in itself is usually focused on inference about a model where the distribution is not
unimodal, formulation of the models utilizing latent component labeling variables, C, nat-
urally extends to clustering applications. In model based clustering, the goal is to simul-
taneously recover a most likely classification of observations to K components. Clustering
with finite mixture models estimated using maximum likelihood requires an additional step
after model estimation to classify observations to one of the K mixture components. When
data are assumed independent, this is often done by classifying an observation to the k-th
component with highest “posterior” probability
P (Ci = k|yi, θˆ) = pˆkfk(yi| θˆk)∑K
j=1 pˆjfk(yi| θˆj)
, k = 1, . . . , K. (4.2)
using Bayes rule with plug in maximum likelihood estimates, θˆ. Other approaches to as-
signing clusters include what is referred to as the classification likelihood approach, where
the unknown component variables C are chosen to maximize the complete data likelihood
Lc(θ) (McLachlan and Peel, 2000).
In clustering applications, the estimates of component densities are not generally of inter-
est in themselves but instead in how well they provide posterior probabilities of component
membership. This is a key point since model assessment and comparison in finite mixture
models, as well as determination of number of components, is usually approached by as-
sessing the fit of the mixture density. In particular, selection of the number of components
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in a mixture model for clustering applications is a challenging and active area of research
in the field. For example, it could be the case that a 5-component mixture may provide a
better fit to the observed data density, but a 4-component mixture provides a better final
clustering (e.g. the fifth component splits a group into two clusters, or combines sections
of other clusters into a fifth cluster). Other situations may arise where the true density
of a component cannot be modeled by one component density, given the choice of fk(·).
An example of this is in Gaussian mixture modeling where one or more “true” component
densities are skewed. Then more than one Gaussian component is required to model the
tail of the skewed distribution. This problem is often dealt with by using ad hoc clustering
metrics to combine clusters after model fitting. Gaussian mixture models present additional
challenges for selecting the number of components due to lack of identifiability. A K + 1
component GMM can completely reconstruct the mixture density of a K component GMM
if two component densities in the K+1 mixture are equivalent (McLachlan and Peel, 2000),
or if the additional component has zero weight. If either situation occurs the two models are
not identifiable. Therefore the number of components included in a model must be chosen
with some care.
4.2.3 Estimation of GMMs Using the Expectation-Maximization Algorithm
Estimation of finite mixture models is typically done by maximum likelihood via the
expectation-maximization (EM) algorithm (e.g. Reynolds (2015); Bilmes (1998); McLachlan
et al. (1997)). The EM algorithm is an iterative maximum likelihood estimation procedure
consisting of two steps, the expectation (E) step and the maximization (M) step, where
each iteration increases the log-likelihood and the algorithm is guaranteed to converge to a
local maximum of the likelihood (Dempster et al., 1977). The appeal of the EM algorithm
for finite mixture model estimation is that maximization in the M-step is typically straight
forward, and is a weighted least squares solution in the Gaussian case. Maximization in
mixture of regression models is less straightforward when regression parameters are allowed
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to be constant across some or all components. Iteratively reweighted least-squares can be
utilized in the M-step for mixtures of GLMs, or variants of the EM algorithm such as the
generalized EM algorithm (GEM) can be implemented.
The EM algorithm is implemented on finite mixture models by formulating the esti-
mation problem as an incomplete-data problem. The missing data are assumed to be the
unobserved component labels, and are defined as the latent discrete variablesCi, i = 1, . . . , n
where C is a n-dim vector taking values in {1, . . . , K} such that Ci = k if the ith observation
is from the kth component. Then the observed data density, given latent component label,
is just the component density
pi(yi|Ci = k,ψ) = fk(yi|ψk), i = 1, . . . , n. (4.3)
The complete data are (Y ,C) and the incomplete data are Y . Let θ = (p,ψ). Then the
complete data likelihood is
Lc(θ) =
n∏
i=1
K∏
k=1
(pkfk(yi|ψk))I(Ci=k) (4.4)
and the complete data log-likelihood is
lc(θ) =
n∑
i=1
K∑
k=1
I(Ci = k)log (pkfk(yi|ψk)) (4.5)
The EM algorithm proceeds iteratively by alternating E- and M-steps at iteration j. The
E-step computes the expectation of the complete data log-likelihood with respect to the
incomplete data, given parameter estimates of θ from the previous iteration. Define
Q(θ,θ(j−1)) = E(lc(θ)|Y ,θ(j−1)) (4.6)
=
n∑
i=1
K∑
k=1
E
(
I(Ci = k)log (pkfk(yi|ψk)) |θ(j−1),Y
)
(4.7)
=
n∑
i=1
K∑
k=1
E
(
I(Ci = k)|θ(j−1),Y
)
log (pkfk(yi|ψk)) (4.8)
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The only portion of the expectation Q
(
θ|θ(j−1)) that must be computed in the E-step is
the posterior probability
E
(
I(Ci = k)|θ(j−1),Y
)
= P
(
Ci = k|θ(j−1),Y
)
(4.9)
=
P
(
Ci = k, yi|θ(j−1)
)
P (yi|θ(j−1)) (4.10)
=
P
(
yi|Ci = k,θ(j−1)
)
P (Ci = k)
P (yi|θ(j−1)) (4.11)
=
p
(j−1)
k fk(yi|ψk)∑K
k=1 p
(j−1)
k fk(yi|ψk)
(4.12)
Define this quantity as w
(j)
ik . The formula of the expectation is the same for general para-
metric component density fk(yi|ψk), so the E-step in the EM algorithm for finite mixture
models universally consists of computing the posterior probability
w
(j)
ik =
p
(j−1)
k fk(yi|ψ(j−1)k )∑K
k=1 p
(j−1)
k fk(yi|ψ(j−1)k )
(4.13)
The M-step of the algorithm maximizes the expectation in the E-step with respect to θ.
That is,
θ(j) = arg max
θ
Q(θ,θ(j−1)) (4.14)
The maximization in the M-step depends on choice of component density fk(·) and form
of the model, so it is problem specific. For classical Gaussian mixture models, updates of
θk = (pk, µk,Σk) in the M-step are available in closed form, but in non-Gaussian and more
complex models maximization of Q(·) may need to be done numerically. The EM algorithm
proceeds iteratively until some convergence/stopping criterion is reached, the simplest of
which is to iterate until the relative increase in incomplete data log-likelihood is less than
some small value, . Because the EM algorithm is only guaranteed to converge to a local
maximum of the likelihood, final parameter estimates can be very sensitive to the choice of
starting values particularly in complex problems. It is generally a good idea to check the
robustness of estimates by using more than one set of starting values.
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4.3 Gaussian Mixture of Regression Models for Li Growth
Image Segmentation
4.3.1 Data
We develop our methodology on the three videos (referred to as Video 1, 2, 3) corre-
sponding to three consecutive chargings and dischargings of the anode-electrolyte experi-
ments shown in Figure 4.1. Two image sequences are available for each video made up of
either high-angle annular dark field (HAADF) or bright field (HAABF) images. The bright
and dark field image sequences are complementary to each other in that images in each
video are constructed during the same pass of the electron microscope. Figure 4.3 shows
both bright and dark field images for one time point in Video 2. The electron microscope
has done no sparse sampling for these experiments, so the full images are available for each
video.
Figure 4.3: Bright and dark field images for one image in Video 2. Li dendrites show up bright in bright
field images and dark in dark field images.
A video is made up of sequential 256×256 pixel grayscale images with values ranging from
0-255. Images are obtained every 0.1 seconds, but this rate is not scientifically motivated
or interpretable. The tenth of a second interval is not the time required for the microscope
to completely scan the sample (this appears to take much longer). It is simply the rate
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the scientists chose to save images from the output of the electron microscope. Therefore,
information contained in each sequential image is not fully distinct from previous images.
Sequential images appear to differ in only a few lines because the electron microscope has
not completed a full scan through the sample at the time the next image is recorded. We
post-processed the image sequences to retain only images at temporal frequency where a
completely new image of the experiment is available. This turned out to be approximately
every 42 image (i.e it appeared to take ≈ 4.2 seconds for the microscope to complete process
the sample). The duration of the three experiments range from approximately 6-8 minutes,
so the processing of the videos down to fully distinct images reduced the number of images
in each video from nearly 4000 images to around 100 or less. The number of images we
consider in each video are T = 107, 84, 99 for Videos 1-3, respectively. Here, t = 1, . . . , T
indexes the ordering of images in a video, but images are not all equally spaced in time.
The time interval between most images is approximately 4.2 seconds, but it is important to
note that we have removed some faulty images that were recorded during recalibration of
the electron microscope.
4.3.1.1 Sparse sampling of images
As mentioned earlier, methodology that can be effectively implemented on sparsely sam-
pled images is of high importance to the scientists. The data available for Videos 1-3 are
fully sampled images, so we emulate the sparse sampling of images by randomly sampling a
proportion, ρ, of pixels in each image, illustrated in Figure 4.4. In the following sections, we
will focus on demonstrating our methods on sparsely sampled images (usually 10%), as this
is less computationally demanding than processing the full images. Additionally, we will
compare how our methods perform on low sampling rates (e.g. 10%) to very sparse sampling
(< 5%). Since the full images are available, we are able to compare the effect of different
sampling rates for our methodology, but it is important to note that only incomplete images
are obtained from the microscope if sparse sampling occurs in practice.
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Figure 4.4: An image sparsely sampled to 10% coverage.
4.3.2 Univariate Gaussian Mixture of Regression Model
With the objective of fast image segmentation on sparsely sampled images, we pro-
pose methodology utilizing Gaussian mixture of regression models. We first consider the
univariate GMRM defined be the density
pi(zi|θ) =
K∑
k=1
pkN(zi;
q∑
s=1
gs(xi)βs + δk, σ
2
k) (4.15)
where {zi, i = 1, . . . , n} are observed grayscale values for n pixels in one dark field image.
n = 2562 if a full image is analyzed, and n = ρ2562 in a sparsely sampled image. {(xi, yi), i =
1, . . . , n} are the (horizontal, vertical) coordinates of each pixel within the image, where
(0,0) is defined as the lower left corner. {gs(x), s = 1, . . . , q}, are q considered centered
and scaled covariates modeling the background trend which are functions of the horizontal,
x, coordinate. β = (β1, . . . , βq)
T are the corresponding regression coefficients, and δ =
(δ1, . . . , δK) are the component specific intercept terms which represent the mean shift in
grayscale value for the kth component after accounting for the background trend. Choices for
the functional forms of gs(x) are discussed in Section 4.4. We assume a heteroscedastic model
(variances are assumed different across components) because we do not expect variability
in grayscale values across anode, electrolyte and Li growth to be consistent.
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4.3.2.1 Estimation using the ECM algorithm
Let θ = (p,β, δ,σ). To obtain maximum likelihood estimates of θ, we formulate the
problem as an incomplete-data problem and use a variant of the EM algorithm. Let {Ci, i =
1, . . . , n} represent the unobserved label of pixel i to the kth class, where C is the n-dim
vector such that Ci = k if the i
th pixel is from the kth component. Then, pk = P (Ci = k) is
interpreted as the probability that the ith observation comes from the kth component.
We treat C as the missing data, such that the complete data are (Z,C) and the incom-
plete data are Z. Let ui = (g1(xi), . . . , gs(xi))
T be the q-dim vector of covariation values
for the ith pixel. The complete data density for (Z,C) is
pi(Z,C|θ) =
n∏
i=1
K∏
k=1
(
pkN(zi;u
T
i β + δk, σk)
)I(Ci=k)
(4.16)
and the complete data log-likelihood is
lc(θ) =
n∑
i=1
K∑
k=1
I(Ci = k)log
(
pkN(zi;u
T
i β + δk, σk)
)
. (4.17)
At the j-th iteration, the E-step of the algorithm involves computing the posterior proba-
bility
w
(j)
ik =
p
(j−1)
k N(zi;u
T
i β
(j−1) + δ(j−1)k , σ
2
k
(j−1)
)∑K
k=1 p
(j−1)
k N(zi;u
T
i β
(j−1) + δ(j−1)k , σ
2
k
(j−1)
)
(4.18)
as is universal to EM procedures for finite mixture models.
The M-step of the algorithm requires the maximization of Q(θ;θ(j−1)) in θ. Maximiza-
tion in the M-step for Gaussian mixture of regression models where all coefficients vary across
components can be solved using weighted least squares, with weights w
(j)
ik . However, since
the regression components, β, are assumed constant across components, the least squares
solution for β is not free of σ and thus maximum likelihood estimation of all parameters of
θ is not analytically tractable. This is similar to the problem of finding maximum likelihood
estimates in the regression setting Y = Xβ + ,  ∼ N(0,Σ) where Σ is unknown.
Maximization in the M-step could be done numerically using profile likelihood over σ
or other numerical methods at each iteration, but a less computationally expensive option
92
is to utilize the generalized EM algorithm (GEM). The GEM relaxes the maximization
condition in the M-step of the EM algorithm (which guarantees the largest increase in the
log-likelihood at each iteration) to an M-step which simply ensures that the log-likelihood
increases at each iteration. In particular, we utilize a specific form of the GEM algorithm
called the Expectation/Conditional Maximization (ECM) algorithm introduced by Meng
and Rubin (1993). The ECM algorithm replaces the M-step with a series of conditional
maximization steps (CM-steps) where batches of θ are maximized sequentially given the
values of all other parameters from the previous iteration (or current iteration from earlier
CM-steps).
We utilize two CM-steps. The first step maximizes Q(·) in p, δ, and β given σ(j−1).
The second step maximizes Q(·) in σ given p(j), δ(j), and β(j). The successive conditional
maximization is guaranteed to increase the log-likelihood as, at iteration j,
l(p(j), δ(j), β(j), σ(j−1)|z) ≥ l(p(j−1), δ(j−1), β(j−1), σ(j−1)|z) (4.19)
and
l(p(j), δ(j), β(j), σ(j)|z) ≥ l(p(j), δ(j), β(j), σ(j−1)|z) (4.20)
(see Meng and Rubin (1993) for a complete proof).
The M-step proceeds as follows. Let U be the n× q model matrix of trend covariates.
1. Compute p(j), δ(j), and β(j), given σ(j−1) as
β(j) =
(
K∑
k=1
1
σ2k
(j−1)
n∑
i=1
w
(j)
ik u˜iku˜
T
ik
)−1( K∑
k=1
1
σ2k
(j−1)
n∑
i=1
w
(j)
ik u˜ikz˜ik
)
(4.21)
δ
(j)
k = z¯
(j)
wk
− u¯(j)Twk β(j), k = 1, . . . , K (4.22)
p
(j)
k =
∑n
i=1 w
(j)
ik
n
, k = 1, . . . , K (4.23)
where z¯
(j)
wk =
∑n
i=1 w
(j)
ik zi∑n
i=1w
(j)
ik
and u¯
(j)
wk =
∑n
i=1 w
(j)
ik ui∑n
i=1w
(j)
ik
. U˜k = U − u¯(j)
T
wk ⊗ 1n and Z˜k =
Z − z¯(j)wk1n.
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2. Compute σ(j), given p(j), δ(j), β(j) as
σ
(j)
k =
√√√√√∑ni=1w(j)ik (zi − uTi β(j) − δ(j)k )2∑n
i=1w
(j)
ik
, k = 1, . . . , K (4.24)
We refer the reader to Appendix C.1 for complete derivations of all steps of the algorithm.
The algorithm proceeds iteratively until the difference in incomplete log-likelihood between
successive iterations is less than some small value (i.e. l(θ(j)) − l(θ(j−1)) < ). The values
of θ when the algorithm is stopped for convergence are taken to be the estimates, θˆ. Pixels
are classified to the k-th component with highest posterior probability
P (Ci = k|z, θˆ) = pˆkN(zi;u
T
i βˆ + δˆk, σˆ
2
k)∑K
k=1 pˆkN(zi;u
T
i βˆ + δˆk, σˆ
2
k)
(4.25)
We fit the mixture model separately to each image of video with the objective of ob-
taining a K-class segmentation for each frame. The model can be fit on a full or sparsely
sampled image, with computation time increasing with sampling rate. To complete the
model specification, the number of components, K, must be chosen for each image. Ideally,
a 3-component model would segment an image, with one component corresponding to the
anode, one to electrolyte, and a third to Li growth. Unfortunately, grayscale values for
Li growth pixels may be too varied to be modeled with one Gaussian component because
grayscale value depends on thickness of the Li deposit. This results in an often skewed
distribution covering “detrended” grayscale values for Li growth. Therefore, we typically
need K > 3 to reasonably segment an image with a large amount of Li present. Merging
components to obtain an Li labeling is done as a secondary step of the algorithm after
clustering. K = 4 components was chosen to segment images containing Li growth for our
initial analysis. This was done based on visual inspection (e.g. Figure 4.5) of resulting
segmentations and comparison of the Bayesian Information Criterion from K = 3, 4, and
5 component models on a small set of images from each video. Three components tended
to “under-segment” images with substantial Li growth, where pixels near the boundary of
Li and electrolyte were often misclassified as electrolyte. Adding a fifth component did not
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seem to improve segmentation, as it generally appeared to increase overlap between compo-
nents covering Li growth and electrolyte. We acknowledge that K = 4 components may
Figure 4.5: Examples of K = 3, 4, and 5 component segmentations using the GMRM (linear trend) on an
image from Video 2 (top) and an image from Video 3 (bottom). The images are sampled to 10% coverage.
The K = 5 component segmentation in the top right illustrates how a higher order model can result in a
worse segmentation than lower order models.
not be universally “best” for all images and across videos. In particular, we have found that
a K = 4 component GMRM does not work well for segmenting images at the beginning of
Videos 1 and 2 when little to no Li growth is present. For now, we focus development of
methodology on images where growth is present and evolving during charging and discharg-
ing. K = 4 component models appear to work well in this situation. An automated method
for selecting the number of components will be imperative in future work in order to apply
the methodology over the entire video sequences, particularly with the goal of detecting at
what time Li deposition first occurs. Estimating the GMRM for a range of components and
selecting K based on a likelihood criteria is not realistic for analysis in near real time. In
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Chapter 5, we lessen the need for careful component selection using a Bayesian analysis of
over-fitted models.
4.3.3 Reduction to Li Labeling
To obtain a scientifically relevant labeling of Li growth, we need to reduce the K =
4 component clustering from the GMRM to two components – one corresponding to Li
growth and the other to non-growth (electrolyte/anode). This involves determining which
clusters should be merged to a group corresponding to Li and which to non-Li. Merging of
components in Gaussian mixture problems is challenging as the problem is not statistically
identifiable (Hennig, 2010). As an example, consider a K = 3 component GMM reduced to
two components. The combined-component density of two merged components k and j is
fk,j = pjN(µj, σ
2
j ) + pkN(µk, σ
2
k). The density of the model merging the first and second
components is p3N(µ3, σ
2
3)+f1,2 and is equivalent to the model merging the second and third
components, p1N(µ1, σ
2
1)+f2,3, and the model merging the first and third components. Due
to this lack of identifiability, methods for merging components are usually based on ad hoc
clustering concepts.
Several methods for merging mixture components have been proposed in the literature.
We give a brief overview of a selection of the methods here, and discuss the challenges of
implementing them in this application. We then give an alternative algorithm for merging
components taking advantage of key properties of the (S)TEM images. A nice review of
current methodology for merging components is discussed in Hennig (2010). One common
assumption for merging is that two or more components should be merged if the result-
ing distribution of merged components is unimodal. Methods for this typically utilize of
Hartigan’s dip test (Hartigan and Hartigan, 1985), although more advanced methods have
been introduced (e.g. Ray and Lindsay (2005)). Unimodal methodology may not work well
for combining components covering Li growth, as the Li density can be multimodal due to
thicker patches of Li showing up darker than surround Li (in dark field images). Mixture
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of mixtures models have also been suggested as a way to incorporate the merging of com-
ponents directly into the model. In mixture of mixtures models, component densities are
additionally assumed to be mixture models. These have nice application in situations where
the number of components corresponding to each merged component is known, but this is
unfortunately not the case in our application. Depending on the amount of growth in a
given image when the experiment is in the process of charging or discharging, the number
of components needed to comprise the density of Li pixel values may differ.
A third area focuses on merging components based on misclassification probabilities.
Generally speaking, components are combined if the misclassification probability between
two components is above some pre-specified cut-off. This area has perhaps the greatest
potential of the current literature in our application, but may be difficult to implement in
practice as there can often be significant overlap between densities corresponding to elec-
trolyte and those corresponding to growth. Figure 4.6 shows the clustering for one Video
2 image using the model in Equation 4.15 with global quadratic trend and K = 4 compo-
nents. The second (green) component covers electrolyte pixels, while components three and
four cover mostly Li pixels. This suggests that there is not always clear separation between
electrolyte and Li growth clusters. We expect complications using methods discussed in
the literature, so we instead develop a merging algorithm specific to this application. The
method takes advantage of the natural ordering of grayscale values corresponding to image
features (anode, electrolyte, Li).
4.3.3.1 Merging Li components
In dark field images, the solid anode is the most dense and will always show up brightest
in an image, while Li metal is the least dense and will show up darkest. In an ideal seg-
mentation of dark field images from the GMRM, (assuming trend is successfully modeled)
components could correspond to anode (lightest values), to electrolyte (lighter values), and
to Li growth (darkest values). This ordering suggests that if the component(s) that com-
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Figure 4.6: Histogram of grayscale values for a single image “detrended” using trend estimates from a K = 4
GMRM model. Colors correspond to clustering, and show how densities covering electrolyte (green) can
overlap significantly with components covering growth (blue).
prise the electrolyte density can be reasonably identified, all pixels clustered to components
centered above the electrolyte components should be labeled as Li growth.
Assume that the mixture component numbering k = 1, . . . , K is such that δˆ1 < δˆ2 <
· · · < δˆK . This is done by computing the average detrended pixel value for a region of the
image that the scientist can be reasonably sure corresponds to electrolyte (no or limited Li
growth) Figure 4.7 depicts reference regions considered for each of the three videos. The
method does require that the scientists have some knowledge of where Li growth is expected
to occur within the video frame, but this is a reasonable assumption for anode experiments,
as Li metal deposits around and grows out from the anode. Let z∗i , i = 1, . . . , n
∗ be grayscale
values for i = 1, . . . , n∗ pixels within the chosen region, with (x∗i , y
∗
i ) as corresponding
coordinates. We determine the component that corresponds to electrolyte pixels as the
component with δˆk closest to the average, detrended pixel value in the reference region.
The algorithm is implemented on a (possibly sparsely sampled) image as follows:
98
Figure 4.7: Chosen reference regions to compute average detrended electrolyte value for each of the three
videos. The regions in Videos 2 and 3 are selected in the corners to avoid covering areas with significant
portions of Li growth.
1. Estimate the GMRM in Equation 4.15 using the ECM algorithm.
2. Cluster pixels to K components based on highest posterior probability, given in Equa-
tion 5.27.
3. Compute the average “detrended” grayscale value for chosen reference region as e¯ =
1
n∗
∑n∗
i=1
(
z∗i − u∗Ti βˆ
)
.
4. Compute kele =
{
mink|e¯− δˆk|, k = 1, . . . , K
}
, where kele is the component with δˆk
closest to average detrended pixel value in the reference region.
5. Classify all pixels clustered to components with k > klee as Li growth, otherwise
classify as not growth. Let L = {Li, i = 1, . . . , n} be a 0-1 variable representing Li
growth. Li = 1 if pixel i is labeled as Li growth, 0 otherwise.
An example of the reduction from K = 4 to two clusters is show in Figure 4.8.
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Figure 4.8: Two examples of the reduction of a K = 4 clustering to Li growth using the merging algorithm.
Images are samples at 10%.
4.3.4 Post Hoc Spatial Correction
Currently, the GMRMs we consider do not account for spatial dependence present among
pixels in a given image. We expect that two pixels that are near each other should have
similar labels because Li dendrite formations are much larger than the resolution of a sin-
gle pixel. Spatial dependence is typically incorporated in models for image segmentation
by extending the classical IID mixture model with a discrete, locally dependent, Markov
random field prior on the latent component labels, C (Geman and Geman, 1984; Besag,
1986). Typically, a neighborhood structure is assumed to be the nearest four or eight pixels
on a lattice. Observed values are assumed conditionally independent given the labeling C
and image segmentation occurs by computing the maximum-a-posteriori (MAP) estimate
of C. Computation of these models is daunting, and a significant area of research is devoted
to developing fast approximation algorithms for estimation (e.g. Besag (1986); Forbes and
Peyrard (2003); Celeux et al. (2001); Pereyra and McLaughlin (2017)).
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Unfortunately, this type of spatial model may not be useful in our application. As dis-
cussed throughout this paper, a major objective of the work is analysis on sparsely sampled
images. Formulation of reasonable and valid neighborhood structures for a Markov random
field prior model may be challenging. Additionally, the assumption that observed grayscale
values are independent of their neighbors given their component labeling is reasonable over
electrolyte pixel values, but not in areas of Li growth or on the anode. Grayscale values
corresponding to Li growth are varied due to differences in the thickness of the dendrites
in different regions and exhibit clear spatial patterns. Classification of unobserved pixels
to Li growth is also of interest so scientists can quantify amount of growth (rather than
relative proportion) occurring within an image. We discuss ideas for spatial modeling with
the objective of simultaneous labeling and interpolation in Chapter 6.
We enforce spatial coherence in pixels labeled as Li growth by implementing a post
hoc spatial correction on already clustered pixels from the GMRM. This method has the
computational advantage over the spatial MRF modeling approach as it only requires one
iteration through pixels labeled as Li growth. For a given image, the correction proceeds
by defining a neighborhood for a pixel i. We choose a circular neighborhood for each pixel
depending on a radius r as
N(i) = {zj, j 6= i : (xj − xi)2 + (yj − yi)2 ≤ r2}. (4.26)
That is, the neighborhood is the set of pixels located within a radius r of pixel i. For
each pixel, i, labeled as Li growth, we compute the proportion of its neighboring pixels also
labeled as growth. If the proportion is less than a specified cutoff, γ, the pixel is determine
to be “misclassified” and its labeling is changed to non-growth. Figure 4.9 illustrates this
correction for two sets of r and γ on one image. Clearly, the final labeling depends on r
and γ, which depend on the sampling rate, ρ. Some care must be taken by the scientists
in specifying these parameters to reasonable values, but fortunately the main clusterings of
growth around the anode are fairly robust to the specification. The labeling resulting after
the post hoc spatial correction is the final labeling of growth for each image.
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Figure 4.9: Example of spatial correction for two sets of r and γ. Initial labeling (left), corrected with
r = 5, γ = 0.3 (center), and with r = 10, γ = 0.5 (right). The image was initially sampled at 10% coverage.
4.4 Modeling Trend
The systematic light to dark horizontal trend in images has presented a challenging
issue for segmentation. In spatial or time-series problems, trend is usually taken care of by
detrending prior to analysis, or modeling trend in the mean structure. Here, the difficulty
in accounting for the trend is that it must be done simultaneously while clustering, as the
intercept of the regression mean structure is component specific. Additionally, the trend is
of scientific interest, so quantification of the magnitude and functional form of the trend is
desired. If we attempt to segment an image without accounting for trend, a large portion
of pixels are misclassified. For example, an initial analysis could have considered fitting a
classical Gaussian mixture model (GMM), or performing a k-means clustering.
An example of segmentation for one dark field image using a K = 4 component GMM
is shown in the center plot of Figure 4.12. The model cannot distinguish darker pixels
corresponding to growth on the left half of the image from dark pixels due to trend on the
right half of the image. This results in significant number of misclassified pixels, and is
useless for tracking and quantifying growth. Accounting for the trend is therefore necessary
for adequate segmentation of images to Li growth. The trend is evident in the video images
(as seen in Figure 4.1), as well as in Figure 4.10. Figure 4.10 uses pixels from the top 25
rows in a single frame from each video and plots the x coordinate of each pixel against the
observed grayscale value. In Video 1, the trend is fairly linear with slight curvature, and
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appears to increase in curvature in Videos 2 and 3. Additionally, the curvature of the trend
can vary throughout a video and appears to depend on the amount of growth present in a
given image. In Figure 4.11 we plot intensity values against x-coordinate for a single image
form Video 1 to show trend in all areas of the image. The x trend seems to be consistently
present in growth and electrolyte areas of the image, with a potentially different degree of
the trend over the anode.
Figure 4.10: Trend in X illustrated using pixels from top 25 rows of a single frame from each video. The
blue line is a loess smoother fit to the data.
Figure 4.11: Grayscale values plotted against x coordinate for an image in Video 1.
The right plot in Figure 4.12 illustrates the advantage of the GMRM (here the trend
is modeled through a quadratic polynomial function) over the classical GMM, both using
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K = 4 components. The GMRM gives a much improved clustering of pixels to key image
features (anode, electrolyte, and growth).
Figure 4.12: Comparison of clustering between a 4-component GMM and a 4-component GMRM with
quadratic trend in X. Images are sampled to 10% pixels.
The ability of the GMRM to provide a reasonable segmentation of an image depends on
the choice of model accounting for the X trend. We first consider modeling the trend as
a polynomial function of X that is universal across all mixture components. The choice of
modeling the trend as constant across components is because it is suggested that the trend
is a systematic result of how the electron dosage interacts with the electrolyte interface
as it passes through the sample. The regression function of the GMRM in Equation 4.15
assuming polynomial form is
q∑
s=1
gs(xi)βs =
q∑
s=1
xsiβs = u
T
i β (4.27)
where xsi , s = 1, . . . , q are centered and scaled polynomial covariates, and ui is the vector of
covariate values for pixel i. We consider linear (q = 1) and quadratic (q = 2) trends. The
linear model tends to underfit the trend, resulting in systematic misclassification of pixels
on the right edge of a dark field image. The quadratic function appears to better represents
the underlying form of the trend, but can be difficult to estimate successfully using the
ECM algorithm. We present the advantages and disadvantages of both linear and quadratic
trends in the following sections.
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4.4.1 Quadratic Trend
The quadratic model most closely follows the functional form of the background trend
exhibited in each image, but presents some challenges in estimation and image segmentation.
The left plot in Figure 4.13 illustrates how the degree of curvature of the trend can be
over-estimated in the quadratic model. For simplicity in this discussion, assume k = 1
corresponds to a component which corresponds to anode pixels, k = 2 corresponds to a
component covering electrolyte, and k > 2 components segment Li growth (this may not
always be true as sometimes more than one component corresponds to electrolyte or anode,
but we assume this here for clarity). Maximization of regression coefficients utilizing the
ECM algorithm discussed in Section 4.3.2.1 is done, roughly speaking, by averaging over
weighted least squares estimates of β for each component. At iteration j of the algorithm,
if pixels on the right or left side of the image have non-negligible weights wi1, the regression
coefficients are estimated to have much higher curvature (e.g. left image in Figure 4.13)
because observations at image edges will have high leverage on the tails of the regression
line. The same effect can happen in other components, if pixels on the anode have non-
negligible wik, k 6= 1. These pixels will pull down the regression line over the anode. The
over-estimation of the curvature can sometimes be overcome by very careful selection of
starting values for the ECM algorithm. Unfortunately, this can be very tedious as starting
values that provide good estimates of β at image t in a video may not work at image t+ 1.
Additionally, the ECM algorithm only guarantees convergence to a local maximum of
the incomplete data likelihood and because this is an unsupervised problem, the “goodness”
of clusters cannot be taken into account during estimation. In fact, maximum likelihood
estimates that over-estimate curvature can have higher likelihood than estimates where the
quadratic trend more closely follows the true behavior. An example of this is shown in Figure
4.13 where careful selection of starting values resulted in a nicer representation of the trend
in the right plot, but estimates resulting in the fit in the left plot have higher likelihood.
Then finding starting values that produce estimates that provide “nice” representations of
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Figure 4.13: Example of estimated mean trend curves from the quadratic GMRM for the same image using
different starting values for the ECM algorithm. Black points correspond to observed grayscale values
(intensity), colored lines are fitted trends computed as uTi βˆ + δˆk. Each pixel is plotted on the trend curve
of the cluster it is classified to.
the trend requires finding a local maximum which may not actually maximize the likelihood.
A possible solution to this problem is to introduce constraints on β which force the estimated
curvature of the quadratic trend to be reasonably small. We implement this idea under a
Bayesian framework in Chapter 5.
4.4.2 Linear Trend
The linear trend model can be thought of as a “minimizing our losses” solution to over-
estimating curvature with the quadratic trend model. The linear model cannot fully capture
the form of the trend, but it protects against the situations we see with the quadratic
trend where the anode causes overestimation of the curvature. The model will tend to
underestimate the trend on the right edge of a dark field image, so we will systematically
misclassify some pixels on the right side of the image. This is disadvantageous for quantifying
the amount of growth, but is less problematic when scientists are interested in the “rate” of
growth because the same pixels on the edges will generally be misclassified from image to
image. The spatial correction also aids in removing some of the misclassified pixels from the
linear model. The linear trend is therefore a “safer” form of the trend if the methodology is
implemented automatically in an online fashion, where tracking rate and changes in growth
is of more importance than obtaining the most accurate Li labeling.
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In Video 1, we tend to do “better” segmentation with a linear trend than the quadratic.
The quadratic trend can result in clusters of background pixels near the top center of an
image in Video 1 that are classified to the same components as Li growth if the curvature is
overestimated. The systematic grouping that results from this cannot be taken care of by
the spatial correction. An example of this situation is shown in Figure 4.14.
Figure 4.14: Comparison of Li growth labeling using linear (center) and quadratic (right) trends in X for
one image from Video 1. The image was sampled to 10% pixels and the Li labeling was spatially corrected
using r = 5, γ = 0.3. This illustrates a situation where overestimation of the curvature in the quadratic
model resulted in a large portion of misclassified pixels.
If the quadratic trend is overestimated, the model favors classifying pixels to Li growth
that are located near the middle of the X range and will often miss Li growth if it occurs
at the right and left edges of the image. This is evidenced in Figure 4.14. The linear model
on the other hand will tend to classify pixels covering electrolyte on the right side of the
image to growth because the linear model underestimates the trend at the ends of the X
domain. For these reasons, the linear model appears to result in better clustering of pixels
to Li growth in Video 1, but it is difficult to conclude which model performs better in
Videos 2 and 3. We give a further discussion of model comparison in Section 4.5. Figure
4.15 compares the labeling of Li growth between the linear and quadratic models for a 10%
sampled image from Video 2. The linear model is able to identify Li growth in the lower left
corner of the image that the quadratic model misses, but misclassifies pixels on the right
edge of the image. The quadratic model tends to miss the growth that occurs on the edges
of the image.
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Figure 4.15: Comparison of labeling using linear (center) and quadratic (right) trend in X for one image
from Video 2. The image was sampled to 10% pixels and the Li labeling was spatially corrected using r = 5,
γ = 0.3.
We have also considered modeling the trend with smoothing splines using either trun-
cated polynomial basis functions or cubic thin plate splines. The motivation behind this
idea was to relax the strong functional form assumption that both the linear and quadratic
modeling of the trend impose. Unfortunately, while we found the linear and quadratic trends
could be too restrictive in some cases, the smoothing spline approach was too flexible. The
model was also very sensitive to choice of penalty parameter and the number of knots, and
it was difficult to find reasonable starting values for use in the ECM algorithm. Therefore,
we do not present results from the spline models in this chapter.
4.4.3 Component-varying Trend
Figures 4.11 and 4.13 suggest that the X-trend in pixels covering the anode is different
than trend in Li growth and electrolyte surrounding the anode. This is also justifiable
scientifically. The trend is present in the images due to how the electrons pass through the
sample and are scattered back to sensors on the microscope. The scientists have suggested
that electrons interact differently passing through a liquid interface (electrolyte) than when
passing through a solid interface (anode), and therefore it is not surprising that a difference
in the trend may be present.
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Conceptually, incorporating a component varying trend into the model in Equation 4.15
is not difficult if we can make an assumption that one component will cover anode. We
impose an ordering restriction on the component numbers k = 1, . . . , K such that δ1 <
· · · < δK , and assume component k = 1 corresponds to anode. Then the model in Equation
4.15 can be extended to
pi(zi|θ) =
K∑
k=1
pkN(zi; Uβrk + δk, σ
2
k) (4.28)
where β = (βT1 ,β
T
2 )
T . r = (r1, . . . , rK)
T is a K-dim grouping vector that is 1 if k = 1 and 2
if k 6= 1. The formulation lets the regression coefficients for the first component be different
from components 2, . . . , K, but constrains the coefficients across components 2, . . . , K to
be equal. The model can also allow different forms of the trend across components (e.g.
linear trend over the first component, quadratic elsewhere) by setting relevant component
coefficients to 0. Estimation of the model can still be done using the ECM algorithm. The
algorithm proceeds as in Section 4.3.2.1 with updates of regression coefficients in the M-step
modified as
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(4.30)
We consider a linear, quadratic (LQ) model and a quadratic, quadratic (QQ) model,
where the trend over the anode is allowed to be either linear or quadratic, respectively.
Allowing the quadratic term to vary in the QQ model consistently results in reasonable
estimates of the quadratic trend over “non-anode” since the estimate for β2 does not average
over the component which is assumed to cover anode. The curvature of the quadratic trend
over anode is consistently over-estimated unless there is large separation between anode
and electrolyte values (see left image in Figure 4.16). This can result in some systematic
misclassification of Li pixels to anode at the edges of an image. The LQ model clusters
extremely well in some images (right plot in Figure 4.16), and very poorly in others (right
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plot in Figure 4.17). When the model performs poorly, it is because the ECM algorithm
converges to estimates where the first component does not truly cover the anode. This
can also happen with the QQ model, but appears to occur less often. Figure 4.17 shows
two examples of where the estimates of the models do not correspond to one component
corresponding solely to anode.
Figure 4.16: Example of estimate mean trend curves from the LQ GMRM and QQ GMRM for the same
image. Black points correspond to observed grayscale values, colored lines are fitted trends computed as
uTi βˆ1 + δˆ1 for component k = 1 and u
T
i βˆ2 + δˆk for components k 6= 1. Each pixel is plotted on the trend
curve of the cluster it is classified to.
In concept, both models appear very promising but estimation is a challenge. Estimation
of mixture models is inherently unsupervised, and the ECM algorithm does not constrain
the first component to cover the anode. Additionally, because the contrast in images can
shift over time, it is difficult to constrain δ1 to be less than some cutoff value without prior
investigation of the image. This defeats the purpose of developing an automated procedure
for image segmentation. For this reason, we utilize the global linear and quadratic models
for this application, but component-varying trend models pose an interesting, challenging
direction for future research.
4.4.4 Bivariate Extension Utilizing Both Dark and Bright Field Images
As an extension of the univariate GMRM on the dark field images, we consider a bivari-
ate Gaussian mixture of regression model (BGMRM) utilizing both dark field and bright
field images. Each observed pixel corresponds to a two dimensional response vector with
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Figure 4.17: Example of estimate mean trend curves from the LQ GMRM and QQ GMRM where the first
components does not correspond to just anode.
Figure 4.18: Comparison of Li growth labeling (prior to spatial correction) for the linear GMRM, quadratic
GMRM, LQ GMRM and QQ GMRM for one image from Video 2 sampled to 10% coverage.
observed dark and bright field value. Images are obtained from the same pass of the electron
microscope, so sparsely sampled images will have the same set of pixels in both images. An
example of dark and bright field images for one time point in Video 2 is shown in Figure
4.3. As mentioned earlier, in dark field images the least dense material shows up dark and
in bright field images the least dense material shows up bright. The motivation behind this
model is that we hope that the inclusion of information retained in the bright field images
will improve clustering of pixels and will result in identification of less “lonely” Li pixels in
parts of an image which clearly does not correspond to Li growth. A downside of this model
is that computation is more expensive.
Let Z(1)i, i = 1, . . . , n be random variables representing grayscale value at pixel i in a
dark field image of n pixels, and let Z(2)i, i = 1, . . . , n be random variables representing
grayscale values in the corresponding bright field image. Let zi = (z(1)i, z(2)i)
T be the 2-dim
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vector of responses at the ith pixel and Z =
(
Z(1),Z(2)
)
be the n× 2 matrix of responses.
Let pixel coordinates be (xi, yi) and U be the n× q model matrix of trend covariates, as in
the univariate case. For now, we consider only the global linear and quadratic trends of the
univariate model. Note that because the grayscale values are reversed in bright field images,
the trend will be opposite as well. The joint probability density function for the BGMRM
is
pi(zi|θ) =
n∏
i=1
K∑
k=1
pkN2(zi;β
Tui + δk,Σk) (4.31)
where K and p are as in the univariate case. β =
(
β(1),β(2)
)
is a q × 2 matrix of trend
coefficients with columns corresponding to coefficients for each response variable. δ =
(δ1, . . . , δK) is a 2 × K matrix of component intercepts, where δk = (δ(1)k, δ(2)k)T . Let
Σ = (Σ1, . . . ,ΣK) be the set of K component covariance matrices. Let θ = (p,β, δ,Σ).
Estimation of parameters can be done as in the univariate case with the ECM algorithm.
The E-step of the algorithm computes the posterior probability
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The updates in the M-step are computed as follows (full derivations in Appendix C.2):
1. Compute p(j), δ(j), and β(j), given Σ(j−1) as
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2. Compute Σ(j), given p(j), δ(j), β(j) as
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The algorithm proceeds iteratively until the difference in incomplete log-likelihood between
successive iterations is less than some small value (i.e. l(θ(j))− l(θ(j−1)) < ). Each pixel is
classified to the k-th component with highest posterior probability
P (Ci = k|z, θˆ) = pˆkN2(zi; βˆ
Tui + δˆk, Σˆk)∑K
k=1 pˆkN2(zi; βˆ
Tui + δˆk, Σˆk)
(4.38)
Figure 4.19 compares the labeling of Li growth between the linear GMRM and the
linear BGMRM after merging components, but prior to performing a spatial correction.
Comparison of the performance between the univariate and bivariate models is difficult
(discussed in the Section 4.5). The bivariate model shows promise in reducing the number
of pixels that are misclassified as Li growth over electrolyte and anode, but may also bias
towards non-growth labeling. The labeling for a Video 2 frame in Figure 4.19 suggests
the bivariate model classified less pixels to Li growth than the univariate model. Further
analysis of growth curves to compare the models is discussed in Section 4.5.
4.5 Implementation
4.5.1 Methods for Assessment
We are additionally challenged in this application by the fact that no “true” segmenta-
tion is available for any images. Assessment of the number of necessary components and
quality of cluster assignment in unsupervised problems is very difficult and comparison of
performance of the different trend models and the bivariate models we have discussed is
not straightforward. Likelihood based comparison metrics such as AIC and BIC are often
used in finite mixture modeling to select the number of components, and could be used
to compare between trend models. Additionally, likelihood ratio tests (LRT) have been
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Figure 4.19: Comparison of Li growth for the linear GMRM and linear BGMRM models for two 10%
sampled images, prior to spatial correction.
studied for finite mixture models, but regularity conditions for asymptotic results of the
LRT do not always hold in Gaussian mixture models due to unidentifiability if components
overlap and unboundedness of the likelihood if one or more component variances goes to
0 (Aitkin and Rubin, 1985; McLachlan and Rathnayake, 2014). Unfortunately, likelihood
based criteria only assess how well the mixture models fit the observed data likelihood, and
do not take into account the “goodness” of the clustering. Using BIC to select the number
of components, K, will often overestimate K if the family of models considered does not
contain the “true” model. This is the case in Gaussian mixture models when one or more
of the component densities is skewed.
With the aim of identifying the number of components desired for clustering, several
criteria have been developed which center around the complete likelihood Lc(θ) used in
the EM algorithm (Biernacki et al., 2000; McLachlan and Rathnayake, 2014). Examples of
these metrics are the classification likelihood criterion and integrated classification likelihood
(Biernacki et al., 2000). The metrics are similar to AIC and BIC, but penalize model
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complexity by an entropy function of the classification matrix defined by C. They have
been shown to work well in selecting a parsimonious number of components when mixing
proportions are equal, but tend to overestimate the number of clusters with no restriction on
the proportions. Assessment of our methods is additionally complicated by the fact that the
final cluster assignment is a combination of clusters from the finite mixture model. We also
need to take into account how well clusters from the initial segmentation can be combined to
a final representation of Li growth. This cannot be done with the metrics discussed above.
Lastly, these metrics do not allow comparison of clusterings between the univariate and
bivariate models, as they are performed on different datasets. Statistics used to compare
predictions to data, such as root mean square error, could be used to compare univariate
and bivariate models but again these statistics cannot assess the goodness of the clustering.
Because of these challenges, developing quantitative methods to compare and assess
model performance is an important area of future research. In this chapter, we assess
performance based on visual analysis of clustered images and by comparing proportion of
growth curves estimated for different models. Estimated proportion of growth for an image
at time t in a video is computed as
rˆt =
1
n
n∑
i=1
Li (4.39)
where Li is 1 if pixel i is labeled as growth, 0 otherwise. The nature of the electron
microscopy experiments suggest that during deposition we should see a steady increase in
the proportion of pixels classified as Li growth, a plateau as discharge begins, and then a
steady decrease as Li growth dissipates. Proportion of growth can decrease even during
deposition if large Li deposits are pushed off screen (this appears to occur in Video 3), but
in general the curves should be relatively concave in time. Again, we do not have “truth” to
compare these growth curves too, but the curves can be compared across models to assess
if particular models provide more consistent estimates of proportion of growth from image
to image than others.
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To assess the effect of sparse sampling rates, we compare proportion of growth curves
computed on sparsely sampled images to proportion of growth curves computed on the full
images. We develop a quantitative measure of relative deviance for a sparsely sampled video
sequence as the average absolute deviation of proportion of growth from the 100% labeling.
We define relative mean absolute deviation (RMAD) for a sampling rate, ρ, in a given video
is
RMAD =
1
|T ∗|
∑
t∈T ∗
|rˆ100,t − rˆρ,t| (4.40)
where T ∗ is the set of images considered. rˆρ,t is the estimated proportion of pixels identified
as growth as computed in Equation 4.39 for an image at time t, sampled at rate ρ.
4.5.2 Results
We show results identifying Li dendrite formation in each of the three videos for the linear
and quadratic GMRM, and the linear and quadratic BGMRM methods, each with K = 4
components. The ECM algorithm for the GMRM and the spatial correction are coded in
C++ and implemented in R (R Core Team, 2013) using the package Rccp (Eddelbuettel and
Franc¸ois, 2011). These models are therefore reasonable to estimate even on 100% sampled
images on a regular laptop. For sparsely sampled images, computation for full analysis
(from raw image to final Li summaries) on a single image takes seconds or less, depending
on the amount of growth present, on a 2.6 GHz i5 MacBook Pro. Table 4.1 gives average
computation times (seconds) to estimate the quadratic GMRM and perform the spatial
correction on the full image and considered sparse sampling rates for Frame 59 of Video
1. Computation time will vary depending on the number of iterations required to reach
convergence in the ECM algorithm, and the number of pixels labeled as Li that must be
processed for the spatial correction.
We are currently in the process of coding the BGMRM process in C++, so the model
is implemented in R and estimation of the bivariate models is computationally slow on full
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Table 4.1: Average computation times (in seconds) to estimate the quadratic GMRM and to perform the
spatial correction, for Frame 59 of Video 1 at various sampling rates.
ρ ECM ECM + Correction
1 46.14 122.48
0.1 3.04 3.91
0.05 0.56 0.77
0.01 0.22 0.22
images. For this reason, we only illustrate the use of the BGMRM models on sparsely
sampled images in this chapter. We do however utilize the univariate GMRM to compare
estimates of proportion of growth from sparsely sampled images compare to estimates from
the full images. Additionally, we only analyze images during intervals of each video when
changes in growth are occurring during charging and discharging. We consider frames
t = 52, . . . , 76 for Video 1, frames t = 46, . . . , 68 for Video 2, and frames t = 59, . . . , 86.
Sampling rates of ρ = 0.01, 0.05, 0.10 are chosen to assess the methodology on small sampling
rates, and the specifications of r and γ for the spatial correction for each of the the sampling
rates are given in Table 4.2. At the lower sampling rates of 1% and 5%, we found we needed
to increase the radius of the neighborhood and decrease the cutoff for proportion of neighbors
classified as growth because the distance between sampled pixels can be large.
Table 4.2: Choices of r and γ for each of the four sampling rates.
ρ r γ
1 5 0.4
0.1 10 0.4
0.05 10 0.2
0.01 20 0.2
Figure 4.20 shows the final labelings of growth for the dark field images originally shown
in Figure 4.1 using the linear GMRM on 10% sampled images. The methodology appeared
to classify pixels as Li growth well in Video 1, but did not perform as well on images
where the majority of the frame contained growth in Videos 2 and 3. An example of
poor performance of the methods is shown in the bottom center image of Figure 4.20.
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Figure 4.20: Li labeling for the images from Figure 4.1 using the linear GMRM on 10% sampled images.
The initial labeling was spatially corrected with r = 10 and γ = 0.4
When growth dominates the image, it is very difficult to estimate the underlying trend.
Particularly with the quadratic model, growth centered in the middle of the image can
result in overestimation of the curvature of the trend, discussed in Section 4.4.1. When this
occurs it is difficult to identify pixels corresponding to less dense areas of Li growth where
grayscale values are in not as high contrast to electrolyte pixels.
We illustrate a comparison of the linear GMRM, quadratic GMRM, linear BGMRM and
quadratic BGMRM on 10% sampled images using growth curves in Figure 4.21. In Video 1,
the linear GMRM and both BGMRM models provide very consistent growth curves. The
quadratic GMRM is less consistent, and systematically estimates a lower proportion of Li
at peak growth of the experiment. This is likely due to the estimation difficulties of the
quadratic model, where electrolyte pixels in the top center of the image are misclassified as
Li growth and Li growth at the right and left edges are missed. The quadratic BGMRM
model does not appear to suffer as badly from this issue in this case. In Videos 2 and 3,
it is not clear which models perform better, as again we do not have knowledge of what
the “true” growth curves should look like. Variability in estimated proportion of growth
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between sequential images in Video 2 seems to be much larger in results from the bivariate
models. In Video 3, both quadratic models estimate much higher proportions of growth at
the during charging than the linear models.
Figure 4.21: Proportion of growth curves for the four models on images sampled to 10% for the three videos.
Only images that cover the time where Li growth is evolving are segmented.
We explore the effects of sparse sampling on proportion of estimated growth by compar-
ing estimated growth from the sparsely sampled images to estimates from the full images,
for both the linear and quadratic GMRM models. In Table 4.3 we compare estimates of the
RMAD statistic for the linear and quadratic models for sampling rates of ρ = 0.01, 0.05, 0.1.
Unsurprisingly, RMAD values generally increase as sampling becomes more sparse. The dif-
ference in deviation moving down from 10% to 5% is consistently much smaller than moving
from 5% to 1%, and deviation increases consistently from Video 1 to Video 3. The largest
discrepancy occurs in Video 3 at 1% sampling for both linear and quadratic GMRMs, where
the proportion of growth estimated at 1% differs from that estimated from full images by
over 15%, on average. Figure 4.22 illustrates how proportion of growth curves estimated
using the linear GMRM differ across sampling rates. At 10%, the curves follow the pattern
from fully sampled images fairly closely. Curves from 5% sampled images appear to follow
similar patterns with slightly more image to image variability. Estimates from 1% sampled
images are consistently poor particularly in Video 3. It is not surprising that estimates of
proportion of growth from 1% sampled images are poor as coverage of the image is very low.
It is however promising that estimates from 5 and 10% sampled images can still roughly
characterize behavior seen from analyzing full images.
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Table 4.3: RMAD values for the three videos for sampling rates 0.1, 0.05, and 0.01 using proportion of
growth estimated with linear GMRM and quadratic GMRM models.
Linear GMRM Quadratic GMRM
ρ V1 V2 V3 V1 V2 V3
0.1 0.017 0.027 0.046 0.029 0.038 0.131
0.05 0.030 0.040 0.046 0.019 0.049 0.102
0.01 0.058 0.061 0.162 0.049 0.059 0.188
Figure 4.22: Comparison of growth curves at different sampling rates using the linear GMRM.
Large jumps or dips in estimated proportions of growth can also be due to failure of
the component merging algorithm rather than poor image segmentation from the model.
If the reference region chosen covers too many growth pixels, a component segmenting Li
pixels can be chosen as the electrolyte component (kele). Then a large portion of pixels
will be incorrectly classified as non-growth, whereas a better reference region would classify
the pixels correctly to growth. The opposite situation can arise where more than one
component covers electrolyte and the merging algorithm chooses the component centered at
lighter values as kele. This will cause a large portion of electrolyte pixels to be misclassified
as growth. These failures of the merging algorithm tend to occur more often in the very
sparsely sampled images (e.g. 1% and 5%) because there are less pixels to estimate the
average.
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4.6 Discussion
In this chapter, we presented a fast, general methodology for identifying Li growth from
(S)TEM images using Gaussian mixture of regression models. Throughout the chapter we
explored several forms of GMRMs for image segmentation, and ultimately determined that
the univariate GMRM on dark field images with a global regression function was most useful
for identifying Li growth for these experiments. The bivariate models utilizing both dark
and bright field images did not show much improvement over the univariate methods, as the
bright field images did not carry much unique information. However, we believe that the
BGMRM would be beneficial in experiments where bright and dark field images carry more
distinct information, which can occur in certain types of electrochemical experiments where,
for example, features large enough to cast shadows are present which are better identified
in bright field images. The univariate GMRM methodology can be implemented in real or
near-real time on full or sparsely sampled images. In fact, it has now been integrated into an
online system by scientists at PNNL, which is currently utilized to track Li growth in new
(S)TEM experiments in real-time. The methodology can also be applied to various other
types of nano-scale electrochemical experiments other than those analyzed in this chapter
(the results of such experiments are unpublished so we are unable to discuss these here).
However, the methodology is not without its shortcomings, which we have discussed
throughout the chapter. For example, the choice of the number of components, K = 4,
was relatively ad hoc, as is often necessary in mixture models, and did not always work
well in the beginning of the videos were little growth was present (Videos 1-2). For these
images, a GMRM with two or three components is more effective because the redundant
components in the K = 4 model significantly overlap causing difficulty identifying the
“electrolyte” component in the merging algorithm. Unfortunately, selecting the optimal
number of components for each image is tedious and negates the use of the methodology in
real time. Additionally, a major challenge of the proposed methodology arose in robustly
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modeling the background gradient present within the images. The quadratic function of the
x-coordinate seemed to provide a more reasonable model for the form of the background
trend than the linear form, or a more general spline functional form, but the position of the
anode in the images often resulted in overestimation of the trend. Because the x values,
the horizontal coordinates of an image, were defined as positive (xi ∈ {0, . . . , 255}), the
behavior caused by the position of the anode in estimating a quadratic trend corresponds to
a negative estimated coefficient on the linear term of the quadratic polynomial (β1x+β2x
2).
This suggests that more robust estimation of a quadratic trend in these situations could be
obtained by constraining the effect of the linear component of the polynomial to be positive.
Unfortunately, while the method of estimating the GMRM by maximum likelihood with the
ECM algorithm is computationally fast, it does not lend well to such a constraint because
the resulting optimization step of β is no longer a linear optimization problem, but a linear
programming problem. We found that the simplest solution of attempting to find starting
values which result in the algorithm converging to a local model where the quadratic trend
is estimated reasonably could be extremely difficult and impossible in some images, with
no universally good method for finding starting values being easily attainable. A natural,
and perhaps more intuitive, solution is to formulate the GMRMs in a Bayesian framework,
and impose appropriate constraints on trend coefficients through appropriate priors, with
the caveat that only near real-time analysis may be attainable with a Bayesian model.
In Chapter 5 we extend upon our current methodology by implementing linearly con-
strained Gaussian mixture of regression models under the Bayesian framework to address
some of these challenges. This methodology allows for robust estimation of the quadratic
trend, “automatic” selection of the number of components regardless of the amount of Li
present within an image, and additional measures of uncertainty about proportion of growth
estimates and probabilistic assignment of Li labelings to pixels.
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CHAPTER 5. BAYESIAN LINEARLY CONSTRAINED
GAUSSIAN MIXTURE OF REGRESSION MODELS FOR
ANALYZING (SCANNING) TRANSMISSION ELECTRON
MICROSCOPY IMAGES
5.1 Introduction
In this chapter, we extend upon the methods presented in Chapter 4 for Li quantification
in electrochemical (S)TEM images, with particular focus on improving background trend
estimation, component selection, and quantifying uncertainty in estimating proportions of
Li growth. In Chapter 4, Section 4.6, we discussed the challenges of obtaining reasonable
estimates of the regression coefficients of a quadratic Gaussian mixture of regression model
(GMRM) applied to HAADF anode images using the ECM algorithm. The accuracy of a
Li labeling obtained for an image depends on how well the systematic background trend is
modeled, and as such robust estimation of trend is imperative. Preliminary analysis and
discussion with the scientific experts suggest that the background gradient is systematic
and, particularly for the anode experiments of Chapter 4, should be non-decreasing from
left to right in dark field images (reversed in bright field images). We utilize this knowledge
by restricting the parameter space of coefficients of the regression function with appropriate
inequality constraints, discussed in greater detail in Section 5.3, and thus propose extending
the quadratic GMRM of Chapter 4 to a quadratic GMRM subject to linear inequality
constraints.
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Bayesian analysis of mixture models has become increasing popular in application, in
particular due to the emergence of Markov chain Monte Carlo (MCMC) methods (McLach-
lan and Peel, 2000; Marin et al., 2005; Fru¨hwirth-Schnatter, 2006). The Bayesian paradigm
allows, as one important feature, the inclusion of scientific knowledge into a model through
prior specification on the model parameters, making a Bayesian formulation of a Gaussian
mixture of regression model well suited for the analysis of (S)TEM images as constraints can
naturally be incorporated into the model through prior distributions on regression coeffi-
cients. In addition, Bayesian finite mixture models are more suited to handling the problem
of an unknown number of components, with advancements in trans-dimensional MCMC
methods, such as reversible jump MCMC (Green, 1995), and with increased research into
the use over-fitted models (Rousseau and Mengersen, 2011; van Havre et al., 2015). Bayesian
inference for mixture of regression models (switching regression models in econometrics lit-
erature, mixtures-of-experts in machine learning literature) was first discussed in detail in
Hurn et al. (2003), and enjoyed a reasonable amount of discussion in the Bayesian mixture
model literature (e.g. Marin et al. (2005); Jasra et al. (2005); Fru¨hwirth-Schnatter (2006)).
Mixture models however present several unique challenges for Bayesian analysis, and as such
Bayesian methods for finite mixture models are still a very active area of research. Three
main (although not all inclusive) challenges for the Bayesian analysis of mixture models
are 1) the label-switching problem, 2) poor mixing of MCMC samplers, and 3) lack of
identifiability in over-fitted models. While the objective of this chapter is not to present
new solutions to these challenges, we discuss and address each issue as it is encountered
throughout the chapter.
We present a Bayesian framework for linearly constrained, over-fitted Gaussian mixture
of regression models for Li identification in (S)TEM images. The methodology provides as
major features 1) an automatic method for the selection of the number of components, 2)
robust estimation of background trend, and 3) quantification of uncertainty of the proportion
of an image labeled as Li growth. The remainder of the chapter is organized as follows. In
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Section 5.2, we present a general form of the Bayesian linearly constrained GMRM for
segmentation of images with background trend, and discuss estimation of the models using
Markov chain Monte Carlo. In Section 5.3, the specific form of the Bayesian LC-GMRM
with a quadratic regression function is introduced for analysis of HAADF (S)TEM images,
and methods for merging mixture components to obtain Li labelings are also discussed. The
methodology is assessed on simulated data in Section 5.4 and implemented on images in
Video 1 from Chapter 4 in Section 5.5. Lastly, in Section 5.6 we discuss advantages and
shortcomings of the proposed methodology. Interesting directions for future research are
discussed in Chapter 6.
5.2 Bayesian Linearly Constrained GMRM
In this section, we define the general from of a Bayesian, linearly constrained Gaussian
mixture of regression model (LC-GMRM) for Li labeling and quantification in electrochem-
ical (S)TEM images. The model is presented here in terms of a general functional regression
form accounting for the background trend in images. In Section 4.4.1, we present the spe-
cific quadratic form of the model defined to analyze images from the operando Li-battery
experiments discussed in Chapter 4.
Let zi, i = 1, . . . , n be the observed pixel values of a (possibly sparsely sampled) image
containing n pixels, and let (xi, yi) represent the (horizontal, vertical) location of the i
th
pixel in the image. We define the general form of the Bayesian LC-GMRM as follows
pi(zi|p,ψ) =
K∑
k=1
pkN
(
zi; δk +
q∑
s=1
βsgs(xi), σ
2
k
)
(5.1a)
p ∼ Dirichlet(α) (5.1b)
β ∼ TNq(0,Σβ,R,a, b) (5.1c)
δk ∼ N(θ, τ2δ ), k = 1, . . . ,K (5.1d)
σ2k ∼ IG(c1, d1), k = 1, . . . ,K (5.1e)
τ2δ ∼ IG(c2, d2) (5.1f)
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where p is a vector of K mixture weights, and ψ = (δ,β,σ2) contains all unknown com-
ponent density parameters. The functions gs(xi), s = 1, . . . , q represent the q considered
covariates defined as functions of xi to model background trend, as in Chapter 4, Section
4.3.2. β = (β1, . . . , βq)
T are the corresponding global regression coefficients subject to lin-
ear inequality constraints, and δ = (δ1, . . . , δK) are the component specific intercept terms
which represent the mean shift in grayscale value for the k-th component after accounting
for the background trend.
The distribution TNq(0,Σβ,R,a, b), denotes the truncated multivariate normal distri-
bution (following the notation of Li and Ghosh (2015)) defined as the multivariate normal
distribution subject to a set of linear inequality constraints, e.g. β ∼ Nq(0,Σβ), a ≤ Rβ ≤
b. Here, R is a m × q matrix defining m linear combinations of β subject to inequality
constraints, with m ≤ q. When no linear constraints are placed on β, i.e. an unconstrained
Bayesian GMRM, this is equivalent to R = Iq, a = −∞1q and b = ∞1q. An additional
prior can be placed on Σβ, or Σβ can be fixed a priori. For the purposes of this research,
we assume Σβ is fixed at values aiming for a diffuse prior on β.
Mixture models are often discussed as ill-posed problems, in the sense that there is
non-zero probability that an individual component contains no observations (i.e. the kth
mixture component is redundant with component weight tending to 0) (Marin et al., 2005).
This can occur in over-fitted models (models where K is larger than the true number of
subpopulations) and is particularly problematic when mixture models are estimated using
likelihood based methods, as the likelihood becomes unbounded if a component contains no
observations. The Bayesian framework is more well-suited to dealing with this issue, but
some care must be taken in specifying prior distributions. When a component is empty,
the marginal posterior distribution is completely determined by the prior. If independent
improper priors are placed on component parameters, the resulting posterior distribution
will be improper if any component carries no observations (e.g. see Marin et al. (2005) for
a discussion of this behavior). For this reason, proper priors are placed on all component
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parameters in model (5.1), with hyperparameters on δ, σ2 and α chosen carefully (discussed
in Section 5.5).
5.2.1 MCMC Estimation
Regardless of the choice of prior distributions in model (5.1), the joint posterior distri-
bution pi(p,ψ|z) is analytically intractable because the data distribution is a weighted sum
of the component normal distributions. Therefore, we utilize Markov chain Monte Carlo
(MCMC) to sample from the joint posterior. Since mixture models present a few unique
challenges in MCMC estimation, we give a short review of the relevant literature here.
Gibbs sampling (Geman and Geman, 1984; Gelfand and Smith, 1990) is the most com-
monly used MCMC sampling scheme for Bayesian mixture models, where, as with the
expectation-maximization algorithm (Dempster et al., 1977), the data, zi, i = 1, . . . , n, are
augmented by a latent variable Ci ∼ Categorical(p1, . . . , pk), for i = 1, . . . , n such that C
correspond to the unobserved component labelings (Diebolt and Robert, 1994). The intro-
duction of the latent component labelings (a process often referred to as data completion
or data augmentation) can greatly simplify Gibbs sampling schemes, where, in simple mod-
els, most or all of the full conditional distributions are of closed form. However, MCMC
estimation of mixture models are additionally complicated by a lack of identifiability in the
marginal posterior distributions of component parameters due to a phenomenon referred to
as label-switching. The problem occurs when exchangeable priors are placed on the K sets
of component parameters of the mixture model. The resulting posterior distributions are in-
variant to permutation of the labels (k = 1, . . . , K), and thus contains K! symmetric modes
corresponding to each permutation of the component labelings (Marin et al., 2005). The
marginal posterior distributions for parameters of all components are therefore identical,
and a well-mixing MCMC sampler will jump between the K! posterior modes, resulting in
marginal distributions for component parameters for which posterior summaries computed
from MCMC samples are meaningless. The likelihood and posterior predictive distributions
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are unaffected by label switching and therefore this problem is inconsequential for appli-
cations with the main goal of density estimation. For applications focused on clustering
and inference about component parameters however, the label-switching problem generally
needs to be resolved. We revisit the label switching problem in Section 5.3.4, and show how
the problem can be “by-passed” for inference about Li growth and background trend.
Assessment of convergence properties of MCMC samplers for mixture models relates to
the label switching problem, as it has been suggested by several authors that the presence
of label switching is necessary to ensure that a well mixing sampler which visits all regions
of the posterior with non-zero probability has been attained (e.g. Celeux et al. (2000),
Fru¨hwirth-Schnatter (2001), Jasra et al. (2005), and Papastamoulis and Iliopoulos (2010)).
While usually straightforward to implement for mixtures, Gibbs sampling schemes utilizing
data augmentation can tend to get stuck in local models with high posterior probability and
miss regions of lower posterior probability, especially if the number of observations, n, is
large (Celeux et al., 2000). When symmetric modes are well separated, label switching may
not occur at all and, while the samples may be statistically useful for inference, assessment
of whether convergence has been reached is not possible (Marin et al., 2005). One could
argue that the lack of label-switching is a less serious issue when the posterior is only mul-
timodal in the K! symmetric models corresponding to unidentifiable component labels, as
the symmetric modes only contain redundant information. A situation where the potential
“stickiness” of a Gibbs sampler is more problematic is in posteriors that exhibit genuine
multimodality (i.e. multiple modes occur beyond the symmetric modes), and a Gibbs sam-
pler which does not exhibit label-switching may not mix well enough to explore all possible
genuine modes. Genuine mutlimodality can be common in mixture models, particularly
when components are not well separated (significantly overlap) and multiple configurations
of the mixture model result in very similar likelihoods.
Alternative MCMC schemes to the data augmented Gibbs sampler have been intro-
duced for mixture models, including simulation of the model without completion using the
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Metropolis-Hastings (M-H) algorithm (Marin et al., 2005). A downside of the M-H algo-
rithm is that specification of appropriate proposal distributions may be very difficult for
complex models. Trans-dimensional samplers such as reversible jump MCMC (Richardson
and Green, 1997), and birth-and-death and continuous time samplers (Stephens, 2000a;
Capp et al., 2003) assume the number of components, K, is an additional parameter in the
model with a prior distribution, and jump between K component models within a sampling
run. These samplers are particularly advantageous when K is unknown and estimation of
the true number of components is of interest. Richardson and Green (1997) also found that
mixing between symmetric modes often improved using trans-dimensional samplers even
if the sampler utilizes data completion, because the sampler is able to move out of local
modes by jumping between models of varying K. Trans-dimensional samplers are, however,
computationally expensive and inefficient as the sampler will jump out of the model of in-
terest throughout a sampling run. Other methods such Hamiltonian Monte Carlo (HMC)
and its extensions could also be used (Neal, 2010). However, we found that sampling from
a Gaussian mixture model utilizing HMC with the statistical software STAN (Carpenter
et al., 2017) could only be obtained for very simple, well separated models, and failed to
sample from models with largely overlapping components.
Acknowledging the challenges in MCMC estimation for mixture models discussed above,
we focus on developing a MCMC scheme that samples well from all modes with highest
posterior probability, for the purpose of clustering and obtaining Li labelings in (S)TEM
images. This is accomplished by utilizing a data augmented Gibbs sampling scheme with
and an over-fitted LC-GMRM. The extra components of an over-fitted model allow for better
exploration of the parameter space for finding posterior modes with high probability. The
extra components are accounted for by specifying a sparse Dirichlet prior on mixture weights
which encourages any redundant component to empty in the posterior, discussed in more
detail in Section 5.3.3. We acknowledge that under the following proposed Gibbs sampler
label-switching may not always occur, and true assessment of whether convergence has
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been attained may not be reasonable. Simulations shown in Section 5.4 however suggest
that the sampler performs well at finding modes corresponding to reasonable clusterings
and Li labelings, and that the sampler is often able to sample from minor modes (genuine
multimodality).
5.2.2 Gibbs Sampler for Bayesian LC-GMRMs
We sample from (5.1) with a Gibbs sampler, introducing the latent components labels Ci,
i = 1, . . . , n such that Ci ∼ Categorical(p1, . . . , pK). The sampler proceeds as follows, with
details of sampling from the truncated multivariate normal distribution given in Section
5.2.2.1:
Given initial values p(0), ψ(0), at each iteration j = 1, . . . ,
1. Draw the component labels C
(j)
i , i = 1, . . . , n independently from
C
(j)
i |p(j−1),ψ(j−1) ∼ Cat(p˜i,1, . . . , p˜i,K) (5.2)
with
p˜i,k =
p
(j−1)
k N
(
zi; µ
(j−1)
i,k , σ
2
k
(j−1)
)
∑K
k=1 p
(j−1)
k N
(
zi; µ
(j−1)
i,k , σ
2
k
(j−1)
) , k = 1, . . . , K (5.3)
where µ
(j−1)
i,k = δ
(j−1)
k +
∑q
s=1 β
(j−1)
s gs(xi)
2. Draw the mixture weights, p, from the full conditional
p(j)|C(j) ∼ Dirichlet(n(j)1 + α1, . . . , n(j)K + αK), (5.4)
where n
(j)
k =
∑n
i=1 I(C
(j)
i = k) for k = 1, . . . , K.
3. Jointly draw (δ(j),β(j))|ψ(j−1), τ 2δ (j−1) ∼ TNK+q(m,V ,R′,a, b) using mixed rejection
sampling (see Section 5.2.2.1), where
V =
(
XTBΣ
−1XB +C−10
)−1
(5.5)
m = V
(
XTBΣ
−1Z +C−10 m0
)
(5.6)
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with Σ = diag(σ2C1
(j−1)
, . . . , σ2Cn
(j−1)
),C0 = blockdiag
(
τ 2δ
(j−1)
IK ,Σβ
)
,m0 =
(
θ1TK ,0
T
q
)T
,
Z = (z1, . . . , zn)
T andXB is a n×(K+q) model matrix containing K dummy variables
representing the C
(j)
i , i = 1, . . . , n labelings, and q columns corresponding to values of
gs(xi) for s = 1, . . . , q. The constraints, a and b, on the regression coefficients are as
in (5.1), and R′ =
[
0m×K
... R
]
, with R as in (5.1).
4. Draw the component variances from the full conditional σ2k
(j)|β(j), δ(j),C(j) ∼ IG (c′k, d′k)
independently for k = 1, . . . , K, where
c′k = c1 +
n
(j)
k
2
(5.7)
d′k = d1 +
1
2
N∑
i=1
(
zi − µ(j)i,k
)2
I
(
C
(j)
i = k
)
(5.8)
and µ
(j)
i,k = δ
(j)
k +
∑q
s=1 β
(j)
s gs(xi).
5. Draw τ 2δ
(j)|δ(j) ∼ IG (c′, d′), where
c′ = c2 +K/2 (5.9)
d′ = d2 + δ(j)
T
δ(j)/2. (5.10)
5.2.2.1 Sampling the truncated multivariate normal
Efficiently sampling from a truncated multivariate normal distribution is not straightfor-
ward, due in part to the complexities of the normalizing constant of the density function (Li
and Ghosh, 2015). Therefore, a relatively large body of research has been devoted to devel-
oping efficient methods for sampling from the truncated multivariate normal distribution.
Several authors propose the use of Gibbs sampling to conditionally sample from univariate
full conditionals, which are in themselves truncated univariate normal distributions, using
methods such as inversion techniques, rejection sampling, and slice sampling (e.g. Geweke
(1991); Robert (1995); Rodriguez-Yam et al. (2004); Liechty and Lu (2010); Li and Ghosh
(2015)). Multiple other methods for efficiently sampling from the distribution have recently
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been proposed, see for example Cong et al. (2017) and references therein. To sample (δ, β)
from its full conditional in the MCMC sampler above, we implement a slightly simplified
version of a mixed rejection sampling scheme utilizing a Gibbs sampler to draw from uni-
variate full conditionals, proposed by Li and Ghosh (2015). This was chosen over other
truncated multivariate normal sampling scheme presented in the literature for its efficiency
and ease of implementation within the full MCMC sampler. In the following, we outline the
form of the sampler introduced by Li and Ghosh (2015) and discuss the choices of proposal
distributions for the mixed rejection sampler.
Following Li and Ghosh (2015), we first perform the transformation γ = L−1V ((δ,β)
T −
m) on (δ,β)T ∼ TNK+q(m,V ,R′,a, b), where LV is the lower triangular matrix of the
Cholesky decomposition of V . Then γ ∼ TNK+q(0, I, R˜, a˜, b˜), where R˜ = R′LV , a˜ =
a − R˜m and b˜ = b − R˜m. The full conditional distributions γl|γ−l, for l = 1, . . . , K + q,
are truncated univariate normal distributions defined as follows,
γl|γ−l ∼ TN(0, 1, a(γ−l), b(γ−l)). (5.11)
where the constraints on γl, (al(γ−l), bl(γ−l)), are determined such that the set of linear
constraints a˜ ≤ R˜γ ≤ b˜ are satisfied for all l = 1, . . . , K + q. The bounds are written as
functions of γ−l because the conditional distributions of γl may be constrained by correlated
conditioning parameters, even if γl is unconstrained in the joint distribution. For each l ∈
{1, . . . , K+q}, al(γ−l) and bl(γ−l) are determined by finding the most restrictive constraints
solving the coordinate-wise inequalities,
aj − rj,−lγ−l ≤ rj,lγl ≤ bj − rj,−lγl, j = 1, . . . ,m (5.12)
where rj,−l is the jth row of R˜, excluding the lth column, and rj,l is the (j, l) element of R˜.
The most restrictive constraints are found by defining the set of j = 1, . . . ,m bounds (cj,l
and dj,l) for γl as follows.
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1. If rj,l 6= 0,
cj,l = min{(aj − rj,−lγ−l)/rj,l, (bj − rj,−lγ−l)/rj,l)} (5.13)
dj,l = max{(aj − rj,−lγ−l)/rj,l, (bj − rj,−lγ−l)/rj,l)} (5.14)
2. Else, cj,l = −∞ and dj,l =∞
The univariate constraints of the marginal truncated univariate normal for γl, l = 1, . . . , K =
q are
al(γ−l) = max{cj,l, j = 1, . . . ,m} and bl(γ−l) = min{dj,l, j = 1, . . . ,m} (5.15)
See Li and Ghosh (2015) for a detailed discussion of determining these constraints.
Then the univariate full conditional distributions γl|γ−l ∼ TN(0, 1, a(γ−l), b(γ−l)) are
sampled using mixed rejection sampling. Rejection sampling (see, for example, Gelman et al.
(2014)) is a method of generating samples of x from a target distribution, f(x), by choosing
an envelope distribution, g(x) with common support as f(x) such that f(x) < Mg(x),
∀x, where M > 1. A single draw of f is obtained by drawing x ∼ g and u ∼ Unif(0, 1)
until f(x)/Mg(x) > u. Then 1/M defines the acceptance rate of the rejection sampler,
maximized at M = sup
x
f(x)/g(x). It is well known that rejection sampling for truncated
normal distributions can be very inefficient using a single envelope distribution, such as
normal or uniform densities, as the optimal acceptance can be very small depending on the
type of truncation region. Mixed rejection samplers aim to improve overall efficiency of the
sampler by choosing g from a set of the envelope functions, dependent on the form of the
truncation region (Geweke, 1991; Robert, 1995; Li and Ghosh, 2015).
We implement a slight simplification of the algorithm proposed by Li and Ghosh (2015),
utilizing uniform, normal, half-normal, and shifted-exponential envelope distributions. The
envelope distribution is chosen as follows, where the target distribution f below is N(0, 1)
truncated to the region [a, b].
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Mixed Rejection Sampler
1. For the case [a, b] = [a,∞):
(a) If a ≤ 0, use normal rejection sampling
• Sample x ∼ N(0, 1) and accept x as a draw from f if x ≥ a with optimal
acceptance rate 1− Φ(a).
(b) If 0 < a < a0, use half-normal rejection sampling
• Sample x ∼ N(0, 1) and accept |x| as a draw from f if |x| ≥ a with optimal
acceptance rate 2(1− Φ(a)).
(c) Else, use shifted-exponential sampling with optimal acceptance rate
√
2piλ∗exp
{−λ∗2/2 + λ∗a} (1−Φ(a)), where the shifted exponential distribution
is
g(x) = λexp {−λ(x− a)} I(x > a) (5.16)
and the optimal λ is
λ∗ =
a+
√
a2 + 4
2
(5.17)
(see Li and Ghosh (2015)).
• Sample x ∼ Exp(λ∗) and u ∼ Unif(0, 1). Accept x∗ = x + a as a draw from
f if exp
{−x∗2/2− λ∗2/2 + λ∗a} /exp {−λ∗(x∗ − a)} > u.
2. For the case 0 ∈ [a, b], with a, b finite:
(a) If b ≤ a+√2pi, use uniform rejection sampling
• Sample x ∼ Unif(a, b) and u ∼ Unif(0, 1). Accept x as a draw from f if
φ(x)/2 > u with optimal acceptance rate Φ(b)−Φ(a)
2(b−a) .
(b) Else, use normal rejection sampling
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• Sample x ∼ N(0, 1) and accept x as a draw from f if x ∈ [a, b] with optimal
acceptance rate Φ(b)− Φ(a).
3. For the case a ≥ 0, with a, b finite:
(a) If 0 ≤ a < a0,
i. If b ≤ a+√pi/2 exp{a2/2}, use uniform rejection sampling
• Sample x ∼ Unif(a, b) and u ∼ Unif(0, 1). Accept x as a draw from f
if φ(x)/φ(a) > u with optimal acceptance rate Φ(b)−Φ(a)
(b−a)φ(a) .
ii. Else, use half-normal rejection sampling
• Sample x ∼ N(0, 1) and accept |x| as a draw from f if |x| ∈ [a, b] with
optimal acceptance rate 2(Φ(b)− Φ(a)).
(b) Else, use uniform rejection sampling as in Step 3(a)i.
For the analogous cases when b ≤ 0, the above algorithm can be implemented on the intervals
[|b|, |a|], returning −x as a draw from the truncated normal due to symmetry. The algorithm
is outlined in Li and Ghosh (2015), with a0 = 0.2570 derived therein. Note that they propose
an additional step in 3b, using a two-sided shifted-exponential rejection sampler for the case
when b is large, but finite. We found this case to be rare in sampling γ however, and therefore
implement the slightly simplified algorithm above to reduce programming complexity. In
summary, we draw a sample of γ by sequentially sampling the full conditionals γl|γ−l with
the above rejection sampling algorithm, and obtain a sample of (θ,β)T through the back-
transformation (θ,β)T = LV γ +m.
5.3 Bayesian LC-GMRMs for Li Labeling in (S)TEM Images
For the remainder of this chapter, we focus on the particular form of model (5.1) assuming
a quadratic background trend, for the purpose of obtaining Li labelings in (S)TEM images.
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In the following sections, we introduce the quadratic Bayesian LC-GMRM, over-fitted mod-
els to reduce the importance of the choice of K, and a component merging methodology to
obtain Li labelings at each iteration of the Gibbs sampler.
5.3.1 Constrained Quadratic Trend
We consider the quadratic Bayesian LC-GMRM for Li quantification in electrochemical
(S)TEM experiments, which extends the univariate quadratic GMRM of Chapter 4 to the
Bayesian framework and subjects the quadratic regression coefficients to constraints aimed at
improving estimation of the background trend images. To determine appropriate constraints
on the coefficients, initially define the pixel coordinates as xi ∈ {0, 1, . . . , c} where c is
width (in pixels) of an image. Then, the function
∑q
s=1 ζsgs(xi) = ζ1xi + ζ2xi
2 defines a
quadratic form for the mean structure of the GMRM. A function f(x) is non-decreasing in
x if d
dx
f(x) ≥ 0, ∀x. For the quadratic polynomial,
d
dx
(ζ1xi + ζ2xi
2) = ζ1 + 2ζ2xi ≥ 0 iff ζ1 > 2ζ2xi ∀i (5.18)
=⇒ ζ1 > −2ζ2 min
xi,i≤n
(xi) (5.19)
If ζ2 ≥ 0,
ζ1 > 2ζ2 min
xi,i≤n
(xi) (5.20)
and if ζ2 < 0
ζ1 > 2ζ2 max
xi,i≤n
(xi) (5.21)
as xi are defined above as non-negative. If ζ2 ≥ 0, the function is convex, corresponding to
the general form of the trend seen in the HAADF images in Chapter 4, and the quadratic
function is non-decreasing if ζ1 > 0. Overestimation of the curvature caused by the anode
in operando Li (S)TEM images occurred in Chapter 4 when the ECM algorithm converged
to estimates of the coefficients with ζˆ2 ≥ 0 and ζˆ1 < 0. If a a quadratic form is present, it
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is unlikely to be such that ζ2 < 0 in anode videos. We therefore propose an initial form of
model (5.1) for image segmentation in operando LI battery (S)TEM images incorporating a
quadratic trend in the x coordinate where the linear term in the polynomial is constrained
to be positive (ζ1 > 0). While an additional positivity constraint could be placed on the
quadratic term, we leave ζ2 unconstrained so that ζ2 = 0 is possible under the model. The
Bayesian LC-GMRM with specific prior choices is as follows
p(zi|p,ψ) =
K∑
k=1
pkN
(
zi; δk +
2∑
s=1
ζsx
s
i , σ
2
k
)
(5.22a)
p ∼ Dirichlet(α) (5.22b)
ζ ∼ TN2(0, νI2,R, a, b) (5.22c)
δk ∼ N(θ, τ 2δ ), k = 1, . . . , K (5.22d)
σ2k ∼ IG(c1, d1), k = 1, . . . , K (5.22e)
τ 2δ ∼ IG(c2, d2) (5.22f)
where R =
[
1 0
]
, a = 0 and b = ∞ corresponding to a positive constraint on the linear
coefficient and no constraint on the quadratic coefficient. We additionally assume a diagonal
covariance νI2 in the ζ prior, where ν is set to a large value. This model has the advantage
of requiring only one constraint on the parameters (ζ1) which is independent of all other
parameters. However, xi and x
2
i are highly collinear as defined and hence ζ1 and ζ2 may
be highly correlated in the posterior distribution. We therefore alternatively present the
centered and scaled quadratic trend model, the derivation of which is not entirely trivial as
the constraints necessary to preserve the form in model (5.22) are more involved. This is
explained in the following section.
5.3.2 Centered and Scaled Constrained Quadratic Trend
We center and scale the x coordinate prior to computing the quadratic term to reduce
the correlation between the linear and quadratic covariates. Let x∗i = (xi− x¯)/sx, ∀i, where
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x¯ and sx are the sample mean and standard deviation of xi, i = 1, . . . , n, respectively. The
equivalent, standardized quadratic trend model using x∗i , i = 1, . . . , n,
p(zi|p,ψ) =
K∑
k=1
pkN
(
zi, δk +
2∑
s=1
x∗
s
i βs, σ
2
k
)
(5.23a)
p ∼ Dirichlet(α) (5.23b)
β ∼ TN2(0, νI2,Rβ,a, b) (5.23c)
δ∗k ∼ N(θ, τ 2δ ), k = 1, . . . , K (5.23d)
σ2k ∼ IG(c1, d1), k = 1, . . . , K (5.23e)
τ 2δ ∼ IG(c2, d2) (5.23f)
where a and b are as in model (5.22), butRβ =
[
1 −2x¯/sx
]
corresponding to the constraint
β1 > −2β2x¯/sx. This constraint is determined as follows,
β1x
∗
i + β2x
∗
i
2 = β1
(
xi − x¯
sx
)
+ β2
(
xi − x¯
sx
)2
(5.24a)
= β1
(
xi
sx
)
− β1
(
x¯
sx
)
+ β2
(
xi
2
s2x
)
− β22x¯
(
xi
sx2
)
+ β2
(
x¯2
sx2
)
(5.24b)
=
(
β1
sx
− β22x¯
sx2
)
xi +
(
β2
sx2
)
xi
2 +
(
β2
(
x¯2
sx2
)
− β1
(
x¯
sx
))
. (5.24c)
Then, if β2 ≥ 0, the standardized quadratic trend is non-decreasing if(
β1
sx
− β22x¯
sx2
)
> 0 ⇐⇒ β1 > β22x¯
sx
(5.25)
as sx, the sample standard deviation, must be positive. Note that δk in models (5.22)
and (5.23) are not equivalent, differing by
(
β2
(
x¯2
sx2
)
− β1
(
x¯
sx
))
, but we do not make this
distinction in the model formulations to avoid over complicating notation. Given a chosen
number of components, K, joint posterior distributions for both models (standardized and
unstandardized) are simulated using the Gibbs sampler described in Section 5.2.2. We have
presented both models here to illustrate determining the linear constraints for the models,
but for the remainder of this chapter, we consider only the standardized model for analyzing
(S)TEM images. To simplify notation, assume ui = (x
∗
i , x
∗
i
2) such that
∑2
s=1 x
∗s
i βs = uiβ
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and assume xi, i = 1, . . . , n correspond to the standardized x coordinates (x
∗
i ) for the
remainder of the chapter, unless otherwise stated.
5.3.3 Over-fitting the Bayesian LC-GMRM
Developing an automatic method for choosing the number of components, K, in a mix-
ture model is particularly desirable for analysis of image sequences, such as obtained from
operando Li battery (S)TEM experiments. The number of components necessary to obtain
a reasonable Li labeling may evolve throughout the experiment, as Li appears, grows, and
dissipates through a charging/discharging cycle. Unfortunately, the selection of K is compli-
cated by inherent lack of identifiability in over-fitted models (a model with a larger number
of components than the “true” model). A K component mixture model can be equivalently
represented by a K+1 component mixture where either the redundant component’s mixture
weight is 0, or the redundant component’s density is equivalent to that of a non-redundant
component where both components have non-negligible weights. In non-Bayesian settings,
the situation where the redundant component’s weight is 0 is particularly problematic as
pk = 0 is on the boundary of the parameter space. Therefore, regularity conditions for
likelihood based tests and goodness-of-fit criteria do not hold. Then choosing K typically
requires fitting models for several choices of K and comparing models/clusterings based on
clustering metrics or likelihood-based fit criteria if no components are empty. This can be
computationally exhaustive and inefficient if the models are fit successively through time
where optimal values of K may evolve.
In the Bayesian setting, it is possible to include K as a parameter in the model with an
appropriate prior, and sample from the posterior using trans-dimensional samplers, such as
reversible jump MCMC (Richardson and Green, 1997). These methods obtain a posterior
probability distribution for K, from which a most probably choice of K can be selected.
However, as mentioned earlier, trans-dimensional samplers are programmably and compu-
tationally intensive and, for clustering applications, are less efficient than a model with a
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single choice of K as the sampler may spend a considerable amount of time sampling from
models with suboptimal choices of K. Fortunately, recent developments in Bayesian pos-
terior asymptotic theory present a promising direction for utilizing over-fitted mixtures to
automatically select and sample from a model with a desired number of components.
Rousseau and Mengersen (2011) proved that the asymptotic properties of the posterior
distribution of an over-fitted mixture model depend on the form of the prior on the mixture
weights, and gave quite general conditions under which the prior will result in an over-fitted
model with redundant components tending to merge versus a posterior where the mixture
weights of redundant components tend towards zero. In particular, if a Dirichlet(α) prior
is specified for the mixture weights, choosing α such that max{αk : k ≤ K} < d/2 (where d
is the number of free parameters of a component density) imposes “sparsity” on the model,
where the mixture weights of a redundant components tend to zero asymptotically in the
posterior. Conversely, choosing α such that max{αk : k ≤ K} > d/2 tends toward a model
where mixture components merge with non-negligible weights. The found that the former,
max{αk : k ≤ K} < d/2, provided much more stable asymptotic behavior of the posterior,
and thus suggest that small αk can be used to encourage sparsity in over-fitted models.
Subsequently, Gelman et al. (2014) suggested the use of αk = 1/K ≤ d/2 in Gaussian
mixture models as a default in over-fitted models, and discussed estimating the number of
components by choosing a small valued cutoff on mixture weights to determine redundant
components. van Havre et al. (2015) extended upon the work of Rousseau and Mengersen
(2011), introducing methodology utilizing parallel tempering techniques to further inform
the choice of α for the purpose of order estimation.
We use the result in Rousseau and Mengersen (2011) to over-fit the quadratic LC-
GMRM with the intention of reducing the importance of careful selection of the choice
of K for segmentation of (S)TEM images. As the amount of Li increases, the number
of components necessary may increase, and thus we implement the over-fitted LC-GMRM
with K chosen to be large enough to segment the most complex image in the sequence
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(generally assumed to be an image with the most Li present). We assume in the following
that the hyperparameter of the Dirichlet prior on mixture weights in model (5.23) is such
that α1 = α2 = · · · = αk = α). As α < d/2 goes towards 0, the strength of the prior
in shrinking redundant component weights to 0 in the posterior distribution increases, but
when α is very small, Gibbs sampling algorithms relying on completion (such as in Section
5.2.2) can tend to get stuck in areas of low probability resulting in unrealistic results (van
Havre et al., 2015). Therefore, for shrinkage purposes α should be set to a small (< d/2)
but still reasonable value. For model (5.23), d = 2 is the number of component-specific,
component density parameters (δk, σ
2
k). To encourage sparsity, we choose α = 1/(2K) < 1,
which is a slightly stronger choice of prior than that suggested as a default, α = 1/K, by
Gelman et al. (2014). Then, in theory an over-fitted K component model will have K −K0
components with mixture weights of 0, where K0 ≤ K represents the “true” number of
components. In practice, however, there is non-zero probability that at each iteration of the
Gibbs sampler a redundant component will be allocated a small number of observations.
We additionally utilize the over-fitted model to aid in combatting some of the pitfalls
of the Gibbs sampler, discussed in Section 2.3.1.2. In particular, when the number of
observations in an image is large, the sampler can get stuck in local modes and label-
switching may not occur. This is not problematic for clustering and inference about Li
growth if the highest posterior probability modes are found. However, if in fact a model is
used where K = K0, the Gibbs sampler can be very sensitive to starting values of sampling
runs. In particular, if “poor” initial values are used such that some components are allocated
very few or no observations, or if a component is initialized to cover only a small number of
outliers or a small minor mode, it is possible that the Gibbs sampler may never jump out
of these modes (or may take an extraordinary number of iterations to do so).
To see this, consider the following toy example where 5000 observations are simulated
from model (5.23) with K = 2 components, β = (10, 2), p = (0.4, 0.6), δ = (40, 60),
σ2 = (5, 5)2 and xi, i = 1, . . . , 5000 sampled uniformly from {0, . . . , 255}, then standardized.
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We take 15 sampled points with largest zi−uiβ and perturb them by 30 (zi+30) to emulate
a small number of outliers (< 1% of observations). Figure 5.1 shows traceplots of δ for 4000
iterations (1000 discarded for burn in) for two chains obtained with the Gibbs sampler
started at δ(0) = (105, 50), σ(0) = (3, 15) (left) and at δ(0) = (20, 60), σ(0) = (5, 10) (right),
with all other parameters initialized at the true values for both chains. The first set of
starting values are set such that the first component with δ
(0)
1 = 105 and σ
(0)
1 will initialize
only around the small set of outliers. This illustrates a downside of the “stickiness” of the
Gibbs sampler as chains of δ depicted from the first set of starting values (right) become
trapped, with the first component covering only the small set of outlying values while the
remaining component averages over the two true mixture distributions. The second set of
starting values results in chains which stay in the major mode.
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Figure 5.1: Trace plots of δ1 and δ2 from two chains of 4000 iterations drawn using the Gibbs sampler with
initial values of δ(0) = (105, 50), σ(0) = (3, 15) (left) and at δ(0) = (20, 60), σ(0) = (5, 10) (right).
The above simulation is an exaggerated illustration, but this type of behavior from the
Gibbs sampler can be problematic when attempting to utilize diffuse starting values to
monitor convergence. If outliers or regions of very lower probability (highly separated com-
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ponents) are present, a systematic selection of starting values which result in the Gibbs
sampler sampling from major modes can be difficult. To combat this issue, the extra com-
ponents of the over-fitted mixture model can be utilized to promote finding modes with high
posterior probability and to provide robustness to initial values. Consider now model (5.23)
estimated with K = 5 components to the data simulated above. We set initial starting
values of δ(0) = (105, 50, 30, 70, 90) and σ(0) = (3, 15, 15, 15, 15), where δ
(0)
1 and σ
(0)
1 are set
as in Figure 5.1 (right) to intentionally cover only the small set of outliers. Figure 5.2 shows
trace plots of p and δ for 4000 iterations (1000 discarded for burnin) from the posterior
of the K = 5 model. The first component centers around the set of outliers, while the
third and fourth components cover true δ values. Note that the large draws in chains of
δ2 and δ5 occur when a draw of the augmented labelings, C, allocates no observations to
that component resulting in a full conditional for δk equivalent to the prior distribution,
δk ∼ N(θ, τ 2), given the draw of τ 2. While no label-switching between the K! symmetric
modes occurred within 4000 samples, the sampler did appear to be jumping between minor
modes in the second, fourth and fifth components. This is encouraging behavior showing
some ability of the sampler to access minor modes in the posterior distribution. We discuss
this behavior further in Section 5.5 on real data.
Figure 5.2: Traceplots of 4000 samples of p and δ sampled from a K = 5 LC-GMRM.
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5.3.4 Bypassing the Label-switching Problem for Li Labelings
A considerable amount of our discussion on the label-switching problem so far has been
on its relation to convergence and mixing properties of MCMC samplers, but in practice,
label-switching usually needs to be resolved within and across chains of the sampler in order
to make inference about component parameters. Detangling the label switching requires
imposing some manner of constraint on the model in order to obtain one, identifiable, per-
mutation of the component labels. An early solution to this was to impose an ordering (or
identifiability) constraint on the parameter space of the model such that only one permuta-
tion of the labeling would satisfy the ordering constraint. In Gaussian mixture models, such
examples are µ1 < µ2 < · · · < µK , p1 < · · · < pK , σ1 < · · · < σK or some combination of the
three. The ordering constraint can be imposed on the prior of the relevant component pa-
rameters and incorporated into the MCMC sampling algorithm. This breaks the symmetry
of the prior distributions and introduced identifiability into the model, but these truncated
priors may result in unreasonable posteriors encompassing multiple symmetric modes rather
than singling out a single mode (e.g. see Celeux et al. (2000) and the discussion in Marin
et al. (2005)). Alternatively, Stephens (1997) proved that an identifiability constraint need
not be imposed in an MCMC sampling scheme, but could be imposed after simulation as a
post-processing step on the sampled chains and as such does not have any adverse effect on
posterior simulation. Such methods include ordering the labels using the simple constraints
described above, or some combination of the three, but simple schemes such as these that are
effective in practice may be very difficult, if not impossible, to obtain (Fru¨hwirth-Schnatter,
2001). Relabeling schemes which select an ordering which minimizes a label invariant loss
function at each iteration of a MCMC chain were proposed by Stephens (1997, 2000b) and
Celeux (1998), and have become increasingly popular. These relabelling schemes tend to
be more universal than identifiability constraints, but can be computationally slow. Mul-
tiple other variations of relabeling schemes to solve the label switching problem have been
presented in the recent literature (e.g. Marin et al. (2005), Papastamoulis and Iliopoulos
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(2010), Papastamoulis (2014), van Havre et al. (2015), Zhu and Fan (2016)). Gru¨n and
Leisch (2009), Hurn et al. (2003), Jasra et al. (2005) and van Havre et al. (2015) all give
nice reviews of such methods.
However, under the methodology proposed in this and the previous chapter, inference
about the K component parameters is only of interest in relation to how resulting cluster-
ings can be used to obtain a reasonable Li labeling. That is, the mixture model is used to
provide a reasonable segmentation (while simultaneously accounting for background trends)
which can then be merged further to obtain an Li labeling. In Chapter 4, components
of the GMRM were ordered based on the maximum likelihood estimates of δ obtained
using the ECM algorithm, such that δˆ1 < · · · < δˆK , and clusters obtained were merged
based on the relation of δˆk to that of the component identified as background under the
proposed algorithm (refer to Section 4.3.3.1). An analogous type of procedure under the
Bayesian LC-GMRM framework would require resolution of the label-switching problem,
which is additionally complicated under an over-fitted model. We found that simple, effi-
cient constraints such as an ordering of component specific intercepts δ do not prove useful
for resolving label-switching for over-fitted models, as samples of mixture parameters corre-
sponding to empty components are not informed by the data and may be very unusual if the
prior distribution is diffuse. Because of this, more general ordering constraints based on a
combination of parameters are also not feasible. Relabeling schemes utilizing loss functions
or clustering of MCMC output could be explored (see references above), but many require
searching through K! permutations of labelings at each iteration of the sampler, or utilize
the augmented component labelings C at each iteration which comes at a significant mem-
ory cost if the number of observations n is large. However, as mentioned earlier, the main
quantities of interest for this type of (S)TEM experiment are Li growth and coefficients
governing background trend. The quadratic background trend in model (5.23) is assumed
to be universal to all components, and as such the coefficients β are fully identifiable and
are unaffected by label-switching. Therefore, we found that by defining a Li component
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merging scheme that is invariant to the labeling of k between MCMC samples, there is no
need to resolve any label-switching.
As discussed in Chapter 4, HAADF images are created based on mass-thickness contrast
such that dense materials show up light in dark field images, and lighter, less dense materials
show up bright. In operando Li-battery (S)TEM images, the anode is the most dense
material (darkest, grayscale values closest to 0) and Li is the least dense showing up brightest.
Electrolyte (background) corresponds to the middle range of grayscale values and should
theoretically (excepting noise) separate values for anode and Li if the background gradient
is completely removed. This suggests that if a single component of the GMRM can be used
to model the distribution of electrolyte pixels, a Li labeling algorithm can be defined such
that all pixels that are not clustered with electrolyte but have lighter grayscale values are
labeled as Li. Under the Bayesian framework, a single clustering used to construct a Li
labeling for an image could be obtained by classifying pixels based on maximum posterior
probabilities
Cˆi = arg max
k
pkN(zi;u
T
i β + δk, σk)∑K
k=1 pkN(zi;u
T
i β + δk, σk)
(5.26)
by estimating the probability with a set of j = 1, . . . ,M saved draws of C(j) from the
MCMC sampling scheme as follows
Cˆi = arg max
k
1
M
M∑
t=1
I(C
(j)
i = k). (5.27)
This is a simple and common method for obtaining a single clustering from Bayesian mix-
ture models, but they requires any label-switching which occurs within or across chains.
Additionally, this method does not carry though the uncertainty contained in the posterior
distributions of the model parameters. Alternatively, we propose utilizing the MCMC sam-
ples of model parameters to obtain an Li labeling for each sample from the joint posterior
distribution. For an individual sample, we define the following Li labeling algorithm, which
is invariant to the ordering of k = 1, . . . , K, and thus label-switching need not be resolved.
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The algorithm is an extension of that proposed in Chapter 4, Section 4.3.3.1, where a ref-
erence region is chosen prior to full analysis of an image sequence and utilized within the
algorithm to find the electrolyte mixture component. Refer to Figure 4.7 in Chapter 4 for
an example of such regions.
Li Labeling Algorithm
Let N∗ be the set of pixels contained within a chosen reference region. Given a set of
MCMC samples, j = 1, . . . ,M , obtained from the posterior distribution of a K component
LC - GMRM applied to an image, for each j:
1. Obtain the highest probability clustering of pixels to K clusters
C
(j)
HP,i = arg max
k
p
(j)
k N(zi;u
T
i β
(j) + δ
(j)
k , σ
2
k
(j)
)∑K
k=1 pˆkN(zi;u
T
i β
(j) + δ
(j)
k , σ
2
k
(j)
)
i = 1, . . . , n (5.28)
2. Determine kele as the cluster with the highest number of pixels contained in the refer-
ence region, as follows
kele = arg max
k≤K
∑
i∈N∗
I(C
(j)
HP,i = k) (5.29)
where kele is interpreted as the label of the component modeling the distribution of
electrolyte pixels.
3. For each pixel in the image, obtain the Li labeling L
(j)
i ∈ {0, 1} as
L
(j)
i = I(C
(j)
HP,i 6= kele and zi − u(j)i β > z¯(j)ele), i = 1, . . . , n (5.30)
where z¯ele =
∑n
i=1 zi − u(j)i βI(C(j)HP,i = kele)/
∑n
i=1 I(C
(j)
HP,i = kele) is the detrended
sample mean of pixel values in the electrolyte cluster.
In summary, Step 3 of the algorithm labels a pixel as Li if the pixel does not belong to
the component determined to cover electrolyte, and the retreaded grayscale value of the
pixel is larger (brighter) than the average electrolyte cluster value. The algorithm is a
“split-merge” algorithm, as the second condition allows two pixels in the same cluster to
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have different resulting Li labelings if the cluster density overlaps the electrolyte density.
Figure 5.3 shows an illustration of this behavior, which we have found is not uncommon
when deposition begins and only a small amount of Li may be present. If the component
in green corresponds to electrolyte, the component containing mainly Li (blue) overlaps the
electrolyte component enough that a small number of pixels with dark gray scale values
(below the electrolyte cluster) would be grouped to the Li cluster. The proposed algorithm
defends against this by splitting the cluster around the electrolyte cluster’s sample mean.
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Figure 5.3: Illustration of a situation where an Li component (blue) overlaps the electrolyte component
(green) to a degree such that the lower tail of the Li component is allocated some observations.
The resulting set of Li labelings, L(j), j = 1, . . . ,M , obtained from the algorithm do
not depend on the permutation of component labelings at each iteration and therefore the
Li labeling algorithm completely “by-passes” the need to resolve any label-switching in the
MCMC chains. Obtaining Li labelings for a set of MCMC samples is also advantageous for
inference, as it allows uncertainty in model parameters to carry though in the Li labelings.
As in Chapter 4 (Equation 4.39), we compute the proportion of Li growth in an image, t,
of an image sequence for each MCMC sample, j, as
r
(j)
t =
1
n
n∑
i=1
L
(j)
i (5.31)
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and use the set of M samples to provide an estimate of the proportion of growth as rˆt =∑M
j=1 r
(j)
t /M . Uncertainty in proportion of growth estimates is expressed through credible
intervals computed as empirical quantile intervals from the set of M draws. The posterior
probability that an individual pixel corresponds to Li, P (Li = 1), is estimated by
pˆLi =
1
M
M∑
j=1
L
(j)
i (5.32)
and a single overall Li labeling for an image, Lˆi, i = 1, . . . , n is obtained by labeling all
pixels with pˆLi > 0.5.
The proposed Li labeling scheme can be done “online” at each iteration of the sampler,
or as a post-processing step. If only the proportion of growth in an image is of interest
(i.e. individual pixel labelings is not particularly of interest), the n-dimensional vector of
Li labelings may be discarded at each iteration retaining only the proportion of growth
posterior summaries. This greatly reduces the memory required to store M sets of labelings
if n and/or M is large. If pixel-level inference is desirable, memory and computational strain
can be reduced by obtaining Li labels only on a thinned set of MCMC samples.
5.4 Illustration on Simulated Data
Assessment of the proposed methodology is additionally challenging for this application,
as identification of Li growth in (S)TEM images is an unsupervised problem in the sense
that no “true” Li labelings in an image are available. We augment the discussion of the
methodology as applied to actual (S)TEM images in Section 5.5 with a few small simulations
here to assess the proposed Bayesian LC-GMRM methods.
5.4.1 Simulating (S)TEM Images
Simulating an image that emulates a sparsely sampled (S)TEM image of the type in
Videos 1-3 requires simulating regions of an image that correspond to anode, and to regions
of no Li growth such that a “reference region” can be obtained for the Li labeling algorithm.
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This extends beyond simply generating data from a Gaussian mixture of regression model
for fixed values of the model parameters. Therefore, to emulate an image containing the
anode and growth, we developed the following simulation method.
Simulation Algorithm
To simulate n pixels from a r × c image (e.g. 256× 256) ,
1. Choose values for K, p, β, δ, σ, assuming k = 1 corresponds to the anode, k = 2
corresponds to the electrolyte components, and k > 2, . . . , K are used to create the
distribution of Li growth.
2. Define the anode region:
(a) Choose a y′ ∈ {0, . . . , c− 1} coordinate to specify the top of an “anode”.
(b) Obtain the x′l, x
′
u ∈ {0, . . . , r−1} coordinates of a rectangular region (with height
y′ and centered at x′ = (c− 1)/2) as x′l = x′a and x′u = c− 1− x′a, where
x′a = (p1(rc)yi − c)/2 (5.33)
The proportion of the area of the image contained within this region is ≈ p1.
3. Choose the bounding x′ and y′ coordinates of a chosen reference region (e.g. Figure
4.7).
4. Sample a component labeling Ci ∼ Categorical(p), for i = 1, . . . , n from {1, . . . , K}.
5. Let nk =
∑n
i=1 I(Ci = k).
(a) Sample n1 anode pixel coordinates (xi, yi) uniformly without replacement from
the set of coordinates contained in the defined anode region.
(b) Sample n2 electrolyte pixel coordinates (xi, yi) uniformly without replacement
from the set of coordinates not defined in the anode region.
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(c) For k > 2, sample nk Li pixel coordinates uniformly without replacement from
the set of coordinates not in the anode region, nor in the reference region.
6. For k = 1, . . . , K, given the component labelings and pixel coordinates (xi values may
be standardized), draw
zi|Ci = k ∼ N((xi, x2i )Tβ + δk, σ2k), i = 1, . . . , n (5.34)
7. Obtain the simulated highest probability component labels Cˆi, i = 1, . . . , n, as
Cˆi = arg max
k
pNk (zi;u
T
i β + δk, σ
2
k)∑K
k=1 pˆkN(zi;u
T
i β + δk, σ
2
k)
i = 1, . . . , n (5.35)
8. Define Li growth as Li = I(Cˆi > 2), i = 1, . . . , n
Figure 5.4 is an example of a simulated 256 × 256 image with p = (0.3, 0.4, 0.2, 0.1),
β = (15, 4), δ = (70, 120, 150, 180), and σ = (9, 5, 10, 10). The top on the anode was set to
y′ = 140, and the reference region was defined as {(xi, yi) : yi > 220}.
Figure 5.4: Example simulated image (left), K-component clustering (center), and Li labeling (right) ob-
tained using the proposed simulation algorithm.
5.4.2 Trend Estimation
To illustrate the ability of the Bayesian LC-GMRM to robustly estimate the trend in
images where an anode is present, we compare trend estimates obtained under model (5.23)
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of this chapter to estimates obtained using the univariate quadratic GMRM methodology of
Chapter 4. We utilize simulated data to compare corresponding Li labelings and mislabeling
rates between the two methodologies. Note that in Chapter 4, x2i are centered and scaled
after the transformation, so in this subsection we simulate images with trend of the form
under model (5.22), with xi and x
2
i standardized after transformation. The transformation
from ζ of model (5.22) to β of model (5.23) is straightforward. Estimates of trend coefficients
obtained under the quadratic GMRM of Chapter 4 are compared to the true values of ζ,
while posterior summaries of the regression coefficients obtained from the LC-GMRM model
are compared to the true values of β. Consider three simulated images of n = 1000 pixels
with parameters given in Table 5.1, where the corresponding values of the transformed
parameters (β) for the Bayesian LC-GMRM are also given. We label the three simulated
images as Simulation (a), (b), and (c), respectively, and the true proportions of Li growth
for each simulation are (0.187, 0.185, 0.165), respectively. The simulated trends in (b) and
(c) are purposefully chosen to correspond to situations where the ECM algorithm for the
quadratic GMRM struggled to provide a reasonable representation of the background trend.
Table 5.1: Parameter values defined for Simulations (a) - (b).
p ζ δ σ β
Sim (a) (0.3, 0.5, 0.2) (0.5, 0) (70,100,120) (7,8,8) (0, 0.50)
Sim (b) (0.3, 0.5, 0.2) (4, 8) (75,100,125) (5,8,10) (11.79, 2.27)
Sim (c) (0.3, 0.5, 0.2) (0.5, 10) (75,100,125) (5,8,10) (10.21, 2.21)
To each of the three simulated images, we compare the ECM estimated, unconstrained
GMRM with K = 4 components to the over-fitted Bayesian LC - GMRM with K = 5
components, estimated using MCMC. Li labelings for the K = 4, GMRM are obtained
using the methods of Chapter 4, Section 4.3.3.1, and for the K = 5, LC - GMRM using the
proposed method of Section 5.3.4. The ECM algorithm for the K = 4, GMRM is initialized
at the true simulated parameter values. Figure 5.5 compares the results under both methods,
plotting the simulated zi values against the xi coordinate of the simulated images (left to
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right, (a) to (c)) to illustrate the background trends. Pixels that are incorrectly labeled
under each model are shown in red, while the shape of points correspond to true Li labelings.
The estimated background trend is shown as a single black regression line, computed using
estimates of ζ from the ECM algorithm for the GMRM, and posterior means of β estimated
from MCMC samples of the Bayesian LC-GMRM. The ECM estimates of ζ and estimated
posterior means with 95% credible intervals for β are compared to the true values in Table
5.2.
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Figure 5.5: Comparison of quadratic trend estimation and resulting Li labelings between the LC-GMRM
(top) and unconstrained ECM estimated GMRM (bottom). True Li labelings are plotted as shapes (Li
(circles) and non-Li (x’s)) and pixels shown in red are “mislabeled” under the method.
The maximum likelihood estimates of ζ contained in Table 5.2 differ substantially from
the true values, resulting in over-estimated curvature of the quadratic trend and a large
number of mislabeled Li pixels, as shown in the bottom plots of Figure 5.5. Under the
unconstrained model, Li at the left and right edges of the image tend to be missed, while
electrolyte pixels near the center (in x) of the image tend to mislabeled as Li. On the
other hand, the quadratic trend is estimated quite well under the constrained Bayesian
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Table 5.2: Comparison of quadratic trend estimates for Simulations (a) - (b) under the unconstrained
GMRM estimated using ECM, and under the Bayesian LC-GMRM estimated using MCMC.
Bayesian LC-GMRM GMRM (ECM)
Sim Truth Pst. Mean 95% CI Truth MLE
(a)
β1 0.50 1.53 (0.57, 2.24) ζ1 0.5 -8.89
β2 0.00 0.30 (-0.16 , 0.61) ζ2 0 10.52
(b)
β1 11.79 12.20 (11.36, 13.08) ζ1 4 -31.49
β2 2.27 3.45 (3.07, 3.79) ζ2 8 44.73
(c)
β1 10.21 10.33 (10.00, 11.03) ζ1 0.5 -31.07
β2 2.72 2.82 (2.56, 3.04) ζ2 10 42.75
model. 95% credible intervals for β in Table 5.2 contain the true parameter values for all
simulations, except β1 in Simulation (a) and β2 in Simulation (b), which are both only
slightly over-estimated. The Li labelings under the constrained model are greatly improved
in these simulations, as mislabelings tend to only occur on the true boundary between Li
and electrolyte components, which is to be expected if components overlap. Table 5.3 gives
the mislabeling rates between the determined Li and true Li labelings under both methods.
In Simulation (a), the mislabeling rates are relatively comparable, but clear differences are
seen in Simulations (b), and (c), where the mislabeling rates are much higher under the
unconstrained model.
Table 5.3: Mislabeling rates for the three simulations, computed as the proportion of non-matching Li label-
ings between “true” Li labels and those obtained utilizing the unconstrained quadratic GMRM methodology
(ECM) and the Bayesian LC-GMRM methodology.
Sim LC-GMRM ECM
(a) 0.06 0.04
(b) 0.01 0.09
(c) 0.05 0.17
5.4.3 Inference about Li and the Effect of the Choice of K
In this section, we simulate from model (5.23) to explore the effect of over-fitting the
Bayesian LC-GMRM on the ability of the methodology to correctly identify Li and the
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additional computational costs of fitting a higher-order model than necessary. We simulate
six images from model (5.23) for model specifications given in Table 5.4, where the trend
coefficients are simulated with β = (12, 3) for all simulations. Table 5.4 also includes
the simulated proportion of Li growth (rt), where an Li labeling is determined for each
simulation using the methods of Section 5.4.1. We refer to the simulations as Simulation
1 - 6, respectively. The combinations of parameter values for each simulation are chosen
to illustrate increasing amounts of Li within an image, K increasing with Li, and various
degrees of overlapping/redundancy between mixture components. Figure 5.6 shows de-
trended (zi − uiβ|Ci = k ∼ N(δk, σ2k)) density plots (top) and the profile of simulated
images with grayscale value (zi) plotted against xi (bottom) and pixels colored by “true”
Li labeling (blue). Simulation 1 illustrates an image where no Li growth is present (i.e.
emulating the experiment before any charging of the anode has occurred) with K = 2
components, while Simulations 2 - 5 utilize K = 3 components to simulate increasing Li
deposition under the third component. Lastly, Simulation 6 illustrates a situation where a
significant amount of Li is present, and the distribution of Li grayscale values is given by a
mixture of two components which are significantly overlapping.
Table 5.4: True parameter values for six simulated images from model (5.23). “True” proportions of growth
(rt) obtained using simulated Li labels, are also recorded.
rt p δ σ
Sim 1 0.000 (0.3, 0.7) (40, 120) (9, 10)
Sim 2 0.036 (0.3, 0.65, 0.05) (40, 120, 150) (9, 10, 12)
Sim 3 0.110 (0.3, 0.55, 0.15) (40, 120, 150) (9, 10, 15)
Sim 4 0.149 (0.3, 0.5, 0.2) (40, 120, 150) (9, 10, 18)
Sim 5 0.314 (0.3, 0.35, 0.35) (40, 120, 165) (9, 10, 25)
Sim 6 0.375 (0.3, 0.3, 0.08, 0.32) (40, 120, 150, 185) (9, 10, 10, 30)
We first compare the proportion of Li growth estimated utilizing a K = 5 over-fitted
model with a sparse Dirichlet(1/10) prior, to the model with K set to the true number of
components (K0) and a Dirichlet(2) prior. The Dirichlet(2) prior is specified for the K0
model so that no shrinkage is imposed on the component weights. For each simulation
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Figure 5.6: Plots of de-trended mixture densities zi − uiβ|Ci = k ∼ N(δk, σ2k) (top) and grayscale values
plotted again the x-coordinate (bottom) for Simulations 1-6, simulated at parameters values in Table 5.4.
Simulated Li labelings are shown in blue in the grayscale by x plots (bottom), with the amount of Li
increasing for each simulated image.
and both model specifications, we simulate two chains of 10,000 iterations using the Gibbs
sampler in Section 5.2.2, with 5000 iterations discarded for burnin. The chains are thinned
to every 5th iteration to obtain 2000 Li labelings using the algorithm in Section 5.3.4.
The estimated proportions of Li growth for each simulated image are given in Table 5.5
for both the over-fitted, K = 5 models and “true” K0 models. For all simulations, the
proportion of Li growth is reasonably estimated, with the true proportion falling within the
95% uncertainty intervals for both specifications of K. Mislabeling rates are given in Table
5.6, and show less than 1% of pixels are mislabeled in each simulation.
Table 5.5: Estimated proportions of Li growth with 95% empirical quantile intervals from the over-fitted
model (K = 5), compared to model estimated with the true number of components, for Simulations 1-6.
K = 5 K = K0
rt rˆt (95% CI) rˆt (95% CI)
Sim 1 0.000 0.000 (0.000, 0.000) 0.000 (0.000, 0.000)
Sim 2 0.036 0.040 (0.026, 0.074) 0.046 (0.029, 0.083)
Sim 3 0.110 0.117 (0.097, 0.151) 0.123 (0.100, 0.166)
Sim 4 0.149 0.152 (0.119, 0.203) 0.155 (0.119, 0.206)
Sim 5 0.314 0.307 (0.291, 0.328) 0.307 (0.291, 0.328)
Sim 6 0.375 0.379 (0.346, 0.407) 0.373 (0.337, 0.403)
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Table 5.6: Mislabeling rates of Li for the over-fitted model with K = 5, and the model with K = K0, for
Simulations 1 - 6. Rates are computed as the proportion of non-matching Li between simulated truth and
final Li labelings for each model.
Sim 1 Sim 2 Sim 3 Sim 4 Sim 5 Sim 6
K = K0 0.000 0.004 0.010 0.001 0.008 0.003
K = 5 0.000 0.000 0.004 0.002 0.008 0.005
Under the over-fitted model, the sparse Dirichet(1/10) prior results in unnecessary com-
ponents that tend to empty in the posterior. Figure 5.7 shows trace plots of 5000 iterations
(after burnin) of p, δ, and σ for Simulation 2. Components k = 1, 4, 5 center around the
true parameter values, while the k = 2, 3 components tend to empty. Large draws of δ2
and δ3 occur when a draw of the component labelings allocates no observations to that
component. However, each component has non-zero probability of being allocated observa-
tions at each iteration, even if pk is very small. This is visible in the traceplot of δk where
small jumps are made when the component is allocated a small number of observations.
Therefore, if order estimation is desirable a cutoff must be imposed to determine if a com-
ponent has non-negligible weight (e.g. see (Gelman et al., 2014)). Order estimation is not
particularly of interest for this application, as the components are combined to obtain Li
labelings for inference, but for the purpose of discussing the benefits of the Dirichlet prior,
we estimate the order of the LC - GMRM for Simulations 1 - 6 here. K0 is estimated under
the over-fitted model from j = 1, . . . ,M = 2000 MCMC samples as
Kˆ0 = arg max
K0∈{1,...,K}
M∑
j=1
I
(
K∑
k=1
I(p
(j)
k > ) = K0
)
(5.36)
where  is a small valued cutoff chosen to determine whether a component is important. For
this simulation, we set  = 0.001 as this suggests a component weight is non-negligible at
iteration j if it is allocated more than one observation. For each simulation, we found the
order estimated as the true value of K, with the exception of Simulation 6, where Kˆ0 = 3
components were estimated. This is not particularly surprising as the 4th component of
the mixture under Simulation 6, has small weight (p4 = 0.08) and overlaps significantly
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with other components (Figure 5.6). This does illustrate a potential downside of the sparse
Dirichlet prior however, as small probability components may be pushed towards emptying.
We found that this tends to occur only if the component is not well separated from other
mixture components, and the proportion of growth for Simulation 6 under the over-fitted
model is still reasonably well estimated.
Figure 5.7: Trace plots of 5000 samples of p, δ, and σ2, after burn-in, simulated from the posterior distri-
bution of model (5.23).
Additionally, we illustrate the importance of the sparse Dirichlet prior for over-fitted
model by comparing the K = 5 model to one estimated under a Dirichlet(2) prior for
Simulations 1 and 4. Here, α = 2 > d/2 = 1 and thus the components tend, asymptotically,
to be non-empty in the posterior. Figure 5.8 shows trace plot of p for 10000 iterations
(including burnin) under the Dirichlet(1/10) and Dirichlet(2) models for Simulations 1 and
4. Under the α = 2 prior, components have not emptied, which introduces additional
correlation between component parameters seen in Figure 5.8 (left). Under the α = 0.1
prior, the redundant components have mixture weights tending to 0, and mixing in the
iterations is improved while still exhibiting jumping between minor modes in traceplots for
Simulation 4 (bottom right).
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Figure 5.8: Trace plots of p sampled from model (5.23) for Simulation 1 (top) and Simulation 4 (bottom)
under a sparse Dirichlet prior, α = 1/2K = 0.1 (left) and under a “merging” prior with α = 2 (right). The
horizontal lines give the true values of non-zero p for both simulations.
In the above, we have shown that the over-fitted K = 5, LC-GMRM performs com-
parably to models fit with the true number of components, suggesting that the over-fitted
model can be utilized to reduce the importance of choosing K for analyzing electrochemical
(S)TEM images. However, an important aspect of such analyses is computation time, as it
is often desirable to analyze images in near-real time. If computation time increases signif-
icantly as components are added to the model, an over-fitted model may not necessarily be
more computationally efficient than choosing K based on model comparison. Fortunately,
we found that computation time is most affected by the number of observations considered
in an image n, and increases only marginally as the number of components is increased.
The Gibbs sampler in Section 5.2.2 is coded in C++ and interfaced with R using the
Rcpp package (Eddelbuettel and Franc¸ois, 2011). We compare computation time to obtain
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MCMC samples from the joint posterior for images simulated with parameters specified
in Simulation 1 for n ∈ {200, 1000, 5000, 50000} and model order K ∈ {2, 3, 5}. Average
computation times (in seconds) to obtain 1000 samples on a 2.6 Ghz Intel Core i5 processor
are given in Table 5.7. Computation time increases significantly as the number of considered
observations increases, but it increases only marginally as components are added to the
model. This suggests that the over-fitted model does not dramatically increase computation
time over a K0 model.
Table 5.7: Average real-time computation (on 2014 MacBook Pro with 2.6 GHz Intel Core i5 processor) to
simulate 1000 iterations from model (5.23) for the number of observations, n ∈ {200, 1000, 5000, 50000} and
the number of components, K ∈ {2, 3, 5}. Observations are simulated from a K = 2 component model with
parameters as in Simulation 1.
n = 200 n = 1000 n = 5000 n = 50000
K = 2 0.33 1.63 7.19 74.99
K = 3 0.35 1.78 7.75 81.24
K = 5 0.38 1.87 8.75 92.79
These simulations illustrate how the over-fitted Bayesian LC-GMRM can be utilized to
reduce the importance of the choice of K on inference of (S)TEM images, without dramat-
ically increasing computation time. The true number of components necessary to provide
a reasonable segmentation of an image is rarely known apriori, making the properties of
the over-fitted model particularly desirable. If K is set to a large enough value, such that
it can be reasonably assumed no image in a sequence requires more than K components,
a universal K can be used to analyze all images without apparent adverse affect under a
sparse Dirichlet prior.
5.5 Application to (S)TEM Images (Video 1)
We implement the Bayesian LC-GMRM methodology proposed in this chapter on HAADF
images from Video 1, originally analyzed in Chapter 4. We choose K = 5 components for
all images, and implement model (5.23) with Dirichlet hyperparameter, α = 0.1. The mean
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of the prior on δk’s, θ, is set to θ = 127 so that the prior on δk is centered in the range
of possible grayscale values. The hyperparameters on the IG prior for σ2k’s are chosen as
c1 = 2.5 and d1 = 0.5 so that the draws of σ
2
k in the Gibbs sampler are not forced to 0 if
no observations are allocated to the component, as would be the case under what is tradi-
tionally thought of as a diffuse IG(, ) prior. We set c2 = 0.01, d2 = 0.01 and ν = 1000 to
complete the model specification.
We consider frames T = 40, . . . , 80 of Video 1, sparsely sampled at rates of ρ =
{0.05, 0.1}, corresponding to n = {3276, 6553}, respectively. The K = 5 Bayesian LC-
GMRM is implemented separately to each considered sparsely sampled frame, simulating
two chains of 10000 iterations using the Gibbs sampler in Section 5.2.2, with 5000 iterations
discarded as burn-in. Li labelings are obtained from 2000 thinned samples, using the Li la-
beling algorithm in Section 5.3.4 with reference region chosen as in Chapter 4 (Figure 4.7).
We provide additional summaries of Li for utilizing the MCMC simulation of the posterior
for images in Video 1, which are not easily obtained under the methods of Chapter 4. As
described in Section 5.3.4, for each pixel i = 1, . . . , n in an image we compute the proba-
bility the pixel covers Li, pˆLi , and determine a final Li labeling as pˆLi > 0.5. Therefore, in
addition to providing a final Li segmentation, we provide the probability that each pixel is
identified as Li. A probability near 0.5 suggests less confidence in the Li labeling than a
probability close to 0 or 1. Figure 5.9 shows a Li labeling with associated estimated prob-
abilities obtained from the Bayesian LC-GMRM fit to frame 75 sampled at 10% coverage.
The probabilities in white correspond to pˆLi close to 0 or 1, while probabilities close to 0.5
are red. An interesting (and intuitive) observation can be made from Figure 5.9. Pixels
which appear to be mislabeled (“lonely” Li pixels), and pixels which are located near the
edge of Li growth tend to correspond to the least certainty in the Li labeling.
In Figure 5.9, no manner of a spatial correction of the form proposed in Chapter 4
has been implemented. Such a correction is straightforward to implement on Li labelings
obtained under the Bayesian LC-GMRM methodology by either applying the correction
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Figure 5.9: Final Li labeling and associated pˆLi from the Bayesian LC-GMRM for frame 74.
on each of the 2000 sampled Li labelings for a given image, or once on the final labeling.
However, the circular neighborhood with radius r defined in Chapter 4 (4.26) as
N(i) = {zj, j 6= i : (xj − xi)2 + (yj − yi)2 ≤ r2}. (5.37)
requires iterating through each identified Li pixel, where the Euclidean distance (xj−xi)2 +
(yj − yi)2 must be computed for all j 6= i at each iteration. Attempting to apply this
correction to Li labelings from individual MCMC samples is computationally extremely
slow. We therefore define a modified square neighborhood, depending on r, as
N(i) = {zj, j 6= i : |xj − xi| < r & |yj − yi| < r)}. (5.38)
which is computationally very efficient.
We compare the results from the Bayesian LC-GMRM methodology to the results from
methods of Chapter 4. Specifically, we estimate the univariate quadratic GMRM with K = 4
components to each considered frame using the ECM algorithm, and final Li labelings and
proportion of growth images are obtained using the methods described in Section 4.3.2.
Proportion of growth curves comparing rˆt estimates obtained under the Bayesian LC-GMRM
(blue) and the quadratic-GMRM (red) for both 10% and 5% sample images are shown
in Figure 5.10, where estimates from the LC-GMRM are additionally plotted with 95%
uncertainty intervals. Proportion of growth estimates under both models are comparable,
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with the GMRM curve consistently within the error bounds found under the Bayesian
model, except in frames 59-60, where the proportion of growth appears to be dramatically
underestimated under the unconstrained GMRM methodology. Plots of ECM estimates
of quadratic trend coefficients are given in Figure 5.11, and show that the underestimated
proportion of growth in frames 59-60 occurs when the quadratic trend is poorly estimated.
Note that the trend coefficients for the quadratic GMRM are defined as ζ here to distinguish
that the methods of Chapter 4 are under an alternative standardization of x as the Bayesian
LC-GMRM (5.23).
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Figure 5.10: Proportion of Li growth curves estimated under the Bayesian LC-GMRM methodology (black),
and under the original ECM unconstrained methodology (blue). 95% uncertainty bounds for proportion of
growth obtained under the LC-GMRM model are plotted in red.
Figure 5.12 compares the final Li labelings from the Bayesian LC-GMRM methodology
to that of the unconstrained quadratic GMRM for five 10% sampled images from Video 1
(T ∈ {50, 54, 60, 68, 79}). The Li labelings under both models are spatially corrected using
the correction method of Section 4.3.4 with r = 5 and γ = 0.4, but utilizing the square
neighborhood in 5.38. The labelings under the Bayesian LC-GMRM are comparable to that
from the original method, with the exception of the third image (T = 60). In this image,
the trend is estimated very poorly by the ECM algorithm in the original model, and Li
growth on the edges of the image is mislabeled as background. In contrast, the Bayesian
LC-GMRM methodology appears to perform well in identifying Li well in this image.
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Figure 5.11: ECM estimates of quadratic trend coefficients from the unconstrained, quadratic GMRM
estimated on frames t = 40, . . . , 80. At frames 59 and 60, the estimates of trend are very inconsistent,
corresponding to an over-estimated curvature.
Posterior means (red) and 95% credible intervals (vertical bars) of β obtained on 10%
images under model (5.23) are plotted for each frame in Figure 5.13, and show the evolution
of the background trend through time. Interestingly, the evolution of the form of the trend
is very clearly related to changing Li growth within an image, as for example the estimates
of β1 exhibit a somewhat inverse relationship with the proportion of growth curves in Figure
5.10. This suggests that changes in form of the background gradient may be due to more
than just recalibration, shifting, or refocusing of the electron microscope throughout an
experiment.
The application to (S)TEM images in Video 1 also illustrates challenges in Bayesian
mixture modeling and completion Gibbs samplers when components necessary to model the
data distribution are not well separated. Proportion of growth estimates in Figure 5.10
have high uncertainty in frame 50 under both sampling rates, and in frame 76 under the
5% sampling rates. Visual exploration of the image sequence suggest that around frame 50
is when Li deposition initially begins in Video 1, with a very small amount of Li present
around the anode, but this behavior is very difficult to detect with a Gaussian mixture. For
example, Figure 5.14 shows trace plots of p obtained form the Bayesian LC-GMRM fit to a
frame 50 sampled at 10% coverage, and de-trended density estimates illustrating the model
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Figure 5.12: Pixel-level Li labelings for five images from Video 1, comparing results under the Bayesian LC-
GMRM methodology (center row) and the original unconstrained GMRM method in Chapter 4 (bottom
row). Each image was sampled to 10% coverage, and raw Li labelings were spatially corrected with r = 5,
γ = 0.4.
the modes that are being sampled in each chain. The first chain becomes trapped in a mode
corresponding to two major components (anode and electrolyte), while the second samples
from a mode where a third component significantly overlaps the electrolyte component. This
occurs because the left mode of the distribution is slightly right skewed due to the formation
of Li (increased bright pixels), but it is very difficult for the model to robustly model this
behavior.
In frame 76, a related problem occurs when the distribution of Li cannot be modeled
by a single mixture component, and resulting components significantly overlap. Figure 5.15
shows traceplots of δ for one chain simulated from the Bayesian LC-GMRM. The traceplots
of δ2, δ4, δ5 illustrate how, in this example, the Gibbs sampler is jumping between multiple
genuine modes, where Figure 5.16 illustrates these modes, where one corresponds to five non-
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Figure 5.13: Posterior mean estimates (red) and 95% credible intervals (vertical bars) for β of the Bayesian
LC-GMRM for each frame t = 40, . . . , 80.
negligible components (left), and the other utilizes only four components (right). While this
behavior increases uncertainty in Li growth labelings, in this situation the Gibbs sampler is
is able to move between multiple modes. Future research, discussed in Chapter 6, will aim
to develop improved MCMC sampling schemes with better mixing properties, but we have
at least illustrated here that by utilizing an over-fitted model and running multiple chains,
many genuine modes can be found and the difficulty in estimating these modes is carried
through in uncertainty estimates of Li growth.
5.6 Discussion
In this chapter, we improved upon the original methodology developed in Chapter 4 by
introducing a constrained Gaussian mixture of regression model, formulated in a Bayesian
framework incorporating information about the form of the background trend present in im-
ages into the prior distributions. Simulation of the Bayesian model using MCMC provided
a straightforward way to estimate the model subject to linear inequality constraints, and
utilization of MCMC samples to identify Li did not require resolving the label-switching
problem. Additionally, the methodology allows for increased inference about Li growth
within a (S)TEM experiment, as MCMC samples are utilized to provide uncertainty inter-
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Figure 5.14: Trace plots (top) and example de-trended distributions for two chains (left, right) of 10000
iterations for frame 50 of Video 1.
vals in proportion of growth estimates and estimated probabilities of Li pixel labelings. The
linear constraints on the quadratic trend function provided more robust estimates of the
background trend than the unconstrained model estimated using maximum likelihood, and
therefore resulted in more consistent identification of Li in situations where the quadratic
model in Chapter 4 performed poorly. By imposing a sparse Dirichlet prior on mixture
weights, we utilized over-fitted models which reduced the importance of the apriori selec-
tion of K, and provided a more or less automated method for determining the number of
components. This eliminated the need to estimate and compare multiple models for various
choices of K, as is necessary in maximum likelihood based estimation.
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Figure 5.15: Trace plots of 10000 samples of δ for frame 76 of Video 1, where genuine multimodality appears
to present with δ2 jumping between modes centered near 150 and 200.
MCMC simulation of the model is computationally more expensive than estimation of
the unconstrained model with the ECM algorithm. Therefore, analysis in real-time under
the Bayesian LC-GMRM model is not currently feasible. However, the methodology can
be implement in near -real time on sparsely sampled images, as simulation from the model
can be done in seconds or minutes, depending on the size of the sample and the number
of observations considered. Additional research may focus on increasing the computation
speed of the sampling scheme using parallelization, or alternatively utilizing variational
Bayes methodology.
We acknowledge that the Gibbs sampler utilizing completion proposed in this chapter
may not mix well between symmetric modes of the posterior present due to lack of iden-
tifiability of the component labels, and as such assessment of convergence of the sampler
may not be reasonable. If the number of observations considered was large, or the modes
were well separated, we often found that chains simulated under the Gibbs sampling scheme
did not mix between symmetric modes (i.e. label-switching within chains did not occur).
As the main purpose of the LC - GMRM is for clustering, and obtaining a “best” Li la-
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Figure 5.16: De-trended distributions illustrating the two modes sampled from in Figure 5.15.
beling is ultimately of interest, our intention was to develop a method that could at least
find and reasonably sample from the highest probability posterior modes, which was gen-
erally accomplished utilizing the over-fitted mode. We did find that in many cases, models
estimated on real data chains were able to move between multiple modes occurring when
components were not well separated. Because of the shortcomings of the Gibbs sampler how-
ever, another avenue of future research will focus on improving the mixing and convergence
properties of the MCMC sampling scheme. Other interesting direction for future research
including incorporating spatial dependence, and/or temporal dependence are discussed in
Chapter 6.
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CHAPTER 6. GENERAL CONCLUSION
6.1 General Discussion
Spatiotemporal datasets that are comprised of a sequence of images arise in many ap-
plications, and as such statistical methods that can account for the complex structure of
the data are imperative to answer scientific questions interest. In Chapter 2, Bayesian dy-
namic linear models were used to model evolving seasonal structure in time series of remote
sensing data to estimate key phenological events. MCMC sampling of the posterior was
used to assess uncertainty in estimates of timings, and to estimate the probability of iden-
tifying multiple growing seasons at a given location. The methods were implemented on a
large number of locations and shown to be effective for time series with varying seasonal
structure and evolution through time. In Chapter 3, we introduced two parameterizations
for Fourier-form DLMs which were used to construct MCMC samplers that could efficiently
sample from the posterior distribution, particularly in situations where the MCMC sampler
in Chapter 2 exhibited poor mixing properties. The methodology was illustrated on simu-
lated data and the MTCI data of Chapter 2, and a discussion of how the methods could be
used for improved model selection was provided. The methodology presented in Chapter 4
utilized Gaussian mixture of regression models to quantify Lithium deposition and dissolu-
tion in images obtained from electrochemical (S)TEM. The methods could be implemented
in real-time and have since been integrated into an online system at PNNL which is cur-
rently being used to analyze new operando Li-battery (S)TEM experiments in real-time. In
Chapter 5, we extended upon the methodology of Chapter 4, introducing Bayesian linearly
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constrained Gaussian mixture of regression models for robust background trend estimation
and Li identification. Uncertainty intervals for proportion of growth estimates and proba-
bilistic assignments of image pixels to Li growth were derived from MCMC samples of the
posterior distribution.
6.2 Directions for Future Research
The research presented in this dissertation inspired multiple directions for future re-
search, and we give an outline of a few of the promising directions below.
1. In Chapter 2, we focused entirely on the temporal component of the data, identifying
phenological events from time series independently for each location. The methods
presented are massively scalable across space through embarrassingly parallel comput-
ing, but potential spatial dependence between locations was ignored. An interesting
avenue for future research is to extend the methodology to incorporate spatial depen-
dence using space-time dynamic linear models. This extension is non-trivial, as the
data exhibit considerable large scale dependence in the mean structure which may not
be entirely accounted for by land use information.
2. In Chapter 3, we presented alternative parameterizations for Fourier-form DLMs that
lend well to model selection. While we discussed how the selection of harmonic terms
under these parameterizations could be done in an exploratory sense, further research
will focus on incorporating shrinkage priors on starting state and evolution standard
deviations to encourage automatic harmonic component selection. Additionally, incor-
porating spatial information for a fully spatial-temporal model through spatial priors
on the standard deviations under the reparameterized models may be an interesting
avenue for future research.
3. In Chapter 5, the Gibbs sampler introduced for the over-fitted Bayesian linearly con-
strained GMRM was useful for inference, but could exhibit “poor” convergence prop-
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erties, as label-switching did not generally occur in samples from models estimated
on images containing a moderately large number of pixels. A direct extension of this
work will be to look into alternative sampling schemes with good mixing properties
to ensure reasonable sampling from all areas of the posterior.
4. In both Chapters 4 and 5, methodology introduced for image segmentation and ob-
taining Li labelings utilizing Gaussian mixture of regression models did not formally
account for the inherent spatial and temporal dependence between and within im-
ages in the model. The amount of Li growth in a given image is clearly dependent
on the amount of Li growth in the previous image, and thus incorporating tempo-
ral dependence into the models should be particularly advantageous for identifying
Li. However, modeling temporal dependence in such applications is complicated for
sparsely sampled images, as the same set of pixels will generally not be sampled in se-
quential images. Additionally, scientists are often interested in the amount of growth
present within an image, and as such developing spatial mixture models with can be
used to simultaneously segment and reconstruct images is also an interesting direction
for future research.
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APPENDIX A. METROPOLIS-HASTINGS ALGORITHMS
FOR σe & σw
Let θt = (S1t, S
∗
1t, . . . , Sqt, S
∗
qt). At step i ∈ {1, ...,M} within the two step Metropolis Hastings within
Gibbs Sampler Chain, suppose that the current value of θ0:T is θ
(i)
0:T , and the current value of (σe, σw) is
(σ
(i−1)
e , σ
(i−1)
w ). Let T ∗ be the set of times such that Yt is non-missing.
σe : The full conditional for σe is
p(σe| . . . ) ∝
∏
t∈T ∗
N(yt;Fθt, σ
2
e)Cauchy
+(σe; 0, c1)
∝ (σ2e)−
|T∗|
2 exp
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}
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1 + (σ2e/c
2
1)
I(σe > 0)
Let ηe = σ
2
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p(ηe| . . . ) ∝ (ηe)−
|T∗|
2 − 12 exp
{
− 1
2ηe
∑
t∈T ∗
(yt − Fθt)2
}
1
1 + (ηe/c21)
This is not a known distribution (but has a component the specific form of an Inverse-Gamma), so we use
Metropolis-Hasting with an IG
(
|T ∗|−1
2 ,
∑
t∈T ∗
(yt − Fθ(i)t )2/2
)
proposal distribution (denoted q(·) below) to
sample η
(i)
e at the ith step of the chain. The acceptance probability is α = min(1, ρ), where
ρ =
p(η∗e | . . . )q(η(i−1)e )
p(η
(i−1)
e | . . . )q(η∗e)
=
1 + (η
(i−1)
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where η∗e and η
(i−1)
e are the proposed and current values of ηe, respectively, at position i in the chain. Set
σ
(i)
e =
√
η∗e if the proposal is accepted, otherwise set σ
(i)
e = σ
(i−1)
e .
σw : The full conditional for σw is
p(σw| . . . ) ∝
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Let ηw = σ
2
w.
p(ηw| . . . ) ∝ (ηw)−
2qT
2 − 12 exp
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1
1 + (ηw/c22)
This is also not a known distribution (but has a component with Inverse-Gamma form), so we use Metropolis-
Hasting with an IG
(
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t=1
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(i)
t −Gθ(i)t−1)T (θ(i)t −Gθ(i)t−1)/2
)
proposal distribution (denoted q(·) be-
low) to draw η
(i)
w in the ith step of the MCMC chain. The acceptance probability is α = min(1, ρ), where
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where η∗w and η
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w are the proposed and current values of ηw, respectively, at position i in the chain. Set
σ
(i)
w =
√
η∗w if the proposal is accepted, otherwise set σ
(i)
w = σ
(i−1)
w .
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APPENDIX B. DERIVATIONS OF MCMC SAMPLERS FOR
STANDARD, PX-NC AND SC-NC FOURIER-FORM DLMS
In the following subappendices, we provide derivations of the MCMC samplers for the Standard, PX-
NC, and SC-NC parameterizations of Fourier-form DLMs, specifically Models 1 and 2. In the follow-
ing, we provide derivations specifically under Model 1 and Model 2 where necessary. When not dis-
cussed explicitly, the components of the MCMC samplers are analogous under Models 1 and 2. Let
xt = (cos(w1t), sin(w1t), . . . , cos(wqt), sin(wqt).
B.1 The Standard MCMC Sampler
Let σw = σw (corresponding to W = σwI) under Model 1, and σw = (σw1 , . . . , σwq )
T (corresponding to
W = blockdiag(σ2w1I2, . . . , σ
2
wqI2)) under Model 2, and let g ∈ {1, q} be the dimension of σw under Models
1 and 2, respectively. The joint posterior distribution for the standard parameterization is, proportional up
to a constant,
p(θ0:T , σe,σw|y1:T ) ∝
T∏
t=1
N(yt;Fθt, σ
2
e)
T∏
t=1
N(θt; Gθt−1, W )N(θ0; m0, C0)
×
g∏
j=1
Cauchy+(σwj ; 0, d)Cauchy
+(σe; 0, c)
The distribution is not analytically tractable, so we sample from the posterior using the following Gibbs
sampler – a data augmentation sampling scheme assuming θ0:T are the augmented data and ψ = (σe,σw)
are the unknown model parameters.
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Gibbs Sampler
1. Sample θ0:T using Forward Filtering Backward Sampling (FFBS).
2. Sample σe using Metropolis-Hastings as follows:
p(σe| . . . ) ∝
T∏
t=1
N(yt;Fθt, σ
2
e)Cauchy
+(σe; 0, c)
∝ (σ2e)−
T
2 exp
{
− 1
2σ2e
T∑
t=1
(yt − Fθt)2
}
1
1 + (σ2e/c
2)
I(σe > 0)
Let ηe = σ
2
e .
p(ηe| . . . ) ∝ (ηe)−T 2− 1
2
exp
{
− 1
2ηe
T∑
t=1
(yt − Fθt)2
}
1
1 + (ηe/c2)
This is not a known distribution (but has a component the specific form of an Inverse-Gamma), so we
use Metropolis-Hasting with an IG
(
T−1
2 ,
T∑
t=1
(yt − Fθ(i)t )2/2
)
proposal distribution (denoted q(·)
below) to sample η
(i)
e at the ith step of the chain. The acceptance probability is α = min(1, ρ), where
ρ =
p(η∗e | . . . )q(η(i−1)e )
p(η
(i−1)
e | . . . )q(η∗e)
=
1 + (η
(i−1)
e /c2)
1 + (η∗e/c2)
where η∗e and η
(i−1)
e are the proposed and current values of ηe, respectively, at position i in the chain.
3. Sample σw using Metropolis Hastings as follows
under Model 1:
p(σw| . . . ) ∝
T∏
t=1
N(θt;Gθt−1, σ2wI)Cauchy
+(σw; 0, d)
∝ (σ2w)−
pT
2 exp
{
− 1
2σ2w
T∑
t=1
(θt −Gθt−1)T (θt −Gθt−1)
}
1
1 + (σ2w/d
2)
I(σw > 0)
Let ηw = σ
2
w.
p(ηw| . . . ) ∝ (ηw)−
pT
2 − 12 exp
{
− 1
2ηw
T∑
t=1
(θt −Gθt−1)T (θt −Gθt−1)
}
1
1 + (ηw/d2)
This is also not a known distribution (but has a component with Inverse-Gamma form), so we use
Metropolis-Hasting with an IG
(
pT−1
2 ,
T∑
t=1
(θ
(i)
t −Gθ(i)t−1)T (θ(i)t −Gθ(i)t−1)/2
)
proposal distribution
(denoted q(·) below) to draw η(i)w in the ith step of the MCMC chain. The acceptance probability is
α = min(1, ρ), where
ρ =
p(η∗w| . . . )q(η(i−1)w )
p(η
(i−1)
w | . . . )q(η∗w)
=
1 + (η
(i−1)
w /d2)
1 + (η∗w/d2)
where η∗w and η
(i−1)
w are the proposed and current values of ηw, respectively, at position i in the
chain. Set σ
(i)
w =
√
η∗w if the proposal is accepted, otherwise set σ
(i)
w = σ
(i−1)
w .
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under Model 2:
p(σwj | . . . ) ∝
T∏
t=1
N(θt;Gθt−1,W )Cauchy+(σwj ; 0, d)
∝ (σ2wj )−
2T
2 exp
{
− 1
2σ2wj
T∑
t=1
(St −GjSt−1)T (St −GjSt−1)
}
1
1 + (σ2wj/d
2)
I(σw > 0)
Let ηwj = σ
2
wj .
p(ηwj | . . . ) ∝ (ηwj )−
2T
2 − 12 exp
{
− 1
2ηwj
T∑
t=1
(St −GjSt−1)T (St −GjSt−1)
}
1
1 + (ηw/d2)
This is also not a known distribution (but has a component with Inverse-Gamma form), so we use
Metropolis-Hasting with an IG
(
2T−1
2 ,
T∑
t=1
(S
(i)
t −GjS(i)t−1)T (S(i)t −GjS(i)t−1)/2
)
proposal distribu-
tion (denoted q(·) below) to draw η(i)wj in the ith step of the MCMC chain. The acceptance probability
is α = min(1, ρ), where
ρ =
p(η∗wj | . . . )q(η(i−1)wj )
p(η
(i−1)
wj | . . . )q(η∗wj )
=
1 + (η
(i−1)
wj /d
2)
1 + (η∗wj/d
2)
where η∗wj and η
(i−1)
wj are the proposed and current values of ηwj , respectively, at position i in the
chain. Set σ
(i)
wj =
√
η∗wj if the proposal is accepted, otherwise set σ
(i)
wj = σ
(i−1)
wj .
B.2 The SC-NC MCMC Sampler
Again, let σw = σw (corresponding to W = σwI) under Model 1, and σw = (σw1 , . . . , σwq )
T (corre-
sponding to W = blockdiag(σ2w1I2, . . . , σ
2
wqI2)) under Model 2, and let g ∈ {1, q} be the dimension of σw
under Models 1 and 2, respectively. The joint posterior distribution for the standard parameterization is,
proportional up to a constant,
p(θsc0:T ,θ0, σe,σw, σ
2
w0 , τ
2|y1:T ) ∝
T∏
t=1
N(yt;x
T
t θ0 + FLWθ
sc
t , σ
2
e)
T∏
t=1
N(θsct ; Gθ
sc
t−1, I)
×N(θ0; 0, σ2w0I)N(θsc0 ; 0, I)
g∏
j=1
N(σwj ; 0, τ
2)
× IG(τ2; 1/2, d2/2)IG(σ2w0 ; a, b)Cauchy+(σe; 0, c),
where LW = σwI under Model 1 and LW = blockdiag(σw1I2, . . . , σwqI2) under Model 2. The distribution
is not analytically tractable, so we sample from the posterior using the following Gibbs sampler – a data
augmentation sampling scheme assuming θsc0:T are the augmented data and ψ = (θ0, σe,σw, σ
2
w0 , τ
2) are the
unknown model parameters.
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Gibbs Sampler
1. Sampling θsc0:T
(a) Compute y∗t = yt − xTt θ0, t = 1, . . . , T
(b) Draw θsc0:T |y∗1:T ,θ0, σe,σw using FFBS with F˜ = FLW .
2. Sampling (σw,θ0)
T
under Model 1:
p(σw,θ0| . . . ) ∝
T∏
t=1
N(yt;x
T
t θ0 + σwFθ
sc
t , σ
2
e)N(σw; 0, τ
2)N(θ0; 0, σ
2
w0I)
∝ exp
{
− 1
2σ2e
T∑
t=1
((yt − xTt θ0)− σwFθsct )2
}
exp
{
− 1
2τ2
σ2w
}
exp
{
− 1
2σ2w0
θT0 θ0
}
∝ exp
{
− 1
2σ2e
(
(Y1:T −X∗ (σw,θ0)T )T (Y1:T −X∗ (σw,θ0)T )
)}
× exp
{
−1
2
(σw,θ0) diag(τ
2, σ2w01p)
−1 (σw,θ0)
T
}
where X∗ =
(
X1:T
... Fθsc1:T
)
.
Draw (σw,θ0)
T ∼ N(m,V ), where
V =
(
1
σ2e
X∗
T
X∗ + diag(τ2, σ2w01p)
−1
)−1
m = V
(
1
σ2e
X∗
T
y1:T
)
under Model 2:
p(σw,θ0| . . . ) ∝
T∏
t=1
N(yt;x
T
t θ0 + FLWθ
sc
t , σ
2
e)N(θ0; 0, σ
2
w0I)
q∏
j=1
N(σwj ; 0, τ
2)
∝ exp
{
− 1
2σ2e
T∑
t=1
((yt − xTt θ0)− FLWθsct )2
}
exp
{
− 1
2τ2
σTwσw
}
exp
{
− 1
2σ2w0
θT0 θ0
}
∝ exp
{
− 1
2σ2e
(
(Y1:T −X∗ (σw,θ0)T )T (Y1:T −X∗ (σw,θ0)T )
)}
× exp
{
−1
2
(σw,θ0) diag(τ
21Tq , σ
2
w01
T
p )
−1 (σw,θ0)
T
}
where X∗ =
(
X1:T
... Ssc1,1:T , . . . , S
sc
q,1:T
)
.
Draw (σw,θ0)
T ∼ N(m,V ), where
V =
(
1
σ2e
X∗
T
X∗ + diag(τ21Tq , σ
2
w01
T
p )
−1
)−1
m = V
(
1
σ2e
X∗
T
y1:T
)
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3. Sampling σe
p(σe| . . . ) ∝
T∏
t=1
N(yt;x
T
t θ0 + FLWθ
sc
t , σ
2
e)Cauchy
+(σe; 0, c)
∝ (σ2e)−
T
2 exp
{
− 1
2σ2e
T∑
t=1
(yt − xTt θ0 − FLWθsct )2
}
1
1 + (σ2e/c
2)
I(σe > 0)
Let ηe = σ
2
e .
p(ηe| . . . ) ∝ (ηe)−T2 − 12 exp
{
− 1
2ηe
T∑
t=1
(yt − xTt θ0 − FLWθsct )2
}
1
1 + (ηe/c2)
This is not a known distribution (but has a component the specific form of an Inverse-Gamma), so
we use Metropolis-Hasting with an IG
(
T−1
2 ,
T∑
t=1
(yt − xTt θ0 − FLWθsct )2/2
)
proposal distribution
(denoted q(·) below) to sample η(i)e at the ith step of the chain. The acceptance probability is
α = min(1, ρ), where
ρ =
p(η∗e | . . . )q(η(i−1)e )
p(η
(i−1)
e | . . . )q(η∗e)
=
1 + (η
(i−1)
e /c2)
1 + (η∗e/c2)
where η∗e and η
(i−1)
e are the proposed and current values of ηe, respectively, at position i in the chain.
Set σ
(i)
wj =
√
η∗wj if the proposal is accepted, otherwise set σ
(i)
wj = σ
(i−1)
wj .
4. Sampling τ2
under Model 1:
p(τ2| . . . ) ∝ N(σw; 0, τ2)IG(τ2; 1/2, d2/2)
∝ (τ2)− 12 exp
{
− 1
2τ2
σ2w
}
(τ2)−1/2−1exp
{
− d
2
2τ2
}
∝ (τ2)− 12− 12−1exp
{
− 1
2τ2
(
σ2w + d
2
)}
Draw τ2 ∼ IG(cτ , Cτ ), where
cτ = 1
Cτ =
1
2
(
d2 + σ2w
)
under Model 2:
p(τ2| . . . ) ∝
q∏
j=1
N(σwj ; 0, τ
2)IG(τ2; 1/2, d2/2)
∝ (τ2)− q2 exp
− 12τ2
q∑
j=1
σ2wj
 (τ2)−1/2−1exp
{
− d
2
2τ2
}
∝ (τ2)− q2− 12−1exp
− 12τ2
 q∑
j=1
σ2wj + d
2

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Draw τ2 ∼ IG(cτ , Cτ ), where
cτ =
q
2
+
1
2
Cτ =
1
2
d2 + q∑
j=1
σ2wj

5. Sampling σ2w0
p(σ2w0 | . . . ) ∝ N(θ0; 0, σ2w0I)IG(σ2w0 ; a, b)
∝ (σ2w0)−
p
2 exp
{
− 1
2σ2w0
θT0 θ0
}
(σ2w0)
−a−1exp
{
− b
2σ2w0
}
∝ (σ2w0)−
p
2−a−1exp
{
− 1
2σ2w0
(
θT0 θ0 + b
)}
Draw σ2w0 ∼ IG(cw0 , Cw0), where
cw0 =
p
2
+ a
Cw0 = b+
1
2
θT0 θ0
B.3 The PX-NC MCMC Sampler
Under Model 1, let  =  and ση = ση (corresponding to W = 
2σ2ηI). Under Model 2, let  =
(1, . . . , q)
T and ση = (ση1 , . . . , σηq )
T (corresponding to W = blockdiag(21σ
2
η1I2, . . . , 
2
qσ
2
ηqI2)), and let
g ∈ {1, q} be the dimension of  under Models 1 and 2, respectively. The joint posterior distribution for the
standard parameterization is, proportional up to a constant,
p(θpx0:T ,θ0, σe, ,σ
2
η, σ
2
w0 |y1:T ) ∝
T∏
t=1
N(yt;x
T
t θ0 + FLθ
px
t , σ
2
e)
T∏
t=1
N(θpxt ; Gθ
px
t−1, L
−1
 WL
−1
 )
×N(θ0; 0, σ2w0I)N(θpx0 ; 0, L−1 WL−1 )
g∏
j=1
N(j ; 0, 1)
×
g∏
j=1
IG(σ2ηj ; 1/2, d
2/2)IG(σ2w0 ; a, b)Cauchy
+(σe; 0, c)
where L = I under Model 1 and L = blockdiag(1I2, . . . , qI2) under Model 2. The distribution is
not analytically tractable, so we sample from the posterior using the following Gibbs sampler – a data
augmentation sampling scheme assuming θpx0:T are the augmented data and ψ = (θ0, σe, ,σ
2
η, σ
2
w0) are the
unknown model parameters.
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Gibbs Sampler
1. Sampling θpx0:T
(a) Compute y∗t = yt − xTt θ0, t = 1, . . . , T
(b) Draw θpx0:T |y∗1:T ,θ0σe, ,σ2η using FFBS with F˜ = FL.
2. Sampling (,θ0)
T
under Model 1:
p(,θ0| . . . ) ∝
∏
t∈T∗
N(yt;x
T
t θ0 + Fθ
px
t , σ
2
e)N(; 0, 1)N(θ0; 0, σ
2
w0I)
∝ exp
{
− 1
2σ2e
∑
t∈T∗
((yt − xTt θ0)− Fθpxt )2
}
exp
{
−1
2
2
}
exp
{
− 1
2σ2w0
θT0 θ0
}
∝ exp
{
− 1
2σ2e
(
(Y1:T −X∗ (,θ0)T )T (Y1:T −X∗ (,θ0)T )
)}
× exp
{
−1
2
(,θ0) diag(1, σ
2
w01p)
−1 (,θ0)
T
}
where X∗ =
(
X1:T
... Fθpx1:T
)
.
Draw (,θ0)
T ∼ N(m,V ), where
V =
(
1
σ2e
X∗
T
X∗ + diag(1, σ2w01p)
−1
)−1
m = V
(
1
σ2e
X∗
T
y1:T
)
under Model 2:
p(,θ0| . . . ) ∝
∏
t∈T∗
N(yt;x
T
t θ0 + FLθ
px
t , σ
2
e)N(θ0; 0, σ
2
w0I)
q∏
j=1
N(j ; 0, 1)
∝ exp
{
− 1
2σ2e
∑
t∈T∗
((yt − xTt θ0)− FLθpxt )2
}
exp
{
−1
2
T 
}
exp
{
− 1
2σ2w0
θT0 θ0
}
∝ exp
{
− 1
2σ2e
(
(Y1:T −X∗ (,θ0)T )T (Y1:T −X∗ (,θ0)T )
)}
× exp
{
−1
2
(,θ0) diag(1
T
q , σ
2
w01
T
p )
−1 (,θ0)
T
}
where X∗ =
(
X1:T
... Spx1,1:T , . . . , S
px
q,1:T
)
.
Draw (,θ0)
T ∼ N(m,V ), where
V =
(
1
σ2e
X∗
T
X∗ + diag(1Tq , σ
2
w01
T
p )
−1
)−1
m = V
(
1
σ2e
X∗
T
y1:T
)
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3. Sampling σe
p(σe| . . . ) ∝
T∏
t=1
N(yt;x
T
t θ0 + FLθ
px
t , σ
2
e)Cauchy
+(σe; 0, c)
∝ (σ2e)−
T
2 exp
{
− 1
2σ2e
T∑
t=1
(yt − xTt θ0 − FLθpxt )2
}
1
1 + (σ2e/c
2)
I(σe > 0)
Let ηe = σ
2
e .
p(ηe| . . . ) ∝ (ηe)−T2 − 12 exp
{
− 1
2ηe
T∑
t=1
(yt − xTt θ0 − FLθpxt )2
}
1
1 + (ηe/c2)
This is not a known distribution (but has a component the specific form of an Inverse-Gamma), so
we use Metropolis-Hasting with an IG
(
T−1
2 ,
T∑
t=1
(yt − xTt θ0 − FLθpxt )2/2
)
proposal distribution
(denoted q(·) below) to sample η(i)e at the ith step of the chain. The acceptance probability is
α = min(1, ρ), where
ρ =
p(η∗e | . . . )q(η(i−1)e )
p(η
(i−1)
e | . . . )q(η∗e)
=
1 + (η
(i−1)
e /c2)
1 + (η∗e/c2)
where η∗e and η
(i−1)
e are the proposed and current values of ηe, respectively, at position i in the chain.
Set σ
(i)
wj =
√
η∗wj if the proposal is accepted, otherwise set σ
(i)
wj = σ
(i−1)
wj .
4. Sampling σ2η
under Model 1:
p(σ2η| . . . ) ∝
T∏
t=1
N(θpxt ;Gθ
px
t−1, σ
2
ηI)N(θ
px
0 ; 0, σ
2
ηI)IG(σ
2
η; 1/2, d
2/2)
∝ (σ2η)−
pT
2 exp
{
− 1
2σ2η
T∑
t=1
(θpxt −Gθpxt−1)T (θpxt −Gθpxt−1)
}
× (σ2η)−p/2exp
{
− 1
2σ2η
θpx
>
0 θ
px
0
}
(σ2η)
−1/2−1exp
{
− d
2
2σ2η
}
∝ (σ2η)−
pT
2 − p2− 12−1exp
{
− 1
2σ2η
(
T∑
t=1
(θpxt −Gθpxt−1)T (θpxt −Gθpxt−1) + θpx
>
0 θ
px
0 + d
2
)}
Draw σ2η ∼ IG(cη, Cη), where
cη =
pT
2
+
p
2
+
1
2
Cη =
1
2
(
d2 +
T∑
t=1
(
θpxt −Gθpxt−1
)T (
θpxt −Gθpxt−1
)
+ θpx
>
0 θ
px
0
)
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under Model 2:
p(σ2ηj | . . . ) ∝
T∏
t=1
N(θpxt ;Gθ
px
t−1,L
−1
 WL
−1
 )N(θ
px
0 ; 0,L
−1
 WL
−1
 )IG(σ
2
ηj ; 1/2, d
2/2)
∝ (σ2ηj )−
2T
2 exp
{
− 1
2σ2ηj
T∑
t=1
(
Spxj,t −GjSpxj,t−1
)T (
Spxj,t −GjSpxj,t−1
)}
× (σ2ηj )−1exp
{
−1
2
Spx
T
j,0 S
px
j,0
}
(σ2ηj )
−1/2−1exp
{
− d
2
2σ2ηj
}
∝ (σ2ηj )−
2T
2 − 32−1exp
{
− 1
2σ2ηj
(
T∑
t=1
(
Spxj,t −GjSpxj,t−1
)T (
Spxj,t −GjSpxj,t−1
)
+ Spx
T
j,0 S
px
j,0 + d
2
)}
Draw σ2ηj ∼ IG(cη, Cη) for j = 1, . . . , q, where
cη = T + 3/2
Cη =
1
2
(
d2 +
T∑
t=1
(
Spxj,t −GjSpxj,t−1
)T (
Spxj,t −GjSpxj,t−1
)
+ Spx
T
j,0 S
px
j,0
)
5. Sampling σ2w0
p(σ2w0 | . . . ) ∝ N(θ0; 0, σ2w0I)IG(σ2w0 ; a, b)
∝ (σ2w0)−
p
2 exp
{
− 1
2σ2w0
θT0 θ0
}
(σ2w0)
−a−1exp
{
− b
2σ2w0
}
∝ (σ2w0)−
p
2−a−1exp
{
− 1
2σ2w0
(
θT0 θ0 + b
)}
Draw σ2w0 ∼ IG(cw0 , Cw0), where
cw0 =
p
2
+ a
Cw0 = b+
1
2
θT0 θ0
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APPENDIX C. DERIVATIONS OF STEPS FOR THE ECM
ALGORITHM
Derivations for the E and M-steps of the ECM algorithm for the GMRM and BGMRM models are
provided in the following appendices. We note that the ECM algorithm for the GMRM is a special case of
the algorithm for the BGMRM, but provide the derivations separately for clarity.
C.1 Univariate Model
Let zi, i = 1, . . . , n be observed grayscale value at pixel i in an image of n pixels, with pixel coordinates
(xi, yi). Let ui be the q-dim vector of covariates modeling trend in the X-coordinate. Define U as the n× q
model matrix of trend covariates and Z as the n-dim response vector of grayscale values for a given image.
The joint probability density function for the GMRM considered in Section 4.3.2 is
p(zi|θ) =
n∏
i=1
K∑
k=1
pkN(zi;u
T
i β + δk, σk) (C.1)
where K is the number of mixture components, p = (p1, . . . , pK)
T is a K-dim vector of mixture component
weights, β is a q-dim vector of trend coefficients, δ = (δ1, . . . , δK)
T is a K-dim vector of component inter-
cepts, and σ = (σ1, . . . , σK)
T is a K-dim vector of components standard deviations. Let θ = (p,β, δ,σ).
The log-likelihood is expressed as
l(θ) =
n∑
i=1
log
K∑
k=1
pkN(zi;u
T
i β + δk, σk) (C.2)
Let Ci, i = 1, . . . , n represent the unobserved labeling of pixel i to the k-th class, where Ci = k if the ith
pixel is from the kth component. Let C be the n-dim vector of component labels. The C variables are the
missing data, so the complete data are (Z,C) and the incomplete data are Z. The complete data density
for (Z,C) is
p(Z,C|θ) =
n∏
i=1
K∏
k=1
(
pkN(zi;u
T
i β + δk, σk)
)I(Ci=k)
(C.3)
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and the complete data log-likelihood is
lc(θ) =
n∑
i=1
K∑
k=1
I(Ci = k)log
(
pkN(zi;u
T
i β + δk, σk)
)
. (C.4)
At iteration j, the updates of the ECM algorithm for the univariate GMRM model are derived as follows.
E-step:
Define the conditional expectation of the complete data log-likelihood given the observed data as
Q
(
θ|θ(j−1)
)
= E
(
lc(θ)|θ(j−1),Z
)
(C.5)
=
n∑
i=1
K∑
k=1
E
(
I(Ci = k)log
(
pkN(zi;u
T
i β + δk, σk)
) |θ(j−1),Z) (C.6)
=
n∑
i=1
K∑
k=1
E
(
I(Ci = k)|θ(j−1),Z
)
log
(
pkN(zi;u
T
i β
(j−1) + δ(j−1)k , σ
(j−1)
k )
)
(C.7)
Then
E
(
Cik|θ(j−1),Z
)
= P
(
Ci = k|θ(j−1),Z
)
(C.8)
=
P
(
Ci = k, zi|θ(j−1)
)
P
(
zi|θ(j−1)
) (C.9)
=
P
(
zi|Ci = k,θ(j−1)
)
P (Ci = k)
P
(
zi|θ(j−1)
) (C.10)
=
p
(j−1)
k N(zi;u
T
i β
(j−1) + δ(j−1)k , σ
(j−1)
k )∑K
k=1 p
(j−1)
k N(zi;u
T
i β
(j−1) + δ(j−1)k , σ
(j−1)
k )
(C.11)
Therefore, the E-step consists of computing the weights
w
(j)
ik =
p
(j−1)
k N(zi;u
T
i β
(j−1) + δ(j−1)k , σ
(j−1)
k )∑K
k=1 p
(j−1)
k N(zi;u
T
i β
(j−1) + δ(j−1)k , σ
(j−1)
k )
(C.12)
for k = 1, . . . ,K, i = 1, . . . , n.
M-step:
The M-step consists of two CM-steps. The first maximizes Q(·) in p, δ, and β, given σ(j−1). The second
maximizes Q(·) in σ, given p(j), δ(j), and β(j).
Q(θ;θ(j−1)) =
n∑
i=1
K∑
k=1
w
(j)
ik log
(
pkN(zi;u
T
i β + δk, σk)
)
(C.13)
=
n∑
i=1
K∑
k=1
w
(j)
ik
(
log(pk)− 1
2
log(2pi)− log(σk)− 1
2σ2k
(
zi − uTi β − δk
)2)
(C.14)
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Maximization in (p, δ, β), given σ(j−1): For k = 1, . . . ,K,
∂
∂δk
Q(θ;θ(j−1)) =
n∑
i=1
w
(j)
ik
σ
2(j−1)
k
(
zi − uTi β − δk
)
= 0 (C.15)
=⇒
n∑
i=1
w
(j)
ik
(
zi − uTi β − δk
)
= 0 (C.16)
Solving for δk,
δk =
∑n
i=1 w
(j)
ik zi∑n
i=1 w
(j)
ik
−
∑n
i=1 w
(j)
ik u
T
i∑n
i=1 w
(j)
ik
β (C.17)
For ease of notation, define the weighted means of z and U as
z¯(j)wk =
∑n
i=1 w
(j)
ik zi∑n
i=1 w
(j)
ik
(C.18)
u¯(j)wk =
∑n
i=1 w
(j)
ik ui∑n
i=1 w
(j)
ik
(C.19)
such that
δk = z¯
(j)
wk
− u¯(j)Twk β (C.20)
Maximization of Q(·) in β, given δ and σ(j−1), is equivalent to minimizing the weighted sum of squares
n∑
i=1
K∑
k=1
w
(j)
ik
σ
2(j−1)
k
(
zi − uTi β − δk
)2
(C.21)
which is equivalent to minimizing
K∑
k=1
(Z −Uβ − δk1)T Wk (Z −Uβ − δk1) (C.22)
where Wk = σ
−2(j−1)
k (diag(w1k, . . . , wnk)). Plugging in the solution for δk, we have
β(j) = arg min
β
K∑
k=1
(
Z −Uβ −
(
z(j)wk − u(j)
T
wk
β
)
1n
)T
Wk
(
Z −Uβ −
(
z(j)wk − u(j)
T
wk
β
)
1n
)
(C.23)
= arg min
β
K∑
k=1
(
Z˜k − U˜kβ
)T
Wk
(
Z˜k − U˜kβ
)
(C.24)
where U˜k = U − u¯(j)
T
wk ⊗ 1n and Z˜k = Z − z¯(j)wk1n. Given σ(j−1), β(j) is the weighted least squares solution
β(j) =
(
K∑
k=1
U˜TkWkU˜k
)−1( K∑
k=1
U˜TkWkZ˜k
)
(C.25)
assuming U is full rank. Since Wk is diagonal, this is equivalent to
β(j) =
(
K∑
k=1
1
σ
2(j−1)
k
n∑
i=1
w
(j)
ik u˜iku˜
T
ik
)−1( K∑
k=1
1
σ
2(j−1)
k
n∑
i=1
w
(j)
ik u˜ikz˜ik
)
. (C.26)
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Plugging back in for δk, we have
δ
(j)
k = z¯
(j)
wk
− u¯(j)Twk β(j), k = 1, . . . ,K (C.27)
Maximization in p does not depend on other parameters of θ, so could be done in either the first or second
CM-step. p(j) maximizes Q(θ;θ(j−1)) subject to the constraint
∑K
k=1 pk = 1. Utilizing the Lagrange
multiplier λ
(∑K
k=1 pk − 1
)
, p
(j)
k is the solution to
∂
∂pk
(
Q(θ;θ(j−1)) + λ
(
K∑
k=1
pk − 1
))
= 0 (C.28)
=⇒
∑n
i=1 w
(j)
ik
pk
− λ = 0 (C.29)
=⇒ pk =
∑n
i=1 w
(j)
ik
−λ (C.30)
Solving for λ, the constraint
∑K
k=1 pk = 1 =⇒
∑K
k=1
∑n
i=1 w
(j)
ik
−λ = 1 =⇒
n
−λ = 1 =⇒ λ = −n.
Therefore,
p
(j)
k =
∑n
i=1 w
(j)
ik
n
, k = 1, . . . ,K (C.31)
Maximization in σ, given (p(j), δ(j),β(j)): For k = 1, . . . ,K,
∂
∂σk
Q(θ;θ(j−1)) =
n∑
i=1
w
(j)
ik
(
− 1
σ2k
+
1
σ3k
(
zi − uTi β(j) − δ(j)k
)2)
= 0 (C.32)
=⇒
n∑
i=1
w
(j)
ik
(
−σ2k +
(
zi − uTi β(j) − δ(j)k
)2)
= 0 (C.33)
=⇒ σ(j)k =
√√√√√∑ni=1 w(j)ik (zi − uTi β(j) − δ(j)k )2∑n
i=1 w
(j)
ik
, k = 1, . . . ,K (C.34)
In summary, at iteration j the full ECM algorithm proceeds as follows:
1. E-step: Compute w
(j)
ik given θ
(j−1) as
w
(j)
ik =
p
(j−1)
k N(zi;u
T
i β
(j−1) + δ(j−1)k , σ
(j−1)
k )∑K
k=1 p
(j−1)
k N(zi;u
T
i β
(j−1) + δ(j−1)k , σ
(j−1)
k )
(C.35)
for k = 1, . . . ,K, i = 1, . . . , n.
187
2. M-step:
(a) Compute p(j), δ(j), and β(j), given σ(j−1) as
β(j) =
(
K∑
k=1
1
σ
2(j−1)
k
n∑
i=1
w
(j)
ik u˜iku˜
T
ik
)−1( K∑
k=1
1
σ
2(j−1)
k
n∑
i=1
w
(j)
ik u˜ikz˜ik
)
(C.36)
δ
(j)
k = z¯
(j)
wk
− u¯(j)Twk β(j), k = 1, . . . ,K (C.37)
p
(j)
k =
∑n
i=1 w
(j)
ik
n
, k = 1, . . . ,K (C.38)
(b) Compute σ(j), given p(j), δ(j), β(j) as
σ
(j)
k =
√√√√√∑ni=1 w(j)ik (zi − uTi β(j) − δ(j)k )2∑n
i=1 w
(j)
ik
, k = 1, . . . ,K (C.39)
C.2 Bivariate Model
Let z(1)i, i = 1, . . . , n be observed grayscale values at pixel i in a dark field image of n pixels, and
let z(2)i, i = 1, . . . , n be observed grayscale values in the corresponding bright field image. Jointly, let
Z =
(
Z(1),Z(2)
)
be the n× 2 response matrix. Let U be the n× q model matrix of trend covariates as in
the univariate case. The joint probability density function for the BGMRM in Section 4.4.4 is
p(zi|θ) =
n∏
i=1
K∑
k=1
pkN2(zi;β
Tui + δk,Σk) (C.40)
where K and p are as in the univariate case. β =
(
β(1),β(2)
)
is a q × 2 matrix of trend coefficients
with columns corresponding to coefficients for each response variable. δ = (δ1, . . . , δK) is a 2 ×K matrix
of component intercepts, where δk = (δ(1)k, δ(2)k)
T . Let Σ = (Σ1, . . . ,ΣK) is the set of K component
covariance matrices. Let θ = (p,β, δ,Σ).
At iteration j, the updates of the ECM algorithm for the BGMRM model are derived as follows.
E-step:
Compute the component weights as in the univariate case with the univariate normal density replaced with
the bivariate density.
w
(j)
ik =
p
(j−1)
k N2(zi;β
(j−1)Tui + δ
(j−1)
k ,Σ
(j−1)
k )∑K
k=1 p
(j−1)
k N2(zi;β
(j−1)Tui + δ
(j−1)
k ,Σ
(j−1)
k )
(C.41)
for k = 1, . . . ,K, i = 1, . . . , n.
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M-step:
The M-step again consists of two CM-steps. The first maximizes Q(·) in β, δ,p given Σ(j−1). The second
maximizes Q(·) in Σ given β(j), δ(j),p(j).
Q(θ;θ(j−1)) =
n∑
i=1
K∑
k=1
w
(j)
ik log
(
pkN(zi;β
Tui + δk,Σk)
)
(C.42)
=
n∑
i=1
K∑
k=1
w
(j)
ik
(
log(pk)− log(2pi)− 1
2
log(|Σk|)− 1
2
(
zi − βTui − δk
)T
Σ−1k
(
zi − βTui − δk
))
(C.43)
Maximization in (p, δ, β), given Σ(j−1): Maximization in p is equivalent to the univariate case.
p
(j)
k =
∑n
i=1 w
(j)
ik
n
, k = 1, . . . ,K (C.44)
Given Σ(j−1) (we drop the (j−1) superscript in the following derivations for ease of notation) and assuming
fixed β, find δk that minimizes
n∑
i=1
w
(j)
ik
(
zi − βTui − δk
)
Σ−1k
(
zi − βTui − δk
)
(C.45)
= (Z∗ −U∗β∗ − (1n ⊗ I2)δk)T
(
Wk ⊗Σ−1k
)
(Z∗ −U∗β∗ − (1n ⊗ I2)δk) (C.46)
where Z∗ = vec(ZT ) is 2n × 1 vector of responses. U∗ = U ⊗ I2 is 2n × 2q matrix of covariates. β∗ =
vec(βT ) = (β(1),1, β(2),1, . . . , β(1),q, β(2),q), and Wk = diag(w1k, . . . , wnk).
This is the general least squares solution
δk =
(
(1n ⊗ I2)T
(
Wk ⊗Σ−1k
)
(1n ⊗ I2)
)−1 (
(1n ⊗ I2)T
(
Wk ⊗Σ−1k
)
(Z∗ −U∗β∗)) (C.47)
=
(
(1Tn ⊗ I2)
(
Wk ⊗Σ−1k
)
(1n ⊗ I2)
)−1 (
(1Tn ⊗ I2)
(
Wk ⊗Σ−1k
)
(Z∗ −U∗β∗)) (C.48)
=
(
(1TnWk ⊗ I2Σ−1k )(1n ⊗ I2)
)−1 (
(1TnWk ⊗ I2Σ−1k ) (Z∗ −U∗β∗)
)
(C.49)
=
(
1TnWk1n ⊗Σ−1k
)−1 (
(1TnWk ⊗Σ−1k ) (Z∗ −U∗β∗)
)
(C.50)
=
(
1TnWk∑n
i=1 wik
⊗ΣkΣ−1k
)
(Z∗ −U∗β∗) (C.51)
=
(
1TnWk∑n
i=1 wik
⊗ I2
)
(Z∗ −U∗β∗) (C.52)
=

∑n
i=1 wik(z(1)i − uTi β(1))∑n
i=1 wik∑n
i=1 wik(z(2)i − uTi β(2))∑n
i=1 wik
 (C.53)
=
z¯(j)(1)wk − u¯(j)T(1)wkβ(1)
z¯
(j)
(2)wk
− u¯(j)T(1)wkβ(2)
 (C.54)
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As in multivariate regression, the solution for δk does not depend on Σk and estimates for each response
variable can be computed separately. Next, plug in the solution for δk, k = 1, . . . ,K and find β which
minimizes
n∑
i=1
w
(j)
ik
(
zi − βTui − δk
)
Σ−1k
(
zi − βTui − δk
)
(C.55)
= (Z∗ −U∗β∗ − (1n ⊗ I2)δk)T
(
Wk ⊗Σ−1k
)
(Z∗ −U∗β∗ − (1n ⊗ I2)δk) (C.56)
Let z˜ik = zi −
(
z¯
(j)
(1)wk
, z¯
(j)
(2)wk
)T
and Z˜k be the n× 2 matrix of weighted-centered response values. Let U˜k
be as in the univariate case. Then β which maximizes Q(·) given Σk is the solution which minimizes
n∑
i=1
K∑
k=1
w
(j)
ik
(
z˜ik − βT u˜ik
)T
Σ−1k
(
z˜ik − βT u˜ik
)
(C.57)
=
K∑
k=1
(
Z˜∗k − U˜∗kβ∗
)T (
Wk ⊗Σ−1k
) (
Z˜∗k − U˜∗kβ∗
)
(C.58)
where Z˜∗k = vec
(
Z˜Tk
)
is a 2n× 1 vector of responses and U˜∗k = U˜k ⊗ I2 is a 2n× 2q matrix of covariates.
β∗ = vec(βT ) = (β(1),1, β(2),1, . . . , β(1),q, β(2),q). This is the general least squares solution
β∗
(j)
=
(
K∑
k=1
U˜∗
T
k
(
Wk ⊗Σ−1k
)
U˜∗k
)−1( K∑
k=1
U˜∗
T
k
(
Wk ⊗Σ−1k
)
Z˜∗k
)
(C.59)
=
(
K∑
k=1
(U˜k ⊗ I2)T
(
Wk ⊗Σ−1k
)
(U˜k ⊗ I2)
)−1( K∑
k=1
(U˜k ⊗ I2)T
(
Wk ⊗Σ−1k
)
Z˜∗k
)
(C.60)
=
(
K∑
k=1
(
U˜TkWkU˜k ⊗Σ−1k
))−1( K∑
k=1
(
U˜TkWk ⊗Σ−1k
)
Z˜∗k
)
(C.61)
=
(
K∑
k=1
(
U˜TkWkU˜k ⊗Σ−1k
))−1( K∑
k=1
(
vec
(
Σ−1k Z˜
T
kWkU˜k
)))
(C.62)
=
(
K∑
k=1
(
n∑
i=1
w
(j)
ik u˜iku˜
T
ik
)
⊗Σ−1k
)−1( K∑
k=1
vec
(
Σ−1k
(
n∑
i=1
w
(j)
ik z˜ku˜
T
k
)))
(C.63)
and
β(j) =

β∗
(j)
(1),1 β
∗(j)
(2),1
...
...
β∗
(j)
(1),q β
∗(j)
(2),q

q×2
(C.64)
β(j) and δ(j) could be obtained as the joint least squares solution
γ(j) =
(
UTLWUL
)−1
UTLWZL (C.65)
where γ = (δT1 , . . . , δ
T
K ,β
∗T )T , ZL = (Z∗
T
, . . . ,Z∗
T
)T is a 2nK × 1 vector of K replications of Z∗,
W = bdiag(W1 ⊗Σ1, . . . ,WK ⊗ΣK) is 2nK × 2nK block diagonal matrix, and
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UL = (Ik ⊗ 1n ⊗ I2 | 1K ⊗U∗). However, this requires construction and manipulation of matrices with
largest dimension 2nK×2nK and can make computation of the algorithm slow especially when considering
full images of n = 256× 256 = 65,536 pixels.
Maximization in Σ, given (p(j), δ(j),β(j)): Given β(j) and δ(j), Q(·) is maximized in Σk by
Σ
(j)
k =
∑n
i=1 w
(j)
ik
(
zi − β(j)Tui − δ(j)k
)(
zi − β(j)Tui − δ(j)k
)T
∑n
i=1 w
(j)
ik
(C.66)
as in the typical EM algorithm for bivariate Gaussian mixtures (e.g. McLachlan and Peel (2000)).
In summary, at iteration j the full ECM algorithm proceeds as follows:
1. E-step: Compute w
(j)
ik given θ
(j−1) as
w
(j)
ik =
p
(j−1)
k N2(zi;β
(j−1)Tui + δ
(j−1)
k ,Σ
(j−1)
k )∑K
k=1 p
(j−1)
k N2(zi;β
(j−1)Tui + δ
(j−1)
k ,Σ
(j−1)
k )
(C.67)
2. M-step:
(a) Compute p(j), δ(j), and β(j), given Σ(j−1) as
β∗
(j) =
(
K∑
k=1
(
n∑
i=1
w
(j)
ik u˜iku˜
T
ik
)
⊗Σ(j−1)−1k
)−1( K∑
k=1
vec
(
Σ
(j−1)−1
k
(
n∑
i=1
w
(j)
ik z˜ku˜
T
k
)))
(C.68)
β(j) =

β∗
(j)
(1),1 β
∗(j)
(2),1
...
...
β∗
(j)
(1),q β
∗(j)
(2),q

q×2
(C.69)
δ
(j)
k =
z¯(j)(1)wk − u¯(j)T(1)wkβ(j)(1)
z¯
(j)
(2)wk
− u¯(j)T(1)wkβ
(j)
(2)
 , k = 1, . . . ,K (C.70)
p
(j)
k =
∑n
i=1 w
(j)
ik
n
, k = 1, . . . ,K (C.71)
(b) Compute Σ(j), given p(j), δ(j), β(j) as
Σ
(j)
k =
∑n
i=1 w
(j)
ik
(
zi − β(j)Tui − δ(j)k
)(
zi − β(j)Tui − δ(j)k
)T
∑n
i=1 w
(j)
ik
, k = 1, . . . ,K (C.72)
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