We describe a hippocampal neural model in which spatio-temporal features of the environment are extracted by visually driven neurons. The neuronal ring activity implicitly measures properties like agent-landmark distance and egocentric orientation to visual cues. This leads to a neural representation where populations of place cells encode spatial locations within the environment. In addition, temporally asymmetric long-term potentiation of synapses between place cells is used to learn a vector eld representation providing a navigational map. We present experimental results obtained by testing our model with the mobile Khepera robot.
Introduction
Navigation of perceptually complex animals relies on (more or less explicit) spatial representation. The Hippocampus is a much-studied example of a neurophysiological structure with such a spatial representation property. Based on experimental evidence for spatially-tuned neurons (place cells) in rat hippocampus 14], it has been suggested that this area of the brain is involved in mammalian navigation.
The rst order correlate of place cell activity is the location of the rat within the environment. Each place cell res maximally only when the rat is in a speci c region, which de nes the place eld of the cell. Place elds are determined by combination of environmental cues, whose mutual relationships code for the current animal location 14] . Experiments on rats show that visual landmarks are mainly responsible for place identi cation 10]. However, place cells can maintain stable receptive elds even in absence of reliable orienting cues 13]. This suggests a more complex architecture where multimodal information is used for learning and maintaining hippocampal place elds. For instance, in the dark, proprioceptive information could partially replace external stimuli.
We present a hippocampal model that relies on this idea of a sensor-fusion process for driving place cell activity. Receptive elds are learned by extracting spatio-temporal properties of the environment from visual sensory inputs. Incoming visual stimuli are interpreted by means of neurons that only respond to combinations of speci c visual patterns. Using such a ltering process, properties like agentlandmark distance and egocentric orientation to visual cues may be measured implicitly, without image processing. The activity of the neural lters propagates through the model yielding place cell activity. Unsupervised Hebbian learning is used to build the hippocampal neural structure incrementally. In order to interpret the ensemble place cell activity as spatial locations, we use population vector coding.
In addition to visual input we also consider proprioceptive information. An extra-hippocampal path integrator drives Gaussian-tuned neurons modeling the internal movement-related information. During the agent-environment interaction, synapses between visually driven place cells and path-integration neurons are established by means of Hebbian learning. This allows us to correlate internal and external stimuli to obtain a more stable neural representation.
In order to accomplish their functional role in navigation, hippocampal neural mod- 
The Hippocampal Model
Our model, Fig. 1 , integrates external and internal stimuli to build and maintain stable place elds (modeling CA1 and CA3 hippocampal place cells). In the hardware implementation on a Khepera robot, the vision system is a 64-pixel linear camera (Fig. 2) . Internal movement-related information is provided by dead-reckoning. A simulated compass system provides the robot with allocentric orientation information. Finally, infrared sensors endow the robot with obstacle detection capability.
Learning Place Fields
Relationships between visual landmarks are interpreted by mapping images into a lter-activity space. We de ne a set of classes of Walsh-like lters 2]. Each class corresponds to a visual pattern. The set of lters in that class corresponds to di erent frequencies for that pattern. In total we have 5 di erent classes each containing lters at 10 di erent frequencies.
Let F k be one our Walsh lters, where k is the index of the lter, and let l k be its length. The response a k of lter k to an input x = (x 1 ; : : : ; x 64 ) is given by convolution
where 0 n 64 ? l k . Since jx j j 1, we nd that ja k j l k .
Snapshot Cells. The idea is to represent each image by the cluster of lters having the highest correlation value, de ned by Eq. 1. We call the set of active lters
a snapshot cell. Here, C k = 0:7 l k is the threshold above which a lter is considered as active.
For each visited location, the robot takes four snapshots corresponding to the north, east, south, and west views. Thus, each location in the environment is characterized by four snapshot cells, forming a local view. During exploration, the robot maintains a database of snapshot cells, whose activity depends on the current view. The ring activity of a snapshot cell j is given by
where P kj sums over all the N j lters forming the cell j, and H is the Heaviside function. The normalization has been chosen so that 0 r j 1. For instance, if a snapshot cell consists of a cluster of ten lters and only ve of them are maximally activated by the current view, the resulting ring level will be 50% of maximum cell activity.
Entorhinal Cells. The snapshot cell activity depends on the current view, but does not code for spatial locations. In order to obtain such a spatial discrimination property, we apply unsupervised learning to create a population of cells one synapse downstream of the snapshot layer ( Fig. 1 ). We 
Path Integrator
Place cells of the rat hippocampus continue to show stable elds even in the dark 13]. In order to compensate for unreliable visual data using internally generated information, we de ne Gaussian-tuned neurons driven by the path integrator system. These hypothetical extra-hippocampal units are used to model movement-integrated information by means of neural activity. Every time the robot moves, the activity of these path-integration cells changes according to the current orientation and velocity of the robot. During the agent-environment interaction, one-shot Hebbian learning is used to learn synapses between visually driven place cells and path-integration neurons. This means that new connections are given weight equal to 1, and are not changed any further.
As a consequence, place cell activity depends on the activity of both entorhinal and path-integration cells. This combination of internal and external stimuli yields a more stable neural spatial representation. On the one hand, unreliable visual data are compensated by means of the path integrator neural activity. On the other hand, reliable visual information is used for re-calibrating the path integrator system (Section 2.4). Fig. 3 shows a typical place eld of a neuron in the layer CA1-CA3 of our architecture.
Population Vector Coding
The proposed hippocampal model results in a spatial representation consisting of a large number of neurons with overlapping place elds. Fig. 4 shows the experimental setup: a Khepera robot equipped with a linear vision system (Fig. 2) within a 60 60 cm square arena. Walls are covered by a xed random sequence of black and white stripes of variable width. Combinations of these stripes form the visual input patterns for the system. 
Exploration
We use an exploration strategy which emulates the exploratory behavior of animals. The robot starts exploration from an initial location (e.g., the nest location) and, as exploration proceeds, it creates new place cells. Associated with each place cell i is a vector x i which represents the location where the robot thinks it is (based on odometry) when it creates the cell i. The ensemble activity corresponds to the robot position shown in Fig. 4 . The darker a cell, the higher its ring rate. The white cross represents the center of mass of the population activity.
After a while, the robot feels the need to calibrate its path integrator system. It stops creating place cells and starts following the homing vector to return to the starting point. As soon as it nds a previously visited location, it tries to use the learned spatial model to localize itself. We consider the entorhinal cell activity (i.e., visually driven neurons) to perform such a calibrating process. Let be the variance of the entorhinal activity around the center of mass p ec . If is smaller than a xed threshold T, then the spatial location p ec is used to re-calibrate the robot (Fig. 6 ). More precisely, we de ne a weight coe cient
and then we use it to compute the calibrated robot position p p = p ec + (1 ? ) p dr (10) where p dr is the position estimated by the dead reckoning system.
Once the robot has calibrated itself, it stops following the homing vector and resumes exploring. This technique keeps the odometry error within a bounded range. Fig. 7 shows calibrated versus uncalibrated odometry errors during exploration.
Learning Navigational Maps
In this section we model how the longterm potentiation of recurrent synapses between place cells (in particular those in the hippocampal CA3 region) a ects the ensemble activity and yields a shifted encoded location. If learning involves a speci c target position, this experience-induced shift provides a navigational map leading the agent 
The t-integral sums over the whole training time and, for a given t, the t 0 -integral 
The second term is responsible for the experience-induced shift in the spatial information encoded by the neural population. As a consequence, the ensemble network activity no longer encodes the agent's actual position x as in Eq. 8, but a di erent location nearby. If p is the experienceinduced shift, and fXg represents the family of exploratory paths taken during the training process, then the population vector after learning is given by p(x; fXg) = x + p(x; fXg) (14) It turns out 8] that the shift p provides the direction that the animal must follow to reach the target location. Fig. 8 and Fig. 9 show some experimental results obtained by applying the above technique to derive a navigational map from the learned spatial model (Fig. 5) . During training the robot moves along straight exploratory paths avoiding collisions with walls and obstacles. Every exploratory path starts at a random position and with a random orientation and ends when the target is reached. When the robot reaches the target, learning continues for about 100 time steps, while the robot is sitting at the target location. The dashed path shown in Fig. 8 is an example of a training path. Fig. 9 shows the navigational map obtained after 10 training paths. We used a time-window function as in Eq. 11 with time constant = 10 and parameter = 0:7. The vector eld representation was obtained by rastering uniformly over the whole environment. Dots represent sampled positions and arrows indicate the directions suggested by the shifted population vector for each sampled position. Fig. 9 also gives an idea of how the robot shapes its world internally. Finally, the solid line in Fig. 8 is an example of a navigation path obtained using the navigational map of Fig. 9 .
Discussion
We have presented a hippocampal neural model for learning spatial representations. The place cell driving system relies on extracting spatio-temporal properties of the environment from visual sensory inputs. Incoming stimuli are interpreted by means of Walsh-like lters that only respond to speci c visual patterns. The activity of the lters contributes to place cell ring. At the very beginning, the robot starts with an empty model. Unsupervised Hebbian learning is used to build the hippocampal neural structure incrementally. New synapses and new place cells are created on-line to cover the environment uniformly and densely. In order to interpret the ensemble network activity, a population vector coding scheme is used.
Given the place elds, simple asymmetric learning rules can be used to guide the animal (or robot) to a target location 1, 8] .
