We investigate how the behaviour, especially at 1; of continuous real solutions f (t) to the equation f (t) = a 1 f (t + h 1 ) + a 2 f (t ? h 2 ); where a 1 ; a 2 ; h 1 ; h 2 are positive real constants, depends on the values of these parameters. De nitive answers are given, except in certain cases when h 1 =h 2 is rational..
Introduction
We investigate how the behaviour of continuous real solutions f(t) to the homogeneous linear di erence-delay equation f(t) = a 1 f(t + h 1 ) + a 2 f(t ? h 2 ); ( ) where a 1 ; a 2 ; h 1 ; h 2 are positive real constants, depends on the values of these four parameters. A partial treatment of the conditions for all solutions to tend to zero as t ! +1 was supplied in 1] in connection with a problem in economic theory. Now we shall deal with a wider range of types of behaviour, such as are frequently in question for solutions to di erential and di erence equations, giving complete answers except in certain cases when h 1 =h 2 is rational. (We propose to go more fully into these in a subsequent paper 2].)
Speci cally, we investigate the conditions under which some or all solutions of ( ) are small (that is, tend to zero) as t ! 1; some or all (apart from the trivial solution f(t) 0) are unbounded as t ! 1; some solution is non-oscillatory (that is, ultimately non-zero) as t ! 1; and in this last case, whether there is one that tends to zero, or one that tends to +1. There always exist non-trivial oscillatory solutions, for example of the form f(t) = e at cos bt:] Of course any linear combination of solutions is also a solution, including f(t) 0, and moreover any function f(t) continuous on an interval T ? h 2 t T + h 1 extends to a solution of ( ) on R, provided that ( ) holds at t = T; we may, and shall, treat all solutions as de ned on the whole of R. However, for most types of behaviour we clearly cannot expect conclusions that apply to all solutions or the whole of R.
As we shall see, among the solutions of ( ) there will be some of the form f(t) = e zt (or the real or imaginary part, if z is complex) for all values of the parameters, and additionally some of the form f(t) = te zt for particular values; the nature of such solutions depends on whether z is real or complex and upon the sign of Re(z), and turns out to be an excellent guide to what can be asserted of solutions in general. However, in the absence of any useful representation of the general solution in terms of these special exponential solutions, we have been forced to use ( xx 2-6)direct real-variable methods; those we have developed share some common themes and do seem to be of interest in themselves.
We now record the e ect of a few simple transformations. If f satis es ( ) and g(t) = f(?t) then g satis es the same equation except that (a 1 ; h 1 ) and (a 2 ; h 2 ) are interchanged; therefore results about behaviour as t ! ?1 can be read o from those about behaviour as t ! +1, and we may concentrate on the latter. On the other hand, if > 0 and g(t) = f( t) then g satis es ( ) with h 1 ; h 2 replaced by H 1 = h 1 = ; H 2 = h 2 = respectively; therefore where convenient we may suppose that H 1 + H 2 = 1 (by taking = h 1 + h 2 ), whilst any case with h 1 =h 2 rational can be reduced to one in which h 1 ; h 2 are integers. Finally, if we set f(t) = e t g(t) where 6 = 0 then g satis es ( ) with a 1 ; a 2 replaced by a 1 e h 1 ; a 2 e ? h 2 ; we shall make use of this transformation too, and of course it could in addition be used to obtain, from our results, answers to certain questions about the order of magnitude of solutions.
Unless otherwise stated, solutions of ( ) will always be understood as real and continuous on the whole of R.
For the convenience of anyone seeking answers to speci c questions, we now list the principal topics of the remaining sections.
x2. Existence ( ) Moreover, when this condition is satis ed there exists a solution of the form f(t) = e xt , x real, and thus positive for all t 2 R; when ( ) holds with equality there is a unique such solution f(t) = e x 0 t , but f(t) = te x 0 t is also a solution (and hence f(t) = (At + B)e x 0 t for any constants A, B).
Proof of su ciency
For f(t) = e xt to be a solution it is necessary and su cient that '(x) = 1, where '(x) = a 1 e h 1 x + a 2 e ?h 2 x : (2.1) This function is strictly convex on R and has a unique minimum at x = X, where X is given by a 1 h 1 e h 1 X = a 2 h 2 e ?h 2 X ; (2.2) and therefore, '(x) = 1 has a real solution if and only if '(X) 1, which reduces to ( ). If ( ) holds with inequality then '(X) < 1 and the equation '(x) = 1 will have two solutions, while if ( ) holds with equality then '(X) = 1 as well as ' 0 (X) = 0, and the equation '(x) = 1 will have the unique solution x = X. In the latter case we have a 1 e h 1 X + a 2 e ?h 2 X = 1 as well as (2.2) and it follows that f(t) = te Xt is a solution of ( ) in addition to f(t) = e Xt .
Reformulation of necessity
Suppose that ( ) is false, and let '(x) be as in (2.1), X be given by (2.2), and = '(X); then > 1, and it is easy to verify that if f satis es ( ) and we set f(t) = is anomalous; moreover G is twice di erentiable, with G 00 (t) = g(t) > 0 for all large t.
The inequality (2. 3), applied to G, gives
By the mean value theorem, the right side can be written as
where t ? h 2 < t 1 < t < t 2 < t + h 1 , and this again can be written as h 1 h 2 (t 2 ? t 1 )G 00 (t 3 ) where t 1 < t 3 < t 2 . But G 00 (t 3 ) = g(t 3 ) > 0 (if t is su ciently large), so we have a contradiction.
REMARK. The above proof evidently shows more generally that if ( ) is false then the inequality f(t) a 1 f(t + h 1 ) + a 2 f(t ? h 2 ) admits no solution for large positive t which is non-oscillatory and is assumed locally Lebesgue integrable rather than continuous We may return to the question of the behaviour of measurable solutions of ( ), if there turns out to be anything essentially new to say.
Existence of a divergent solution
A solution of ( ) will be called divergent at 1 if jf(t)j ! +1 as t ! 1. By continuity, every such solution is non-oscillatory; it was shown in x2 that a nonoscillatory solution exists if and only if ( ) holds, and that when this condition is satis ed there exists a solution of the form f(t) = e xt where x is real. However this will be divergent at +1 (resp. ?1) only if x > 0 (resp. x < 0). We shall establish a necessary and su cient condition for the existence of a divergent solution.
THEOREM 3 Equation ( ) admits a solution divergent at +1 (i) when a 1 + a 2 < 1, (ii) when a 1 + a 2 = 1 if and only if a 1 h 1 a 2 h 2 , (iii) when a 1 + a 2 > 1 if and only if a 1 h 1 < a 2 h 2 and ( ) holds.
Moreover, if one of these conditions is satis ed then there exists a solution of the form f(t) = e xt ; x > 0, except when both a 1 + a 2 = 1 and a 1 h 1 = a 2 h 2 , in which case every linear function f(t) = At + B is a solution.
As indicated in x1, the corresponding result at ?1 can be deduced immediately by interchanging (a 1 ; h 1 ) and (a 2 ; h 2 ); thus it simply involves reversing the inequalities between a 1 h 1 and a 2 h 2 in (ii) and (iii). We pass to the proof of Theorem 3.
Proof of su ciency
Consider the graph of the function '(x) de ned by equation (2.1), for which '(0) = a 1 + a 2 , ' 0 (0) = a 1 h 1 ? a 2 h 2 , and ( ) is equivalent to minf'(x) : x 2 Rg 1. It is easy to see that (i), (ii), (iii) give the conditions for the equation '(x) = 1 to admit a positive root, and therefore ( ) to admit a solution f(t) = e xt with x > 0, with the stated exception a 1 + a 2 = 1 and a 1 h 1 = a 2 h 2 , which is precisely when the linear functions are solutions.
Proof of necessity
This can be reduced, via a careful consideration of cases (which it seems unnecessary to set forth), and taking Theorem 1 into account, to showing that assuming a 1 + a 2 Moreover, if one of these conditions is satis ed then there exists a solution of the form f(t) = e xt ; x < 0.
As usual, the result at ?1 can be obtained by reversing the inequality between a 1 h 1 and a 2 h 2 . We pass to the proof of Theorem 4.
Proof of su ciency
A consideration of the graph of the function '(x) de ned by (2.1) would now show that (i), (ii), (iii) are precisely the conditions under which ( ) admits a solution f(t) = e xt with x < 0. Unlike in Theorem 3, equality is not permitted in (ii): this is because although linear functions can be divergent, they cannot be small and non-oscillatory.
Proof of necessity
This can be reduced to showing that if either (i) a 1 + a 2 = 1 and a 1 h 1 a 2 h 2 , or (ii) a 1 + a 2 > 1 and a 1 h 1 < a 2 h 2 , then there exists no solution which is both small and non-oscillatory at +1.
Since distinct variants of the method of x2 appear to be needed, we shall treat cases (i) and (ii) separately. From the existence of a solution f which is small and non-oscillatory at +1, which we assume to be ultimately positive, a contradiction will be derived. which is a contradiction, the left side being positive but the right-side negative, since f 1 is strictly decreasing and a 1 h 1 < a 2 h 2 .
Boundedness or smallness of all solutions: su cient conditions
We shall establish the following result.
THEOREM 5. If a 1 a 2 + 1 then every solution of ( ) is bounded on R + , and indeed every solution is small at +1 unless both a 1 = a 2 + 1 (5.1) and h 1 =h 2 = p=q where p is an even and q an odd integer:
(5.2) If (5.1) and (5.2) hold and K is the common value of h 1 =p and h 2 =q, then f(t) = sin( t=K) is a non-small solution of ( ).]
As will be proved in x7, if h 1 =h 2 is irrational then the condition a 1 a 2 + 1 is also necessary, for every solution to be bounded on R + ; the situation when h 1 =h 2 is rational will be dealt with in our proposed second paper 2].
Results for t ! ?1 can be deduced in the usual way; see also the Corollary at the end of x6.
Boundedness
Let f be a continuous real solution of ( ) and let supfjf(t)j : 0 t h 1 + h 2 g = M;
then a simple double induction shows that jf(t)j a 2 + 1 a 1 n M for t n(h 1 + h 2 ); for n = 1; 2; : : : :
Thus f is small at +1 whenever a 1 > a 2 + 1. Henceforth we assume (5.1). We now have jf(t)j M for t 0, and boundedness is established. Replacing f by ?f establishes the nal assertion.
The second key idea is that if > 0 is su ciently small, T su ciently large, and f(T) (1 ? )A, then repeated application of the lemma will take us back to points of the form T ? mh 1 and T ? n(h 1 + h 2 ) with n odd, at which the values of f are not too far from A and ?A respectively, but provided (5.2) is false these two points can be brought so close together that (5.8) is contradicted. We now pass to the details.
Because (5.2) is false, we can nd positive integers m; n with m n and n odd such that jmh 1 ? n(h 1 + h 2 )j < : 6. Non-existence of bounded or small non-trivial solutions It was shown in x5 that if a 1 a 2 + 1 then every (continuous real) solution of ( ) is bounded on R + , and indeed small at +1 except when a 1 = a 2 + 1 and h 1 =h 2 takes certain rational values (even/odd). It will be shown in x7 that the situation changes if a 1 < a 2 +1, in that unbounded solutions will now exist except in special cases; however, bounded and indeed small non-trivial solutions will also continue to exist if a 1 is not too much less than a 2 + 1 (see x8). We now show that this ceases to be true when a 1 drops below the value a 2 ? 1.
THEOREM 6 If a 1 a 2 ? 1 then no non-trivial solution of ( ) is small at +1, and indeed every non-trivial solution is unbounded on R + unless both a 1 = a 2 ? 1 (6.1) and h 1 =h 2 = p=q where p is an odd and q an even integer: (6.2) If (6.1) and (6.2) hold and K is the common value of h 1 =p and h 2 =q, then f(t) = sin( t=K) is a bounded non-trivial solution of ( ).]
As in the case of Theorem 5, we refer to x7 for a proof that if h 1 =h 2 is irrational then the condition a 1 a 2 ?1 is also necessary, for the non-existence of non-trivial small solutions, and to x8 for a discussion of the rational case. There are corresponding results for t ! ?1.
The proof of Theorem 6 is based on much the same idea as that of Theorem 5, although some of the details are simpler; we shall set it out in a similar way. and a simple double induction shows that for all t jf(t)j a 1 + 1 a 2 n lim sup t!+1 jf(t)j; for n = 1; 2; : : : :
Thus if a 1 a 2 ? 1 and f is small at +1 (i.e. lim sup jf(t)j = 0) or a 1 < a 2 ? 1 and f is bounded on R + (i.e. lim sup jf(t)j < +1) then f must be identically zero; this proves part of Theorem 6. Henceforth we assume that (6.1) is true and (6.2) is false; to complete the proof we must derive a contradiction from the existence of a non-trivial solution which is bounded on R + . Thus we assume that 0 < lim sup t!+1 jf(t)j = A < +1, and it now follows that jf(t)j A for all t;
(6.3)
we may also assume that lim sup t!+1 f(t) = A: (6.4)
Lipschitz condition
The function f 1 (t) = R t+c t f( )d , where c > 0, satis es the same equation ( ) as f and is bounded, and since f is not identically zero neither is f 1 , provided that c is (for example) su ciently small. Moreover f 1 satis es the Lipschitz condition jf 1 (t 1 ) ? f 1 (t 2 )j 2Ajt 1 ? t 2 j. Thus we may assume that for some constant L > 0 jf(t 1 ) ? f(t 2 )j L:jt 1 ? t 2 j for all t 1 ; t 2 :
(6.5) The idea behind the proof of Theorem 6 is the same as for Theorem 5, except that we now move forwards from a bad value t 0 of t instead of backwards, and obtain a con ict with the more precise (6.5) in place of (5.4). The same implication holds with f replaced by -f. ?f(t 0 + n(h 1 + h 2 )) > 1 ? a 2 a 1 n " A > 1 2 A; which on addition gives a contradiction to (6.5), in view of (6.6). (ii) If a 2 < a 1 +1 and h 1 =h 2 is irrational then ( ) admits a complex solution of the form f(t) = e zt where Re(z) < 0.
We note rst that the two assertions are equivalent, because if we set f (t) = f(?t), then f satis es ( ) if and only if f satis es f (t) = a 2 f (t + h 2 ) + a 1 f (t ? h 1 ):
Thus it will be su cient to prove (i).
Clearly f(t) = e zt is a solution of ( ) if and only if 1 = a 1 e h 1 z + a 2 e ?h 2 z :
(7.1) One method of proof, assuming Bloch's Theorem from complex function theory, was described in 1]. Here we shall adopt an alternative`real-variable' approach, closely related to one method for attacking the case of rational h 1 =h 2 . Proof In the triangle, let ; be the angles opposite A and B respectively. 7.2. Solvability of (7.3)
Henceforth we assume that a 1 < a 2 + 1, and for x 0 we set A(x) = a 1 e h 1 x ; B(x) = a 2 e ?h 2 x ; in view of the preceding discussion, we shall need the following result. it follows from (7.6) and (7.7) that (7.2) is satis ed, as required.
Smallness of all solutions: general remarks
We nally return to the question that originally motivated much of the present investigation: what are the necessary and su cient conditions on a 1 ; a 2 ; h 1 ; h 2 (each assumed positive) for all solutions of (*) to be small at +1? Dual results concerning unboundedness of all non-trivial solutions or behaviour at ?1 instead of +1 can of course be found in a similar way or deduced easily.] It follows from the results of the preceding sections that if h 1 =h 2 is irrational then the condition a 1 a 2 + 1 is necessary and su cient.
The situation when h 1 =h 2 is rational is more complicated. In the exceptional case (5.2) of Theorem 5, strict inequality is necessary as well as su cient, because if h 1 =h 2 = p 1 =p 2 where p 1 is an even integer and p 2 an odd integer, and K is the common value of h 1 =p 1 and h 2 =p 2 ; and and if a 1 a 2 + 1 then there exists x 0 with a 1 e h 1 x = a 2 e h 2 x + 1, and f(t) = e xt sin( t=K) is a non-small solution of ( ).
Now suppose that h 1 =h 2 is rational but not of the`exceptional' form; by passing to a function of the form f( t) where > 0 (compare Section 1) we can reduce our problem to one in which h 1 ; h 2 are positive integers with no common factor and h 1 is odd, so this can be assumed. We wish to determine the region A in the open rst quadrant of the (a 1 ; a 2 )-plane for which all solutions of ( ) are small at +1: By Theorems 3,5, and 6, this contains none of the points at which a 1 + a 2 < 1 or a 2 > a 1 + 1 (the shaded regions in Fig. 1 ) but all of the triangular region T in which a 1 a 2 + 1; in our proposed second paper 2] we shall show that A extends beyond the boundary line a 1 = a 2 +1 into part of the central strip S, and we shall describe methods whereby A can be speci ed for any particular values of h 1 Place FIGURE 1 here
