Abstract. In this article, we establish some new second main theorems for meromorphic mappings of C m into P n (C) and moving hypersurfaces with truncated counting functions. A uniqueness theorem for these mappings sharing few moving hypersurfaces without counting multiplicity is also given. This result is an improvement of the recent result of Dethloff -Tan [3] . Moreover the meromorphic mappings in our result may be algebraically degenerate. The last purpose of this article is to study uniqueness problem in the case where the meromorphic mappings agree on small identical sets.
Introduction
In 2004, Min Ru [7] showed a second main theorem for algebraically nondegenerate meromorphic mappings and a family of hypersurfaces in weakly general position. After that, with the same assumptions, T. T. H. An and H. T. Phuong [1] improved the result of Min Ru by giving an explicit truncation level for counting functions.
Recently, in [2] Dethloff and Tan generalized and improved the second main theorems of Min Ru and An -Phuong to the case of moving hypersurfaces. They proved that Theorem A (Dethloff -Tan [2] ) Let f be a nonconstant meromorphic map of C m into P n (C). Let {Q i } q i=1 be a set of slow (with respect to f ) moving hypersurfaces in weakly general position with deg Q j = d j (1 ≤ i ≤ q). Assume that f is algebraically nondegenerate overK
. Then for any ǫ > 0 there exist positive integers L j (j = 1, ...., q), depending only on n, ǫ and d j (j = 1, ..., q) in an explicit way such that
Here, the truncation level L j is estimated by and t p 0 +1 < n + M n
where [x] = max{k ∈ Z ; k ≤ x} for a real number x.
By using this second main theorem, Dethloff and Tan proved a uniqueness theorem for meromorphic mappings which share slow moving hypersurfaces as follows.
Let f, g : C m → P n (C) be two meromorphic mappings. Let {Q i } q i=1 be q moving hypersurfaces of P n (C) in weakly general position, deg Q i = d i , and let d, d * ,d be respectively the least common multiple, the maximum number and the minimum number of the d j ′ s.
Take M, p 0 be as above with ǫ = 1 and set
With the above notations, in 2011, Dethloff and Tan proved the following.
Theorem B (Theorem 3.1 [3] ). a) Assume that f and g are algebraically nondegenerate overK {Q j } such that:
for all |α| < p, p ∈ Z + and 0 ≤ k = s ≤ n.
Then for q > n + 2nL pd
, we have f ≡ g.
b) Assume f and g as a) satisfy i) and
ZeroQ i j (f ) ≤ m − 2 ∀1 ≤ i 0 < · · · < i n ≤ q.
Then for q > n + 2L pd
However, the number of moving hypersurfaces in Theorem B is still big, since the truncation levels given in Theorem A is far from the sharp.
We also would like to note that, in all mentioned results on second main theorem of Min Ru, An -Phuong and Dethloff -Tan the algebraically nondegeneracy condition of the meromorphic mappings can not be removed and it plays an essential role in their proofs.
The first purpose of the present paper is to show some new second main theorems for meromorphic mappings sharing slow moving hypersurfaces with better truncation levels for counting functions. Moreover the mappings may be algebraically degenerate. Namely, we prove the following theorems.
.., q) be slow (with respect to f ) moving hypersurfaces of P n (C) in weakly general position with
. Then we have
The second purpose of this paper is to show a uniqueness theorem for meromorphic mappings sharing slow moving hypersurfaces without counting multiplicity. We will prove the following. Theorem 1.3. Let f and g be nonconstant meromorphic mappings of C m into P n (C). Let Q i (i = 1, ..., q) be a set of slow (with respect to f and g) moving hypersurfaces in P n (C) in weakly general position with deg
Then the following assertions hold:
b) In addition to the assumptions (i)-(ii)
, we assume further that both f and g are algebraically nondegenerate overK
We note that the numbers of hypersurfaces in our results are really reduced when compared to that in Theorem B of Dethloff -Tan. Also by introducing some new techniques, we simplify their proofs.
We would like to emphasize here that in all Theorem 1.3 and previous results on the uniqueness problem, the meromorphic mappings always are assumed to agree on the "inverse images" of all moving hypersurfaces. Our last purpose in this paper is to show an algebraic relation between meromorphic mappings in the case where they agree on the "inverse images" of only n+2 moving hypersurfaces. Namely, we will prove the following. Theorem 1.4. Let f and g be nonconstant meromorphic mappings of C m into P n (C). Let Q i (i = 1, ..., q) be a set of slow (with respect to f and g) moving hypersurfaces in P n (C) in weakly general position with deg
Assume that f and g are algebraically nondegenerate overK
and
(f )
We mean by a divisor on a domain Ω in C m a map ν : Ω → Z such that, for each a ∈ Ω, there are nonzero holomorphic functions F and G on a connected neighborhood U ⊂ Ω of a such that ν(z) = ν F (z) − ν G (z) for each z ∈ U outside an analytic set of dimension ≤ m − 2. Two divisors are regarded as the same if they are identical outside an analytic set of dimension ≤ m − 2. For a divisor ν on Ω we set |ν| := {z : ν(z) = 0}, which is either a purely (m − 1)-dimensional analytic subset of Ω or an empty set.
Take a nonzero meromorphic function ϕ on a domain Ω in C m . For each a ∈ Ω, we choose nonzero holomorphic functions F and G on a neighborhood U ⊂ Ω such that 
Similarly, we define n
Similarly, we define N(r, ν [M ] ) and denote it by N [M ] (r, ν).
For brevity we will omit the character
2.4.
Let f : C m −→ P n (C) be a meromorphic mapping. For arbitrarily fixed homogeneous coordinates (w 0 : · · · : w n ) on P n (C), we take a reduced representation f = (f 0 : · · · : f n ), which means that each f i is a holomorphic function on C m and
The characteristic function of f is defined by
log f σ m .
2.5.
Let ϕ be a nonzero meromorphic function on C m , which are occasionally regarded as a meromorphic map into P 1 (C). The proximity function of ϕ is defined by
log max (|ϕ|, 1)σ m .
The Nevanlinna's characteristic function of ϕ is defined as follows
The function ϕ is said to be small (with respect to f ) if || T ϕ (r) = o(T f (r)). Here, by the notation ′′ || P ′′ we mean the assertion P holds for all r ∈ [0, ∞) excluding a Borel subset E of the interval [0, ∞) with E dr < ∞.
We denote by M (resp. K f ) the field of all meromorphic functions (resp. small meromorphic functions) on C m .
2.6.
Denote by H C m the ring of all holomorphic functions on C m . Let Q be a homoge-
Denote by Q(z) the homogeneous polynomial over C obtained by substituting a specific point z ∈ C m into the coefficients of Q. We also call a moving hypersurface in P n (C) each homogeneous polynomial Q ∈ H C m [x 0 , . . . , x n ] such that the common zero set of all coefficients of Q has codimension at least two.
Let Q be a moving hypersurface in P n (C) of degree d ≥ 1 given by
where
The moving hypersurfaces Q is said to be "slow" (with respect to
be a family of moving hypersurfaces in
We denote byK
the smallest subfield of M which contains C and all
are in weakly general position if there exists z ∈ C m such that all a iI (1 ≤ i ≤ q, I ∈ I) are holomorphic at z and for any 1 ≤ i 0 < · · · < i n ≤ q the system of equations
has only the trivial solution w = (0, . . . , 0) in C n+1 .
2.7.
Let f be a nonconstant meromorphic map of C m into P n (C). Denote by C f the set of all non-negative functions h :
where k, l ∈ N, g 1 , ...., g l+k ∈ K f \ {0} and A ⊂ C m , which may depend on g 1 , ...., g l+k , is an analytic subset of codimension at least two. Then, for h ∈ C f we have
Then there exists a function h 1 ∈ C f such that, outside an analytic set of C m of codimension at least two, max i∈{0,...,n}
If, moreover, this set of homogeneous polynomials is in weakly general position, then there exists a nonzero function
2.9. Lemma on logarithmic derivative (Lemma 3.11 [8] ) . Let f be a nonzero meromorphic function on
2.10.
Assume that L is a subset of a vector space V over a field R. We say that the set L is minimal over R if it is linearly dependent over R and each proper subset of L is linearly independent over R.
Repeating the argument in (Prop. 4.5 [4] ), we have the following:
Proposition 2.11. Let Φ 0 , ..., Φ k be meromorphic functions on C m such that {Φ 0 , ..., Φ k } are linearly independent over C. Then there exists an admissible set
Second main theorems for moving hypersurfaces
In order to prove Theorem 1.1 we need the following.
be a set of homogeneous
Then there exist a subset B of {Q i (f ) ; 0 ≤ i ≤ n(N + 1)} and subsets I 1 , ..., I k of B such that the following are satisfied:
• We set A 0 = {Q i (f ) ; 0 ≤ i ≤ n(N + 1)}. We are going to construct the subset B 0 of A 0 as follows:
then we stop the process and set B 0 = I 
• If ♯B 0 ≥ n + 1, by setting B = B 0 , I i = I 0 i then the proof is finished. Otherwise, we have (
Similarly, we construct the subset B 1 of A 1 with the same properties as B 0 .
• If ♯B 1 ≥ n + 1 then the proof is finished. Otherwise, by repeating the same argument we have subsets A 3 , B 3 and I 
On the other hand, it is easy to see that
This is a contradiction. Hence this case is impossible.
Case 2. At the step k − th (k ≤ N), we get ♯B k ≥ n + 1. Then similarly as above, the proof is finished. 
Proof. By Lemma 3.1, we may assume that there exist subsets
and functions c i ∈ K f \ {0} (t 2 + 1 ≤ i ≤ t k+1 ), where t 1 = −1, which satisfy the assertions of Lemma 3.1.
Since I 1 is minimal over K f , there exist c 1j ∈ R \ {0} such that
Define c 1j = 0 for all j > t 1 . Then
j=1 is linearly independent over K f , there exists an admissible set
Consider an t k+1 × (t k+1 + 1) minor matrixes T andT given by
Denote by D i (resp.D i ) the determinant of the matrix obtained by deleting the (i + 1)-th column of the minor matrix T (resp.T ). It is clear that the sum of each row of T (resp.T ) is zero, then we have
Since ♯( k i=1 I i ) ≥ n + 1 and Q 0 , ..., Q t k+1 are in weakly general position, by Lemma 2.8 there exists a function Ψ ∈ C f such that
This implies that
Thus, for each z ∈ C m , we have
The determinant is counted after deleting the i-th column in the above matrix) By the lemma on logarithmic derivative, for each i and c ∈ K f we have m r,
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Therefore, we have
Integrating both sides of the inequality (3.3), we get
By Jensen formula, the above inequality implies that
We see that a pole of D 0 must be pole of some c is or pole of some nonzero coefficients a iI of Q i and
Therefore, the inequality (3.4) implies that
Here we note that
We now assume that z is a zero of some functions Q i (f ). Since t k+1 + 1 ≥ n + 1 and z can not be zero of more than n functions Q i (f ), without loss of generality we may assume that z is not zero of Q 0 (f ). Then
We note that if z is not zero of a function Q i (f ) with i = 0, replacing D 0 by D i and repeating the same above argument we again get the inequality (3.6). Hence (3.6) holds for all z ∈ C m . It follows that
Integrating both sides of the above inequality, we get
Combining this and (3.5), we get
The lemma is proved.
Proof of Theorem 1.1.
We first prove the theorem for the case where all Q i (i = 1, ..., q) have the same degree d. By changing the homogeneous coordinates of P n (C) if necessary, we may assume that
is a set of homogeneous polynomials in K f [x 0 , ..., x n ] in weakly general position.
Taking summing-up of both sides of this inequality over all combinations {i 1 , ..., i nN +n+1 } with 1 ≤ i 1 < ... < i nN +n+1 ≤ q, we have
The theorem is proved in this case.
We now prove the theorem for the general case where deg Q i = d i . Then, applying the above case for f and the moving hypersurfaces Q
The theorem is proved.
Proof of Theorem 1.2.
By repeating the argument as in the proof of Theorem 1.1, it suffices to prove the theorem for the case where all Q i have the same degree.
By changing the homogeneous coordinates of P n (C) if necessary, we may assume that
≤ N + 1 < N + 2. Then the set {Q i 1 , ..., Q i N+2 } is linearly independent
. Hence, there exists a minimal subset overK
, for instance that is
such that
Since Q i 1 , ...., Q i N+2 are in weakly general position, t ≥ n + 2. Setting F j = c j Q j (f ), we have
Choose a meromorphic functions h so that F = (hF 1 : · · · : hF t−1 ) is a reduced representation of a meromorphic mapping F from C m into P n (C). It is seen that
On the other hand, by the minimality of the set {Q i 1 , ...,Q it }, then F is linearly nondegenerate over C. Applying the second main theorem for fixed hyperplanes, we get
It follows that
Taking summing-up of both sides of this inequality over all combinations {i 1 , ..., i N +2 } with 1 ≤ i 1 < ... < i N +2 ≤ q, we have
Uniqueness problem of meromorphic mappings sharing moving hypersurfaces
In order to prove Theorem 1.3 and Theorem 1.4 we need the following. 
) and || T g (r) = O(T f (r)).
(ii) If both f and g are algebraically nondegenerate overK
and q ≥ n + 2 then || T f (r) = O(T g (r)) and || T g (r) = O(T f (r)).
Proof. (i) It is clear that q > nN + n + 1. Then applying Theorem 1.1 for f , we have
Hence || T g (r) = O(T f (r)). Similarly, we get || T f (r) = O(T g (r)).
(ii) Applying Theorem A with ǫ = 1 2 , then there exists a positive integer L such that
).
Proof of Theorem 1.3. We assume that f and g have reduced representations f = (f 0 : · · · : f n ) and g = (g 0 : · · · : g n ) respectively. a) By Lemma 4.1 (i) , we have || T f (r) = O(T g (r)) and || T g (r) = O(T f (r)). Suppose that f and g are two distinct maps. Then there exist two index s, t (0 ≤ s < t ≤ n) satisfying
Then S is either an analytic subset of codimension at least two of C m or an empty set.
Assume that z is a zero of some Q i (f ) (1 ≤ i ≤ q) and z ∈ S. Then the condition (iii) yields that z is a zero of the function H. Also, since z ∈ S, z can not be zero of more than k functions Q i (f ). Therefore, we have
This inequality holds for every z outside the analytic subset S of codimension at least two. Then, it follows that
On the other hand, by the definition of the characteristic function and Jensen formula, we have
Combining this and (4.2), we obtain
Similarly, we have
Summing-up both sides of the above two inequalities, we have
From (4.3) and applying Theorem 1.1 for f and g, we have
Letting r −→ +∞, we get 2
. This is a contradiction.
Hence f = g. The assertion a) is proved.
b) By Lemma 4.1 (ii) , we have || T f (r) = O(T g (r)) and || T g (r) = O(T f (r)). Suppose that f and g are two distinct maps. Repeating the same argument as in a), we get the following inequality, which is similar to (4.3),
From (4.4) and applying Theorem 1.2 for f and g, we have
Hence f = g. The assertion b) is proved.
Proof of Theorem 1.4. By Lemma 4.1(ii), we have
By changing indices if necessary, we may assume that
Since the number of elements of each group is at most [
belong to two distinct groups, hence P i ≡ 0 for every n + 3 ≤ i ≤ q. Then we
We set
Then S is an analytic set of codimension at least 2 of C m .
Claim: || N
. Indeed, fix a point z ∈ I(f ) ∪ I(g) ∪ S. We assume that z is a zero of some functions Q i (f ) (1 ≤ i ≤ q). We set I = {i : 1 ≤ i ≤ n + 2, (f, H i )(z) = 0} and t = ♯I, J = {i : n + 3 ≤ i ≤ q, (f, H i )(z) = 0} and l = ♯J.
Here we note that 0 ≤ t, l ≤ k and 1 ≤ t + l ≤ k. For each index i, it is easy to see that                       
if i, σ(i) ∈ J and t = 0 ν P i (z) ≥ 1 if i, σ(i) ∈ J and t > 0.
We set v(z) = ♯{j : j, σ(j) ∈ J}. It easy to see that
Then, we have the following two cases: Case 1. t = 0. Then
Case 2. 0 < t ≤ k. Then
Therefore, from the above two cases it follows that
for all z outside the analytic set I(f ) ∪ I(g) ∪ S.
Similarly, we have Letting r −→ +∞, we get q − n − 3 2 ≤ q − n − 2. This is a contradiction. Therefore the supposition is impossible.
Hence there must exist a group containing more than [ q − n − 2 2 ] elements, then we have the desired conclusion of the theorem.
