In this short article we give the quantization rules to determine the normalized stationary solutions to the nonlinear, with both cubic and quintic nonlinearities, Schrödinger equation with quasi-periodic conditions on a given interval.
Introduction
Usually, the one-dimensional non-linear Schrödinger equation (NLS) is studied, in application contexts, either on the whole space or on a torus, that is in this latter case periodic boundary conditions are imposed on the solution. In a couple of seminal papers Carr, Clark and Reinhardt [4, 5] studied the stationary solutions to a cubic NLS on a torus both in the case of attractive and repulsive cubic nonlinearities. A key ingredient in their analysis was the use of the fundamental solution to a cubic NLS expressed through elliptic functions. This paper is addressed to the study of the normalized stationary solutions to the cubic/quintic time independent nonlinear Schrödinger equation (where denotes the derivative ∂ ∂x ): −ψ + α|ψ| 2 ψ + β|ψ| 4 ψ = Eψ , ψ L 2 (I,dx) = 1 ,
with quasi-periodic boundary condition on a given interval I = [0, a] for some fixed a > 0 ψ(a) = e ika ψ(0) ψ (a) = e ika ψ (0) k ∈ R .
In the following, for argument's sake, we fix a = 1. In this paper we will show that the "energy" E associated to the stationary solution ψ to (1) must satisfy to an implicit relation between E and the "quasimomentum" variable k. A similar result has been recently obtained by Pérez-Obiol and Cheon [9] in the case of cubic nonlinearity.
In this paper I would extend the previous analysis of stationary solutions in two directions.
On one side I consider the case of quintic nonlinearities too; in fact, different nonlinearities, such as the quintic one, in nonlinear Schrödinger equations are widely used in many contexts (see, for instance, Chapter 32 [6] or the recent papers [13] and the references therein). For this purpose I use an old, and almost unknown, result (11) due to Weierstrass 1 where the general solution of the differential equation (z ) 2 = f (z) is calculated when f (z) is a fourth degree polynomial.
On the other side I consider the case where the NLS is restricted to a fixed and given interval I = [0, a] and where quasi-periodic boundary conditions are imposed. Similarly to what happens in Floquet's theory, in this case it is possible to obtain an implicit relationship between the "energy" E associated with the stationary solution and the "quasimomentum" variable k that characterizes the quasi-periodic boundary conditions. Such an approach extends the usual periodic boundary condition (corresponding to k = 0) that typically occurs for NLS on a torus. Indeed, it is a well known fact from the Floquet's theory that linear Bloch operators
is a real valued periodic function with period a, have spectrum given by bands. More precisely, one can define the band functions E n (k), n ∈ N, as the eigenvalues of the spectral problem
where ψ n (x, k) ∈ L 2 (I, dx) is the associated normalized eigenvector (that is ψ n L 2 (I,dx) = 1) that satisfies the quasi-periodic boundary conditions ψ n (a, k) = e ika ψ n (0, k) and ψ n (a, k) = e ika ψ n (0, k) .
By construction, both E n (k) and ψ n (x, k) are periodic functions with respect to the variable k, that is called quasimomentum variable and it runs in the Brillouin
In 1959 W. Kohn [7] (see also Theorem XIII.95 [11] ) proved that the band functions E n (k) are the branches of a single multisheeted function E(k) implicitly defined by means of the relation
and where φ(x, E) is the solution to the problem H B φ = Eφ, with initial conditions φ(0, E) = 1 and φ (0, E) = 0; and ϕ(x, E) is the solution to the problem H B ϕ = Eϕ, with initial conditions ϕ(0, E) = 0 and ϕ(0, E) = 1. The function E(k) is analytic in the complex plane with branch points ±k n and ±k n , n = 1, 2, . . ., where k n = nπ + iα n , and where α n > 0 provided that the n-th gap is open. The branch points k n are given by k(E ) where E are the solutions to the equation dk dE = 0. The band function E n (k) is given by the restriction of E(k) on the n-th sheet which is cut in
for n even. In conclusion, one can conjecture that the stationary solutions to the cubic/quintic NLS (1) with boundary conditions (2) are associated to some "band functions" and that the number of these bands is associated with the number of the roots of the equation dk dE = 0. Eventually we recall that, at least in the cubic case where β = 0, if ψ ∈ H 2 (R) is a solution to the differential equation (1) when I = R then (see Lemma 3.7 [8] ) ψ is, up to a phase factor, a real-valued solution. We must remark that this regularity result does not hold true when I = [0, a] is a finite interval and thus we actually may have complex-valued solutions to equation (1) with quasi-periodic boundary conditions (2).
Solution to (1)
Following the approach proposed by [4, 5] we set ψ(x) = ρ(x)e iθ(x) , then equation (1) takes the form
That is
where C 1 is an integration constant. Because of the quasi periodic boundary conditions (2) it follows that ρ(x) is a non negative solution to
with periodic boundary conditions ρ(1) = ρ(0) and ρ (1) = ρ (0); and θ(x) is given by (4) . The two parameters E and C 1 must satisfy to the condition
because of (2), and to the normalization condition, that is
Remark 1. If one look for constant solutions ρ = C to (5) then C = 1, because of the normalization condition (7), C 1 = k, because of (6), θ(x) = kx + θ 0 and equation (5) reduces to
Therefore, since ρ ≡ 1, it follows that E = k 2 + α + β and ψ(x) = e ikx e iθ0 .
In order to look for non constant solutions we remark that equation (5) can be solved by means of a simple squaring; indeed, if ρ is not a constant function (we have already discussed this case in Remark 1) then (5) reduces to
where C 2 is an integral constant. In we set z = ρ 2 then z(x; C 1 , C 2 , E) is a non negative solution to the equation Let any z 0 > 0 be fixed; then it is known that when f (z) is a quartic polynomial with non repeating factors then equation (10) has solution given by z(x) = ζ(±x) where (see Example 2, p. 454 [12] )
where = d dx denotes the derivative with respect to x and˙= d dz denotes the derivative with respect to z, and where P (x) = P (x; g 2 , g 3 ) is the Weierstrass's elliptic function with parameters
Since (11) holds true for any z 0 then, in particular, it holds true when z 0 coincides with a zero of the polynomial f (z); in such a case then
and (11) reduces to
Period of the solution
The Weierstrass's elliptic function P (x; g 2 , g 3 ) is a periodic function and an explicit expression of the real period T may be given. Here, I briefly summarize how the period T can be calculated collecting some results by §18.9 [1] . Let s j , j = 1, 2, 3, be the complex-valued roots of the trinomial 4s 3 − g 2 s − g 3 , and let δ = g 3 2 − 27g 2 3 . We consider at first the case where g 3 > 0. If:
1. δ > 0 then s j are real-valued roots such that s 3 < s 2 ≤ 0 < s 1 and the period T is given by
where K denotes the complete elliptic integral defined as
2. δ < 0 then s 2 ∈ R and s 3 = s 1 , with s 1 = 0, and the period T is given by
The case g 3 < 0 similarly follows because P (t; g 2 , −g 3 ) = −P (it; g 2 , g 3 ) and then we consider the trinomial 4s 3 − g 2 s − (−g 3 ) with roots s j = −s 4−j , j = 1, 2, 3; we can conclude that if:
where K (m) = K(1 − m). 2. δ < 0 then s 2 ∈ R and s 3 = s 1 , with s 1 = 0, and the period T is given by
Quantization rule
The quantization rules are thus -the period of the stationary solution is equal to 1:
-the stationary solution is normalized:
-condition (6) implies that
from which k = k(E) will follow. Indeed, fixed E let (C 1 = C 1 (E), z 0 = z 0 (E)), with z 0 > 0, be the solution (if there) of the first two equations; then, the third equation of the system eventually gives k = k(E). Similarly to the Floquet's theory, by inverting the relation k(E) we may have, in principle, a family of band functions and they are periodic with respect to k. Remark 2. In the cubic case, where β = 0 and α = 0 we recover the already known results [9, 10] . Indeed, we consider, for argument's sake, the cubic focusing case α < 0. In such a case the function f (z) is such that
therefore the polynomial f (z) always has three real valued roots z 1 , z 2 and z 3 where z 1 < 0 and where 0 < z 2 ≤ z 3 , and one of these latter two coincides with z 0 . We must distinguish two cases: z 2 = z 3 and z 2 < z 3 . 
where for argument's sake we assume that z 0 = z 3 . Hencė Since a straightforward calculation prove that s 3 = 1 24f (z 0 ) then (if, for example, δ > 0) from formula 18.9.11 [1] it follows that the solution z(x) has the form (5) considered by [9] .
Let us close considering a couple of examples. In the cubic model, with α = −3 and β = 0, if we set E = 5.3 then C 1 (E) = 1.44, z 0 (E) = 0.13 and k(E) = 3.02. The solution z(t) periodically oscillates with period 1 in the interval [0.13, 1.93] (see Figure 1 ).
In the cubic/quintic model, with α = 1 and β = −3, if we set E = 3.1 then C 1 (E) = 0.78, z 0 (E) = 0.04 and k(E) = 3.00. The solution z(t) periodically oscillates with period 1 in the interval [0.04, 2.17] (see Figure 2 ). 
