A line photogrammetry algorithm for 3D rectilinear object reconstruction by Hill, Justin John Whatton
Un
ive
sit
y o
f C
ap
e T
ow
n
A LINE PHOTOGRAMMETRY ALGORITHM 
FOR 3D RECTILINEAR OBJECT 
RECONSTRUCTION 
Submitted to the University of Cape Town in fulfilment of the requirements for the 

Degree of Master of Science in Engineering. 

By 
Justin Hill 
Department of Geomatics 
February 1998 
  
 
 
 
 
 
 
 
The copyright of this thesis vests in the author. No 
quotation from it or information derived from it is to be 
published without full acknowledgement of the source. 
The thesis is to be used for private study or non-
commercial research purposes only. 
 
Published by the University of Cape Town (UCT) in terms 
of the non-exclusive license granted to UCT by the author. 
 
Un
ive
rsi
ty 
f C
ap
e T
ow
n
DECLARATION 
I hereby declare that this thesis is my original work and has not been submitted in any 
form to another university. 
Justin Hill 
11 
Abstract 
This thesis introduces an alternative formulation for line photogrammetry. The aim 
was to develop and test a method of computing the position and orientation of a 
straight line in space using two or more oriented images of that line. The algorithm 
presented is intended for object reconstruction and is motivated by the need to 
reconstruct man-made objects in urban areas, such as buildings and the industrial 
inspection arena. The method aims to obtain a best-fit line through a "pencil of 
planes". The reconstructed 3D line is defined by two points as opposed to the 
conventional representation, which uses a point and a direction vector. 
The approach to this problem involves the calculation of a projection plane for each 
image containing the perspective centre and two transformed line-point observations 
in the image. A least squares adjustment involves fitting a straight line as near as 
possible to the projection planes from all images simultaneously. The adjusted line is 
referred to as a best-fitting line through a "pencil of planes" (POP). In this project, a 
mathematical model was formulated for the application of this concept. 
This algorithm was coded and tested on two cases. A set of scanned aerial images of a 
residential area with a scale of 1: 5000 provided the primary test case. Lines 
delineating three roofs visible in the aerial images were reconstructed using the POP 
method and compared with ground truth data. The lines reconstructed using the POP 
method were compared to those reconstructed using an existing method of line 
photogrammetry, proposed by Mulawa (1988). The second test was based on a set of 
close-range images captured using a small-format digital camera. Lines delineating 
the bars of a metal frame generally used as a precise control field for camera 
calibration, were reconstructed. 
In both test cases, X2 tests were applied, and the standard deviations calculated. In the 
aerial case, standard deviations obtained were generally in the region of about Scm. 
The ground resolution of the images was 7.Scm. In the close-range case the ground 
resolution was approximately 1.3mm, and the standard deviations obtained were 
generally of the order ofO.7mm. Of the lines computed, 84% of the adjustments 
passed the X2 test. The results obtained confirmed that the POP algorithm is a 
practicable means of adjusting observations to obtain best-fitting 3D lines using 
observations made in a set of oriented images. 
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1.. Introduction 
1.1. Aim of Study 
The original of this study was to identifY an effective and of 
detennining the and orientation of a line space using two or 
more oriented photographs of that line. method was to the use of traditional 
point photogrammetry and to exploit the linearity of straight-line features to 
obtain a more practical method. 
Various existing methods were studied, and it was decided to investigate an 
alternative approach to the already established methods that had been considered. It 
became the of this to formulate test this method, thus determine 
viability potential for application in 3D rectilinear object reconstruction. 
algorithm was therefore to be developed, coded and tested on real data. This was 
done. 
This algorithm was then compared with another method proposed by Mulawa and 
Mikhail (1988), that is based on the use of the coplanarity condition. order to 
this both ofthese were in C++ tested 
USIng data. 
Scope and Limitations 
This thesis endeavours to describe the mathematical model of the POP approach to 
line photogrammetry, and to provide an interpretation the obtained, as well 
as various findings gathered in the ",.-","'''',0<, 
As stated in project aim, it was intended to develop an algorithm the 
method, and to code it (in C++) to enable it to be tested. An important of the 
testing is the comparison a well-known already method proposed 
by Mulawa and Mikhail (1988), for purpose method also had to be 
Line photogrammetry object reconstruction as employed for this project does not 
include the use of concept relative orientation, space resection, or any other 
It is for reconstruction of In USIng of 
known relative absolute orientation. Furthermore, although the theory line 
9 
photogrammetry extends to circles and other only straight have 
dealt with in project. 
Although much of the work done for this thesis involves digital photogrammetry, it is 
not the intention to introduce or describe the theory or background of digital 
photogrammetry or photogrammetry general. General principals 
photogrammetry and digital photogrammetry such as the bundle adjustment, 
linear transformation, fundamentals charge coupled camera calibration, 
and absolute and orientation are therefore assumed known. For information 
on these the reader is referred to Cooper Robson (1996). Only background 
of line photogrammetry in particular is given in thesis. 
Furthermore, the input required by the algorithms comes in the of a number of 
point observations acquired using edge detection or points identified 
manually. are many for automatically or semi-automatically 
extracting a and it is not task of to 
models, and testing was done in this project was limited to manual 
Lastly, this research was performed during course 1 through December 
1997, a limitation of two years the study. A this 
was dedicated to study photogrammetry in and development of 
the POP algorithm. a model for this method had been formulated, this and 
Mulawa's algorithm was coded. Programming is a time consuming and ongoing 
exercise with additional functions and options always required (no smart 
or frills are included!). Due to the constraints, the test cases were 
limited to two situations, an aerial, and a case. Most was 
done on the aerial case, as the modeling ofurban using aerial 
photography was central to original motivation for the project. The done 
was considered sufficient to prove the of the POP algorithm as a 
potential method of computing line parameters using a set of oriented 
Outline 
To reiterate what was stated section, the of this was to 
the probability of the use of a best-fit of planes by comparing it to 
another established method. This report aims to give a background to the subject 
10 
of line photogrammetry, describing the various approaches, and then to introduce the 
theory behind two Following this, the methods used in the 
algorithms are described, and finally test results are and 
Chapter section on the ofLine Photogrammetry begins by describing 
how 3D lines space can be defined. Various fonnulations for the description 
of In and theory is fundamental the of 
photogrammetry algorithms. 
in Chapter 2, different fonnulations lines in space are presented. 
Line photogrammetry models are dependent on formulations are adopted to 
describe lines in and object 
2.3 deals with acquisition. In this it is described how image line-
points are Section then the chapter by explaining the common 
theories that can be to a In Image object 
the coplanarity and collinearity conditions are described, followed by a note on 
geometry and critical configurations. 
Chapter 3 details algorithm used by Mulawa and Mikhail (1 followed by an 
explanation of the developed in that use concept ofa 
of planes". The concepts mathematical models in the two algorithms 
are described. 
Chapter 4 describes coding the two algorithms, the data used in the testing. 
data was in the form of oriented and calibrated digital images which 
line-points were observed. Various tests were on 
including error and comparison with obtained Mulawa's 
method, and ground truth data. The methods of testing the algorithms are 
described chapter, and results given. A comments are then made regarding 
findings during tests. 
Chapter 5 an analysis results obtained, and a few of'':'lvlL':'':''_':' 
practical characteristics that were observed during the 
6 concludes by summarizing what was achieved the project, and 
presents some final comments. 
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1.4. Background 
Digital has enabled the development automatic and semi­
3D environment would not have been possible 
photogrammetry. Target detection identification, point 
nT"..... r .... and exterior orientation, intersection and resection can 
all automatically or images. Such 
and the related software progress in new fields 
and representation. visualization of mapped 
environments using digital terrain and surface (DTM's and DSM's). 
used by Baltsavias et al (1995) with the derived orthoimages in 

buildings. It is stressed et al that the acquisition 

man-made objects is greatly to many users of geoinformation, 

geographers, etc. An automated or semi-automated 
would hence be in Although it is possible to do such 
there still exists no method, and this has therefore 
of ongoing research. 
way of approaching the problem reconstruction of man-made is to 
choose appropriate features objects, and to 
reconstructing these individual problem is the choice 
primitives for the task. Typical man-made environments are composed 
most commonly straight although circles and other conic 
occur. If one can utilize line that characterize the man-made 
as areas and industrial plants, the task that 
environment can be greatly 
photogrammetry view of these now 
provides a tool that can to determine the parameters of m space 
photogrammetrically, though independently of point-based 
feature-based rather than Observations of points on the object no 
longer need to correspond with from other images, and 
increased number of on a line feature increases redundancy 
. .Improvmg accuracy. is not only an advantage for the user, but also indicates that 
line photogrammetry as a useful tool in the an 
12 
automated procedure for object reconstruction. It is primarily this factor that has 
motivated the study line in this work as a contribution to the 
broader goals of the UrbanModeler project Section 1 below) in which semi­
automatic building extraction plays an important role. 
Line Dfl()Wlrra is not restricted to object reconstruction. The general model 
includes determination of camera calibration parameters, resection and 
orientation. In most such results achieved line photogrammetry 
have been as good as, or better than those achieved using classical point-based stereo 
photogrammetry (see Mikhail, 1993, Schwermann, 1 Petsa and Patias, 1994, 
1994a, and 1995; 1996). A further advantage is that 
relations between lines in object space such as perpendicularity and parallelity can be 
used to identify a set of that more complex 3D (Zielinsky, 
1993). Prior knowledge geometric relations can also be applied in the form of 
constraints or additional observations in space resection, camera calibration, or object 
reconstruction. 
photogrammetry theory is also not restricted to straight Conic sections 
have used in space resection and intersection Mulawa and Mikhail, 1988; 
Deren and Guoqing, 1994; and Dawson, 1996), though it is only straight lines 
that are interest in this study. In addition to the generation 3D urban models a 
further application of line photogrammetry is the determination the precise 
of industrial objects for purpose of quality 
1.4.1. Motivation for Using Line Photogrammetry 

For photogrammetric tasks, line can be a more economical, 

and sometimes more precise method than conventional point-based photogrammetry. 

This section some of the characteristics of line photogrammetry that provide 

motivation further into development of method. 

It is easier to automatically robustly extract a line In an 
it is to detect an individual untargeted point. features are usually characterised by 
a pattern of grey-level intensity changes in greyscale and the pixels associated 
with these intensity can identified automatic detection 
techniques. there are many pixels associated with a single line feature, there is 
much redundancy. This enables the location of the feature to be determined to a 
13 
greater accuracy than is possible with a single point. Furthermore, since observations 
of points on a line feature need not correspond with observations from other images, 
all observations can be included in the adjustment. 
For the 3D reconstruction of man-made objects using point-based photogrammetry, 
the process of "image matching" is performed to identify corresponding points 
between images (Gruen and Baltsavias, 1988 describe this matching process in. 
detail). This process is time consuming and prone to errors, and the possibility of 
using line photogrammetry offers a faster, and simpler solution to the 3D-modeling 
problem. 
The correspondence problem is reduced in line photogrammetry, as individual 
observations of points on a line need not correspond between images. It is simply 
required that the observations in each image whether in the form of individual points, 
or a line equation, correspond with the same object line feat~re. In fact, provided the 
same line feature is observed in each (oriented) image and the feature is geometrically 
consistent (e.g. straight line or circle), the images do not need to overlap_ This is 
illustrated in Figure 1, which shows a line in space observed in three images with 
known orientation. A further advantage is that occlusions are less of a nuisance. 
B 
Figure 1: The geometry ofobservations in Line Photogrammetry 
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1.4.2. The UrbanModeler Project 
Photogrammetry has gone beyond map and orthophoto production, and is used 
extensively as a data source for geographical information systems, and 3D modeling 
(see Baltsavias et ai, 1995, Mason and Streilein, 1996 and Mason, 1996 for recent 
work on this topic). Work in this field has been undertaken by the UrbanModeler 
team at the University of Cape Town. One of the major themes of this project is the 
development of methods for rapid and low-cost mapping of informal settlements 
using large scale aerial imagery and digital photogrammetric and image processing 
techniques. Information gathered in this process can be used in the upgrading and 
spatial management of informal settlements using geographical information systems. 
Mason and Ruther (1997), and Mason (1997) detail this concept of an informal 
settlement GIS (ISGIS). 
Research done on 3D modeling of urban environments, within the UrbanModeler 
project, provided the motivation for this study ofline photogrammetry as a potential 
tool in the process. A common characteristic of dwellings in informal settlements is a 
rectangular shape with approximately straight edges, and line photogrammetry has 
potential as a fast and convenient method of reconstructing these dwellings or 
rooftops, whichever is required. 
1.4.3. Previous Work on Line Photogrammetry 
Zielinsky (1993) gives a brief chronological account of the development of line 
photogrammetry. The summary describes the early approaches to the subject, which 
included work by Masry (1981) and Lugnani (1982), who both used linear features for 
image orientation. Masry constructed an analytical formulation both for the object 
feature and the model, and transformed the two features onto each other thereby 
solving for the exterior orientation parameters. Lugnani (1982) had a similar approach 
but used curves as well as lines to compute camera orientation parameters by space 
resection. 
In these earlier theories, no direct relation between object features and their 2D image 
representations existed. In 1988, Mulawa and Mikhail introduced a theory that 
directly related image and object features by way of the coplanarity condition 
(described in Section 2.4.1). This provided a direction that was followed in many 
subsequent studies. Where Mulawa and Mikhail (1988) had recommended a six­
15 
parameter representation, Zielinsky (1993) applied the coplanarity condition approach 
with a four-parameter straight-line representation. Mikhail (1993) also used a four­
parameter representation. 
Wilkin (1992) used the coplanarity condition and applied the RANSAC (random 
sample consensus) procedure combined with a weighted least squares model to make 
the algorithm more robust when operating on contaminated or noisy data. The result is 
an algorithm that uses an iterative treatment to detect and remove outliers. This work 
deals only with the 3D reconstruction of straight lines by image observations from 
calibrated and oriented cameras. 
Schwermann (1994) used a different approach. Lines in object space are represented 
by two parametric equations that represent the projections of the 3D line onto two 
suitable planes of the object co-ordinate system (See Section 2.1.2.1). These two 
relations are substit~ted into the regular collinearity equations of point 
photogrammetry to obtain a direct relation between features in image and object 
space. The use of two parametric equations to describe the 3D line also means that the 
line is represented by four independent parameters. 
Patias, Petsa and Streilein (1995) used the collinearity condition (described in Section 
2.4.2) to relate lines in image and object space both for the purpose of relative 
orientation and space resection. This approach assumes straight-line equations as 
observables whereas other methods generally use individual point observations (of the 
line) directly. 
Tommasseli and Tozzi (1996) developed a method of performing space resection 
using linear features with a recursive approach. With a similar model to that ofPatias, 
Petsa and Streilein, this method in addition makes use of Kalman filtering in the space 
resection problem. The sequentially estimated camera orientation parameters are fed 
back into the feature extraction process in the image, simplifying a method of feature 
searching. 
More work on the use of line features in photogrammetry exists, though much of it is 
based on the concepts outlined above. It is evident that various techniques exist for 
using straight lines in photogrammetry, both for space resection and for the task of 
computing 3D line equations. Most of these methods make use of a coplanarity 
condition, or alternatively a form of the collinearity condition. 
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2. Theory of Line Photogrammetry 
This chapter aims to give a background to the theory of line photogrammetry by 
describing the fundamental concepts. The most important of these is the description of 
lines in space and their relation to observations on the image plane. Firstly, methods 
of representing a 3D line in space are described, followed by ways of representing 
lines in the image and how these may be observed. Finally, the functional models 
used to relate lines in image and object space by means of the coplanarity condition 
and collinearity conditions are given. 
The theory presented in this chapter is based on already established methods of line 
photogrammetry and has hence been classified in this thesis as the "Theory ofLine 
Photogrammetry" . The method developed in this thesis, based on the concept of a 
"Pencil of Planes" does not make use of the theory described in this chapter. It 
therefore made sense to introduce this method separately, and this is done in Chapter 
3 .2, together with the descriptions of how lines in image and object space are 
represented. The contents of this chapter are nevertheless important for the reader to 
gain insight into the subject, and hence to understand the differences between 
methods. 
2.1. Description of Lines in Space 
This section introduces three ways of representing a unique line in space. Section 
2.1 .1 describes a representation that requires six parameters and two constraint 
equations. Section 2.1.2 describes a representation using a two-plane projection and 
another using a spherical co-ordinate system, both ofwhich require only four 
parameters to define a unique line. 
2.1.1. Six Parameter Line Definition 
2.1.1.1. Point and direction vector 
Different formulations are possible for the description of a 3D line, a popular one 
being a 6-parameter representation as illustrated in Figure 2. This description is used 
by Mulawa and Mikhail (1988), Wilkin (1992) and Heikkinen (1992). Three of the 
parameters represent a single point S(X, Y, Z), on the line, and the other three the 
unsigned direction vector (L, M, N) along the line. In this case, the vector p describes 
an arbitrary point P on the line, and s is a vector from the origin to a point S on the 
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line. The point P is fixed on line by the arbitrary scalar factor t, d is the 
direction vector of the line. 
2: r-ntl'raml'u>r/ine representation 
A conunon representation of the line is formulation given in Equation 
1. 
p s +td 
Equation 1 
Zielinsky (1993) explains that these parameters alone are not sufficient to describe 
a unique line, as a line in can only uniquely by 
freedom. explanation this is that the minimum number parameters 
to represent a 3D line is four (See Section 1.2), and hence if six parameters are used, 
the parameters are not independent. can be explained geometrically by the 
that any the can be used with a direction vector of any to a 
sufficient representation of a unique 3D line. is therefore no unique definition 
for the line. Since there are parameters describing a point and a direction vector 
and two of these are dependent on the others, two additional constraints are required 
for a unique line 
Two that can be applied are the vector d is assigned 
length (Equation 2), and point S is the point on the line to origin (Equation 
3). • indicates a dot or scalar product. 
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3 
2.1.1.2. Points in Space 
Two points Y, Z), P2(X, Z) can implicitly a straight 
This method of representing a straight space is used the POP 
which is described detail in Section 3 
2.1.2. Four Parameter Line Definition 
2.1.2.1. Two-Plane Projection 
Schwermann (1994) a four-parameter representation without the for a 
co-ordinate as by Zielinsky (see Section 2.1.2.2). The line in 
projected onto two space IS of the co-ordinate creating 
a of2D lines that can be in parametric form. disadvantage of this 
approach is depending on direction the line, the gradient could approach 
infinity in certain projections. Hence a number of cases must be and allowed 
,
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Figure 3: Two-plane (four-parameter) projection oj3D line. Source: Schwermann 
following equations the lines projected onto X-Yand planes, 
the and planes, and the and planes respectively. 
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4 
y 
* +Yx Z Px*X+Ox 
x= *y +Yy Z=Py*Y+oy 
x= *Z +Yz Y= *Z+ 
pair to be will depend on the line direction. example, if 
line is nearly parallel to the Z-axis, it is projected onto the and planes. 
order to apply the model line photogrammetry, equations above are 
substituted for X, or Z in conventional collinearity equations (Equation 5) 
in point The resulting equations and 
space. 
X= 
y =Yo 
Equation 5 
Here, fij are elements of the rotation matrix, Xo, are the object co­
the centre, x and yare the co-ordinates a point in 
and Xo and are the principal point in image. c is the principal distance. 
2.1.2.2. Using a Spherical Co-ordinate System 

Some authors, example Zielinsky (1993), Gulch (1995), and Roberts (in "-'''';''UI<, 

and Aggarwal, 1990) use a spherical co-ordinate system to define a 3D using four 
parameters. point and a direction vector still represent the line, however only four 
m<>1rp,-c are required a unique definition three rotations and a from 
Figure 4 and the following paragraph illustrate the (Stockholm) 
approach representing a line using four parameters as described by Zielinsky 
(1 
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Figure 4: Four-parameter line representation ill a spherical co-ordinate system. Source: Ziefinsky (1993) 
8 Is the angle between the vector s and the positive Z-axis and <\> is the angle between 
s and the positive X-axis. The relations 
x s = r sin 0 cos ¢ 
= r sin 0 sin ¢Ys 
Zs == rcoso 
Equation 6 
represent the Cartesian co-ordinates of the point S. 
To obtain the third rotation angle y, a spherical co-ordinate system is defined with its 
origin in the point S, and the tJvee orthonormal base vectors eli, e+, and er . Vector eli is 
a tangent to the meridian passing through the point S. The vector e+ is the tangent to 
the parallel circle through point S. er is perpendicular to both eli and e+, and defined by 
the vector product (f,). f+) . The angle y is then defined as the angle between the eli­
axis and the direction vector d in the eli-e+-plane. 
The value r is equivalent to the length of the vector s, and represents the distance from 
the origin to the point S. 
Mulawa also described a four-parameter approach (Gulch, 1995), but using two 
translations and two rotations (Yo, Zo, <\>, K). This has not been popular as the method is 
not welI suited to dealing with vertical lines (Gulch, 1995). 
2.2. Image Line Definition 
In some cases, for example algorithms that make use of the coplanarity condition 
(described in Section 2.4.1), only single point observations (x, y) are required for each 
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condition equation in the adjustment. In this case, no specific representation for the 
line in image space is required. However, the collinearity condition (described in 
section 2.4.2) as used by Patias et al (1995), and Tomasseli and Tozzi (1996) requires 
the image line to be represented in one of the following ways. 
2.2.1. Two Points 
Two points in the form (Xl, Yl), (X2, Y2) implicitly define the straight line that passes 
through them. 
2.2.2. Slope and Intercept 
The parametric form of the line equation is used. 
y = tx + b or x = y - b' 
t 
Equation 7 
Where t is the slope of the line, and b is the point of intersection with the y-axis. 
2.2.3. Two Intercepts 
Ifa and b are the x- and y-intercepts respectively, the equation of a line can be 
represented in parametric form as follows . 
Equation 8 
2.2.4. Trigonometrical 
The relation 
cosB.x+sin B.y-b = 0 
Equation 9 
is used by Tommaseli and Tozzi (1996) and Mikhail (1993), to represent the straight 
line in the image plane. Here e represents the angle between the line and the X axis, 
and b the point of intersection of the line with the Y axis. 
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2.3. Image Line Observations 
Observations in line photogrammetry may either consist of image co-ordinates (x,y) 
of two or more points on a line in the image, or alternatively the line equation given in 
one of the forms that appear in Section 2.2, given in the image co-ordinate system. 
The form of the observations adopted depends on the functional model used. Point 
observations on a line in an image can be used to calculate parameters in any of the 
equations given in Section 2.2 if required. 
The point observations of a line in an image can either be made manually, or by using 
an edge detection algorithm. The following two sections describe the process of 
making image observations in these two ways. 
2.3.1. Manual observation 
Using image viewing software, the observations (Xi, Yi) can be made simply by 
recording the x,y pixel co-ordinates of the line-points. The pixel co-ordinate system is 
based on pixel counts in the horizontal (x) and vertical (y) directions starting at the 
centre of the upper left hand pixel in the image (See Figure 5). 
2.3.2. Observations by Edge Extraction 
Various interest operators exist for the detection of grey-level intensity changes in a 
greyscale image. An automatic or semi-automatic line following routine can be 
applied to detected edges in order to extract the pixel co-ordinates of points that make 
up a straight-line feature. For further information on this topic, the reader is referred 
to Cooper and Robson (1996). 
2.3.3. Pixel to Image Transformation 
Whether observations are made manually or by automatic edge extraction the 
observations consist of pixel counts in the horizontal and vertical directions, and thus 
a transformation from the pixel co-ordinate system to the image co-ordinate system 
needs to be performed: The pixel co-ordinate system in most image-related software 
has its origin at the centre of the upper left-hand pixel of the image. The pixel and 
image co-ordinate systems are illustrated in Figure 5. In the case of a scanned image, 
the image must first be transformed by rotating until parallel to the pixel rows, and 
translated so that the position of the upper left pixel is (0,0). 
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Xpi J~ 
Ypi 
pSy 
pSx 
Yim 
(0,0) Xim 
Pixel co-ordinate Image co-ordinate 
system system (metric) 
Figure 5: Pixel and image co-ordinate systems 
If the centre of the upper left hand pixel is given the pixel co-ordinates of (0, 0), the 
transformation can be done using the following relations (Smit, 1997): 
num -1 
x;m=[xpix - 2x ]pSx 
num -1 
Yim =[ ; - Ypix]pSy 
Equation 10 
in which 
Xim, Yim are the image co-ordinates 
Xpix, Ypix are the pixel co-ordinates 
numx is the total number of pixels in the horizontal direction 
numy is the total number of pixels in the vertical direction 
pSx, pSy are the pixel cell sizes in the x and Y directions. 
2.3.3.1. Distortion corrections 
Observations made directly on the digital image do not only need to be transformed to 
the image co-ordinate (metric) system, but must also be corrected for distortion 
parameters . Perturbations in the image resulting from lens distortion, atmospheric 
refraction, and focal plane distortions are modelled in the process of camera 
calibration. Fraser (1992) describes four of the principal sources of image distortion in 
detail. These are symmetric radial distortion, decentering distortion, focal plane 
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unflatness, and Image most these are radial 
distortion, which changes as a function of radial distance the principal point. 
Decentering distortion has a significant effect than radial distortion, but the 
important characteristic that it is strongly correlated with the principal xp 
and YP. This means that decentering distortion can be sufficiently compensated for 
a shift in principal point (xo, yo). plane unflatness is distortion in focal 
plane perpendicular to plane of the and in-plane image distortion is the 
perturbation in image within image plane. A detailed 
the causes of distortion, as as techniques in camera calibration is given in 
(1 and (1 
Most significant are the principal point run,,,,,no xp and yp (see Figure 6). These interior 
orientation parameters represent offset of principal point from the image 
centre. In some xp are the only significant corrections that need to be 
applied to observations, however this is dependent on the camera system being 
used and the precision requirements of the 
Image centre 
6: Principal point 
effect these parameters is accounted for by applying corrections to the 
observations using the following equations: 
x == X observed + 
Y Yobserved + d y 
where x and yare observations to be used in the adjustment, and dx and dyare 
corrections to be applied for above distortions. 
25 
2.4. Image-Object Relation 
Not all line photogrammetry directly relate In and object 
space. The coplanarity and collinearity conditions are both used in least squares 
models that relate and object features directly. These two formulations are 
explained in this chapter. 
2.4.1. Coplanarity Condition 
most common functional model photogrammetry applies coplanarity 
condition to line-points in image and object Mulawa and Mikhail, 
1988; Wilkin, 1 Zielinsky, 1 7 illustrates Mulawa's 
co planarity constraint the notation In (1 vector d, the 
observed direction vector m, and the vector formed by the perspective centre 0 and a 
point on line are coplanar (Mulawa and Mikhail, 1988). 
y 
Interpretation 
plane 
.-' s 
7: Alulawa's cop,ianarnty constraint 
The symbol 0 is and 0 is the vector the the co­
ordinate to the perspective centre. S is the point on the line that is closest 
to the and s is vector from origin to point. The vector m is the 
observation ray (formed by 0 and p) through point P, an arbitrary point on the 
object line. (s-o) is the vector from the perspective centre 0 to and d is the 
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direction vector along the 3D line. Note the assumption made that the points 0, p and 
P are collinear, i.e. 
Op II OP 
Equation 12 
The coplanarity condition can be expressed by the relation given in Equation 13 . 
Is-o, d, ml=O 
or 
Equation 13 
Where L, M and N are the components of d, and 
Equation 14 
The expanded version ofEquation 13 is given in the Appendix. R is the image 
rotation matrix defined by rotations about the Y, X, and Z axes respectively (i.e. 
~{J)I\J Here </>, ro, and K represent rotation angles about Y, X, and Z respectively. A is 
the scale factor. The values x and yare image co-ordinates corrected for the effects of 
image distortion, and c is the principal distance, which is held fixed in the adjustment. 
Each observed ray (m) of a linear feature provides a single condition equation. The 
unique determination of a straight linear feature in space requires two 
photogrammetric rays from each of two images. This provides four condition 
equations of the type shown in Equation 13. These, combined with the two constraints 
given in Equation 2 and Equation 3, yield six equations. Since six independent 
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parameters define the line (Mulawa and Mikhail, 1988), a unique solution for these 
descriptors can be obtained 
2.4.2. The Collinearity Condition 
The coplanarity condition requires three particular vectors to be coplanar. The vector 
joining the perspective centre to the line centre, the direction vector of the 3D line, 
and observation ray for a single arbitrary point on the line. The collinearity condition 
uses the complete 2D line in image space I rather than a single line-point observation, 
and hence the need for a suitable representation of this line. The line in image space 
can be represented by any of the relations given in Section 2.2. 
Petsa and Patias (1994), Petsa et al (1995) and Tomasseli and Tozzi (1996) used the 
collinearity condition as an alternative to the coplanarity condition. The model is 
based on the equivalence between the vector normal to the interpretation plane (or 
projection plane) in the image space and the vector normal to the rotated 
interpretation plane in the object space. An interpretation plane is defined as the plane 
containing the line in object space (L), the projected line in image space (I), and the 
perspective centre of the camera (0) (Tomasseli and Tozzi, 1996). This plane would 
be equivalent to the plane formed by the points 0, Sand P in Figure 7, however it is 
represented differently. 
In Figure 8 below, the image line I is represented by two intercepts (a and b) . 
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o 

Figure 8: The collinearity condition 
The object line L is described by the parametric equation 
q = p+sd 
Equation 15 
where 

qT = [X-Xo, Y-Yo, Z-Zo] for any point (X, Y, Z) ofline L. 

pT = [X-Xp, Y-Yp, Z-Zp] for a reference point P on line L (not related to point S in 
Figure 7). 
dT = [L, M, N] the direction vector of line L. 
s = a scalar parameter 
The direction vector of the 3D line d, and the vector from the perspective centre to a 
reference point P on the line form a plane E. Plane E is represented by the 
perpendicular vector J and is given by 
Equation 16 
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The image line I and the perspective centre 0 form a second plane E, which is 
represented by the perpendicular j. The equation for the vector j is dependent on the 
formulation used to represent the line l. Only one representation will be given here, 
and the chosen relation will be that which corresponds with the form used in Figure 8 
and given in Section 2.2.3 
? =[-cb, -:-ca, ab +bxo+ayo] 
Equation 17 
Here (Xo, Yo) is the principal point. The collinearity equation applied to the two 
vectors j and J sets the condition that the planes g and E are parallel by requiring that 
the two perpendiculars are collinear. Since two parallel planes passing through the 
same point (the perspective centre 0 in this case) are coincident, the collinearity 
condition (Equation 18) is satisfied when the planes E and E are coincident. 
j =,iRJ 
Equation 18 
In the equation above R is the image rotation matrix and A is a scale factor. 
2.4.3. Critical Configurations 
The accuracy with which a 3D line can be defined depends on the sensor 
configuration. 
Image 
baseline /' 
\€Ctor// 
// 
/ 
a Ideal geometry: 
intersect at ±OO> 
Figure 9: Image geometry for straight-line parameter determination 
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b: Poor geometry: planes 
intersect at ±O' 
Best results will be obtained when the 3D line L in object space runs perpendicular to 
the baseline vector between camera stations (Figure 9a). In this situation, the line 
position determination is strong in all directions. If the projection planes are nearly 
parallel (see Figure 9b), the ability to determine the line position in the direction of 
the image projection planes is weak. If the line joining the perspective centres of all 
images is coplanar with the line in object space, that is if the baseline vector between 
images is parallel to the line in space, L cannot be determined. 
In this chapter the reader has been introduced to various methods of representing lines 
in space (3D), lines in an image (2D), and two ways of directly relating the two 
(coplanarity condition and collinearity condition). In Chapter 3, Mulawa's method is 
explained in detail, including the least squares adjustment model, which is also 
implemented in the method of determining a best-fit line through a pencil of planes 
(pOP method). The POP method is also explained in detail in Chapter 3. 
31 
3. Description of Algorithms 
Two methods of computing the parameters of a 3D line in space by means of a least 
squares adjustment are presented in this chapter. In Section 3.1, an already established 
algorithm, referred to here as "Mulawa's method", is described in detail. This is 
followed in Section 3.2 by a description of the POP method (A method of determining 
the best-fitting line through a pencil of planes), which was developed during the 
course of this project. 
3.1. Mulawa's Method 
3.1.1. Concept 
Mulawa's method is based on the co planarity condition. The underlying concept of 
this is explained in Section 2.4.1. 
The co planarity condition (Equation 13) is used to relate the points observed on a line 
in image space to the line in object space. One such observation can be represented in 
a single condition equation. The advantage of this approach is that the co-ordinates of 
the point P, are not included in the adjustment (Mulawa and Mikhail, 1988). These 
would be "nuisance parameters" in the method used by Petsa et al (1995) for example, 
as the co-ordinates of point P are unknown in the adjustment, yet do not form part of 
the solution. 
The least squares model used is the so called general case with additional constraints, 
the same model as that used for the best-fitting line through a pencil of planes 
described in Section 3.2 . Mikhail (1976, pp. 214-216) gives a complete derivation of 
this model. 
A single condition equation is simply the expanded coplanarity condition (Equation 
13, which is again given here) formulated for each observation. 
The condition equation, when linearized, takes the form 
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Equan·on 19 
n = number of image observations where (Xi,Yi) counts as one observation. Hence 
n=2j where j = number of images. 
u = number of unknown line parameters = 6 
c = number of condition equations = n = 2j 
f = coplanarity values = current value of the condition equation 
A = matrix of derivatives of the condition equations with respect to the unknowns 
B = matrix of derivatives of the condition equations with respect to the observations 
x = solution vector = corrections to parameters 
The weight matrices Pu and P u are introduced where Pll contains the weights of the 
observations, and P xx the weights of the unknowns. Equation 20 shows how the 
elements Pi of the matrix Pu are calculated, where So is the standard deviation of unit 
weight a priori, and O"i the standard deviation of the respective observation. 
Equation 20 
If no specific weighting is used, Pll is an identity matrix, and Pu a matrix of zeros. As 
weights for the condition equations, the matrix We is introduced (Wilkin, 1992) as 
Equation 21 
The matrix BP-1BT has a diagonal structure and contains "pseudo weights" . 
In Section 2 .1.1, a description was given of the six-parameter line representation 
using a point and a direction vector. In this section (2.1.1), the need for constraints is 
explained and the two constraints given (Equation 2 and Equation 3) are the ones that 
are applied here. Linearized, the constraint equations form the relation 
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Equation 22 
derivatives the constraint equations with respect 
to unknowns, S IS number of =2. 
which C is matrix 
o o 2L[~ NM 
Equation 23 
and 
g 
Equation 24 
the normal equations are formulated as 
Here, is the vector, which ke is a vector of that are 
unimportant in subsequent calculations. residual vector v is calculated by 
P -I V = 1/ 
Equation 26 
where 
ca~!afl(m 27 
a posteriori reference is then 
v 
r 
Equation 28 
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where the redundancy of the model r is found using 
r = c - (u - s) 
Equation 29 
The cofactor matrix Qxx is given by 
Equation 30 
The variance-covariance matrix Lxx is then 
Equation 31 
and the standard deviations of the unknowns are 
ax =ao~Q)(X 
Equation 32 
3.1.2. Calculation of provisional values 
Provisional values for the line parameters can be computed using two observations 
from two images. The described method is used by Wilkin(l992). Six provisional 
values are required, i.e. the co-ordinates of the point SeX, Y, Z), and the components 
of the direction vector d (L, M, N). 
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Figure 10: Space geometry in the closedform solution. Source: Wilkin (1992) 
The four observation rays mij are transformed into object space using 
Equation 33 
Projection planes are generated using the two image rays from each image. These 
planes are represented by their normal vectors, N , 
Equation 34 
The intersection of the projection planes provides the provisional 3D line, and the 
direction vector d of the line is perpendicular to both Nl and N2. Thus we obtain the 
first three provisional values (L, M, N). 
d = NI xN2 
IINlxN211 
Equation 35 
The positions of the projection planes Nl and N2 are needed for the calculation of the 
other three provisional values - the co-ordinates of the line centre point S (X, Y, Z). 
Using the perspective centres from each image as points that lie on the projection 
planes, the following equations can be formed . 
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N]XO]X +N]yO]y +N]zO]Z -k] = 0 

NzxOzx +N2y02y +N2z 0 2z -k2 =0 

Equation 36 
Since N 1, N2, 0 1, and O2 have known values, kl and k2 can be calculated. In order to 
obtain a unique solution, a constraint that the line centre point S is the line-point 
nearest to the origin is added. This provides the third equation in a linear equation 
system that can be solved for the three provisional parameters (Sx, Sy, Sz). 
LS" +MSy +NSz = 0 

N]"S" + N]ySy + N]ZSZ = k] 

N2"Sx + N2ySy + N2zS, =k2 

Equation 37 
3.2. Best-fitting Line Through a Pencil of Planes 
3.2.1. The Concept of a Pencil of Planes 
A projection plane was defined earlier as a plane that passes through the perspective 
centre and two observed points PI(X, y) and P2(X, y) on a line in an image. Two non­
parallel projection planes from two images separated in space always intersect in a 
line, however due to the stochastic nature of observations, it is unlikely that projection 
planes formed by more than two images will intersect in precisely the same 3D line 
(Figure IIa). If more than two planes intersect each other as illustrated in Figure lib, 
the resulting configuration is termed a "pencil of planes". 
a b 
Figure 11: An error-Jree case (a), and a pencil o/planes (b) 
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If the projection plane intersections do not correspond (Figure lIb), some model is 
required to determine the most likel y position and orientation of the line. The chosen 
method is to determine that line from which the sum of the squared distances to all 
projection planes is at a minimum i.e. a "best-fit line through a pencil of planes". This 
concept is illustrated in Figure 12. 
Figure J2: The best-fit 3D line through a pencil ofplanes 
The following two sections explain how lines in image and object space are defined 
for this particular method, and the least squares adjustment used to determine the final 
position of a line in space when more than two images of the line are used . 
3.2.2. Line Description in Image and Object Space 
The line in object space is implicitly represented by two points, (XI, Y I, ZI) and (X2, 
Y2, Z2) from which any relation defining this line needed in subsequent applications 
can be derived if required . This is a six-parameter representation, but differs from that 
described in Section 2.1.1 where a six-parameter representation is described in which 
a point and a direction vector are used to define the line. In this case, a second point is 
used in place of a direction vector. The (X, Y, Z) co-ordinates of the points at which 
the squares of the perpendicular distances to all projeCtion planes are minimised 
become the parameters that are to represent the line. The positions of both points are 
adjusted simultaneously. Figure 13 below shows two provisional points with arrows 
indicating the perpendicular distances to planes. 
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Figure 13: 111e two provisional line-points 
For the reasons outlined in Chapter 2 only four of these six parameters are 
independent, and two constraints need to be applied in order to obtain a unique 
solution. Since the two points are treated independently in the adjustment, at least one 
constraint must apply to each point. Two options exist: 
• 	 One co-ordinate of each point is held fixed in the adjustment. 
• 	 One co-ordinate of one point is fixed, and a pre-set distance to the second points is 
imposed. 
In both the above cases careful choice of the parameters to be held fixed in the 
adjustment is needed. The practical reason for holding a parameter fixed is to restrict 
freedom parallel to the line, as this would result in an infinite number of solutions. 
The fixed parameter therefore should not correspond with an axis that runs 
perpendicular to the line. By fixing the value of X, for example, a plane parallel to the 
Y-Z axes is defined. If the line in question does not run parallel to this plane, a single 
solution for a point on the line is obtainable. However, if the line runs parallel to the 
Y, or Z-axes, holding an X-value fixed in the adjustment would result in an infinite 
number of solutions. Figure 14 illustrates the basic criteria for choosing which 
parameters to hold fixed . 
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Figure 14: Using line direction to detemline which parameters to holdfixed in adjustment 
Since the approximate position and orientation of the line are unknown prior to the 
adjustment, provisional values can used in deciding which parameters are to be held 
fixed . As a practical rule, the parameter X, Y or Z, which undergoes the greatest 
change between the two points, should be held fixed . 
If a pre-set distance is to be used the actual value chosen is not critical. However, it 
makes sense for both points to be within the bounds of the area covered by the images 
where the discrepancies between projection planes will be at a minimum. For this 
reason, the point positions must roughly correspond with those of the observations in 
order to obtain meaningful error statistics. A suggested method of calculating 
provisional values for two line-points is described in Section 3.2.3 . Here, provisional 
line-points corresponding with the observations from one of the images are found . If 
line endpoints are observed in this case, the provisional, and therefore the final line­
points will approximately correspond with the endpoints. 
3.2.3. Calculation of Provisional Values for Line-Point Co-ordinates 
Provisional values are required for the two points that are to represent the 3D line. 
The following method was used in computing provisional line-points for the POP 
algorithm. 
Observations from two images are transformed into object space by means of the 
collinearity equation (Equation 38). 
Equation 38 
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In which R is the image rotation matrix, and A is the scale factor. Xi are the object 
space co-ordinates of the image observations Pi. 
The transformed observation vectors PI and P2 (See Figure 15) in one of these images 
are then computed using the following equations. 
A = X; -Xo 
I )(X; -XoY +(Y; -YoY +(Z; -ZoY 
1'; -Yo 
v = Zi -Yo 
I J(X; -XoY +(Y; -YoY +(Z; -ZoY 
Equah"olls 39 
The symbols A, ~ and v represent the X, Y and Z direction cosines of a vector. One 
projection plane is then calculated using the perspective centre (Xo, Yo, Zo), and the 
two transformed image points (Xi, Vi, Zi) from one image. These three points in 
object space are substituted into a form of the coplanarity condition (Equation 40), 
which is used to find the equation of the projection plane. 
(X ­ X 0 ) (Y ­ yo) (Z - Z0 ) 
(XI - Xo) (YI -Yo) (Z:I - Zo) = 0 
(X2 -Xo) (Yz -Yo) (Z2 -Zo) 
Equah"on 40 
The plane parameters A, B, C are the coefficients ofX, Y and Z respectively, and D is 
the remainder. The expanded version ofEquation 40 is given in the Appendix. The 
projection plane is represented by 
AX + BY + CZ + D = 0 
Equation 41 
The two line-point observation rays from the second image (Equations 39) are then 
intersected with the projection plane from the first image (Equation 41), thus 
providing two points PI(X, Y, Z) and P2(X, Y, Z). These intersections are calculated 
as follows . 
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Figure 15: Calculation 0/provisiollalline-points 
Equation 42 provides the length of the observation ray (OPj in Figure 15) from the 
perspective centre of one image (01) to the projection plane (through O2) in the 
second image. In order to find the length of the vectors OIPj illustrated in Figure 15, 
the following equation is used 
_-(AXo+BYo+CZo+D)dOP ­
i AX+BII+Cv 
I r, I 
Equation 42 
Then the provisional points PI and P2 can be found by substitution into 
X P; =Xo + do?,).,; 
Ypi =Yo + do?, Jl.i 
ZPi =Zo + do?, Vi 
Equations 43 
Once two provisional line-points have been calculated, a least squares adjustment 
with conditions and constraints can be applied to find the two final points that define a 
best-fitting line through the pencil of planes. Section 3.2.4 describes the procedure for 
implementing the adjustment. 
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3.2.4. Determining the Best-fit Line Through a Pencil of Planes 
The two observed image points PI(X, y) and P2(X, y) in each image are transformed 
into the object co-ordinate system using Equation 38. In the case of an edge detection 
algorithm being used and/or if numerous points on the image line are observed, two 
arbitrary points on the line derived from a linear regression can substitute as 
observations. 
For each observed point (i = 1, 2) on a line in an image, the collinearity equation 
(Equation 38, repeated here) is applied. 
A projection plane is then calculated for every image, by applying the coplanarity 
condition to the perspective centre (Xo, Yo, Zo), and the two transformed image points 
(Xi, Yi, Zi), as described in Section 3.2 .3. Again, the plane equation is given in the 
form ofEquation 41. 
AX +BY +CZ +D =0 
Note that the proposed adjustment model does not just require the equation of the 
plane, but the perpendicular distance from the plane to a point. dPi-{ABCD} in Equation 
44 is the perpendicular distance from point Pi to the plane {A., B, C, D}. XPi, YPi and 
ZPi are the provisional values for one of the points chosen to represent the 3D line. 
Equation 44 
For every projection plane, one condition equation is formed for each of the points PI 
and P2 that are to define the object line, i.e. 
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ABC DF=-X +-y +-2 +--dCPCPCPC 
Equation 45 
Where 
The value d in Equation 45 is a fictitious observation of the distance between the 
provisional point P and the projection plane, and is equated to zero. Although the 
distances between the points PI and P2 and the projection planes are treated as 
observed values, they are in fact derived from the actual observed values (Xi, Yi) . The 
value d is therefore necessary in the formulation . Equating d to zero however, has no 
effect on the results. 
The least squares model used here is the same as that used for Mulawa's ~Igorithm. 
The model is described in Section 3.1.1 and the matrix formulations are given here. 
The only differences in applying the model lie in the formulation of the individual 
matrices, as can be seen from the difference in matrix sizes in Equation 46 and 
Equation 19. 
A z · X I + B z · V m, I = fZ J. · 1 j,U u, J,m 
Equation 46 
Here j is the number of images. The number of columns in the B matrix, and the 
number of rows in v is now equal to m, where 
2· 
m =2n -.L + 2) =4) + 2) =6 ) 
2 
Note that the number of image observations is constant, as there are always only two 
observations (XI, YI), and (X2, Y2) in each image. The value 2n in Equation 47 is the 
total number of parameters in the observations. Hence 2n = 4, since there are two 
observations with two parameters (x, y) in each image. Furthermore, the number of 
condition equations is equivalent to twice the number of images) in which there are 
two observations of the line. 
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The A matrix, which contains the partial derivatives of the condition equations F with 
respect to the unknowns (XPI , YPI , ZPI, X P2, YP2, ZP2) is formulated as follows: 
of\ of\ of\ 
0 0 0 
oXp\ oYp\ oZp\ 
0 0 0 of\ of\ of\ 
oXP2 oYPl OZp2 
A= OF2 OF2 OF2 0 0 0 
oXp\ oYp\ oZp\ 
0 0 0 OF2 oK -­ OF2 
oXP2 oYp2 OZP2 
Equation 48 
The partial derivatives of the condition equations F with respect to the observations 
are formulated in matrix B. 
of! 
Ox! 
of! 
Oy! 
of! 
Ox 2 
of! 
Oy2 
0 0 0 0 -1 0 0 0 
of! 
Ox! 
of! 
Oy! 
of! 
&x 2 
of! 
Oy2 
0 0 0 0 0 -1 0 0 
B= 0 0 0 0 OF2 
Ox! 
OF2 
Oy\ 
OF2 
Ox 2 
OF2 
Oy2 
0 0 -1 0 
0 0 0 0 OF2 
Ox! 
OF2 
Oy\ 
OF2 
&x 2 
OF2 
Oy2 
0 0 0 -1 
Equation 49 
In the above equation for B, (XI, YI, X2, Y2) are the two image observations in each 
Image. 
The vector of unknowns, x contains the corrections that apply to the provisional co­
ordinates for PI and P2. 
Equation 50 
The matrix f is the vector of discrepancies, and v the vector of residuals. 
The constraint equations are again given in the form of Equation 22 in which u is the 
number of unknowns, and s the number of constraints. 
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Various options exist for the matrix C, and the chosen formulation depends on the 
constraints used. The program used in the test cases imposes a constraint for the 
distance between the two line-points, PI and P2, and a fixed X, Y, or Z value in one of 
the points, depending on the orientation of the line. A method of determining which 
co-ordinate should be held fixed in the adjustment is suggested in Section 3.2.2. The 
chosen co-ordinate can either be held fixed by weighting, in which case the C matrix 
would have only one row (Equation 53) or alternatively, a second constraint could be 
used to hold the parameter fixed (Equation 54). The distance between provisional 
line-points PI and P2 is given in Equation 51. 
Equation 51 
The constraint value of the squared distance DIST can be given the value of the 
distance between the two original provisional line-points as calculated in Section 
3.2.3, or any suitable value chosen by the user. The discrepancy between the squared 
value given for DIST, and the squared distance between current line-points, dist is 
then 
g =DIST2 - dist 2 
Equation 52 
The matrix of partial derivatives of the constraint equation with respect to unknowns, 
x is then 
C = [- 2(XP2 - X PI)- 2(YP 2 - YPI )- 2(ZP2 - Z PI) 2(XP2 - X PI) 2(YP 2 - Ypi ) 2(ZP2 - Z PI)] 
Equation 53 
A further option is to hold the parameter X, Y, or Z from one point fixed by adding an 
additional constraint in the equation Cx=g (Equation 22), as opposed to heavily 
weighting that parameter in the adjustment. For example if the X value of one point is 
to be held fixed at a particular constraint value, the second constraint equation would 
be 
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[1 0 0 0 0 o]x =constraint value - current value 
Equation 54 
A second constraint equation of this type (Equation 54) holding a parameter of the 
second point fixed could replace the distance constraint if desired . 
It is also possible to hold a parameter X, Y, or Z in both of the two points PI and P2 
fixed using a weighted parameter model. In this case there would be no need for 
constraints. Instead, heavy weights (i .e. large values) would be applied to the elements 
of the P xx matrix corresponding to the parameters to be held fixed. However, holding 
co-ordinates fixed by means of additional constraints is generally a more stable 
option. 
3.2.5. Summary of Steps in Implementing POP Algorithm 
The following is a brief summary of procedures and equations involved in 
implementing the POP algorithm. 
• 	 Transform image observations of two points on the line, (xI,YI) and (X2,Y2), in 
each image into the object space co-ordinate system using Equation 38 . 
• 	 Apply the coplanarity condition (Equation 40) to the object space co-ordinates of 
the perspective centre (Xo, Yo, Zo), and the two observations (XI, Y I, ZI), and (X2, 
Y2, Z2). 
(X - Xo) (Y -Yo) (2 - 20 ) 
(XI - X o) (YI - Yo) (21 - 2 0 ) =0 
(X2 - Xo) (Y2 - Yo) (22 - 2 0 ) 
The parameters of the projection plane are the coefficients A, B, C of X, Y and Z 
respectively in the above equation. The parameter D is the remainder. 
AX + BY + C2 + D = 0 
• 	 Obtain two provisional points in space to represent the 3D line: 
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o Calculate the intersection of the two observation from one of the images with 
the plane from a second chosen 15). The direction 
of these observation vectors are required for this. 
o three direction rays using Equations 39. 
Ai :::::: r================= 
P;=-F===================== 
Vi :::::: r================= 
o length of these vectors is by Equation 42. 
o two provisional can then be found by means 
Equations 43. 
+ Al 
:::::: Yo +dOPPi 
I 
the co-ordinates of the provisional line-points PI and have 
the co-ordinate (X, Y or is to held fixed in the least squares adjustment can 
by means of which co-ordinate changes the most 
and P2 . In this summary, it is the value of X in PI is to fixed in 
the adjustment and the is the calculated between the 
two provisional points above. 
The next step is to normal equations. 
., Formulate the (Equation 48) and B (Equation 49), which are made up 
of the partial of the condition equations (Equation with rpcnp,rt to 
the unknowns Xn, YP2, ZP2), and observations Yi) respectively. 
Also is vector discrepancies, f, the vector v. 
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o Formulate the additional constraints in the form ofEquation 22. 
If it is desired to hold the X value ofPI fixed by weighting, then C and g both have a 
single row, where 
C = [- 2(XP2 - X PI)- 2(YP2 - YPI )- 2(ZP2 - Z PI) 2(XP2 - X PI) 2(YP2 - YPI ) 2(ZP2 - Z PI)] 
(Equation 53), and 
g = DISr2 - dist 2 
(Equation 52) . 
o The weight matrices We (Equation 21) and Pxx must be formulated . In this case 
where the value ofX in PI is to be held fixed by weighting, the matrix Pxx is a 
matrix of zero's with the exception of the diagonal element that corresponds with 
the X co-ordinate ofPI (i.e. the first element). This is given a high value (e.g. 10 
000) . 
In the case where X is to be held fixed by an additional constraint, the equation Cx=g 
acquires a second row of the form given in Equation 54. 
[1 0 0 0 0 o]x = constraint value - current value 
o Formulate the normal equations in the form of Equation 25, and solve for [x kct 
• Compute the a posteriori variance using Equation 28 . 
r 
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4. Testing of Algorithm 
The POP algorithm was tested using two image sets. One of these was a set of four 
aerial images of a residential area, and the other is a set of five images taken of a 
welded iron frame photographed at close range. This chapter describes these two tests 
in detail. 
The aerial images test the performance of the algorithm when used to reconstruct or 
model building roofs using large-scale aerial photography. In the aerial image-set, the 
lines that delineate the roofs are very short in relation to the size of the image 
(typically less than 5% of the image width) . The close-range image set was used to 
test the performance of the algorithm on longer lines and in this case, the line lengths 
were above 60% of the image width. This test would be of significance in industrial 
and other close-range applications. 
Section 4.1 describes the first step in the testing which involved the coding of the 
algorithm, and this is followed by Section 4.2 which describes the test data used for 
the aerial and close-range cases. The testing procedure is described and a discussion 
of results given in Section 4.3. 
4.1. Coding of Algorithms 
In order to test the pencil of planes (POP) method ofline photogrammetry, the 
algorithm needed to be coded, and for this, the C++ programming language was used. 
Mulawa's algorithm was also coded in order to provide an example with which to 
compare results of the POP method. 
As input, both programs require exterior orientation parameters and principal 
distance, as well as two line-point observations (Xl,Yl, X2, Y2) of a single line, for each 
image. The additional two inner orientation parameters, the principal point offsets (xp, 
yp), are applied to the original observations during the transformation from pixel to 
image. co-ordinates. The camera was focussed on infinity for all images, ensuring. 
constant principal distance and image distortion characteristics for all images. In the 
close-range case, the lens was taped to prevent any changes during image capture. 
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The POP program accepts only two obseIVations (x,y) from each image, while the 
program using Mulawa's method can include many observations of a single line from 
each image. 
In addition to the adjusted line parameters, the POP program provides an a-posteriori 
reference variance, computed using Equation 28, and standard deviations of the 
unknowns found using Equation 32. 
4.2. Description of Test Data 
4.2.1. Avenches Data Set 
Data used for the aerial test case came from a set of photographs taken over Avenches 
(Switzerland) in 1991 for a project undertaken at ETR, Zurich. The original 23cm by 
23cm diapositives had been scanned at l51-.l.m. Only sections of these images 
portraying the region of interest are provided, and these segments depict part of a 
residential suburb viewed from four camera stations. The image scale is 1 :5000, 
which gives a ground resolution of approximately .075m. 
Interior and exterior orientation parameters for all the camera stations were known 
from a bundle adjustment. The four images used in this case study are shown below, 
numbered (from top left) 88, 89, 97, 98 (these numbers were original photograph 
numbers and are used as references in the Appendix). Frames in these images indicate 
the specific roofs that were reconstructed. 
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Figure i6: images used in the testing 
4.2.1.1. Acquisition of image-line observations 
Manual observations were used for both the aerial and close-range test cases. 
Individual points could therefore not be identified to greater accuracy than a single 
pixel. 
4.2.2. The Close-Range Data Set 
Positions of bars in a welded iron frame generally used for camera calibration were 
measured in this close-range test. Figure 17 shows the control frame that was used, 
with the lines that were reconstructed highlighted. An array of precisely co-ordinated 
circular retro-reflective targets attached to the frame provided control for the images. 
Images were captured using a DCS420 digital camera. This camera produces an 
image 1524x1012 pixels in size, with a square pixel size of approximately 91lm. A 
ground resolution of 1.3mm was obtained in the images. A distinguishing 
characteristic of this test was that the photography was not as restricted with respect to 
choice of camera positions as is the case with aerial photography. 
Provisional exterior and interior orientation parameters were computed using a DLT 
(direct linear transformation). Refined orientation parameters were then computed by 
means of a bundle adjustment. 
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Figure 17: Metal control frame 
Five images of the frame were used to reconstruct the eight lines highlighted in Figure 
17. Ground truth equations for the reconstructed lines were not available. 
4.3. Testing Procedure and Description of Results 
Various lines from both the aerial and close-range image sets were reconstructed 
using the POP method. In the aerial case, the roof outlines of three houses were 
reconstructed line by line. These roofs are framed in Figure 16. In the close-range 
case, the edges of four bars on the metal control frame (Figure 17) were reconstructed . 
The POP algorithm was tested in four ways: 
• 	 For each line, an a posteriori reference variance (using Equation 28), and the 
standard deviations of the X, Y and Z co-ordinates (using Equation 32) of the 
adjusted points representing the line were calculated. These values are indications 
of the accuracy expected . 
• 	 The adjustment was tested statistically by means ofaX2 test (See Section 4.3 .2), 
which is an overall test of the functional and stochastic models .. 
• 	 Mulawa's method was used to compute lines that were also reconstructed using 
the POP method. The lines obtained by these two methods were directly 
compared. 
• 	 In the aerial case, ground truth data was available, and the lines reconstructed by 
the POP method were compared with this ground survey data. 
The latter two tests indicated above involved the comparison of straight lines in space. 
Section 4.3.3 describes how the lines were compared . 
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4.3.1. Standard Deviations of Line-points 
The standard deviations referred to are those relating to the X, Y and Z co-ordinates 
of the two calculated points that represent the 3D line. These standard deviations 
resulting from adjustments using the POP method are estimates of the accuracy 
obtained in each adjustment. 
Due to the method used to determine provisional points in the POP method, the two 
line-points calculated in the adjustment approximately correspond with the oriented 
observation rays from a particular image (see Section 3.2.4). Assuming the 
observations in that image more or less span the region of interest (e .g. approximate 
endpoints of a rooftop), the standard deviations output for the detennination of the 
final line-points PI and P2 are directly relevant. To clarify, if a rooftop is to be 
measured, the user will be interested in the standard devi ations of points determined 
on that line segment defining the rooftop . This differs from other methods such as 
Mulawa's method in which points elsewhere on the line are calculated. 
4.3.2. Testing of Pencil of Planes Algorithm by X 2 Test 
The X 2 test in this case is based on the model that the expected value for (Jo a 
posteriori can be estimated by (Jo a priori . However, it is understood that not only a 
poor ratio between a priori and a posteriori variances can indicate an error in the 
model, but also too good an agreement between the two (Ruther, 1995). A two tailed 
test is therefore carried out, which is passed at a certain probability level and for a 
particular number of degrees of freedom, if the ratio of a priori to a posteriori 
variances falls between two boundaries of the X 2 distribution. This can be formulated 
as follows: 
Equation 55 
where (Jo and So are the standard deviations of unit weight a priori and a posteriori 
respectively. df denotes the number of degrees of freedom in the adjustment. Since no 
specific weights were applied, the parameter (Jo is given the value of the accuracy of 
the image observations, (Jj . This is justified by Equation 20 which shows the 
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calculation ofweights Pi. Where observations are all weighted equally, Pi = 1 and 
hence a o = aj . 
Although the pixel size in the aerial images is 15~m, it is believed that the accuracy 
that can be obtained using manual line observations are better, and a value of7 . 5~m 
or 7.5E-6m was therefore assumed for aj, giving a o the value of7 .5E-6. 
At a 99% confidence level the boundary values obtained from the X 2 distribution 
were as follows : 
Table 1: X Z valuesfor 2,4 and 6 degrees offreedom 
Substituting these values into Equation 55, the test condition becomes 
1 06£ -11 < S2 < 1 12£ - 8
• - 0 - . 
Equation 56 
for 2 degrees of freedom (three images used), and 
1.51£ -11 ~ s: ~ 1.09£ - 9 
Equation 57 
for 4 degrees of freedom (four images used). In the close range case, five images are 
used for some of the adjustments, and here the following condition applies, where 
ao=0.005 
6
. 
73£ -
-
< 4
. 
83£ - 46 < S20 ­
Equation 58 
Tables in the appendix present error statistics for each individual line adjustment. 
Included in each table is a column indicating, by means of a 1 or zero, whether the 
adjustment satisfied the conditions of the X 2 test at a probability level of99%. Table 
2 shows the number of lines that were reconstructed using the POP algorithm and the 
number of lines passing the test. 
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Object Number of lines 
Reconstructed 
Number of 
Table 2: Line adjustments passing t test 
It can be seen from the information given in the above table that most adjustments 
satisfied the conditions of the X 2 test. This is an indication that the model is correctly 
formulated. It is likely that the few adjustments that did not pass the test contained an 
error in the stochastic model. AJI image observations were given equal weights in the 
model, and this could have caused adjustments to fail the test if an image with 
relatively poor observations was included. 
4.3.3. Comparing Lines Reconstructed Using the POP, and Mulawa's Method 
4.3.3.1. Method of Comparison 
The output of the two algorithms, the POP method and Mulawa's method, differ in 
that the POP method provides two points in space, (PI, P2)and Mulawa's method a 
point in space and a direction vector (S, d). Naturally, in the presence of errors, the 
line passing through PI and P2 is likely to be offset from the point S. This is illustrated 
in Figure 18 where this discrepancy is represented by the symbol O. The further point 
S is from the region of interest, which in this case is assumed to be the line segment 
(PI, P2) representing the approximate endpoints along a rooftop for example, the 
greater the magnitude of O. In some situations therefore, the value 0 is a misleading 
representation of the level of correspondence between two lines. 
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Figure J8: Van'able magnitude ofdiscrepancy benveen lines 
Assuming the region of interest to be approximately represented by the line segment 
(PI, P2), a useful comparison between the two lines can be made as follows: firstly by 
calculating the perpendicular distances from the two points PI and P2 to the second 
line, and secondly computing the space angle between the two lines {PI, P2 } and {S, 
d}. These measurements are illustrated in Figure 19. 
-~-
~--
--­
{S, d} 
e -~-
Figure J9: Comparison benveen calculated lines in space 
The perpendicular distance from a point to a line in space can be found using 
Equation 59. 
Equation 59 
where Xj, Vi, and Zj are the co-ordinates of the point PI or P2, and Xs, Ys, and Zs the 
co-ordinates of the line centre point S on the second line. The three direction cosines 
A, f-I, and v describe the direction vector d. 
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In order to find the angle between these two lines, the direction cosines of the line 
{PI, P2 } must be determined. These are calculated using the same formulae as given 
in Equations 39 as follows : 
..1= X 2 -XI 
~(X2 -XIY +(Y2-~Y +(Z2 -ZIY 
-~Y2 
jJ= ~(X2-XIY+(Y2-~Y+(Z2-ZIY 
Z2 -ZI 
V =-----,========::::::::::::=======~(X2 -XIY +(Y2 -YIY +(Z2 -ZIY 
Equation 60 
where Xj, Yj and Zj are the co-ordinates ofPI and P2. The angle between the two lines 
can then be found using 
Equation 61 
where ~, J-Li and Vi for i = {I, 2} represent the direction cosines for lines 1 and 2 
respectively. It is important that the angle between lines is computed in addition to the 
two distances . The reason for this is that 81 and 82 are computed as absolute values 
due to the square root operation in Equation 59. The effect of this is that one cannot 
distinguish in what orientation the lines lie in relation to each other. For example, in a 
situation where the lines cross in space between PI and P2, the lines are closer 
between the points than may appear given the two distances 81 and 82 . This situation 
is illustrated in Figure 20. 
A further consideration is the length of the measured line segment. If the distance 
between PI and P2, as determined by the method of computing provisional values in 
Section 3.2.3, is short in comparison to the original line feature, then the computed 
line segment must be extrapolated in ord~r.to represent the feature . Errors in the 
computed line segment are therefore exaggerated. This may be the case if obstructions 
or poor lighting characteristics in a particular image result in only a portion of the line 
being observable. 
58 
Figure 20: Lines crossing in space 
4.3.3.2. Results of the Comparison 
A few lines from each test case were used to test the difference in reconstructed lines 
found using Mulawa's method, and the POP method. The results are tabulated as 
follows, where lines are labelled according to the figures in Section 4.3.4 : 
Table 3: Comparison between lines reconstructed using Mulawa and POP methods 
Considering the image resolution of .075m on the ground in the aerial case, the 
differences between the lines in all the cases given in Table 3 are notably small. The 
maximum distance separation given is O.043m and most differences are sub­
centimetre. In the close range case, in which the ground resolution is 1.3mm, the 
greatest difference is O.32mm,_ \Yhich is about the same level of accuracy with which 
the line positions can be determined by physical measurement. This suggests that no 
significant difference between the results of these two algorithms can be expected. 
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4.3.4. Comparison with Ground Truth Data 
4.3.4.1. Aerial Case 
Ground truth data with an estimated accuracy of2-3 centimetres was given in 
AutoCad form, and reconstructed lines were superimposed on this data and displayed 
from various viewpoints to show the level of correspondence between the two. Figure 
21, Figure 22 and Figure 23 show the first, second and third roofs from four different 
viewpoints. Solid lines indicate ground truth data, and the dotted lines have been 
reconstructed using the POP algorithm. Approximate lengths of the rooftops are given 
as an indication of scale, and an arrow indicates the North direction in the plan view. 
Vertices in the plan view are numbered in order to identify each line. A "+" sign 
indicates lines that were not reconstructed. 
The various perspectives given were found to be the most suitable to enable the 
viewer to visualize the orientation of these lines relative to each other in space. From 
certain viewpoints, reconstructed lines may fall on the plane through the viewpoint 
and the ground truth line, and therefore the two lines cannot be differentiated. For this 
reason, one needs to consider all the viewpoints. 
Error statistics, including the results of the X2 test for each line are given in the 
appendix. 
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Figure 21.' Roof1 - Ground truth and reconstructed lines 
Table 4.' Roof1 - Compan'son between ground truth and reconstructed lines 
The actual separation between ground truth and reconstructed lines was also 
computed, This comparison was carried out in the same manner as the comparison of 
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the lines obtained from the two algorithms in Section 4.3.3. The only difference is that 
the line represented by Pl and P2 was converted to point and direction vector form 
using the point P l and a direction vector comprising three direction cosines (Equation 
60). The distances between the ground truth co-ordinates for the roof comers and the 
determined lines were then computed. 
,
,
,
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10 14 
South West 
'I 
South East 
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\ 
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Figure 22: Roof2 - Ground truth and reconstrncted lines 
Table 5 : Roof2 - Comparison between ground tnllh and reconstructed lines 
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Figure 23: Roof3 - Ground truth and reconstructed lines 
Table 6: Roof3 - Comparison between ground truth and reconstructed lines 
Comments and discussion on the above results are given in Chapter 5 
4.3.4.2. Close Range Case 
Figure 24 shows the reconstructed lines, together with the circular targets (control 
points) plotted in their co-ordinated positions. The scale of the images was 
approximately 1:150 with a ground resolution of 1.3mm. Images were captured from 
a combination of three different height levels, and three horizontal positions. 
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Figure 24: Reconstructed lines on metal frame (circular targets shown in given positions) 
Table 7 below provides the standard deviations and X2 test results for lines 
reconstructed in this case. 0'0 was given the value 7.0E-6. 
Table 7: Standard deviations (mm) and:! test results for reconstructed lines in close-range test 
In general the results are consistent for all line orientations, indicating that the camera 
placement provided suitable geometry for the reconstruction of all lines. 
64 
5. Comments and Discussion on findings 
The aerial test case deals with a number of lines with different lengths, orientations 
and lighting characteristics. The discrepancies between reconstructed lines and ground 
truth therefore, are quoted here in ranges of values as opposed to maximum values 
and r.m.s., as it is believed that such generalisation would be misleading in these 
circumstances. 
It can be seen in the diagrams and tables in Section 4.3.4 that most measured 
discrepancies between lines are between Scm and 3 Scm. It can also be seen, 
particularly in the case of Roof 2 that the correspondence between reconstructed lines 
and the ground truth is better on lines that constitute boundaries between roof panels. 
See for example the statistics for lines 7-8, and 9-10 in Roof 1, 5-6, 6-7 and 6-13 in 
Roof2, and 2-7 in Roof3. Discrepancies from ground truth lines are generally 
slightly smaller for these lines (between Scm and 25cm as opposed to 45cm). These 
lines are defined by variations in light intensity with uniform texture on either side, 
giving a clear boundary that is easily observed. More difficulty was experienced in 
observing roof eves, which were often difficult to distinguish against b.ackground 
shadows, fascia boards and the base of the building wall. Some of these lines were 
difficult to differentiate from edges of terraces at ground level. 
In this case no significant correlation between the length of the lines and the accuracy 
obtained could be observed. Shorter lines (for example 7-8, 9-10, and 8-11 in Roof 1, 
5-6 and 13 -14 in Roof 2) of 2 to 3 meters that were well defined in the images and 
easily observable, could be reconstructed with no less accuracy than the longer lines 
(e.g. 2-5 in Roof 1, 6-13 in Roof 2, and 2-7 in Roof 3) of 10 to 15 meters. Shorter 
lines that were not easily distinguishable on the images due to shadows or other 
reasons did not correlate well with the ground truth data for that reason. Examples 
include 9-13 and 10-13 in Roof 1, 2-3 in Roof 2, and 4-5 and 5-6 in Roof 3. 
5.1. Some Practical Features of the Algorithm 
During this study, a few practical features relating to these algorithms became 
evident. 
The POP method has an advantage in that the operation takes place directly in the 
region of interest, unlike other algorithms that make use of the line-point closest to the 
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origin. For example, if a rooftop is measured, the two points computed by the POP 
method can be on the rooftop and near the endpoints. This is an advantage in terms of 
interpretability and the readiness of the data for use in further application. If endpoints 
themselves are observed in an image used in the calculation of provisional values, the 
final values can be used as true endpoints in applications such as GIS where high 
accuracy is not always required. Furthermore, the standard deviations of the points 
determined in the POP algorithm are directly relevant and easily interpreted since they 
provide precision estimates for the X, Y and Z fix of two points on the line in the 
region of interest. Special treatment is required to obtain standard deviations of a 
point in the region of interest when Mulawa's method is used, since the standard 
deviations apply to a point that could be far away from the region of interest. The 
standard deviations of the direction vector are more useful, but not readily interpreted 
as the further the line centre point and unit vector are from the region of interest, the 
greater the exaggeration of errors when extrapolating. 
A possible answer to this problem in Mulawa's method, is the use of a point on the 
line segment in question as opposed to the point closest to the origin. The point could 
be determined provisionally using the method described in Section 3.2.3. This would 
involve calculating a projection plane through the perspective centre and two 
observations in an image, and intersecting a single observation ray from the second 
image with that plane. Subsequently, either an X, Y or Z value (chosen according to 
the criteria given in Section 3.2 .2 for selecting which co-ordinate to hold fixed) from 
that provisional point is held fixed to ensure there is only one solution. 
From a geometrical interpretation point of view, the discrepancy vector f in the POP 
adjustment provides values for the distances from the points to the projection planes, 
giving a direct indication of the magnitude of errors in object space. 
Since this method using a pencil of planes is based directly on object space geometry, 
the algorithm offers opportunity for customisation. For example, the concept of using 
projection planes directly can be adapted for the reconstruction ofindustrial objects 
such as pipes and cylinders. In these situations, object lines observed in any particular 
image do not correspond with the observations from other images. Work in this field 
is presently being undertaken by Dingle (1997). In this situation, the regularity of 
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pipes or cylinders can be exploited by the use of a mean projection plane from each 
Image. 
An advantage that Mulawa's method holds over the POP method as it has been 
described, is that a single observation of the line in a particular image can be included 
in the adjustment. The POP method requires a minimum of two observations in each 
image in order to generate projection planes. A possible way to overcome this 
problem is to substitute one of the provisional points (PI or P2 in Figure 15, whichever 
corresponds least with the single observation), for the second observation. This point 
should be allocated a weight of zero. Using the observation and the point in obj ect 
space, a plane can be formed , allowing the single observation to be included in the 
adjustment. 
A further possible field to investigate is the application of this method to theodolite 
obse(Vations. No fictitious image would be required as a plane can be calculated using 
the telescope centre and two observations (each including azimuth and zenith angles). 
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6. Conclusions 
This thesis has given a background to the theory of line photogrammetry, outlining 
the fundamental concepts involved, and describing some of the various approaches to 
the subject. A means of determining the equations of a 3D line in space using 
observations in two or more oriented images is presented. When three or more images 
are used, the concept of a best-fit line through a 'pencil of planes' is employed to 
calculate the positions of two points in space that represent the 3D line. 
Tests were done using a set of aerial images with a scale of 1:5000 and a pixel size of 
15 l-Lm. A method of comparing computed lines and lines on the ground given by 
ground-truth data, uses the perpendicular distances from the two points representing 
one line, to the second line, which is represented by a point and a direction vector. 
Results showed that for lines 2m to 15m in length and clearly defined in the images, 
computed line equations deviated from the ground truth by between 5cm and 25cm. 
Most reconstructed lines deviated from the ground truth by less than 35cm with the 
most poorly defined line deviating by 0.5m, where 0.5m on the ground is represented 
by O.lmm on the image. These results confirm that the POP algorithm is a practicable 
means of adjusting observations to obtain best-fitting 3D lines using observations 
made in a set of oriented images. 
Overall, it is concluded that the presented method of computing 3D line equations has 
potential as a means of reconstructing rectilinear objects more rapidly than is possible 
using point-based photogrammetry. This is possible when one considers the 
observation time required to observe individual points that correspond between 
images, or to run an image matching routine to identify commonly observed points, is 
much greater than it would be if just two single points on a line feature are required 
from each image. 
An advantage of the POP method over other methods of line photogrammetry is that 
the output consists of two points situated directly in the region of interest (i.e. on the 
line segment itself). This is helpful when the calculated lines are to be consolidated, 
extended or trimmed in the process of 3D solid reconstruction. 
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Although the close-range case was tested to a lesser extent than the aerial case, the 
results were considered sufficient to prove the POP algorithm to be a viable method of 
reconstructing straight lines at close range. 
With regard to the comparison of results obtained by the POP and Mulawa's method, 
lines reconstructed using the 'pencil-of-planes' method proved to differ by no more 
than a few millimeters (less than 0.2 pixels) from the lines reconstructed using 
Mulawa's method. 
In general, it has been demonstrated that the concept of line photogrammetry still has 
the potential to be broadened through the investigation into alternative methods. 
Although after this work, it cannot be concluded that the POP algorithm is a major 
improvement on other methods, its existence and viability emphasises the importance 
of further research into the subj ect. 
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8. Appendix 
The following tables show the standard deviations (cr) of the X, Y and Z co-ordinates 
of both points in object space for each reconstructed line. The standard deviation of an 
observation of unit weight a posteriori (cro), and the results of the X2 test (by means of 
a one or zero) at a confidence level of 99% are also given. The final column indicates 
the number of an image if it was excluded from that particular adjustment. 
Line 
Roof 20"0 a i =7.SE-6 
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The Expanded Coplanarity Condition as Given in Equation 13 
-N XI Ys + N XI Yo + N Xs YI - N Xo YI + M XI Zs - L YI Zs - M XI Zo + L YI Zo 
-MXsZI +MXoZI +L YsZI-L YoZI=O 
The Expanded Coplanarity Condition as Given in Equation 40 
-XI Yo Z + X2Yo Z + Xo YI Z - X2YI Z - Xo Y2Z + XI Y2Z + XI Y Zo - X2 Y Zo - X 
YI Zo + X2 YI Zo + X Y2Zo - XI Y2Zo - Xo Y ZI + X2Y ZI + X Yo ZI - X2 Yo ZI - X 
Y2ZI + Xo Y2ZI + Xo Y Z2 - XI Y Z2 - X Yo Z2 + XI Yo Z2 + X YI Z2 - Xo YI Z2 = 0 
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