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Abstract
HYGARCH model is basically used to model long-range dependence in volatility. We pro-
pose Markov switch smooth-transition HYGARCH model, where the volatility in each state
is a time-dependent convex combination of GARCH and FIGARCH. This model provides a
flexible structure to capture different levels of volatilities and also short and long memory ef-
fects. The necessary and sufficient condition for the asymptotic stability is derived. Forecast
of conditional variance is studied by using all past information through a parsimonious way.
Bayesian estimations based on Gibbs sampling are provided. A simulation study has been
given to evaluate the estimations and model stability. The competitive performance of the
proposed model is shown by comparing it with the HYGARCH and smooth-transition HY-
GARCH models for some period of the S&P500 indices based on volatility and value-at-risk
forecasts.
Keyword: HYGARCH, Long rang dependence, Markov Switching, Smooth Transition, Griddy
Gibbs sampling.
Mathematics Subject Classification: 60J10, 91B84, 62F15
1 Introduction
ARCH and GARCH models introduced by Engle [14] and Bollerslve [7] respectively, are used
to capture volatility of returns. In many financial time series, there exist some shocks that
have long memory impacts on future volatilities with positive correlations which decay slowly
to zero (Baillie et al. [5], Wang et al. [35] and Kwan et al. [23]). On the other hand, the
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autocorrelation functions (ACFs) of the ARCH and GARCH models decay exponentially, and
cannot produce long-range dependence. Baillie et al. [5] proposed FIGARCH model to capture
long-range dependence that possesses hyperbolic decay of ACF but has infinite variance which
limits its application. Davidson [12] proposed HYGARCH model, where the conditional variance
is a convex combination of the conditional variances of GARCH and FIGARCH models. The
ACF of HYGARCH model decays hyperbolically. So HYGARCH models capture long-range
dependence but have finite variance under some conditions and have shown good performance
in modeling long-range dependence in financial time series (Davidson [12], Tang and Shich [33]
and Niguez and Rubia [29]).
In many financial time series there exist some time-varying structures of volatility which
change over time. Markov switching (MS) models allow sudden changes in the volatility. Dif-
ferent variants of the MS models were proposed for GARCH models (see Cai [9], Hamilton and
Susmel [20], Gray [18], Klaassen [22], Haas et al. [19] and Marcuscci [27]). The stationary
conditions for some of these models were investigated in the work of Abramson and Cohen [1].
Bauwens et al. [6] presented sufficient conditions for the geometric ergodicity and existence of
moments of MS-GARCH model.
Smooth-transition (ST) models allow a continuum of changes between two extreme regimes
which are associated with the extreme values of transition function. The ST weights are continu-
ous functions that are bonded between two limits. Transition between regimes is imposed by the
preceding observations. Logistic transition functions are the most popular ones in these studies.
For a review on ST models, refer to Granger and Tera¨svirta [17], Tera¨svirta [34], Gonzales-Rivera
[16], Lubrano [26], Amado and Tera¨svirta [3].
Value-at-risk (VaR) is a useful measure for quantifying the risk and is used as a regulatory
tool. The observed VaR of models must neither overestimates nor underestimates the true VaR
(for more details, see Jorbin [21], Dowd [13], Brooks and Persand [8]). As VaR depends directly
on the volatility, the forecasts from various volatility models are evaluated and compared on the
basis of how well they forecast VaR. Hence, some statistical hypothesis testing is performed to
test whether the VaR forecasts by competing models display the required theoretical properties
(Zhang and Nadarajah [36]).
Current authors ([28]) studied smooth transition HYGARCH (ST-HYGARCH) model, where
the volatility is stated as some smooth transition of GARCH and FIGARCH. Their model al-
lows smooth transition of volatilities between long and short memory effects. In this paper, we
impose Markov switch smooth transition HYGARCH (MSST-HYGARCH) model where allow
each state consist of a ST-HYGARCH model with time-dependent logistic weight function. This
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model has the potential to switch between different levels of volatility and creates dynamic mem-
ory in each state to react to different shocks. The ST-HYGARCH model is a special case when
there exists just one state. We derive a necessary and sufficient asymptotic stability condition.
A dynamic time-dependent relation for forecasting conditional variance is obtained . Due to the
recursive structure of conditional variance in MSST-HYGARCH models, the path-dependence
problem occurs. This means the maximum likelihood (ML) estimation needs to integrate all
hidden states, which is infeasible. So Bayesian estimation according to the Markov chain Monte
Carlo (MCMC) algorithm is implemented to overcome the estimation problem. The advantages
of the Bayesian estimation can be stated as follows: the local maxima is prevented, the informa-
tion of the uncertain parameters can be achieved via joint posterior distribution, and required
constraints on the model parameters can be imposed on prior distributions. Some statistical
hypothesis testing is provided to evaluate the VaR accuracy for proposed model. The theoretical
results are examined via simulation. We consider some periods of S&P500 indices as real data
to show the competitive behavior of MSST-HYGARCH model in compare to HYGARCH and
ST-HYGARCH based on volatility and VaR forecasting.
The paper organized as follows. The MSST-HYGARCH model is defined in Section 2.
Section 3 is devoted to the investigation of model stability. In Section 4, we obtain the forecasting
conditional variance. Estimation of the parameters is followed in Section 5. The VaR and its
statistical accuracy are provided in Section 6. Section 7 is dedicated to simulation studies. The
performance of the model for the empirical data of S&P500 indices is reported in Section 8.
2 The model
HYGARCH Model
Let {yt} follows a HYGARCH model as
yt = t
√
ht
ht =
γ
1− λB + {1−
1− δB
1− λB [1− w + w(1−B)
d]}y2t , (2.1)
where B is the back-shift operator, γ > 0, λ, δ, w ≥ 0, and the sequence {t} consist of iid random
variables with mean 0 and variance 1. Also (1−B)d = 1−Σ∞i=1giBi where gi =
dΓ(i− d)
Γ(1− d)Γ(i+ 1)
in which 0 < d < 1. Let Υt−1 be the information up to t-1 then V ar(yt|Υt−1) = ht. One can
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easily verify that ht might be written as
ht =(1− w + w) γ
1− λB + {(1− w + w)−
[
(
1− δB
1− λB )(1− w) + (
1− δB
1− λB )w(1−B)
d
]
}y2t
=(1− w)
[ γ
1− λB + (1−
1− δB
1− λB )y
2
t
]
+ w
[ γ
1− λB + (1−
1− δB
1− λB )(1−B)
dy2t
]
and so we have
ht = (1− w)h1,t + wh2,t (2.2)
where
h1,t = α0 + α1h1,t−1 + α2y2t−1 (2.3)
is the conditional variance of the GARCH(1,1) and
h2,t = β0 + β1h2,t−1 + [1− β1B − (1− β2B)(1−B)d]y2t . (2.4)
is the one of the FIGARCH(1,d,1), where α0 = γ, α1 = λ, α2 = (δ − λ), β0 = γ, β1 = λ and
β2 = δ . In this model the conditional variance, ht, is a convex combination of h1,t and h2,t with
fixed weights. By allowing that the weights and parameters to be time dependent we provide a
more flexible model for describing the volatilities.
Smooth Transition HYGARCH model
Let {yt} follows the ST-HYGARCH model as
yt =
√
htt
ht = (1− wt)h1,t + wth2,t (2.5)
where
h1,t = a0 + a1h1,t−1 + a2y2t−1, (2.6)
h2,t = b0 + b1h2,t−1 + [1− b1B − (1− b2B)(1−B)d]y2t (2.7)
and
wt =
exp(−γyt−1)
1 + exp(−γyt−1) (2.8)
where{t} are iid standard normal variables, a0, a1, a2, b0, γ > 0, 0 < b2 ≤ b1 ≤ d < 1 and
(1−B)d is defined as in (2.1).
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2.1 The Markov Switch Smooth Transition HYGARCH Model
Let {yt} follows the MSST-HYGARCH model as
yt =
√
ht,Ztt (2.9)
where{t} are iid standard normal variables and are independent of {Zt}. The {Zt} is a Markov
chain which identify the state at time t as zt = 1, 2, ...,m. Also the transition probability matrix
P = ||prs||m×m where prs = p(Zt = s|Zt−1 = r) r, s = 1, 2, ...,m, with stationary probabilities
Π = [pi1, ..., pim]
′. The conditional variance in state j, ht,j , j = 1, 2, ...,m is given with
ht,j = (1− wt,j)h1,t,j + wt,jh2,t,j , (2.10)
where
h1,t,j = a0j + a1jh1,t−1,j + a2jy2t−1 (2.11)
h2,t,j = b0j + b1jh2,t−1,j + [1− b1jB − (1− b2jB)(1−B)dj ]y2t (2.12)
wt,j =
exp(−γjyt−1)
1 + exp(−γjyt−1) (2.13)
and a0j , a1j , a2j , b0j > 0, 0 < b2j ≤ b1j ≤ dj < 1 cause the conditional variance to be
strictly positive. The (1−B)dj for j = 1, 2...m are defined as in (2.1). The parameters γj > 0,
j = 1, 2, ...,m are called smoothing parameters; they ensure a smooth transition from short
to long memory and vice versa. The logistic weight functions wt,j , j = 1, 2, ...,m decrease
monotonically and are bounded between 0 and 1.
In each state, the conditional variance is a time-dependent convex combination of GARCH(1,1)
and FIGARCH (1,dj ,1) conditional variances. The states can be considered for different levels
of volatilities. For two states, one can be considered for low and the other for high volatility. As
yt−1 tends to −∞, wt approaches one. So, at time t, the MSST-HYGARCH model tends to the
MS-FIGARCH model. Also, as yt−1 tends to∞, wt approaches zero and the MSST-HYGARCH
model tends to the MS-GARCH model at time t.
3 Stability
Stability of the model which refers to the asymptotic finiteness of the variance of the series
can be imposed by considering some conditions to guarantee the asymptotic boundedness of
unconditional second moment. Following Abramson and Cohen [1] the unconditional second
moment is calculated as
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E(y2t ) = E(ht,Zt
2
t ) = E(ht,Zt)E(
2
t ) = E(ht,Zt)
and so
E(ht,Zt) = EZt [Et−1(ht,Zt |Zt = zt)] =
m∑
zt=1
piztEt−1(ht,zt |Zt = zt). (3.1)
where Et(.) denotes the conditional expectation with respect to the information up to time t.
we denote E(.|Zt = zt) and p(.|Zt = zt) by E(.|zt) and p(.|zt) respectively. By rewriting (2.12)
as:
h2,t,j = b0j + b1jh2,t−1,j + (b2j − b1j + g1j)y2t−1 +
∞∑
i=0
(gi+2j − b2jgi+1j)Biy2t−2, (3.2)
we have that
Et−1(ht,j |zt) = Et−1((1− wt,j)h1,t,j + wt,jh2,t,j |zt)
= a0j + (b0j − a0j)Et−1(wt,j |zt)︸ ︷︷ ︸
I
+a1j Et−1((1− wt,j)h1,t−1,j |zt)︸ ︷︷ ︸
II
+b1j Et−1(wt,jh2,t−1,j |zt)︸ ︷︷ ︸
III
+ (b2j − b1j + g1j − a2j)Et−1(wt,jy2t−1|zt)︸ ︷︷ ︸
IV
+
∞∑
i=0
(gi+2j − b2gi+1j)Et−1(wt,jy2t−2−i|zt)︸ ︷︷ ︸
V
+ a2jEt−1(y2t−1|zt) (3.3)
and using the fact that 0 < wt,j < 1 we have the following bounds for terms (I)− (V ) in (3.3):
I ⇒ (b0j − a0j)Et−1(wt,j |zt) ≤ |b0j − a0j |
II ⇒ Et−1((1− wt,j)h1,t−1,j |zt) ≤ Et−1(h1,t,j |zt)
III ⇒ Et−1(wt,jh2,t−1,j |zt) ≤ E(h2,t−1,j |zt)
IV ⇒ (b2j − b1j + g1,j − a2j)Et−1(wt,jy2t−1) ≤ |b2j − b1j + g1j − a2j |Et−1(y2t−1|zt)
V ⇒ (gi+2j − b2gi+1j)Et−1(wt,jy2t−2−i|zt) ≤ |gi+2j − b2gi+1j |Et−1(y2t−2−i|zt). (3.4)
The term Et−1(y2t−i|zt) for i = 1, 2, ... can be evaluated as:
Et−1(y2t−i|zt) =
m∑
zt−i=1
∫
Υt−1
y2t−ip(Υt−1|zt, zt−i)p(zt−i|zt)dΥt−1
=
m∑
zt−i=1
p(zt−i|zt)Et−1[y2t−i|zt−i, zt] i = 1, 2, ... . (3.5)
Using the fact that the expected value of y2t−i is independent of any future state we get
Et−1[y2t−i|zt−i, zt]
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= Et−1[y2t−i|zt−i]
=
∫
Υt−i−1
∫
yt−i
y2t−ip(yt−i|Υt−i−1, zt−i)p(Υt−i−1|zt−i)dyt−idΥt−i−1
= Et−i−1[E(y2t−i|Υt−i−1, zt−i)|zt−i]
= Et−i−1[ht−i,zt−i |zt−i]. (3.6)
and also
Et−1[hk,t−1,j |zt] =
m∑
zt−1=1
∫
Υt−1
hk,t−1,jp(Υt−1|zt, zt−1)p(zt−1|zt)dΥt−1
=
m∑
zt−1=1
p(zt−1|zt)Et−2[hk,t−1,j |zt−1] k = 1, 2 . (3.7)
By replacing the results obtained in (3.4)-(3.7) in (3.3) we obtain the following bound for
Et−1[ht,j |zt]:
Et−1[ht,j |zt] ≤ (a0j + |b0j − a0j |) + a1j
m∑
zt−1=1
p(zt−1|zt)Et−2(h1,t−1,j |zt−1)
+ b1j
m∑
zt−1=1
p(zt−1|zt)Et−2(h2,t−1,j |zt−1)
+ (|b2j − b1j + g1j − a2j |)
m∑
zt−1=1
p(zt−1|zt)Et−2(ht−1,zt−1 |zt−1)
+
∞∑
i=0
(gi+2j − b2jgi+1j)
m∑
zt−2−i=1
p(zt−2−i|zt)Et−2−i−1(ht−2−i,zt−2−i |zt−2−i) (3.8)
Using Bayes rule
p(zt−i|zt) =
pizt−i
pizt
P izt−i,zt
where P i is i-th power of the transition probability matrix.
Let Ht = [E(ht,1|zt = 1), ..., E(ht,m|zt = m)]′, Hkt = [E(hk,t,1|zt = 1), ..., E(hk,t,m|zt = m)]′ for
k = 1, 2, H˜t = [H
′
t, H
′
1t, H
′
2t, H
′
t−1]′ and
Λ = [v1, ..., vm, a01, ..., a0m, b01, ..., b0m, 0, ..., 0]
′
where vi = a0i+ |b0i−a0i| for i = 1, 2, ...,m be a vector of size 4m. Also let νi = (b2i− b1i+g1i−
a2i) for i = 1, 2, ...,m, define the diagonal matrices δ =diag(ν1, ..., νm), a1 =diag(a11, ..., a1m),
a2 =diag(a21, ...a2m), b1 =diag(b11, ..., b1m), c =diag(τ1, ..., τm) where τi = (b2i − b1i + g1i),
i = 1, 2, ...,m. Suppose f = [fij ], ij = 1, 2, ...,m be a square matrix with elements frj =
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∑∞
i=0(gi+2j − b2jgi+1j)p(zt−2−i = r|zt = j)Bi. Let
Q =

δp˙ a1p˙ b1p˙ f p˙
a2p˙ a1p˙ 0m 0m
cp˙ 0m b1p˙ f p˙
I 0m 0m 0m

be a 4m− by − 4m block matrix where 0m is a square matrix of zeros. Also Im and p˙ represent
respectively the identity matrix and the transpose of the transition matrix. Then a recursive
vector form of (3.8) is obtained as:
H˜t ≤ Λ +QH˜t−1, t ≥ 0 (3.9)
with some initial conditions H˜−1.
Let Π = [pi1, ..., pim]
′, if ϑ(.) denotes the spectral radius of a matrix, then the next theorem
expresses the stability condition of the MSST-HYGARCH model.
Theorem 3.1. The time series {yt} defined in relations (2.9) - (2.13) is asymptotically stable
in unconditional second moment and limt→∞E(y2t ) ≤ Π′(I −Q)−1Λ, if and only if ϑ(Q) < 1.
Proof: Let the recursive inequality (3.9) be written as
H˜t ≤ Λ
t−1∑
i=0
Qi +QtH˜0.
Using the matrix convergence theorem (Lancaster and Tismenetsky [25]), if ϑ(Q) < 1 then
Qt is convergence to zero as t→∞ and if matrix (I−Q) is invertible then∑t−1i=0 Qi convergences
to (I −Q)−1. So if ϑ(Q) < 1,
limt→∞H˜t ≤ (I −Q)−1Λ.
The asymptotic behavior of the unconditional second moment is bounded with
limt→∞E(y2t ) ≤ Π′(I −Q)−1Λ
when ϑ(Q) ≥ 1, the unconditional second moment is goes to infinity with the growth of the time
and it fails to asymptotically bounded.
4 Forecasting
In this section we calculate the forecasting conditional variance of MSST-HYGARCH model.
The conditional density function of yt given the Υt−1 can be written as:
f(yt|Υt−1) =
m∑
j=1
p(Zt = j|Υt−1)f(yt|Zt = j,Υt−1) (4.1)
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where f(yt|Zt = j,Υt−1) = 1√
2piht,j
exp(− y
2
t
ht,j
) and p(Zt = j|Υt−1) can be obtained recursively
by the same method as in Alemohammad et al. [2] by :
ψ
(t)
j = p(Zt = j|Υt−1) =
∑m
k=1 f(yt−1|Zt−1 = k,Υt−2)p(Zt−1 = k|Υt−2)pkj∑m
k=1 f(yt−1|Zt−1 = k,Υt−2)p(Zt−1 = k|Υt−2)
. (4.2)
So the conditional variance can be evaluated as:
V (yt|Υt−1) =
m∑
k=1
ψ
(t)
k ht,k
=
m∑
k=1
ψ
(t)
k ((1− wt,k)h1,t,k + wt,kh2,t,k). (4.3)
Where ψ
(t)
k = p(Zt = k|Υt−1) is defined by (4.2).
5 Estimation
Markov switching models cause difficulties in the ML estimation since the conditional variance
at time t depends on the whole state path up to t; since this path is hidden, the likelihood
of the observations can calculated by integrating all possible state paths. This integration
grows exponentially with the size of the observations. So, it is infeasible numerically. Bayesian
inference is a technique that tackles the estimation issue of the Markov switching models very
well (Bauwens et al. [6], Ardia [4] and Alemohammad et al. [2]). In this framework, the latent
states are treated as parameters of the model and will be estimated. The parameters of the
MSST-HYGARCH model are
θ = (a01, a11, a21, b01, b11, b21, d1, γ1, a02, a12, a22, b02, b12, b22, d2, γ2) and η = (p11, p22).
Denoting Y = (y1, ..., yT ), Z = (z1, ..., zT ), Yt = (y1, ..., yt) and Zt = (z1, ..., zt), where T the size
of data.
We use the Gibbs sampling algorithm (Gelfand and Smith [15]) to estimate the parameters
of the MSST-HYGARCH model. This process generates a Markov chain which after warm-
up phase convergences to the posterior distribution under regularity conditions (Robert and
Casella [31]). The idea of this algorithm is to sample from the posterior density p(θ, η, Z|Y );
These samples then serve to estimate features of the posterior distribution, like means, standard
deviations and marginal densities.
Since the posterior density p(θ, η, Z|Y ) is not standard hence the Gibbs sampling is down
using the lower dimensional distributions, called blocks. For the MSST-HYGARCH model the
blocks are θ, η and Z.
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Gibbs algorithm steps: Let θ(r), η(r) and Z(r) denote the draws at r-th iteration of the
algorithm.
1. At iteration 1, initial value θ(0), η(0), Z(0) must be used.
2. Given the (r-1)-th sample, the next ones is found as:
(i) Z(r) is sampled from p(Z|θ(r−1), η(r−1), Y ). In this step we use the method of Chib[10].
(ii) η(r) is sampled from p(η|θ(r−1), Z(r), Y ) that is independent from Y and θ.
(iii) θ(r) is sampled from p(θ|Z(r), η(r), Y ) which is independent from η. As the p(θ|Z(r), η(r), Y )
dose not have a closed-form in this step we use the Griddy Gibbs algorithm introduced by Ritter
and Tanner[30]).
3. Increase r.
4. Repeat 2-3 until convergence.
For more details, see Bauwenes et al. [6], Ardia [4] and Alemohammad et al. [2]. We will now
explain the above-mentioned steps in detail.
Sampling zt
To obtain a sample of zt we use the method of Chib[10]. For t = 1 to t = T repeat the following
steps.
Prediction step: By the law of total probability determines
p(zt|η, θ, Yt−1) =
∑
zt−1
p(zt−1|η, θ, Yt−1)pzt−1zt .
Update step: By the Bayes theorem determines
p(zt|η, θ, Yt) ∝ f(yt|θ, zt = j, Yt−1)p(zt|η, θ, Yt−1)
where f(yt|θ, zt = j, Yt−1) = 1√
2piht,j
exp(− y
2
t
ht,j
).
For p(z1|η, θ, Y0) we use the stationary probability of the chain. Then zT is sampled from
p(zT |η, θ, Y ) and for t = T − 1, ..., 1 we run a backward algorithm to sample from
p(zt|zt+1, ..., zT , η, θ, Y ) ∝ p(zt|η, θ, Y )pztzt+1 .
Where zt is sampled from p(zt|.) like sampling from Bernoulli distribution.
Sampling η
The posterior probability p(η|θ, Z, Y ) is independent from θ and Y. Hence given the states, Z
p(p11|Z) ∝ p(p11)p(Z|η11) = ηc11+n11−111 (1− η11)c12+n12−1
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and
p(p22|Z) ∝ p(p22)p(Z|η22) = ηc22+n22−122 (1− η22)c21+n21−1
where p(p11), p(p22) are independent beta prior densities respectively for p11 and p22. Also c11,
c12, c21, c22 are the parameters of the beta prior and nij is the number of transitions from
zt−1 = i to zt = j.
Sampling θ
The posterior density of θ is independent from η so
p(θ|Z, Y ) ∝ p(θ)
T∏
t=1
f(yt|θ, zt = j, Yt−1) = p(θ)
T∏
t=1
1√
2piht,j
exp(
−y2t
ht,j
) (5.1)
where p(θ) is the prior of θ and ht,j has defined in relations (2.9) - (2.13). Obviously p(θ|Z, Y )
doesn’t belong to normal or any other well known density. Since for example p(θi|Z, Y, θ−θi),
in which θi is an arbitrary element of θ and θ−θi denotes to θ without θi, contains ht,j which
is also a function of θi. So we can’t sample from p(θi|Z, Y, θ−θi) in straightforward manner.
Griddy Gibbs algorithm can be used to handle such situations. Given the draws of iteration r
for iteration r + 1 Griddy Gibbs algorithm runs as follows:
1. Set (θ
(1)
i , θ
(2)
i , ..., θ
(H)
i ) as a grid of points for θi. Using (5.1) compute the kernel of posterior
density function k(θi|Z, Y, θ−θi) and evaluate it over the grid points to compute the vector
Gk = (k1, ..., kH). H refers to the number of grid points.
2. Compute GΦ = (0, φ2, ..., φH) where φj obtained by using deterministic integration rule as
φj =
∫ θji
θ1i
k(θi|Z(r), Y, θ(r)−θi)dθi, j = 2, ...,H.
3. Draw u ∼ U(0, φH) and invert φ(θi|Z(r), Y, θ(r)−θi) by numerical interpolation to get the sample
θ
(r+1)
i .
4. Repeat steps 1-3 for other parameters.
6 Value-at-Risk
VaR(ρ) is a value that with probability ρ the losses are equal to or exceed it at given trading
period and with probability (1− ρ) the losses are lower than it. VaR is obtained by calculating
the ρ, the percentile of the predictive distribution (Ardia [4]). We use the relation
V aRt(ρ) = F
−1(ρ)σt
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to calculate value-at-risk in (1 − ρ) confidence level that F−1(ρ) is the inverse distribution
of standardized observation (yt/σt) where σt =
√
V (yt|Υt−1), the V (yt|Υt−1) is computed in
relation (4.3). Due to the importance of VaR in management risk, evaluating the accuracy of
the VaR forecasts from different models is a substantial task. Here, we use some likelihood ratio
(LR) tests to examine the accuracy of the VaR forecasts.
6.1 Unconditional Coverage test
A well-specified VaR model should produce VaR forecasts that cover the pre-specified probability.
This means that 5% of time the losses should exceed the VaR(0.05). If the number of exceedances
substantially differs from what is expected, then the model’s accuracy is questionable. If the
actual loss exceeds the VaR forecasts, this is termed an “exception,” which can be presented by
the indicator variable qt as
qt =
 1 if yt < V aRt(ρ)0 if yt ≥ V aRt(ρ) .
Obviously, qt is a Bernoulli random variable with probability ϕ. The Kupiec test (Kupiec [24]),
also known as the unconditional coverage (UC) test, is designed to test the number of exceptions
based on the LR test. The null hypothesis of the UC test is H0 : ρ = ϕ. Then the LR test of
the unconditional coverage (LRuc) is defined as
LRUC = −2 log( L
0
UC
L1UC)
) = −2 log( ρ
n(1− ρ)T−n
ϕˆn(1− ϕˆ)T−n ) (6.1)
where L0uc and L
1
uc are the likelihood functions respectively under H0 and H1, T is the number
of the forecasting samples, n is the number of the exceptions and ϕˆ =
n
T
is the ML estimate of
the ϕ under H1. Under H0, the LRUC is asymptotically distributed as a χ
2 random variable
with one degree of freedom.
6.2 Independent Test
If the volatilities are low in some periods and high in others, the forecasts should respond to
this clustering event. It means that the VaR should be small in times of low volatility and
high in times of high volatility. So, the exceptions are spread over the entire sample period
independently and do not appear in clusters (Sarma et al. [32]). A model that cannot capture
the clustering of volatilities will exhibit the symptom of clustering of the exceptions. Kupiec’s
test cannot check the clustering of the exceptions. Christoffersen [11] designed an independent
(IND) test based on the LR to test the clustering of the exceptions. The null hypothesis of the
IND test assumes that the probability of an exception on a given day t is not influenced by what
12
happened the day before. Formally, H0 : ϕ10 = ϕ00, where ϕij denotes that the probability of
an i event on day t− 1 must be followed by a j event on day t; ϕij = p(qt = j|qt−1 = i), where
i, j = 0, 1. The LR statistic of the IND test (LRIND) can be obtained as
LRIND = −2 log(L
0
IND
L1IND
) = −2 log( ϕˆ
n ˆ(1− ϕ)T−n
ϕˆn0101 (1− ϕˆ01)n00ϕˆ11n11(1− ϕˆ11)n10
). (6.2)
Where nij is the number of observations with value i followed by value j (i, j = 0, 1), ϕ01 =
n01
n00 + n01
and ϕ11 =
n11
n10 + n11
. Under H0, the LRUC is asymptotically distributed as a χ
2
random variable with one degree of freedom.
6.3 Conditional Coverage test
The IND test is not complete on its own. Hence, Christoffersen [11] proposed a joint test: the
conditional coverage (CC) test, which combines the properties of both the UC and IND tests.
The null hypothesis of the CC test checks both the exception cluster and consistency of the
exceptions with VaR confidence level. The null hypothesis of the test is H0 : ϕ01 = ϕ11 = ρ.
The LR test statistic is obtained as
LRCC = −2 log(L
0
CC
L1CC
) = −2log( ρ
n(1− ρ)T−n
ϕˆn0101 (1− ϕˆ01)n00ϕˆ11n11(1− ϕˆ11)n10
), (6.3)
Under H0, LRCC is asymptotically distributed as a χ
2 random variable with two degrees of
freedom. It is a summation of two separate statistics, LRUC and LRIND, as given below:
LRCC = −2[log(L0CC)− log(L1CC)]
= −2[log(L0UC)− log(L1IND)]
= −2[log(L0UC)− log(L1UC) + log(L1UC)− log(L1IND)])]
= −2[log(L0UC)− log(L1UC)]− 2[log(L0IND)− log( L1IND)]
= LRUC + LRIND (6.4)
7 Simulated Data
In this section, a simulation of the MSST-HYGARCH model defined in (2.9)-(2.13) is conducted
to evaluate the performance of the model. A two-state Markov chain was considered where the
first state corresponds to low volatilities and the second corresponds to higher volatilities. We
simulated 2,000 samples, based on the parameters that are presented in the second column of
Table 2. The first 1,000 observations are discarded in order to alleviate the effect of the initial
values. To ensure simplicity in the calculations, it is assumed that b21, b22 = 0.
13
Table 1: Descriptive statistics of the simulated observations from MSST-HYGARCH model.
Mean Std.dev Minimum Maximum Skewness Kurtosis
0.080 1.491 -7.030 6.166 -0.070 1.982
Table 1 contains the descriptive statistics of the simulated data and Figure 1 shows the simulated
series. The parameters are estimated using Gibbs algorithm, which was discussed in Section 4.
We have used the uniform priors. The number of iterations for the Gibbs algorithm was set to
10,000. The initial 5,000 draws are considered as the warm-up phase and discarded.
Table 2 gives the posterior means and standard deviations based on the Gibbs sampling. The
posterior means are considered as the estimates of the parameters while the standard deviation
is a measure of the Gibbs sampling variability. We also computed the biases of the estimates.
The reported results show that the biases and standard deviations are small in general. By
changing the priors, one may get more or less bias and standard deviation. So, from the Bayesian
viewpoint, the bias and standard deviation is not important (Bauwens et al. [6]). The diagrams
at the top of Figure 2 display the estimated posterior densities of p11 and p22, while the lower
diagram shows the estimated probabilities of the high-volatility state. Matrix Q is calculated as

0.094 0.067 0.170 0.120 0.119 0.084 0.401 0.390
0.049 0.132 0.060 0.160 0.027 0.072 0.027 0.031
0.212 0.150 0.170 0.120 0 0 0 0
0.052 0.140 0.060 0.160 0 0 0 0
0.307 0.216 0 0 0.119 0.084 0.401 0.390
0.102 0.272 0 0 0.027 0.072 0.027 0.031
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0

where ϑ(Q) = 0.90; so according to theorem 1, the model is stable.
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Figure 1: Simulated time series of MSST-HYGARCH model.
Figure 2: (Up): Estimated posterior density of the p11(left) and p22(right) for simulated data;
(Bottom): Estimated probabilities of high volatility state for simulated data.
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Table 2: Estimation results of MSST-HYGARCH on simulated observations based on 10,000
Gibbs sampling iterations.
True Value Mean Bias Std.dev.
a01 0.180 0.204 0.024 0.048
a11 0.200 0.205 0.025 0.049
a21 0.250 0.254 0.004 0.049
b01 0.150 0.205 0.055 0.049
b11 0.140 0.130 -0.010 0.037
d1 0.400 0.404 0.004 0.049
γ1 0.600 0.609 0.009 0.098
a02 1.500 1.528 0.028 0.244
a12 0.400 0.406 0.006 0.049
a22 0.350 0.354 0.004 0.049
b02 1.000 1.030 0.030 0.246
b12 0.180 0.179 -0.001 0.037
d2 0.850 0.805 0.005 0.049
γ2 2.000 2.017 0.017 0.146
p11 0.850 0.900 0.050 0.036
p22 0.600 0.780 0.180 0.093
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8 Empirical Data
In this section, we apply the MSST-HYGARCH model as well as the ST-HYGARCH and HY-
GARCH models on the daily percentage log returns of the S&P500 indices from February 17,
2009 to January 30, 2015 (1500 observations), in ST-HYGARCH it is assumed that the Markov
chain has one state. Figure 3 presents the sample path of data, which show evidence of two
states, where the first state is associated with low volatilities and the second state relates to high
volatilities. Table 4 includes the descriptive statistics of the S&P500 indices. We observe the
negative skewness and excess kurtosis of these returns. The whole sample is divided into two
parts. The first part contains 1,000 observations and is used as in-sample data to conduct model
estimation. The second part is used as out-of-sample data to evaluate model forecasting. Three
models are then applied to the first part of data. Using Section 4, the parameters of the models
are estimated and the results are reported in Table 4. The value of γ1 shows the speed of tran-
sition from the short memory component to the long memory component in the low-volatility
state to be smaller than the value of γ2, which shows this specification in the high-volatility
state. To evaluate the performance of the different models in computing true conditional vari-
ances that are measured by squared returns, we calculated the root mean squared error (RMSE)
and the log likelihood value (LLV) for in-sample and out-of-sample data. As out-of-sample
performance, the one-day-ahead forecasts are computed using estimated models. The results
are given in Table 5. It can be seen that the HYGARCH model has the worst performance.
The MSST-HYGARCH model outperforms the ST-HYGARCH model, and has a lower RMSE
and a higher LLV. To clarify the out-performance of the MSST-HYGARCH model, we plot the
forecasting conditional variances and true conditional variances for some of the data in Figure 4.
When the level of the true conditional variances changes, the MSST-HYGARCH perceives this
matter very well and switches from the low-volatility (high-volatility) state to the high-volatility
(low-volatility) state. Hence, the MSST-HYGARCH model is more flexible than the HYGARCH
and ST-HYGARCH models in accommodating different degrees of memory and different sizes
of shocks. In Figure 5, we plot the absolute forecasting errors between different models and the
true conditional variances for some of the data. It can be observed that the MSST-HYGARCH
model has a smaller absolute error than the ST-HYGARCH and HYGARCH models for almost
all cases. The upper diagrams in Figure 6 display the estimated posterior densities of p11 and
p22, while the lower diagram shows the estimated probabilities of the high-volatility state for
the S&P500 daily log returns. Matrix Q is calculated as
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Table 3: Descriptive statistics of S&P500 daily log returns
series Mean Std.dev Minimum Maximum Skewness Kurtosis
S&P 0.062 1.114 -6.896 6.837 -0.148 4.564

0.314 0.020 0.193 0.012 0.077 0.005 0.143 0.036
0.011 0.384 0.012 0.392 0.003 0.099 0.013 0.120
0.380 0.024 0.192 0.012 0 0 0 0
0.012 0.392 0.012 0.392 0 0 0 0
0.695 0.044 0 0 0.077 0.005 0.143 0.036
0.023 0.741 0 0 0.003 0.099 0.013 0.121
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0

where ϑ(Q) = 0.908. So, according to Theorem 1, the estimated MSST-HYGARCH model
is stable. Based on the out-of-sample data, one-day-ahead VaR forecasts at a level risk of
ρ = 0.05, 0.10 for all models are calculated and the accuracy tests that are discussed in Section
6 are performed. The results are reported in Table 6. The second and third columns show
the number of expected exceptions (Ex.e) and empirical exceptions (Em.e) respectively. It can
be seen that the Em.e for the MSST-HYGARCH and ST-HYGARCH models is closer to the
Ex.e than that in the HYGARCH model. For VaR(0.05) at a 5% significance level, the MSST-
HYGARCH and ST-HYGARCH models pass all the tests but the HYGARCH model passes only
the LRIND test. For Var(0.10), the MSST-HYGARCH model passes the LRIND and LRCC
tests but the ST-HYGARCH and HYGARCH models pass only the LRIND test. Hence, the
results indicate the MSST-HYGARCH model produces the most accurate VaR forecasts.
Conclusion
MSST-HYGARCH has the potential to consider low volatility and high volatility as two clus-
ters based on all past information and also determines the smooth transition weights between
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Figure 3: (UP):Percentage log returns of S&P500 daily log returns.
Table 4: Estimation results of MSST-HYGARCH, ST-HYGARCH and HYGARCH models on
S&P500 daily log returns. Standard deviations are given in parentheses.
MSST-HYGARCH ST-HYGARCH HYGARCH
a01 0.203 (0.049) 0.412(0.122) α0 0.412(0.122)
a11 0.205(0.048) 0.309(0.098) α1 0.309(0.098)
a21 0.406(0.049) 0.310(0.099) α2 0.310(0.099)
b01 0.204(0.049) 0.361(0.123) β0 0.412(0.123)
b11 0.082(0.024) 0.165(0.0.044) β1 0.186(0.048)
d1 0.806(0.049) 0.759(0.074) d 0.509(0.111)
γ1 0.314(0.147) 0.260(0.123) w 0.541(0.235)
a02 0.455(0.049) -
a12 0.405(0.049) -
a22 0.405(0.048) -
b02 0.456(0.050) -
b12 0.102(0.025) -
d2 0.856(0.049) -
γ2 1.785(0.369) -
p11 0.941(0.044) -
p22 0.977(0.013) -
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Figure 4: (Up): Squared returns and forecasting conditional variances from MSST-HYGARCH
and HYGARCH models for some of the S&P500 daily log returns. (Bottom): Squared returns
and forecasting conditional variances from ST-HYGARCH and HYGARCH for some of the
S&P500 daily log returns.
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Figure 5: (Up): Absolute forecasting errors of the MSST-HYGARCH and HYGARCH models
for some of the S&P500 daily log returns. (Bottom): Absolute forecasting errors of the ST-
HYGARCH and HYGARCH models for some of the S&P500 daily log returns.
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Table 5: Measures of performance of MSST-HYGARCH, ST-HYGARCH and HYGARCH mod-
els on S&P500 daily log returns.
In-Sample Out-of-Sample
Model RMSE LLV RMSE LLV
MSST-HYGARCH 1.464 -1244.7 0.493 -479.6
ST-HYGARCH 1.762 -1422.2 0.596 -559.7
HYGARCH 2.100 -1492.5 0.708 -566.4
Table 6: VaR forecasting for MSST-HYGARCH, ST-HYGARCH and HYGARCH models on
S&P500 daily log returns at level ρ = 0.05, 0.10.
MSST-HYGARCH ST-HYGARCH HYGARCH
VaR(0.05) VaR(0.10) VaR(0.05) VaR(0.10) VaR(0.05) VaR(0.10)
Ex.e 25 50 25 50 25 50
Em.e 21 35 20 33 14 27
LRUC 1.127
∗ 5.527 0.710∗ 7.210 6.018 13.882
LRIND 1.752
∗ 0.248∗ 1.932∗ 0.155∗ 0.865∗ 0.292∗
LRCC 2.879
∗ 5.775∗ 2.642∗ 7.364 6.883 14.174
Notes: 1. At the 5% significance level the critical value of the LRUCand LRIND is 3.84 and for LRCC
is 5.99. 2. * indicates that the model passes the test at 5% significance level.
short and long memory based on the preceding observation. This model offers much better
description of the dynamic volatilities, and exploits a smooth-transition structure to create
time-varying memories in each state. The transition probabilities of the states are in effect of all
past information. The necessary and sufficient asymptoticlly stability condition is derived. The
simulation study showed that Gibbs sampling provides credible estimates of the parameters.
The empirical example of some periods of S&P500 indices showed that the MSST-HYGARCH
model gives better forecasting of volatilities and more accurate VaR than the ST-HYGARCH
and HYGARCH.
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