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Аннотацiя: Пропонується генетичний алгоритм для задачi календарного планува-
ння для GRID-обчислень.
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Вступ
Iдея грiд-компьютiнга виникла разом з розповсюдженням персональ-
них комп’ютерiв, розвитком Iнтернету i технологiй пакетної передачi да-
них на основi оптичного волокна (SONET, SDH i АТМ), а також технологiй
локальних мереж (Gigabit Ethernet). Смуга пропускання комунiкацiй-
них засобiв стала достатньою, щоб при необхiдностi залучити ресурси
iншого комп’ютера. Враховуючи, що безлiч пiдключених до глобальної
мережi комп’ютерiв велику частину робочого часу простоює i має в своєму
розпорядженнi ресурси бiльшi, нiж необхiднi для вирiшення їх повсяк-
денних завдань, виникає можливiсть застосувати їх невживанi ресурси
в iнтересах обчислень.
З iншого боку зростання складностi та кiлькостi прийомiв комп’ютер-
ного моделювання призвела до значного збiльшення потреби у комп’ю-
терних потужностях. Звичайнi багатопроцесорнi суперкомп’ютери та, на-
вiть, кластери не можуть задовольнити обчислювальних потреб задач
моделювання з великою деталiзацiєю, на вiдмiну вiд GRID-систем, що
мають чудовi характеристики масштабування i можуть надавати вели-
чезнi обчислювальнi потужностi.
Предметом дослiдження є GRID-системи. За своїми особливостями
видiляють три основнi типи GRID-систем:
• GRID на основi використання вiльного ресурсу персональних ком-
п’ютерiв, що добровiльно надаються (добровiльна GRID);
• науковi GRID - застосування, що розпаралелюють, програмуються
спецiальним чином (наприклад, з використанням Globus Toolkit);
• GRID на основi видiлення обчислювальних ресурсiв на вимогу
(Enterprise GRID або комерцiйна GRID) - звичайнi комерцiйнi засто-
сування працюють на вiртуальному комп’ютерi, який, у свою чергу,
складається з декiлькох фiзичних комп’ютерiв, об’єднаних за допо-
могою GRID-технологiй.
Розглянемо основнi особливостi GRID-систем, що вiдрiзняють їх вiд
звичайних паралельних обчислювальних систем:
• паралельний комп’ютер зазвичай повнiстю гомогенний. У свою чер-
гу, GRID-система може об’єднувати в собi вузли з рiзними типами
процесорiв, об’ємом пам’ятi i т.д.;
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• паралельний комп’ютер зазвичай має окрему, оптимiзовану мережу
зв’язку з високою пропускною здатнiстю, яка зазвичай має фiксова-
ну топологiю. У свою чергу, мережа зв’язку GRID-системи може мати
високий ступiнь гетерогенностi та незбалансованостi, включати в се-
бе набiр рiзних мiж-машинних мережевих з’єднань i рiзноманiтних
з’єднань через Iнтернет, пропускна здатнiсть i показники латентно-
стi яких можуть сильно змiнюватись в процесi роботи системи;
• паралельнi комп’ютери зазвичай мають постiйну конфiгурацiю. На
вiдмiннiсть вiд них, доступнiсть комп’ютерних ресурсiв у GRID-
системах непостiйна i може з часом змiнюватись;
• паралельний комп’ютер зазвичай керується однiєю операцiйною си-
стемою i постачає лише базовийфункцiонал, такийякдоступ дофай-
лової системи чи керування ресурсами. У свою чергу, GRID-система
по своїй природi є системою об’єднаних одиничних обчислювальних
вузлiв, та об’єднує потенцiйно дуже рiзноманiтнi операцiйнi системи
та програмне забезпечення.
Обґрунтування задачi дослiдження
Метою дослiдження є оптимiзацiя прибутку вiд виконання множини
завдань, роботи яких враховують можливостi розпаралелювання обчи-
слень. Засобом виконання завдань є GRID-система, вузли якої мають
певну вартiсть, коефiцiєнти збiльшення термiну виконання за рахунок
вiддаленого зв’язку та є бiзнес-процес динамiчного залучення та звiль-
нення нових вузлiв у GRID-систему на певний термiн на комерцiйнiй
основi.
Проблеми використання ресурсiв для спiльної обробки у GRID-
системах широко дослiджуються. Чонг-Єн Лi у роботах [1,2,3] запропо-
нував модель динамiчного аналiзу ресурсiв, яка здатна отримувати iн-
формацiю про завантаження центрального процесора, про кiлькiсть ви-
конуваних завдань кожним вузлом GRID-системи, для того щоб дося-
гнути рiвномiрного розподiлення навантаження i зробити планування
та розподiлення ресурсiв зв’язаних вузлiв оптимальним. Також вiн за-
пропонував алгоритм MPUMTT(максимальне завантаження процесора i
мiнiмальний оборотний час), який досягає максимального завантаження
ЦП утримуючи мiнiмальним оборотний час. Алгоритм повнiстю контро-
лює увесь хiд виконання робiт в системi i здатний ефективно розподiля-
ти ресурси пам’ятi та завантажувати процесорнi ресурси. З iншого богу,
алгоритм породжує велику кiлькiсть службової iнформацiї, що впливає
на навантаження мережi. До того ж, задля високої ефективностi робо-
ти алгоритму потрiбен високий ступiнь синхронiзацiї виконання робiт.
Костенко В.А. у роботi [4] запропонував iтерацiйнi алгоритми для побу-
дови та оптимiзацiї розкладiв робiт. Кращi з них дозволяють отримувати
гарнi результати, але на завадi впровадженню таких алгоритмiв стоїть
їх велика потреба в обчислювальних ресурсах та ресурсах пам’ятi, яка
стрiмко зростає разом iз збiльшенням розмiрiв задачi.
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Усi цi дослiдження не пропонують рiшень для оптимiзацiї комерцiй-
ного використання вiльних обчислювальних ресурсiв мережi у складi
GRID-системи для виконання складнихмоделювань чи iнших “важких”
обчислень, поєднаних у завдання з можливiстю паралельного виконан-
ня тредiв робiт.
Постановка задачi
Розглядатимемо задачу побудови оптимального за вартiстю дина-
мiчного розкладу виконання множини завдань обчислення на GRID-
системi.
В загальному випадку кожний з вузлiв GRID-системи має свою специ-
фiку ресурсiв i при залученнi цих ресурсiв треба враховувати найбiльш
релевантнi цiй специфiцi завдання та елементи завдань. Проте, в данiй
постановцi ми поки вважатимемо , що ресурси є вiдмiнними лише за
об’ємами оперативної, дискової пам’ятi та потужнiстю процесорiв. Вiкна
можливого використання нiчим не пов’язанi окрiм цiни мiж собою i не
можуть слiдувати безпосередньо один за одним у часi. Тому кожне з вiкон
вузла будемо вважати окремим ресурсом.
Введемо позначення:
I – множина завдань, кожне з яких i ∈ I має:
tпi – термiн подачi на виконання;
ci – вартiсть результату виконання;
∆i – штраф за несвоєчасне виконання, що є кусочно-лiнiйною функцi-
єю вiд реального строку виконання tзi. Кожний з послiдовних iнтервалiв
затримки δil додає до сумарного штрафу значення γil. Таким чином за-






i ∈ lk, lk ∈ Li,
де lk – k-й штрафний iнтервал, в який потрапив строк здачi готового
завдання.
J – пул ресурсiв у складi GRID-системи, що може бути динамiчно залу-
чений на комерцiйнiй основi за певним графiком. Таким чином кожний з
можливих вузлiв – ресурсiв j ∈ J має певну кiлькiсть перiодичних iнтер-
валiв можливого залучення (в термiнах доби чи мiсяця) h ∈ Hj , за цiнами
bjh ∈ Bj , h ∈ Hj .
Кожне завдання має певну структуру виконання та розпаралелюва-
ння алгоритму wi. Тобто:
wi =< si, ri >, si ∈ Si, ri ⊂ si × si, i ∈ I,
де si – множина елементiв внутрiшньої структури завдання si ∈ Si. Для
кожного елементу вiдомий розподiл вiрогiдностi тривалостi виконання
psi ;
ri – вiдношення часткового порядку виконанняелементiв внутрiшньої
структури завдання, що визначається на декартовому добутку над si,
rфi ⊂ si × si.
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Для множини I , що складається з завдань певної структури з елемен-
тами, розрахованими на паралельнi обчислення, згiдно розкладу досту-
















(x‘ijh − x“ijh)) ∗ bjh),bjh ∈ Bj ,
(x‘ijh, x“ijh] ∈ x, x ∈ X,h ∈ Hj ;
C− > max,
де C – прибуток вiд виконання множини завдань;
x‘ijh – початок h-го використання з множини використань Hj ресурсу
j ∈ Ji для i-ї роботи;
x“ijh – кiнець h-го використання з доступного iнтервалу Hj ресурсу
j ∈ Ji для i-ї роботи ;
Hj – множина термiнiв використань з доступного ресурсу j ∈ Ji .
Розклад є коректним, якщо кожний елемент кожного завдання при-
значений на ресурс i притому лише на один ресурс; частковий порядок,
заданий на початковiй множинi робiт, не порушився в розкладi; розклад
є безтупiковим.
Вирiшення задачi
Оскiльки доступнi iнтервали вузлiв можна використовувати незале-
жно вiд приналежностi до одного вузла, чи рiзних, але iдентичних по
ресурсам, вважатимемо ресурсо-iнтервал окремим вузлом, що може бути
залучений у розклад незалежно. Також приймемо до уваги, якщо процес
на змiг завершити своє виконання у доступний iнтервал, вiн повинен
бути знятий i запущений на iншому вузлi GRID-системи.
Ця задача є задачею календарного планування. Для її вирiшення
застосуємо генетичний алгоритм на еволюцiйнiймоделi, яка складається
з наступних елементiв:
- базова множина рiшеньX– усi можливi розклади на загальному пулi
ресурсiв,
- оператор побудови початкової популяцiї: оператор, який дозволяє ви-
дiлити
на множинi X його пiдмножини – таким оператором є iмiтацiйна мо-
дель процесу генерацiї допустимих розкладiв Xn ∈ X,n = {1, 2, ..., 100},
тобто початкова популяцiя складається з 100 розкладiв.
- оператор кросовера K : X × X → X дiє на основi iмiтацiйного алго-
ритму побудови потомка з врахуванням функцiональної готовностi до
виконання та поточного стану елементу в батькiвських розкладах. Ви-
дiлення ресусiв елементу розкладу в момент конкуренцiї за ресурс вико-
нується за алгоритмом:
1. Якщо елемент в цей момент виконується, чи виконаний в обох ба-
тькiв, йому призначається пiдходящий вiльний ресурс;
2. Якщо елемент в цей момент не почав виконуватися для жодного з
батькiв, вiн чекає i переходимо до наступного елементу;
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3. Якщо елемент в цей момент виконується, чи виконанийлише в одно-
го з батькiв, приймаємо випадкове рiшення про надання ресурсу.
- оператор мутацiї M : X → X. Мутацiєю є випадкова змiна послiдов-
ностi надання ресурсiв з врахуванням доступностi по iнтервалам;
- критерiєм вiдбору вважаємо прибуток C вiд виконання усiєї множи-
ни завдань за результатами обчислювального експерименту над iмiта-
цiйною моделлю;
- оператор селекцiї видiляє пiдмножинупопуляцiї для виконаннякро-
совера з вiрогiднiстю





- оператор вiдбору визначає батькiв нового члену популяцiї як най-
бiльш вiддаленi з селектованої множини розкладиP
i∈I
(max(x“1ijh)−max(x“2ijh))2 → max,
де j ∈ Ji, h ∈ Hj , (x‘1ijh, x“1ijh) ∈ x1, (x‘2ijh, x“2ijh) ∈ x2, x1,∈ X,x2 ∈ X;
– оператор загибелi частини популяцiї виконується при зростаннi поту-
жностi популяцiї. Загибель виникає для розкладiв з вiрогiднiстю






- еволюцiя має зупинку за умови непокращення прибутку C вiд ви-
конання множини завдань, чи перевищення термiну надання гарантiй
замовнику обчислення.
Експериментальнi дослiдження алгоритму
Експериментальнi дослiдження були проведенi на програмно реалiзо-
ванiй iмiтацiйнiймоделi. Дляпроведення тестових експериментiв був ре-
алiзований генератор завдань з паралельними алгоритмами реалiзацiї,
що пiдлягають плануванню. Отримуванi в результатi генерацiї завдан-
ня мiстили у своїй структурi вiд 3 до 10 паралельних тредiв. Тестування
проводилося для 20 вузлiв GRID-системи з 2-3 iнтервалами надання ре-
сурсу.
При дослiдженнi алгоритму складання розкладу виконання тестових
програм отриманi наступнi результати:
• 30-50 iтерацiй дозволяють отримати оптимальний розклад, надалi
полiпшення розкладу не вiдбувається або вiдбувається незначне по-
лiпшення;
• якiсть отримуваного рiшення на 10 - 20 % краще первинного.
Отриманi показники справедливi для популяцiї розмiром 100. Збiль-
шення розмiру популяцiї дозволяє отримати рiшення за меншу кiлькiсть
крокiв, але потребує значних ресурсiв.
42 ISSN 1562-9945
“АСАУ” – 15(35) 2009
Виводи
Показано, що поєднання евристичного та генетичного алгоритму з
iмiтацiйним механiзмом побудови популяцiї забезпечує отримання ефе-
ктивного рiшення в умовах експоненцiйної складностi задачi складання
розкладу для GRID-системи.
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