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Introduction
Since the regulatory framework known as Basel II Accord (BCBS, 1996) , the financial risk measure known as Value-at-Risk (VaR) has gained increasing popularity as tool for controling the risk of trading portfolios. Banks routinely compute VaR as a way to estimate the potential loss from adverse market moves. On a daily basis, as part of their risk management activities, banks undertake VaR calculations that are used for comparing risks across businesses and monitoring limits. The tail-risk measures thus obtained are reported to senior management and regulators, and they feed regulatory capital calculations. VaR is typically calculated using a 1-day time horizon and a 99% (or 95%) confidence level. This means the bank would expect to incur losses exceeding the VaR prediction one (or five) times in every 100 trading days, or about 2 to 3 (12 to 13) times a year. Basel II has promoted the internal model-based approach but banks have to convince the regulator that their VaR model is sound via so-called backtesting techniques. Significant progress has been made in the financial econometrics literature making available a number of VaR estimation methods.
Despite the fact that semi-parametric and non-parametric VaR techniques have gained a lot of ground, the parametric location-scale framework remains the most-widely used in the academic literature. In location-scale models, which require a distributional assumption for the standardized returns, the VaR forecast is a blend of conditional mean and variance forecasts. Essentially the VaR is made a linear function of the volatility. Although seemingly restrictive, this framework is quite popular because it is both tractable and flexible enough to accommodate diverse stylized facts of financial assets such as the asymmetric impact of good and bad news on volatility and fat-tailedness. Surprisingly, most of the risk management literature concerned with daily VaR prediction has neglected high frequency intra-day information despite the significant theoretical progress witnessed in the last decade regarding model-free "realized" volatility estimators constructed ex post from intra-day data (see, for instance, Barndorff-Nielsen et al., 2008) . Empirically, special efforts have been devoted to improve the forecasts from GARCH models based on daily data. A good rationale for these efforts is that the squared close-to-close return is an extremely noisy estimator of ex post volatility.
Location-scale VaR models can easily make use of different information sets via the conditional volatility component. This paper is concerned with two specific types of information, inter-day, which is defined as daily-recorded closing, high and low prices, and intra-day that refers to high frequency 5-minute prices. Following existing studies, the inter-day data is exploited in a GARCH framework whereas the intra-day data is put to work in an AR(FI)MA realized volatility framework; see Giot and Laurent (2004) , Clements et al. (2008) , Angelidis and Degiannakis (2008) , Shao et al. (2009) , and Brownlees and Gallo (2010) inter alios. Going one way or the other is not a trivial issue, in fact, the literature has not reached yet any widely accepted conclusion. One attractive but unexplored avenue is combining the merits of both inter-day models and intra-day models into a single VaR forecast.
Despite the acclaimed success of forecast combination in many contexts, this tool has been barely utilized for tail risk (e.g., VaR) prediction where a plethora of modeling approaches are available which can be bewildering for risk managers. Giacomini and Komunjer (2005) represents the first attempt to combine quantile forecasts via a GMM estimation approach. They propose a conditional quantile forecast encompassing (CQFE) test in an environment with non-vanishing estimation uncertainty which, under suitable assumptions on the conditioning set, amounts to testing for correct out-of-sample VaR specification. Such CQFE test serves as a VaR predictive ability test that is naturally immune to model risk and estimation uncertainty and hence, it is superior to the usual statistical backtesting that focuses on correct unconditional coverage and serial independence of the hits sequence. 1 The implementation of Giacomini and Komunjer's (2005) approach is, however, not straightforward because it requires the numerical estimation of parameters inside discontinuous moment conditions. The contributions of the present paper are both theoretical and empirical. Regarding the former, 1 The Basel II traffic light regulatory backtesting also suffers from model risk and estimation uncertainty. One instance is the Daily Capital Charges or Market Risk Capital (MRC) measure which is set at the supremum of the last trading day VaR and the average VaR over the past 60 trading days multiplied by a violation penalty factor (3 + k) from the Basel Accord Penalty Zone. MRC serves as a conservative estimate of capital required to cover daily market risk that corrects for past under-estimation of risk levels by the financial institution. We refer the reader to McAleer and da Veiga (2008) and Chen et al. (2011) for further discussion and applications of the regulatory-based VaR evaluation framework. the first contribution is to enhance the literature by proposing an optimal conditional VaR forecast combination method that builds on quantile regression (QR) theory. The method is optimal because the combining weights are obtained by minimizing conditionally the 'tick' loss function that is implicit in quantile forecasting problems. The optimality of the method, in turn, implies that the resulting VaR forecast satisfies ex post out-of-sample the correct conditional coverage criterion. Our framework is inspired by Engle and Manganelli's (2004) CAViaR approach but differs from it in that the regressors are VaR forecasts based on different location-scale models instead of lagged values of the unobserved quantile of interest. In a sense, our method allows the risk manager to exploit different information sets for setting trading-loss limits more easily than the CAViaR approach. The second theoretical contribution is to deploy a tractable Wald-type conditional quantile forecast encompassing (CQFE) test that also builds on quantile regression theory and compares the distance between the optimal combined forecast and each of the individual VaR forecasts. The null hypothesis that one of the individual VaR forecasts is undistinguishable from the optimal combined forecast implies also that it encompasses the rest of competing VaR forecasts in the combination set and that it meets, by construction, out-of-sample ex post the correct conditional coverage criterion.
At an empirical level, our contribution is to propose CQFE inference as a novel way of confronting inter-day and intra-day models for downside tail risk prediction. To the best of our knowledge, we are the first to develop an empirical exercise of this type. As highlighted by Granger (1989) , the situation where forecasts obtained from different information sets are combined is a particularly interesting and potentially fruitful one because forecast combination lends itself as an effective (i.e. bias-correcting) information pooling device. Since VaR measurement is quite sensitive to the scant data points that fall in the sample distribution tails, forecast combination as a way of expanding the information set might be particularly worthwhile. For illustration, we combine the daily forecasts obtained from two distinct VaR models within the location-scale family: an inter-day Student t GJR-GARCH (GJR) model that exploits the daily close-to-close return and high-low range and an intra-day ARFIMA realized volatility model based on higher frequency 5-minute prices. Our goal is to formally assess whether GJR-based or ARFIMA-based forecasts subsume entirely the information content in the other for one-day-ahead 1% and 5% tail risk prediction. The techniques are illustrated in a univariate approach for individual equity, FOREX, fixed income and commodity trading desks.
As noted earlier, although a few studies have somehow confronted inter-day and intra-day VaR predictions, the evidence thus far is not entirely conclusive. For instance, in the context of data up to year 2001 on the CAC40 index, S&P500 futures and the YEN/USD and DEM/USD currencies, Giot and Laurent (2004) model. This mixed evidence may "hint" that neither inter-day nor intra-day based VaR forecasts fully encompass each other. Information pooling via forecast combination may prove useful for bank managers to control the discretion of their traders by setting optimal VaR limits on their portfolios.
Our novel quantile regression-based framework confirms that, generally, for the 1% tail there is no evidence of encompassing which calls for optimal combination of the intra-day and inter-day models. Overall the equal-weights combined VaR forecast, a natural benchmark, appears suboptimal out-of-sample in a correct conditional coverage sense. For the 5% tail risk, by contrast, ARFIMA forecasts encompass GJR forecasts in various contexts and hence, the intra-day conditional VaR model appears correctly specified out-of-sample. Thus our paper formally demonstrates through robust CQFE inference that intra-day information is worthwhile to measure and control the daily risk of trading portfolios. The rest of the paper unfolds as follows. Section 2 motivates our VaR modeling and forecasting choices. Section 3 proposes a novel conditional quantile forecast encompassing test in a quantile regression framework and Section 4 deploys it to analyze equity, FOREX, fixed income and commodity VaR forecasts. Section 5 concludes.
VaR Modeling and Forecasting
Despite the fact that VaR has unappealing properties (i.e., failure to meet subadditivity which makes it a non-coherent risk measure) 2 it is now established as the standard tool to measure and control the risk of trading portfolios. Commercial banks routinely calculate the 1-day-ahead VaR of their 'trading book' in order to quantify the mark-to-market loss that will not be exceeded during the day with a 99% (or 95%) probability. Formally, the task is forecasting the α-quantile of the conditional distribution of the return process, α = {0.01, 0.05}, given the sigma-algebra t generated by information up to time
is the inverse of the conditional return distribution function. 3 The literature has proposed various VaR approaches which, depending on the assumptions made on the returns distribution and model dynamics, can be grouped as non-parametric (e.g., historical simulation), semi-parametric (e.g., CAViaR) and parametric (e.g., location-scale).
A popular VaR approach assumes that the returns density belongs to a location-scale family
where location µ t+1 and scale σ t+1 are t -measurable functions, and ε t+1 is an i.i.d. innovation with zero-location unit-scale probability density F ε (see e.g., Kuester et al., 2006; Chernozhukov and Umantsev, 2001) . By assuming independence between σ t+1 and ε t+1 , the conditional VaR process at nominal coverage probability α can be expressed as follows
with F −1 ε (α) the unconditional α-quantile of ε t+1 . This popular framework allows wide flexibility for choosing the specific form of µ t+1 and σ t+1 , and can accommodate many candidate probability distri-2 Subadditivity is a property of a mathematical function q(·) by which the value of the function at point A + B is less or equal than the sum of the function's values at points A and B, that is, q(A + B) ≤ q(A) + q(B). 3 Implicitly, we are interested in long trading positions. For short trading, one would forecast instead the right-tail risk of the distribution, i.e. the quantile F −1 t (1 − α). Commercial banks are required to report VaR at confidence level 99% to regulators but most banks adopt the 95% level for internal backtesting. We consider both levels given that the best VaR model among various competitors can depend on the specific quantile of choice, and may also be horizon-and asset-specific (see, for instance, Guidolin and Timmermann, 2006) . butions F ε . A notable example is the pioneering RiskMetrics methodology initiated by J.P.Morgan in 1993 where σ t+1 can be cast as a specific Gaussian IGARCH type process. Departures from the latter are often motivated by a desire to accommodate: i) asymmetry in the response of volatility to positive and negative returns (e.g., GJR-GARCH or EGARCH models), ii) regime-switching nonlinearity in µ t+1 and/or σ t+1 (e.g., MS-GARCH models), and iii) departures from Gaussianity, particularly, in the form of fat-tailedness (e.g., Student t density commonly adopted by academics and practitioners). 4
The semi-parametric VaR framework initiated by Engle and Manganelli (2004) , known as con- Our paper borrows elements from both of the above frameworks. On the one hand, and without loss of generality, it adopts location-scale models to generate individual VaR forecasts that exploit inter-day and intra-day data, respectively. On the other hand, the optimal VaR forecast combination approach we put forward is linked to the CAViaR modeling approach in that we are deriving a quantile measure in a linear regression framework as a function of other quantile measures as regressors.
The location-scale framework (2) lends itself as a feasible way of incorporating high-frequency (e.g. the one-day-ahead forecast horizon is very short term (BCBS, 1996) .
5-minute) price information into daily
Our ultimate goal is to test formally whether it is worthwhile to exploit jointly two information sets: i) daily-recorded close, high and low prices, and ii) higher frequency intra-day prices. The first information set is mapped into a daily return, defined as close-to-close price differences r t ≡ log
, and a daily volatility measure defined according to Parkinson's (1980) range estimator
where t = 1, ..., T are sample days, 4 log 2 is a scaling factor, p H t and p L t are high and low prices, respectively. Parkinson (1980) demonstrates that scaled daily highlow range is not only an unbiased estimator of daily volatility but is 5 times more efficient than the squared daily close-to-close return.
The second higher frequency (5-minute) information set is mapped into a daily realized variance κ 2 (j) which comprises a continuous part (integrated variance) and a discontinuous part (jump variation). 5 In markets with no (or thin) trading during the so-called overnight period, the realized variance can underestimate the latent QV t . To mitigate this problem, we incorporate the overnight 'surprise' using Hansen and
Lunde's (2005) optimal weighting method which fares well in comparisons with alternative methods (see Ahoniemi and Lanne, 2011) . Thus our overnight-adjusted realized variance (RV t ) estimator is
where r o,t is the overnight close-to-open return; τ * 1 and τ * 2 are the weights that solve the optimization problem min
We consider two forms for σ t+1 in (2) which are broadly representative of much of the research in this area; both of them are coupled with an AR(1) formulation, r t+1 = ρ 0 +ρ 1 r t +z t+1 , so that 'location' is given by µ t+1 ≡ ρ 0 +ρ 1 r t . Our inter-day model belongs to the GARCH class that accommodates the asymmetry known as leverage effect: past negative returns have a larger impact on current volatility than positive returns of the same magnitude. 6 Various reasonable candidates are the GJR-GARCH (GJR), TGARCH, EGARCH and APARCH whose properties are amply discussed in Rodríguez and Ruiz (2012) . 
with z t = √ h t ε t and ε t is an i.i.d. Student t(0, 1, υ) innovation where υ is the degrees of freedom parameter that reflects fat-tailedness; I − t = 1 if z t < 0 and I − t = 0 otherwise; γ 1 > 0 implies that large negative returns increase the conditional volatility of returns more than past positive outcomes 7 . The one-day-ahead long trading VaR is thus obtained by plugging in (2) the conditional mean and volatility forecasts,μ t+1 , and ĥ t+1 , together with the α-quantile of the Student t(0, 1, υ) density where υ is estimated on the basis of the information set available at time t. Each trading day t = R, ..., T − 1, the parameter vector (ρ 0 , ρ 1 , α 0 , α 1 , β 1 , γ 1 , δ, υ) is updated using the most recent R−length rolling estimation window in order to obtain a sequence of n = T − R out-of-sample forecasts. 6 The volatility-feedback hypothesis put forward by Campbell and Hentschel (1992) states a slightly different asymmetry where causality runs in the other direction: current positive shocks to volatility drive down future returns. 7 In this augmented GJR model, the coefficient δ plays a role to ensure positivity and weak stationarity of the conditional volatility process. A sufficient condition for positivity is α0 > 0, β1, γ1 ≥ 0, and α1z 2 t−1 + δHLt−1 ≥ 0 for all t. A sufficient condition for weak stationarity is γ1 < 2(1 − α1 − β1 − δ). The kurtosis expression is more involved than in the baseline GJR model due both to the kurtosis of the range HLt−1 and the interaction of HLt−1 and z 2 t−1 .
Our second set of daily VaR predictions is constructed from 5-minute intra-daily prices through the following long-memory ARFIMAX(0, d, 1) model for the essentially-Gaussian daily log RV t series 8
0 is suggestive of the leverage effect. ARFIMAX models were initially developed by Granger and Joyeux (1980) who provide a detailed account of their theoretical properties. Giot and Laurent (2004) originally deploy (6) for VaR prediction and put forward the two-step approach that we adopt. In step one, the conditional variance obtained by exact ML estimation of (6) under normality is transformed into levels using the bias-corrected mapping RV t|t−1 = exp( log RV t|t−1 + 0.5σ 2 u ), t = 1, ..., T . In step two, the conditional mean and variance forecasts, µ t+1 and σ 2 t+1 , are obtained by QML estimation of an AR(1) model for the daily returns assuming that the conditional heteroskedasticity is of ARFIMAX
forecasts are obtained by combiningμ t+1 ,σ t+1 , t = R, ..., T − 1, and a Student t(0, 1, υ) α-quantile with υ estimated sequentially from the standardized returns as in the inter-daily framework.
Combining and Backtesting Competing VaR Forecasts
The benefits of combining forecasts from a number of preferably distinct methods have been repeatedly demonstrated in diverse areas; see Clements and Hendry (2004) and Clemen (1989) . Timmermann 
Optimal Out-of-Sample VaR Forecast Combination
This section proposes a novel estimation technique for constructing optimal combinations of a finite set of (potentially biased) out-of-sample VaR forecasts. For simplicity in the exposition and given that our empirical application compares VaRs obtained from inter-day and intra-day models, without loss of generality, we focus the theoretical discussion on bivariate combinations alongside a constant.
In what follows the subscript t for an α−quantile forecast q t or density function f t (·) indicates conditioning on the information set available at time t, denoted t .
that depends on the combination weights (λ 1 , λ 2 ) corresponding to the individual forecasts ( q 1,t , q 2,t ),
and on an intercept term λ 0 whose role is to correct for potential biases in the individual forecasts induced by model misspecification. Nonlinear combinations of quantile forecasts can be entertained in our framework. As in Giacomini and Komunjer (2005) , we impose a linear structure q c,t ≡ λ 0 + λ 1 q 1,t + λ 2 q 2,t , but the combining framework is quite flexible in that the weights λ 1 and λ 2 are not constrained to lie in (0, 1) nor to sum up to one.
Following standard practice, we assume that the decision-maker or forecast user adopts a loss function that only depends on the forecast error. Let L denote an arbitrary loss function that maps forecast errors into losses L : R → R + . A combined forecast is generally said to be conditionally optimal if it minimizes the expected loss L conditional on a given information set. The interest in optimally combining conditional quantile forecasts leads us naturally to adopt the asymmetric (piecewise linear)
where the error is defined as e t+1 ≡ r t+1 − q c,t and 1(·) is the indicator function; this so-called 'tick' or 'check' loss function penalizes (for the left tail) negative errors or exceedances r t+1 < q c,t more heavily with weight (1 − α) than positive errors with weight α. The optimal forecast combination problem can be stated as
with Λ ⊂ R 3 a compact set. The above expected loss is conditional on the information set t , and so it fundamentally differs from the unconditional framework that underlies extant tests of equal predictive ability; see Diebold and Mariano (1995) , Corradi and Swanson (2002) or Clements et al. (2008) . 9 This aspect will have implications for the interpretation of our encompassing test in Section 3.2.
The first-order condition corresponding to (7) is given by
Next we make the following assumption:
This assumption amounts to saying that the information contained in t can be encapsulated in the vector of forecasts q t . 10 Under assumption A.1, the above first-order condition becomes
We can recast the optimal weight estimation problem in terms of the quantile regression (QR) model
where t+1 is an iid error process with finite variance and F −1 (α) = 0. The essence of equations (9)-(10) is to state that the optimal α-quantile combination is the linear combination of quantiles q 1,t and q 2,t , given by the weights (λ 0 , λ 1 , λ 2 ), that minimizes the conditional expected 'tick' loss over Λ.
This leads to a very tractable weight estimation procedure that builds on QR theory. In particular, we rely on Koenker and Xiao's (2006) theoretical setup in the context of conditional autoregressions for quantiles of stationary and β−mixing processes. Accordingly, the weight estimates are
Equations (10) and (11) can be seen as an extension to a quantile context of the typical linear regression setup where the optimal combined forecast is the conditional mean, that is, the expected value of r t+1 given the individual mean forecasts; the loss function L(e t+1 ) ≡ e 2 t+1 is quadratic and hence, the minimization criterion is the mean square error (MSE) instead of (11 
with
is the conditional density function of r t+1 evaluated at the optimal conditional quantile combination. Timmermann (2006) discusses GMM estimation methods for optimal forecast combinations based on loss functions of general form. Focusing also on the out-of-sample 'tick' loss function, Giacomini and Komunjer (2005) make use of GMM theory to obtain the weight estimates for optimal conditional quantile forecast combination. Their weights estimator λ * n is defined as
with g n (λ; r t+1 , q t ) ≡ 1 n T −1 t=R g(λ; r t+1 , q t ), and S n the empirical version of S ≡ E[g(λ; r t+1 , q t )g(λ; r t+1 , q t ) ].
Under assumption A.1, it can be shown that our QR estimator λ * n and Giacomini and Komunjer's (2005) GMM estimator λ * n are asymptotically equivalent. The limiting properties of the latter are
where λ * n ≡ ( λ * 0n , λ * 1n , λ * 2n ) is the solution of (13) and Σ GM M ≡ (Ω 1 S −1 Ω 1 ) −1 with Ω 1 as defined above. By applying the Law of Iterated Expectations conditional on q t , we observe that S = α(1−α)Ω 0 and hence, both QR and GMM estimation methods are equivalent in terms of asymptotic efficiency.
The main difference between them lies in their finite sample properties and practical implementation.
Regarding the latter, the QR-based optimal forecast combination we propose builds on standard kernel density estimation methods. By contrast, GMM is technically more challenging: the search for the minimum is computationally more intensive and depends heavily on the initial conditions provided;
the method also requires several iterations to achieve an efficient estimator. Moreover, the specific approach put forward by Giacomini and Komunjer (2005) hinges on the choice of a parameter τ that suitably smooths the sample moment function g n (·) in order to estimate the matrix Ω 1 .
The weight estimates that define the optimal forecast combination are a combination of in-sample information t , used to obtain the individual forecasts q 1t and q 2t , and out-of-sample information {r t+1 } T −1 t=P . Therefore the resulting optimal combined VaR forecast is not a fair competitor to the individual VaR forecasts. However, it provides the basis for a conditional quantile forecast encompassing (CQFE) test that serves for backtesting analysis because it can detect which of two (or more)
competing VaR models meets ex post the correct conditional coverage criterion out-of-sample. 11
A Test for Correct Out-of-Sample VaR Specification
A correctly specified α-th conditional VaR model of an asset or portfolio returns r t satisfies that P (r t+1 ≤ V aR t+1,α | t ) = α, almost surely (a.s.), α ∈ (0, 1), ∀t ∈ Z. 11 The optimal weight estimation approach (11) exploits the entire out-of-sample period and hence, we obtain a single weights vector as opposed to time-varying weights. Nevertheless, our optimal weight combination framework would be deployed in real time over out-of-sample windows that are rolled forward day by day so the weights evolve accordingly.
(but not necessary) for the correct unconditional coverage and independence properties to be fulfilled.
There is a large class of VaR models which are misspecified in the sense that they do not satisfy (15) but nevertheless they yield an i.i.d. sequence of out-of-sample hits with correct unconditional coverage;
this mismatch is known as model misspecification or model risk in the VaR literature. Escanciano and Olmo (2011) circumvent the bias induced by the latter in the context, for instance, of Kupiec's (2005) unconditional coverage test statistic by deriving the correct asymptotic variance in the presence of model risk (and estimation uncertainty); a block-bootstrap is suggested as a feasible alternative in cases when the adjusted variance is too cumbersome to estimate in practice.
In what follows, we propose instead backtesting directly criterion (15) via a novel CQFE inference approach; this represents a novel test for correct out-of-sample specification ex post. It builds upon the first-order condition (8) and assumption A.1 that together imply that the optimal forecast combination q c,t ≡ λ * 0 + λ * 1 q 1,t + λ * 2 q 2,t satisfies property (15) by construction. Intuitively, the latter is possible because, in contrast to q 1,t and q 2,t , the optimally combined forecastq c,t is obtained by exploiting both in-sample and out-of-sample information. Thus our test is similar in spirit to Giacomini and Komunjer's (2005) CQFE inference approach built around the following definition:
Definition 1 (Encompassing). Let q 1,t and q 2,t be two alternative forecasts of the V aR t+1,α quantile of interest. Forecast q 1,t encompasses forecast q 2,t conditionally at time t = R, ..., T − 1 iff
The above definition departs from the classical encompassing literature in that it is based on conditional expected losses as opposed to unconditional ones. The main hypotheses of interest, H 10 : λ * = (0, 1, 0) against H 1a : λ * = (0, 1, 0) , and H 20 : λ * = (0, 0, 1) against H 2a : λ * = (0, 0, 1) , correspond to testing, respectively, whether q 1,t encompasses q 2,t , and whether q 2,t encompasses q 1,t , conditionally.
We propose the following Wald test statistics in a QR estimation framework:
and EN C 2 = n( λ * n − (0, 0, 1)) Σ −1 n ( λ * n − (0, 0, 1) ), (18) where Σ n ≡ α(1 − α) Ω −1 1,n Ω 0,n Ω −1 1,n is the estimator of the covariance matrix Σ QR in (12) with Ω 0,n ≡
and h n = ν · n −1/3 with ν > 0 is a bandwidth parameter satisfying that h n → 0 and nh 2 n → ∞ as n → ∞. This kernel-type matrix estimator builds upon the method proposed by Powell (1991) this inference methodology is standard in the QR literature and hence, we do not pursue further a more in-depth study of finite-sample size and power properties (see Koenker, 2005) .
Akin to Giacomini and Komunjer's (2005) CQFE test, our encompassing test for correct ex post
out-of-sample specification of the conditional VaR measure lets the out-of-sample size n go to infinity, while the in-sample size R remains finite. The use of fixed or rolling (but not recursive) schemes to obtain the VaR predictions q 1,t and q 2,t implies that estimation risk does not vanish asymptotically as n → ∞; thus the test naturally controls for the effect of parameter uncertainty. The latter implies that general VaR modeling approaches are accommodated, e.g. parametric GARCH-based and semiparametric CAViaR, and that the encompassing test is also valid in the context of nested models.
We conclude this section with comments on the CQFE test interpretation. Inference on the constant allows us to ascertain whether the individual forecasts are both unbiased (H 00 : λ * 0 = 0) or there is bias at least in one of them (H 0a : λ * 0 = 0). If only one of the two encompassing hypotheses is rejected, say, H 10 , the implication is thatq 2,t encompassesq 1,t and, in turn, the V aR 2 model used to obtain q 2,t represents itself the optimal "combination" that meets the correct out-of-sample conditional VaR specification criterion. When both hypotheses, H 10 and H 20 , are rejected it is concluded that neither competing model, V aR 1 or V aR 2 , is correctly conditionally specified out-of-sample and hence, combination is beneficial. However, if the estimation results further indicate, say, that λ 1 is insignificantly different from zero but λ 0 and λ 2 are both significant, one can conclude that the bias-corrected V aR 2 model has correct conditional coverage out-of-sample. If none of the tests is rejected, the backtesting is not informative enough (low signal-noise ratio) and so one could choose either model. Lastly, we should stress that the dependence between individual VaR forecasts, which plays an important role in the reliability of the EN C i test results, is captured by the covariance matrix Σ n .
Empirical Application

Data and Preliminary Statistics
We apply the outlined quantile combination methods and encompassing tests in a univariate fashion to the problem of setting VaR limits for equity, FOREX, fixed income and commodity trading desks. 12 We have 6 datasets comprising open, close, high and low prices sampled every day and 5-minute sampled prices pertaining to a recent 14-year period ending 31/05/2011 that is currently available.
This allows us to make the forecasting task more challenging by examining how the risk models perform during the recent global financial crisis (GFC) period. In particular, we choose 01/09/2008 as start date for the holdout (or evaluation) period. 13 The intra-day sampling frequency is 5 minutes. Table 1 , confirm various stylized facts. 16 The volatility autocorrelation function shows a very slow (hyperbolic) declining rate, particularly, in the case of logRV t . Approximately
Gaussian properties are observed for both logHL t and logRV t . In line with the theoretical discussion in Parkinson (1980) , the scaled range is a rather efficient volatility measure whereas the squared return with limited trading hours, than like the round the-clock FOREX market. Not only price volatility and trading volume are highly concentrated during 8:30-15:00 EST but also over this period the U-shaped patterns of price volatility, trading volume, and the bid-ask spread resemble those found in equity markets (but not in the FOREX market). 16 Hansen and Lunde's (2005) approach deployed on our data (except for USDX) to mitigate the overnight bias produced weights that place disproportionately more importance on RV t than on the overnight return; e.g, τ * 1 = 0.181 and τ * 2 = 1.022 for S&P 500 and τ * 1 = 0.322 and τ * 2 = 1.357 for Gold in equation (4) . See also Ahoniemi and Lanne (2011) .
is very noisy. Returns are mildly skewed but highly kurtosed, and the positive skewness for Gold is not an unusual phenomenon in commodity futures (e.g., see Rallis et al., 2012) .
The estimation results and diagnostics for the models are set out in Table 2 . 17 For the USDX and the 10Y T-Note volatility, the GJR model parameter γ 1 suggests that there is no leverage effect in line with previous studies (e.g., Giot and Laurent, 2004; Andersen et al., 2011; Rodriguez and Ruiz, 2012) . For equities, the significantly positive γ 1 confirms the stylized fact that bad news lead to higher subsequent volatility than good news. In the case of Gold, the significantly negative coefficient γ 1 reflects the so called 'inverse leverage effect' which stems from the distinctive influential forces on commodity futures prices such as, for instance, supply (production) and demand imbalances, and the interaction of hedgers and speculators. In fact, it is not uncommon to witness periods where both equity and commodity markets experience extreme volatility but with prices falling in the former and rising in the latter. The parameter ω 2 in the ARFIMA equation mirrors the leverage findings from the GJR model. The long-memory parameter d confirms the weak stationarity but slow autocorrelation decay of logRV t ; it is relatively high for equities but below 1/2 according to statistical tests.
Both frameworks suggest that there is considerable fat-tailedness in standardized returns (except for the Russell index) as borne out by the dof parameter υ which justifies the Student t density for the innovation process. The extremely high leptokurtosis (small υ) observed for Gold may be linked to the occasional but very aggressive price swings that are characteristic of energy and metals (Füss et al., 2010; Rallis et al., 2012) . The Ljung-Box test applied to the standardized residuals in levels and squares suggests that the models are reasonably well specified to capture the dynamics of returns. 17 Model estimation and forecasting are carried out using the G@RCH 4.2 and ARFIMA 1.0 packages for Oxmetrics.
The reported GJR model estimates suggest that the conditional volatility process satisfies the weak stationarity condition for all datasets. For equities, the parameter α1 is negative but very small and positivity of the conditional variance is still guaranteed because the larger (in absolute value) positive δ coefficient of HLt−1 has an offsetting effect, namely, the condition α1 z 2 t−1 + δHLt−1 ≥ 0, where zt are residuals, is met for all t. Thus for equities the contribution of the lagged range HLt−1 is larger than that of the lagged squared return innovation z 2 t .
Encompassing test and optimal VaR combinations
We now discuss the empirical findings from the CQFE test deployed out-of-sample. The number of observations n ranges from 692 days (equity) to 716 days (FOREX). Table 3 summarizes the results.
The top and bottom panels are for the 5% VaR and 1% VaR, respectively. Columns with the heading f r i % report the failure rate or percentage of days when the daily loss exceeds the VaR prediction; i = 1, 2, c denote the GJR model, ARFIMAX model and optimally combined model, respectively.
We start by discussing the results from our QR weight estimation framework. For the 5% VaR, it is observed in the case of Nasdaq and USDX that the EN C 1 test rejects the null hypothesis of conditional encompassing but EN C 2 does not; this implies that the ARFIMA forecasts encompass the GJR forecasts. Moreover, for the S&P 500 index the weight estimate on the GJR forecast is not significantly different from zero suggesting that overall in three (out of six) cases the optimal combination is the (bias-corrected) ARFIMA forecast. For Gold futures, the results are difficult to interpret. Whereas the EN C i (i = 1, 2) tests point toward the encompassing of the ARFIMA forecast by the GJR forecast, the optimal combination weights virtually suggest the opposite. This inconclusive evidence may arise because the encompassing inference is contaminated by high dependence in the individual forecasting errors which is reflected in the off-diagonal terms of the covariance matrix Σ QR (see Timmermann, 2006) . Only two cases, Russell 2000 and 10Y T-Notes, visibly call for forecast combination since both EN C i (i = 1, 2) statistics reject the encompassing null hypothesis.
For the 1% VaR, there is more evidence calling for combination: in 4 out of 6 cases (S&P 500, Russell, T-Notes and Gold) both EN C i tests plainly reject suggesting that neither forecast encompasses its competitor. With the remaining two datasets, the evidence is suggestive of encompassing. For the Nasdaq portfolio, the GJR-based 1% tail risk forecast is statistically not different from the optimal one, whereas for the USDX portfolio the ARFIMA 1% tail risk forecast emerges as optimal. Thus the overall findings differ for the two quantiles under consideration, 5% and 1%. In particular, the merit of combining inter-day and intra-day information becomes more apparent as one moves further inside the tail. This may be linked to the fact that reliably forecasting extreme quantiles is challenging because of the scant data points that fall in the corresponding sample distribution tails and hence, information pooling through forecast combination becomes more crucial.
The EN C e test in Table 3 corresponds to the null hypothesis that the simple combination of VaR forecasts q e,t = 1 2 ( q 1,t + q 2,t ) is optimal, that is, it meets the correct conditional coverage condition, i.e. H e0 : λ * = (0, 0.5, 0.5) against H ea : λ * = (0, 0.5, 0.5) . 18 Focusing on the 6 cases (2 for 5% VaR and 4 for 1% VaR) where no evidence of encompassing was found, the optimal combining weights are significantly different from (0, 0.5, 0.5) so the test rejects H e0 . Indirectly, this suggests that the benefits from freely-estimating the combining weights versus fixing them a priori at (0, 0.5, 0.5) outweigh the noise contamination arising from the high correlation between the VaR forecasts being combined.
The optimal QR weight estimates λ * n in Table 3 deserve some attention. They are obtained using (11) and their standard errors are the square root of the diagonal entries of Σ n divided by √ n.
Following Koenker's (2005) recommendation, our bandwidth parameter is h n = νn −1/3 with ν = 1;
the results hardly vary for alternative ν. 19 Despite the fact that the first two columns f r i %, i = 1, 2
show often that both individual VaR models underestimate the risk exposure, the optimal VaR forecast combination can plausibly be convex or non-convex because the intercept plays a bias-correcting role. 20 We observe that for the 10Y T-Notes the ARFIMAX forecast has a large positive contribution (λ * 2n > 1) whereas, on the contrary, the GJR forecast has a negative weight (λ * 1n < 0). The former acts as a correction towards making the combined VaR forecast more conservative than the individual V aR ARF IM AX forecast; in fact, the size of the weight represents an over-correction which is compensated by the negative weight on the V aR GJR forecast. Lastly, a noteworthy result is that the rejection rate of the optimally combined forecast (f r c %) is virtually identical to the nominal coverage; this is 18 This test is motivated by the empirical forecasting literature which has shown in diverse scenarios, other than VaR, that the simple equal-weight combination is rather effective in out-of-sample evaluations (e.g. Patton and Sheppard, 2009) even though weight estimates from optimal combination methods often do not bear it out. 19 We also considered values ν = {0.5, 3}. Detailed results are available from the authors upon request. 20 In the present context that combines individual GJR-based and ARFIMA-based quantile forecasts, denoted q1t and q2t, the expression 'convexity' refers to a linear combination such that λ * 1n > 0, λ * 2n > 0 and λ * 1n + λ * 2n = 1.
to be expected because, by construction, the optimally combined forecast satisfies condition (15) ex post and, in turn, the correct unconditional coverage and iid properties are met.
For completeness, we also report in the right-hand-side of Table 3 the counterpart results from Giacomini and Komunjer's (2005) GMM weight estimation framework. We use τ = {0.006, 0.01, 0.05} as smoothing parameter values; the first two are adopted in Giacomini and Komunjer (2005) whereas the third one may conform better with our out-of-sample size n at about 700 days; the outcome is very close in all three cases and Table 3 pertains to τ = 0.01. Two striking aspects of these results are: i ) weight estimation noise as suggested by the standard errors is generally larger than in the Thus the CQFE test is not helpful in these eight cases since it cannot discriminate in terms of correct out-of-sample VaR specification, criterion (15) , between the GJR and ARFIMAX forecasts. Ambiguous CQFE inference together with relatively large standard errors of the optimal combining weights indirectly suggests that the GMM approach may necessitate in this quantile context greater out-ofsample sizes, n, to produce reliable CQFE inference. In fact, the simulations conducted in Giacomini and FOREX portfolios, the graphs confirm that the ARFIMAX forecasts are closer to the optimal QR-based combination than the GJR forecasts. The remaining graphs are less revealing.
Conclusions
A distinctive theoretical aspect of this paper is that it extends the forecast combination and encom- Thus the CQFE test serves as a more robust backtesting approach than the unconditional coverage and independence backtesting typically adopted by banks and regulators.
At an empirical level, the main novelty of the paper is to propose conditional quantile forecast combination as an effective device to confront and pool inter-daily and intra-daily information. The empirical analysis is grounded in two VaR models from the location-scale family, namely, the individual quantile forecasts are obtained from an asymmetric GJR-GARCH (GJR) model that exploits dailyrecorded closing, high and low prices, and from an asymmetric ARFIMAX realized volatility model that exploits higher frequency 5-minute prices. The techniques are illustrated in a univariate fashion on six datasets that pertain to equity, FOREX, fixed income and commodity trading desks.
Overall the QR-based inference suggests that, especially, for far-tail risks (1% VaR) the contest between inter-daily and intra-daily models is quite tight and calls for optimal quantile forecast combination. The simple equal-weights forecast combination is strongly rejected as optimal. For the less extreme tail risk (5% VaR), the intra-day ARFIMA forecasts encompass inter-day GJR forecasts in various cases despite the fact that the GJR model is helped along with range (high minus low) price information. The FOREX portfolio analysis stands out by unambiguously endorsing the ARFIMA-based tail risk predictions at both the 1% and 5% nominal coverage levels. Our findings based on two well-known inter-day and intra-day models alongside novel CQFE tests indicate that it is worthwhile to consider high frequency intra-day information to set daily VaR limits for different trading desks. Extending our quantile forecast encompassing and optimal combination framework to the entire predictive density is an interesting avenue for further research. (5) and (6), respectively. Standard errors are reported in parentheses. Q 20 and Q 2 20 are the Ljung-Box test statistics (p-values in square brackets) for the demeaned and standardized returns and their squares, respectively, according to an AR(1) model and the pertinent conditional volatility specification. All datasets end on 31 May 2011 and begin as noted in Table 1 . 
