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Abstract
We consider a R-extension of one dimensional uniformly expanding open dynam-
ical systems and prove a new explicit estimate for the asymptotic spectral gap. To
get these results, we use a new application of a “global normal form” for the dy-
namical system, a “semiclassical expression beyond the Ehrenfest time” that
expresses the transfer operator at large time as a sum over rank one operators (each
is associated to one orbit). In this paper we establish the validity of the so-called
“diagonal approximation” up to twice the local Ehrenfest time.
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1 Introduction
In this paper we consider a R-extension of one dimensional uniformly expanding open
dynamical systems, so called iterated function systems (IFS) . The dynamical properties
of these IFS are on the one hand interesting, because of relations to the spectral theory on
Riemann surfaces and questions in number theory. On the other hand the R-extension adds
a neutral direction to the dynamics and our model can also be considered as a toy model
for more complicated dynamical systems such as Anosov or Axiom A flows [KH95]. The
main object of study in this paper is the asymptotic spectral gap for the family of transfer
operators associated to these specific open partially expanding maps. In appendix C we
propose a discussion for motivating the study of the “asymptotic spectral gap” γasympt. from
the general point of view of hyperbolic flows (in both classical and quantum mechanics).
For related models we review known results on γasympt. and we also discuss the conjecture
for γasympt. that generically γasympt. = γconj := 12Pr (2 (V − J)). This appendix may be
consulted first by readers who are interested by more detailed motivations. It is however
not mandatory for understanding the main results.
In Section 2 we define the model under study. The transfer operator Lν acting on
functions u is Lνu := eiντ+V u ◦ φ−1 depending on a parameter ν ∈ R, smooth functions
τ, V and φ−1 an expanding map on intervals.
In Section 3 we define the “asymptotic spectral gap” γasympt. := lim supν→∞ log (rs (Lν))
(where rs (Lν) stands for the spectral radius) and give the main results of this paper:
in Theorem 3.3 we show that γasympt. ≤ γup := 12Pr (2 (V − J)) + 14 〈J〉 where Pr (.) is
the topological pressure, J = log
∣∣(φ−1)′∣∣ > 0 is the expansion rate, 〈J〉 is an averaged
expansion rate given in Eq.(27). In Theorem 3.6 we also get an upper bound for the norm
of the resolvent of the transfer operator. We discuss their consequences in terms of decay
of correlations. In Section 3.3 we discuss other interesting results obtained in this paper
which may be extended to more general hyperbolic dynamics: a global normal form and
an asymptotic expansion of the transfer operator. In Section 3.4 we provide a (very short)
sketch of proof of the main results.
From Section 4 to 8 we provide the proof of the main Theorems and develop tools for
this.
Under non local integrability (NLI) hypothesis it has been shown by D. Dolgopyat
[Dol02] that ∃ > 0, γasympt. ≤ γGibbs −  with γGibbs = Pr (V − J). Using semiclassical
analysis and some hypothesis it is also known [AFW13] that γasympt. ≤ γsc = tsup
(
V − 1
2
J
)
where tsup means supremum after time average (see (30)).
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In Appendix A we consider examples based on linear maps and the Gauss map and
compare our bounds with numerical results for the Ruelle spectrum. We also show that the
new bound γup improves the previous bounds γGibbs and γsc in some range of parameters.
On the web site of the first author [Fau] we propose movies and additional multimedia
contents that illustrate these models.
Acknowledgement. We would like to thank Masato Tsujii, Michiro Hirayama for discussions
and Mark Pollicott and Richard Sharp for discussions and for the explanation of the formula
in Appendix B which can be derived by their previous work. We thank the referees for
very precise reading and valuable comments. This work has been supported by ANR-13-
BS01-0007-01. T.W. acknowledges financial support by DFG HI 412 12-1.
2 The model
In this Section we introduce the model which we study in this paper. This model has
already been studied2 in [AFW13] and we refer to this paper for more comments, examples
or details.
2.1 Iterated function system
See Figure 1 for an illustration.
Definition 2.1. “An iterated function system (I.F.S.)”. Let I1, . . . IN ⊂ R be a finite
collection of disjoint bounded and closed intervals with N ≥ 1. Let A ∈ {0, 1}N×N
called an adjacency matrix and assume that the matrix A is primitive, i.e. there is T ≥ 0
such that ∀i, j, (AT )
i,j
> 0. We will note i  j if Ai,j = 1. Assume that for each pair
i, j ∈ {1, . . . , N} such that i j, we have a smooth invertible map φi,j : Ii → φi,j (Ii) ⊂
Int (Ij). Assume that the map φi,j is a strict contraction, i.e. there exists 0 < θ < 1
such that for every x ∈ Ii,
0 < φ′i,j (x) ≤ θ. (1)
We suppose that different images of the maps φi,j do not intersect (this is the “strong
separation condition” in [Fal97, p.35]):
(i, j) 6= (k, l) ⇒ φi,j (Ii) ∩ φk,l (Ik) = ∅. (2)
Remark 2.2. We have assumed for simplicity that the map φi,j preserves orientation, i.e.
0 < φ′i,j (x) ≤ θ. The results of this paper also hold if we only suppose that 0 <
∣∣φ′i,j (x)∣∣ ≤
θ. To treat this case, we can define σi,j = sign
(
φ′i,j
) ∈ {−1, 1} and replace in every
2Compared to the previous paper [AFW13], we have changed the notation of the transfer operator from
Fˆ to L and of its associated symplectic map from F to φ˜. We have also replaced ~ by ν = 1/~.
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formula of this paper, the term eJi,j(x) by σi,jeJi,j(x). For example the truncated Gauss
model presented in Section A.2 has negative derivatives φ′i,j (x) < 0.
2.2 The trapped set K
We define
I :=
N⋃
i=1
Ii. (3)
The multivalued map:
φ : I → I, φ := (φi,j)i,j
can be iterated and generates a multivalued map φn : I → I for n ≥ 1. From Condition
(2) the inverse map
φ−1 : φ (I)→ I
is uni-valued. Let
Kn := φ
n (I) (4)
and K0 = I. We have Kn+1 ⊂ Kn so we can define the limit set
K :=
⋂
n∈N
Kn (5)
called the trapped set. The map
φ−1 : K → K (6)
is well defined and uni-valued.
2.3 The transfer operator L
Notations: We denote C∞0 (R) the space of smooth functions on R with compact support.
If B ⊂ R is a finite union of closed intervals, we denote by C∞0 (B) ⊂ C∞0 (R) the space
of smooth functions on R with support included in B. We denote by C∞ (B;R) and
C∞ (B;C) the space of real (respect. complex) valued smooth functions on B.
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Definition 2.3. Let τ ∈ C∞ (φ (I) ;R) and V ∈ C∞ (φ (I) ;R) be smooth functions called
respectively roof function and potential function. Let ν > 0. We define the transfer
operator:
Lν :
C
∞
0 (I) → C∞0 (I)
ϕ = (ϕi)i →
(∑N
i=1 Li,jϕi
)
j
(7)
with
Li,j :

C∞0 (Ii) → C∞0 (Ij)
ϕi → (Li,jϕi) (x) =
{
eiντ(x)+V (x)ϕi
(
φ−1i,j (x)
)
if i j and x ∈ φi,j (Ii)
0 otherwise.
(8)
See Figure 1.
Remark 2.4.
1. Eq.(7) is a family of transfer operators depending on the parameter ν ∈ R. We will
be interested in the spectrum of these operators in the “semiclassical limit” ν → +∞.
2. From assumption (2), for any x ∈ I, the sum∑Ni=1 (Li,jϕi) (x) which appears on the
right hand side of (7) contains at most one non vanishing term.
3. For any ϕ ∈ C∞0 (I), n ≥ 0 we have
supp (Lnνϕ) ⊂ Kn (9)
with Kn defined in (4).
4. The family of operators (Lν)ν∈R can naturally be obtained from a dynamical system
(32) that is a R-extension of the IFS and take the Fourier component with frequency
ν in the neutral direction (see Section 3.2 or [AFW13, Sec.2.2] for a detailed expla-
nation). The limit ν → +∞ corresponds to the limit of high Fourier modes. In
this sense studying the spectral properties of the whole family of operators (Lν)ν
corresponds to studying the spectral properties of this R-extension of the IFS, i.e. a
dynamical system with a neutral direction.
2.3.1 Extension of the transfer operator to distributions
In [AFW13, Sec.3.1] it is explained how the transfer operator L, initially defined on smooth
functions C∞0 (I), can be extended to the space of distributions. For completeness we recall
this construction. We first introduce a cut-off function χ ∈ C∞0 (Ka) such that 0 < χ (x)
6
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Figure 1: Action of the transfer operator Lν on a function ϕ as defined in (7) for the
dynamics of truncated Gauss map with N = 3 intervals (Ij)j=1...N , defined in Section A.2.
In this picture ϕ is supported on I1 and Lνϕ is supported on the three intervals I1∪I2∪I3.
The maps φ: φi,j : Ii → Ij, i, j = 1 . . . N are contracting and given by φi,j (x) = 1x+j . The
trapped set K defined in (5) is a N -adic Cantor set. It is obtained as the limit of the
sets K0 = (I1 ∪ I2 . . . ∪ IN) ⊃ K1 = φ (K0) ⊃ K2 = φ (K1) ⊃ . . . ⊃ K. In this example,
dimH (K) = 0.705 . . .. In this schematic figure we have τ = 0, V = 0. In general the factor
eV (x) changes the amplitude of Lνϕ and eiντ(x) creates some fast oscillations if ν  1.
for x ∈ Int (Ka) where a ∈ N and Ka is defined in (4) and χ (x) = 0 for x ∈ ∂Ka. Let us
remark that in the proof of Lemma 7.10, we will need to fix the value of a according to
(59). We denote χˆ the multiplication operator by the function χ. We define3
Li,j,χ := χˆ−1Li,jχˆ : C∞0 (R)→ C∞0 (Ij) , Lν,χ := χˆ−1Lνχˆ (10)
which is well defined since supp (Li,jχˆϕ) ⊂ Int (Ka) where χ does not vanish, although
χˆ−1 is not defined by itself. The formal L2-adjoint operator L∗i,j,χ : C∞0 (R) → C∞0 (Ii) is
defined by
〈ϕi,L∗i,j,χψj〉L2 = 〈Li,j,χϕi, ψj〉L2 , ∀ϕi ∈ C∞0 (R) , ψj ∈ C∞0 (R) , (11)
3The conjugation by χ is necessary to extend the operators to distributions and thus, later in Section
2.4, to Sobolev spaces. This is due to the fact that the dynamics is “open”. The spectral properties are,
however, independent of the choice of χ (cf. Theorem 3.3).
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with the L2-scalar product4
〈u, v〉L2 :=
∫
u (x) v (x) dx. (12)
The L2-adjoint operator L∗ν,χ : C∞0 (R)→ C∞0 (I) is defined by
ψ = (ψj)j →
(L∗ν,χψ)i (y) = ∑
j s.t. i j
(L∗i,j,χψj) (y)
whose components are given by [AFW13, Lemma 3.1](L∗i,j,χψj) (y) = χ (y)χ (φi,j (y)) ∣∣φ′i,j (y)∣∣ eV (φi,j(y))e−iντ(φi,j(y))ψj (φi,j (y)) . (13)
Proposition 2.5. [AFW13, Sec.3.2] By duality the transfer operators Lν,χ and L∗ν,χ ex-
tend to distributions:
Lν,χ : D′ (R)→ D′ (R) (14)
L∗ν,χ : D′ (R)→ D′ (R)
2.4 Escape function
In this section we want to introduce Hilbert spaces in which the transfer operator has
discrete spectrum. We therefore consider the following “escape5 function” on the cotangent
space T ∗R = R2 with coordinates (x, ξ). Let m > 0 and let Am ∈ C∞ (R2;R) be the
“symbol” given by6
Am (x, ξ) := 〈ξ〉−m (15)
with 〈ξ〉 := (1 + ξ2)1/2. We will use the L2-unitary ν−Fourier transform Fν : L2 (Rx) →
L2 (Rξ) and its inverse:
(Fνϕ) (ξ) := 1√
2pi/ν
∫
R
e−iνξ.xϕ (x) dx,
(F−1ν ψ) (x) := 1√
2pi/ν
∫
R
eiνξ.xψ (ξ) dξ. (16)
Notice that the parameter ν is just a scaling in ξ. Let Aˆm := Opν (Am) : S (R) → S (R),
be the linear operator defined as the semiclassical quantization of Am [Zwo12]. In this case
this is simple. For ϕ ∈ S (R),(
Aˆmϕ
)
(x) : =
1
2pi/ν
∫
Am (x, ξ) e
iν(x−y)ξϕ (y) dydξ (17)
= F−1ν
(〈ξ〉−m (Fνϕ)) (x)
4We will omit the index L2 sometimes.
5The name “escape function” will be justified by Remark 4.2 which shows that Am decays along the
dynamics of φ˜ for |ξ| ≥ C.
6in fact Am (x, ξ) is independent on x.
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where in the last line 〈ξ〉−m denotes the multiplication operator. By duality Aˆm is extended
to7 Aˆm : S ′ (R)→ S ′ (R). For m ∈ R, the ν-Sobolev space of order m is defined by
H−mν (R) := Aˆ−1m
(
L2 (R)
)
(18)
and the norm of ϕ ∈ H−mν (R) is defined by
‖ϕ‖H−mν (R) :=
∥∥∥Aˆmϕ∥∥∥
L2(R)
. (19)
Let
Qˆi,j := AˆmLi,j,χAˆ−1m : L2 (R)→ L2 (R) .
and
Qˆ := Aˆmχˆ
−1LνχˆAˆ−1m = AˆmLν,χAˆ−1m . (20)
Equivalently we have the following commutative diagram
L2 (R) Qˆ−−−→ L2 (R)
Aˆ−1m
y Aˆ−1m y
H−mν (R)
Lν,χ−−−→ H−mν (R)
. (21)
Theorem 2.6. [AFW13, th.2.6] “Discrete spectrum”. For any r > 0, there is m0 > 0
such that for all m > m0 and for all ν ∈ R,
Lν,χ : H−mν (R)→ H−mν (R)
has purely discrete spectrum (λj (ν))j∈N on the spectral domain {λ ∈ C, |λ| > r}. The
eigenvalues (λj (ν))j∈N in this domain are independent on m and χ and are called the
Ruelle-Pollicott resonances of the transfer operator Lν.
Remark 2.7. From the commutative diagram (21), the spectral properties of Qˆ : L2 (R)→
L2 (R) are equivalent to those of Lν,χ : H−mν (R) → H−mν (R). In practice (in the proofs)
we will work with Qˆ on L2 (R).
3 The main results
Let rs (Lν,χ) = supj∈N {|λj (ν)|} be the spectral radius of the operator Lν,χ : H−mν (R) →
H−mν (R) with m large enough so that rs (Lν,χ) does not depend on m nor on χ (for this
we need that the Ruelle spectrum is non empty, otherwise we put rs (Lν,χ) := 0). We are
interested in the asymptotic value
7S ′ (R) is the space of tempered distributions, see [Tay96, p.204].
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γasympt. := lim sup
ν→+∞
(log (rs (Lν,χ))) . (22)
To express the main results below we need to introduce the topological pressure. It
can be defined from the periodic points as follows. A periodic point of period n ≥ 1 is
x ∈ K such that x = φ−n (x).
Definition 3.1. [Fal97, p.72] The topological pressure of a Lipschitz function ϕ ∈
U → R with U a neighborhood of the trapped set K, is
Pr (ϕ) := lim
n→∞
1
n
log
 ∑
x=φ−n(x)
eϕn(x)
 (23)
where
ϕn (x) :=
n−1∑
k=0
ϕ
(
φ−k (x)
)
is the Birkhoff sum of ϕ along the periodic orbit.
We define the “Jacobian function”
J (x) := log
dφ−1
dx
(x) > 0. (24)
and
Jmax : = tsup (J) := lim
n→∞
sup
x∈K
(
1
n
n−1∑
k=0
J
(
φ−k (x)
))
, (25)
Jmin : = tinf (J) := lim
n→∞
inf
x∈K
(
1
n
n−1∑
k=0
J
(
φ−k (x)
))
. (26)
Remark 3.2. The limits on the right hand sides of (25), (26) exist because the sequences
an := inf
x∈K
(
n−1∑
k=0
J
(
φ−k (x)
))
, bn := sup
x∈K
(
n−1∑
k=0
J
(
φ−k (x)
))
are superadditive (i.e. an + am ≤ an+m) and subadditive (i.e. bn + bm ≥ bn+m) respectively
and Fekete’s Lemma guaranties existence of the limits Jmin = limn→∞ an/n and Jmax =
limn→∞ bn/n.
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3.1 Theorems
Theorem 3.3. ”Bound of the spectral radius”. Let β > 0 be defined by
Pr (2 (V − J) + βJ) = 2Pr (V − J)
and
〈J〉 := 2Pr (V − J)− Pr (2 (V − J))
β
∈ [Jmin, Jmax] . (27)
Under the assumption 4.5 of minimal captivity defined below, if β ≥ 1
2
and 〈J〉 < 2Jmin
then
γasympt. ≤ γup := 1
2
Pr (2 (V − J)) + 1
4
〈J〉 (28)
otherwise
γasympt. ≤ γGibbs := Pr (V − J) . (29)
Remark 3.4. The assumption 4.5 of minimal captivity will be explained later but can
be summarized as follows. If φ˜ is the symplectic map on T ∗R associated to the transfer
operator Lν and K ⊂ T ∗R is its trapped set (it is a Cantor set) then the “minimal captivity
assumption” is that φ˜ is univalued on a small neighborhood of K.
Remark 3.5. It is remarkable that the bound γup in (28) does not depend on the roof
function τ , however beware that τ will appear in the expression of φ˜ (see (40)) and therefore
the assumption 4.5 needed to get (28) depends on τ .
Previous known results about γasympt.:
• the bound (29) is already well known and holds without any assumption [Rue89].
• D. Dolgopyat [Dol02] has shown under a generic condition that ∃ > 0,
γasympt. ≤ γGibbs − , γGibbs := Pr (V − J) .
• in [AFW13] it has been shown under the assumption of “minimal captivity” that we
have
γasympt. ≤ γsc := tsup (D) := lim
n→∞
sup
x∈K
(
1
n
n−1∑
k=0
D
(
φ−k (x)
))
, D := V −1
2
J, (30)
(here γsc stands for “γsemi−classical” since we used semiclassical analysis to obtain it
and D = V − 1
2
J is called the “effective damping function” from [FT15]).
11
The next Theorem gives an upper bound for the norm of the resolvent of the transfer
operator in H−mν (R) outside the radius eγup . This is useful to control the asymptotic decay
of correlation functions for the corresponding dynamical system (see Corollary 3.9). For
an operator O : H → H we will use the notation ‖O‖H := ‖O‖H→H.
Theorem 3.6. ”bound of the resolvent” With γup and 〈J〉 given in Theorem 3.3, and
γsc := tsup (D) defined in (30), let us suppose that γup < γsc. Then for any  > 0, there
exists ν > 0, C > 0, such that for any ν > ν we have for any |z| > e(γup+),
∥∥(z − Lν,χ)−1∥∥H−mν (R) ≤ Cν 2〈J〉+ (γsc−γup), (31)
Remark 3.7.
1. If |z| > e(γsc+) then a bound of the resolvent norm independent on ν has been
obtained in [AFW13, Thm 2.9].
2. The positive power of ν in (31) (that diverges for ν → ∞), is related to our choice
of the escape function that defines the norm in Sobolev space: the norm
∥∥Lnν,χ∥∥ is
controlled by γup only for long time n of order 2〈J〉 log ν. This time is the required
time for a wave packet starting on the trapped set to reach the region where there is
an effective damping by the escape function. Using cutoff functions in some exotic
symbol classes that allows a sharper cutoff in ξ, one should be able to improve this
term.
3.2 Expansion of correlation functions for partially expanding maps
Theorem 3.6 has a direct application for decay of correlation functions for a related partially
expanding dynamical system (see Remark 2.4(3)). One obtains exactly the same result as
in [AFW13, Theorem 2.9] with the only change that we take any ρ > eγup and initial
functions u ∈ H−m (I)⊗Hσ (S1), v ∈ Hm (I)⊗Hσ (S1) should have regularity of positive
order σ = 2〈J〉+ (γsc − γup) in the neutral direction. Here is the precise statement.
Let φ be an iterated function system as defined in Definition 2.1. Recall that the map
φ−1 : φ (I) → I is univalued and expanding. Let τ ∈ C∞ (φ (I) ;R) as in Definition 2.3.
We define the map
f :
{
φ (I)× S1 → I × S1
(x, y) → (φ−1 (x) , y + τ (x)) (32)
with S1 := R/ (2piZ). Notice that the map f is expanding in the x variable whereas it is
neutral in the y variable in the sense that ∂f
∂y
= (0, 1). This is called a partially expanding
map and may serve as a very simple model for the general study of partially open hyperbolic
dynamics [Pes04] such as Axiom A flows. Let V ∈ C∞ (φ(I);R).
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Definition 3.8. The transfer operator of the map f with potential V is
L˜ :
{
C∞0 (I × S1) → C∞0 (φ (I)× S1)
ψ (x, y) 7→ eV (x)ψ (f (x, y)) . (33)
A function ψ ∈ C∞0 (I × S1) can be decomposed in Fourier modes in the y variable:
ψ (x, y) =
1√
2pi
∑
ν∈Z
eiνyϕν (x) (34)
then (
L˜ψ
)
(x, y) =
1√
2pi
∑
ν∈Z
eiνy (Lνϕν) (x)
with Lν given by (7).
We introduce some notation: for a given ν ∈ Z, we have seen in Theorem 2.6 that the
transfer operator Lν has a discrete spectrum of resonances. Let ρ > 0 such that there is no
eigenvalue on the circle |z| = ρ for any ν ∈ Z and denote by Πρ,ν the spectral projector of
the operator Lν on the domain {z ∈ C, |z| > ρ}. These projection operators have obviously
finite rank and each commutes with Lν . Theorem 3.6 has the following corollary.
Corollary 3.9. ”Expansion of correlations”. For m large enough (such that r < eγup
in Th. 2.6), for any  > 0, there exists ν ∈ N and C > 0 such that if we put σ =
2
〈J〉+ (γsc − γup), ρ = eγup+, we have for any u ∈ H−m (I) ⊗ Hσ (S1), v ∈ Hm (I) ⊗
Hσ (S1), any n ∈ N,∣∣∣∣∣∣〈v|L˜nu〉 −
∑
|ν|≤ν
〈vν | (Lν,χΠρ,ν)n uν〉
∣∣∣∣∣∣ ≤ Cρn ‖u‖2H−m(I)⊗Hσ (S1) ‖v‖2Hm(I)⊗Hσ (S1) . (35)
Here uν ∈ H−m (I), vν ∈ Hm (I) stand for the Fourier components in S1 direction of u, v
defined as in (34) and 〈v|u〉 := ∫ v(x)u(x)dx (extended to distributions).
Remark 3.10. The second term in Eq.(35) is a finite sum and each operator Lν,χΠρ,ν has
finite rank hence (Lν,χΠρ,ν)n can be expended over individual eigenvalues. Using the
spectral decomposition of Lν,χ we get an expansion of the correlation function 〈v|L˜nu〉
with a finite number of terms which involve the leading Ruelle resonances (i.e. those with
modulus greater than ρ) and an error term that is O (ρn).
Remark 3.11. In (32) we could consider (x, y) ∈ φ (I)×R instead which would give a Fourier
decomposition ψ (x, y) = 1√
2pi
∫
R e
iνyϕν (x) dν with ν ∈ R. Then expansion of correlations
would manifest some “diffusive behavior” governed by the range |ν| ≤ ν0.
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Proof. The proof of Corollary 3.9 is similar to the proof of [AFW13, Theorem 2.9].
3.3 Other interesting results: global normal form and asymptotic
expansion.
To get the result (28) we establish a “global normal form” for the transfer operator.
The term “global” means here that the normal form is not specific to an individual fixed
point or a periodic orbit as it is usually done [Arn88] but concerns the global dynamics
in its whole. “Global normal forms” have already been considered for hyperbolic dynamics
[DeL92, DeL95, Fau07] under the name “non stationary normal form”. In this paper the use
of global normal form shows that the transfer operator is conjugated to a simple dilation
operator in a vicinity of any point and that the conjugation is Hölder continuous with
respect to the point considered. This is particularly useful because dilation operators can
be easily composed and this helps to study the dynamics for “long times” n: this is Theorem
5.2 that can be considered as an interesting result of this paper by itself. Then we use an
expansion for large time8 n log ν, and obtain in Theorem 6.7 an asymptotic expression
for the transfer operator Lnν as a sum of rank one operators Πw that can be written9:
Lnν ∼
∑
w
eiντw+Vw−JwΠw, (36)
where the sum is over symbolic words w of length n that represent orbits (explained in
Section 4.2), Vw is the Birkhoff sum of the function V along the orbit w (similarly for τw
and Jw) and Πw is a rank one operator of the form
Πw = |Uw〉〈Sw| :
{
H−mν (R) → H−mν (R)
u → Uw 〈Sw|u〉H−mν
(37)
where Uw,Sw ∈ H−mν (R) are distributions associated respectively to the unstable/stable
manifolds of the orbit w as shown on figure 4 (more precisely Uw,Sw are Lagrangian WBK
states, they will be precisely defined in Theorem 6.7).
3.4 Sketch of the proof
Let us shortly outline the principal mechanism in the proof of the new asymptotic gap
bound (28) without discussing the technical difficulties. If the operator Lν would be trace
class in H−mν (R) then rs (Lν) ≤
∣∣∣Tr((Lnν )† Lnν)∣∣∣1/(2n) for any n ≥ 1, where † stands for
adjointness in the specific Hilbert space H−mν (R). In order to obtain good bounds on
the trace norm we develop in a first step a global normal form (Section 5) as well as an
8The symbol n log ν means here the right hand side of (94) get relatively small.
9We don’t give here a precise statement of the result. We just write the main terms and ignore the
remainders. We refer to Theorem 6.7 for a precise statement.
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asymptotic expansion (Section 6). This leads to the expansion (36) for Lnν and similarly for
its adjoint (Lnν )† ∼
∑
w′ e
−iντw′+Vw′−Jw′Π†w′ . Using the definition of the asymptotic spectral
gap (22) we get for ν →∞,
γasympt. ≤ log (rs (Lν)) ≤ 1
2n
log
∑
w,w′
e(V−J)w+(V−J)w′+iν(τw−τw′ )Tr
(
Π†w′Πw
)
. (38)
We have Tr
(
Π†w′Πw
)
=
(37)
〈Sw|Sw′〉〈Uw′ |Uw〉. In Proposition 7.8 we will show that for
time n less than twice the Ehrenfest time i.e. such that n < 2 log ν〈J〉 (or e
n〈J〉 < ν2) then
the unstable/stable manifolds Sw,Uw are well separated10 in the sense that w 6= w′ ⇒
Tr
(
Π†w′Πw
)
' 0. Applying this separation to the double sum (38) means that the non
diagonal terms can be neglected and we call this the “diagonal approximation”. For the
diagonal terms that remain we compute that Tr
(
Π†wΠw
) ≤ νC. This gives
γasympt. ≤
(38)
1
2n
log
(∑
w
e2(V−J)wCν
)
(39)
=
(159)
1
2
Pr (2 (V − J)) + 1
2n
logC +
1
2n
log ν + o (1)
Then we take the time n = 2 log ν〈J〉 (1− ) with any  > 0 and ν → +∞ and get the result
(28) that γasympt. ≤ γup := 12Pr (2 (V − J)) + 14 〈J〉.
4 The canonical map φ˜ and its trapped set K in phase
space
According to [AFW13, Lemma 4.2], the transfer operator Li,j in (8) is a ν-semiclassical
Fourier integral operator (FIO)11. It is a general fact in semiclassical analysis that various
properties of Fourier integral operators are obtained from the properties of their associated
symplectic map (or canonical map) which are maps on the cotangent space. Here we use
coordinates x ∈ Ii and ξ ∈ T ∗x Ii . The canonical map associated to Li,j is defined by
[AFW13, Lemma 4.2]
φ˜i,j :

T ∗Ii → T ∗Ij
(x, ξ) →
{
x′ = φi,j (x)
ξ′ = 1
φ′i,j(x)
ξ + τ ′ (x′) .
(40)
10This is up to some few pairs (w,w′) that give negligible contributions. To control these terms we use
large deviation techniques explained in Appendix B.
11The reader does not need to be familiar with the theory of global Fourier integral operators for the
rest of the article. For a discussion of FIOs in the context of IFS-transfer operators we refer to [AFW13,
Section 4]. For a more general introduction we refer to [Zwo12, Chap.10].
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This gives a multi-valued canonical map φ˜ : T ∗I → T ∗I on the phase space T ∗I ∼= I × R,
given by:
φ˜ :
{
T ∗I → T ∗I
(x, ξ) →
{
φ˜i,j (x, ξ) with i, j s.t. x ∈ Ii, i j
}
.
(41)
We have the following property of “escape at infinity outside a compact” for the dy-
namics defined by φ˜ : T ∗I → T ∗I:
Lemma 4.1. [AFW13, Lemma 4.4]. For any 1 < κ < eJmin, there exists C ≥ 0 such that
∀x ∈ Ii, ∀ξ ∈ R, ∀j s.t. i j,
(x′, ξ′) = φ˜i,j (x, ξ) and |ξ| > C ⇒ |ξ′| > κ |ξ| . (42)
Remark 4.2. At this stage we observe from (42) that the function Am (x, ξ) = 〈ξ〉−m defined
in (15) satisfies |ξ| > C ⇒ Am(φ˜i,j(x,ξ))
Am(x,ξ)
≤ cm with c =
√
C2+1
(Cκ)2+1
< 1, i.e. Am decreases
strictly with the dynamics. This explains why we call Am an “escape function”.
4.1 The trapped set K
We define the trapped set K for the dynamics of the canonical map φ˜ in (41), as the points
which do not escape “totally” neither in the past nor the future:
Definition 4.3. The trapped set in phase space T ∗I ≡ I × R is defined as
K = {(x, ξ) ∈ I × R, ∃D b I × R compact,
s.t. ∀n ∈ Z φ˜n (x, ξ) ∩ D 6= ∅
}
Remark 4.4. Since the map φ˜ is a lift of the map φ : I → I we conclude that K ⊂ (K × R)
with K the trapped set of φ defined in (5). Using any value of C given from Lemma 4.1
one can make this precise and obtain that
K ⊂ (K × {ξ ∈ R, |ξ| ≤ C}) .
For ε > 0, let Kε denote a closed ε−neighborhood of the trapped set K, namely
Kε := {(x, ξ) ∈ T ∗I, ∃ (x0, ξ0) ∈ K, max (|x− x0| , |ξ − ξ0|) ≤ ε} .
From now on we will make the following hypothesis on the multi-valued map φ˜.
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Assumption 4.5. We assume the following property called “minimal captivity”:
∃ε > 0, ∀ (x, ξ) ∈ Kε, ]
{
φ˜ (x, ξ)
⋂
Kε
}
≤ 1. (43)
This means that the dynamics of φ˜ is univalued on a neighborhood of the trapped set K.
Remark 4.6.
1. The minimal captivity assumption has been introduced in [AFW13] and it allows an
easy description of the trapped set K. We refer to [AFW13, Prop. 4.1] for further
discussions and alternative equivalent formulations.
2. The minimal captivity assumption is a stronger assumption than the Dolgopyat non-
local integrability condition, [Dol98],[Nau05, Definition 2.1]. We refer to [AFW13,
Section 4.3] for a comparison.
3. In [AFW13, Prop. 7.3] an explicit procedure to verify the minimal captivity assump-
tion is discussed and minimal captivity assumption is proven for the examples of
Bowen Series map and the truncated Gauss maps.
4. Given the minimal captivity assumption 4.5, let U ⊂ R2 open such that K ⊂U ⊂
(Kε ∩ φ˜−1(Kε)). We can extend the univalued map φ˜ on K to an embedding φ˜ : U →
R2. With this point of view K is simply the maximal invariant hyperbolic set of the
diffeomorphism φ˜ (cf. [Has02, Section 1.b, Section 2.h]). This observation will be
useful in the proof of Lemma 7.11 to use regularity estimates on the stable foliation
of φ˜ .
4.2 Symbolic dynamics on the trapped set K ⊂ I
In the following two sub-sections we introduce the symbolic dynamics on the trapped set
K ⊂ I and the trapped set K ⊂ T ∗I in phase space. Note that the symbolic dynamics is
not necessary for the definition of Ruelle-Pollicott resonances neither for the statement of
the results. It is a useful tool to keep track of orbits and is natural in the context of I.F.S.
dynamics that is defined from a set of intervals (Ij)j=1...N .
We first consider the dynamics of φ : I → I on the “base space” I. Let
W− :=
{
(. . . , w−2, w−1, w0) ∈ {1, . . . , N}−N , wl−1  wl,∀l ≤ 0
}
(44)
be the set of admissible left semi-infinite sequences. In other words, W− is a subshift of
finite type [BS02, p.56]. For w− ∈ W− and i < j ≤ 0 we write
wi,j := (wi, wi+1, . . . wj) (45)
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for an extracted sequence. For simplicity we will use the following notation for the com-
position of maps:
φwi,j := φwj−1,wj ◦ φwj−2,wj−1 ◦ . . . ◦ φwi,wi+1 : Iwi → Iwj . (46)
For n ≥ 0, let
Iw−n,0 := φw−n,0
(
Iw−n
) ⊂ Iw0 . (47)
See figure 2.
x
I1 I2
I(1,2,1) I(2,2,1)
I(1,2)I(2,1)I(1,1) I(2,2)
Figure 2: This picture illustrates the definition of intervals Iw−n,0 defined in (47) from a
word w−n,0 = (w−n, . . . w−1, w0) and the contracting maps φi,j : Ii → Ij. For example here
I(2,2,1) := φ(2,2,1) (I2) := φ2,1 ◦ φ2,2 (I2) = φ2,1 (I2,2) ⊂ I1.
For any 0 < m < n we have the strict inclusions Iw−n,0 ⊂ Iw−m,0 ⊂ Iw0 and from (1),
the size of Iw−n,0 is bounded by
∣∣Iw−n,0∣∣ ≤ θn |Iw0 | , hence the sequence of sets (Iw−n,0)n≥1
is a sequence of non empty and decreasing closed intervals and
⋂∞
n=1 Iw−n,0 is a point in
the trapped set K, Eq.(5). So we can define
Definition 4.7. The “symbolic coding map of K” is
S :
{
W− → K
w− 7→ S (w−) :=
⋂∞
n=1 Iw−n,0
(48)
Let us introduce the left shift L, a multivalued map, defined by
L :
{
W− →W−
(. . . , w−2, w−1, w0) → (. . . , w−2, w−1, w0, w1)
(49)
with w1 ∈ {1, . . . , N} such that w0  w1 and let the right shift R be the univalued map
defined by
R :
{
W− →W−
(. . . , w−2, w−1, w0) → (. . . , w−2, w−1)
. (50)
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Proposition 4.8. [AFW13, Prop. 4.12] The following diagram is commutative
W− S−→ K (51)
R ↑↓ L φ−1 ↑↓ φ
W− S−→ K
and the map S :W− → K is one to one.
4.3 Symbolic dynamics on the trapped set K ⊂ T ∗I
We consider now the dynamics of the canonical map φ˜ : I×R→ I×R on the phase space.
Let
W+ :=
{
(w0, w1, w2 . . .) ∈ {1, . . . , N}N , wl  wl+1,∀l ≥ 0
}
be the set of admissible right semi-infinite sequences. For any n ≥ 0 let
I˜w0,n := φ˜
−n (Iw0,n × [−C,C]) (52)
be the image of the rectangle under the univalued map φ˜−n, where Iw0,n is given in (47) and
C is given by Lemma 4.1. See figure 3 (a). Notice that pi
(
I˜w0,n
)
= Iw0 where pi (x, ξ) = x
is the canonical projection map. Since the map φ˜−1 contracts strictly in the variable ξ by
the factor θ < 1 the sequence
(
I˜w0,n
)
n∈N
is strictly decreasing: I˜w0,n+1 ⊂ I˜w0,n and we can
define the limit
S˜ :
{
W+ → I × R
w+ 7→ S˜ (w+) :=
⋂
n≥0 I˜w0,n
. (53)
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Proposition 4.9. [AFW13, Prop. 4.13]For every w+ ∈ W+, the set S˜ (w+) ⊂ T ∗Iw0 is
a smooth curve given by
S˜ (w+) =
{(
x, ζw+ (x)
)
, x ∈ Iw0
}
(54)
with
ζw+ (x) := −
∑
k≥1
e−Jw0,k (x)τ ′
(
φw0,k(x)
)
, (55)
and
Jw0,n (x) :=
n∑
k=1
Jwk,wk+1
(
φw0,k (x)
)
(56)
is the Birkhoff sum of the “Jacobian function” defined in (24)
Ji,j (x) = − log
(
φ′i,j (x)
)
> 0. (57)
We have an estimate of regularity, uniform in w: ∀α ∈ N, ∃Cα > 0, ∀w+ ∈ W+, ∀x ∈ Iw0,∣∣(∂αx ζw+) (x)∣∣ ≤ Cα. (58)
Moreover, with the hypothesis 4.5 of minimal captivity with a neighborhood Kε of K, there
exists a ≥ 1 and Ka defined in (4) such that
∀x ∈ Ka,∀w+ ∈ W+,
(
x, ζw+ (x)
) ∈ Kε. (59)
Proof. For (55) and (58) see [AFW13, Prop. 4.13]. For (59) see [AFW13, Prop. 4.10
(1)].
Let
W :=
{
(. . . w−2, w−1, w0, w1, . . .) ∈ {1, . . . , N}Z , wl  wl+1,∀l ∈ Z
}
be the set of bi-infinite admissible sequences. For a given w ∈ W and a, b ∈ N, let
Iw−a,b :=
(
pi−1
(
Iw−a,0
) ∩ I˜w0,b) . (60)
See Figure 3 (a).
20
φ˜−b
Iw0,bIw−a,0
pi−1(Iw−a,0)
Iw0,b × [−C,C]
(b)(a)
xw− = S(w−)
S˜(w+)
S(w)
pi−1(S(w−))
I˜w0,b
Iw−a,b
xx
ξ ξ
C C
−C −C
Figure 3: Figure (a) illustrates the construction of I˜w0,b given in (52), the construction
of Iw−a,b given in (60). Figure (b) illustrates the limit of these sets for semi-infinite
words, i.e. a, b → ∞. This gives the smooth curve S˜ (w+) given in (54), the point
xw− = S (w−) ∈ K given in (48), the vertical line pi−1 (S (w−)) and finally the inter-
section S (w) :=
(
pi−1 (S (w−)) ∩ S˜ (w+)
)
∈ K given in (61), that depends on a bi-infinite
word w ≡ (w−, w+) ∈ W .
Definition 4.10. The symbolic coding map of K is
S :
{W → K
w 7→ S (w) := ⋂∞n=1 Iw−n,n = (pi−1 (S (w−)) ∩ S˜ (w+)) (61)
with w− = (. . . w−1, w0) ∈ W−, w+ = (w0, w1, . . .) ∈ W+ (with the same extreme letter
w0).
See figure 3 (b). More precisely we can express the point S (w) ∈ K as
S (w) = (xw, ξw) , xw = S (w−) ∈ K, ξw = ζw+ (xw) ∈ T ∗xwI, (62)
with S (w−) given in (48) and ζw+ given in (55).
Let L,R denote the full left/right shift on W defined similarly to (49) and (50) by
(Lw)j = wj+1 and (Rw)j = wj−1.
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Proposition 4.11. [AFW13, Prop. 4.15] The following diagram is commutative
W S−→ K (63)
R ↑↓ L φ˜−1 ↑↓ φ˜
W S−→ K
If assumption 4.5 of minimal captivity holds true then the map S : W → K is one to
one. This means that the univalued dynamics of points on the trapped set K under the
maps φ˜−1, φ˜ is equivalent to the symbolic dynamics of the full shift maps R,L on the set
of words W.
Remark 4.12. Considering the trapped set K as the hyperbolic set with a local product
structure of φ˜ (cf. Remark 4.6(4)), the curve S˜w+ = (x, ζw(x)) is precisely the stable
manifold [Has02, Section 2.e] through the point (xw, ζw+(xw)) ∈ K. The unstable manifold
is the vertical line pi−1 (S (w−)) = {(xw, ξ) , ξ ∈ R} (cf. Figure 4 or Figure 3 (b)).
5 Global normal form
Normal forms are usually constructed for individual fixed points or individual periodic
orbits [Arn88]. In few papers, normal forms have already been considered globally for a
hyperbolic dynamics [DeL92, DeL95, Fau07]. We present here the global normal form for
the transfer operator Lν considered in this paper. This is Theorem 5.2 below. We will
need the following elementary (Fourier integral) operators on C∞0 (R) and their associated
symplectic (or canonical) maps on T ∗R ≡ R2x,ξ [Zwo12, chap.10]. Let ϕ ∈ C∞0 (R).
• For λ ∈ R, the dilation operator is(
Dˆλϕ
)
(y) := ϕ
(
eλy
)
(64)
whose canonical map is Dλ : (x, ξ)→
(
x′ = e−λx, ξ′ = eλξ
)
.
• For x ∈ R, the translation operator is(
Tˆxϕ
)
(y) := ϕ (y − x)
whose canonical map is Tx : (y, ξ)→ (y′ = y + x, ξ′ = ξ).
• For a smooth diffeomorphism f : R→ R , the composition operator is(
Lˆfϕ
)
(y) := ϕ
(
f−1 (y)
)
whose canonical map is Lf : (x, ξ)→
(
x′ = f (x) , ξ′ = (f ′ (x))−1 · ξ).
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• For two smooth functions Υ (0), Υ (1) ∈ C∞(R;R) and ν > 0, let Υ = Υ (0) + i
ν
Υ (1) and(
ΘˆΥϕ
)
(y) := eiνΥ (y)ϕ (y)
whose canonical map is ΘΥ : (x, ξ)→
(
x′ = x, ξ′ = ξ + dΥ
(0)
dx
(x)
)
.
Remark 5.1. The dilation operator is a special case of a composition operator: Dˆλ = Lˆf
with f (y) = e−λy. Similarly for the translation operator: Tˆx = Lˆf with f (y) = y− x. For
any two diffeomorphism f, g one has Lˆf ◦ Lˆg = Lˆf◦g.
The next theorem shows that using a combination of these previous simple operators,
the transfer operator Lν : C∞0 (I) → C∞0 (I) defined in (7) is “globally conjugated” to a
simple dilation operator. This is illustrated in Figure 4.
Theorem 5.2. “Global normal form”. For any word w = (. . . w−1, w0, w1, . . .) ∈ W
there exist functions Υ (0)w , Υ (1)w ∈ C∞(Iw0 ;R), Υw = Υ (0)w + iνΥ (1)w ∈ C∞ (Iw0 ;C) as well as
a map Hw : J → R defined on an neighborhood J ⊂ R of 0, which is independent of the
word w ∈ W. Hw is a C∞ diffeomorphism onto its image and the following points hold.
1. There exists a neighborhood U of xw such that the transfer operator in (8) acting on
C∞0 (U) can be expressed as
Lw0,w1 = eiντ(xL(w))+V (xL(w)) · T̂L(w) ◦ DˆJw0,w1 (xw) ◦ T̂ −1w (65)
with
T̂w := ΘˆΥw ◦ Tˆxw ◦ LˆHw , (66)
xw ∈ Iw0 defined in (62) and Jw0,w1 defined in (57). Eq.(65) means that the compo-
nents of the transfer operator (8) are conjugated to some dilation operator multiplied
by a constant. The operator T̂w is a FIO whose canonical map Tw sends (0, 0) to
the point S (w) = (xw, ξw) ∈ K.
2. Hw (0) = 0, H ′w (0) = 1, Υw (xw) = 0 and
dΥ
(0)
w
dy
(y) = ζw (y)
with ζw (y) := ζw+ (y) given in (55).
3. For any α ∈ N there exists Cα such that for any w ∈ W,
|∂αHw|L∞ < Cα,
∣∣∂αH−1w ∣∣L∞ < Cα, |∂αΥw|L∞ < Cα. (67)
that express some regularity of the functions Hw, Υw.
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Remark 5.3. Note that for a given operator Lw0,w1 , the word w ∈ W appearing in the
conjugation T̂w can be an arbitrary extension of (w0, w1). This freedom for the choice of
extension will be used from time to time in the sequel. When necessary, we will check
that the choice does give bounded or negligible corrections, see e.g. Lemma B.1. The right
hand side in (65) is acting on functions with support in a neighborhood of xw that contains
K ∩ Iw0 . This is enough for us.
x
0 x
ξ
Iw1
φ˜w0,w1
Tw
TL(w)
ξ
ξw
xwIw0
S(w)S(k)w DJw0,w1 (xw)
S(L(w))
U (k)w
U (k)L(w)
Figure 4: According to (63) and (62), a word w ∈ W is associated to a point S (w) =
(xw, ξw) ∈ K. By the canonical map φ˜, this point is sent to φ˜ (S (w)) = S (L (w)). In
fact, in a vicinity of S (w) the map φ˜ is conjugated to the dilation map: φ˜w0,w1 = TL(w) ◦
DJw0,w1 (xw)◦T −1w . Eq.(65) shows that this conjugation is also true for the component Lw0,w1
of the transfer operator. The stable (respectively unstable) manifold of the point S (w) (in
blue, respect. in red) supports a Lagrangian state S(k)w (respect. U (k)w ) that are defined in
Theorem 6.7 and used to express the transfer operator Lnν for large time, as an asymptotic
expansion.
Remark 5.4. A consequence of (67) is that for any χ ∈ C∞0 (I), m ∈ R,
T̂wχˆ : H−mν (R) → H−mν (R) , (68)
T̂ −1w χˆ H−mν (R) → H−mν (R) ,
are bounded uniformly with respect to w ∈ W and ν ∈ R.
The next Corollary uses Theorem 5.2 and iterations of it to express long time evolution.
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Corollary 5.5. For any n ≥ 1,
Lnν =
∑
w0,n
Lw0,n . (69)
For each term Lw0,n, let w ∈ W be an arbitrary extension of w0,n. We can write
Lw0,n = eiντw0,n (xw)+Vw0,n (xw)T̂Ln(w)DˆJw0,n (xw)T̂ −1w , w ∈ W (70)
with Vw0,n , τw0,n and Jw0,n being Birkhoff sums defined as in (56).
Proof. of Theorem 5.2. For simplicity we define
V (x) := τ (x)− i
ν
V (x) . (71)
Let us denote yˆ : ϕ (y)→ yϕ (y) the multiplication operator by y. The operator Lw0,w1 in
(8) can be written:
Lw0,w1 = eiνV(yˆ)Lφw0,w1 (72)
with Lφw0,w1ϕ := ϕ ◦φ−1w0,w1 . The aim is to transform progressively (72) into the expression
(65). For the first step we write
Lw0,w1 = eiνV(xL(w))eiν(V(yˆ)−V(xL(w)))Lφw0,w1
= eiνV(xL(w))Lφw0,w1eiν(V(φw0,w1 (yˆ))−V(xL(w)))
For any y ∈ Iw0 and k ≥ 1 we have
∣∣φw0,k (y)− xLk(w)∣∣ ≤ C.e−kJmin with some C > 0
independent on w and y. Hence
Υw (y) := −
∑
k≥0
(V (φw0,k+1 (y))− V (xLk+1(w))) (73)
defines a smooth complex valued function with regularity estimate given in (67). We have
also Υw (xw) =
(73)
0 and
d
dy
Υw (y) =
(73)
−
∑
k≥0
V ′ (φw0,k+1 (y)) · φ′w0,k+1 (y)
so d
dy
Υ
(0)
w (y) =
(55)
ζw+ (y). The family of functions Υw solves the homological equation
ΥL(w) (φw0,w1 (y)) = −
∑
k≥0
(V (φw0,k+2 (y))− V (xLk+2(w)))
= −
∑
k≥1
(V (φw0,k+1 (y))− V (xLk+1(w)))
= Υw (y) +
(V (φw0,w1 (y))− V (xL(w))) .
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Therefore we get
Lw0,w1 = eiνV(xL(w))Lφw0,w1eiν(V(φw0,w1 (yˆ))−V(xL(w)))
= eiνV(xL(w))Lφw0,w1eiν(ΥL(w)(φw0,w1 (yˆ))−Υw(yˆ))
= eiνV(xL(w))e+iνΥL(w)(yˆ)Lφw0,w1e−iνΥw(yˆ).
For the second step we write
Lw0,w1 = eiνV(xL(w))e+iνΥL(w)(yˆ)TˆxL(w)Lf0,1Tˆ−xwe−iνΥw(yˆ) (74)
with12
f0,1 (z) := φw0,w1 (z + xw)− xL(w),
satisfying f0,1 (0) = 0 and f ′0,1 (0) = φ′w0,w1 (xw) = e
−Jw0,w1 (xw) with Jw0,w1 (xw) := − log φ′w0,w1 (xw).
For the third step, as shown in [Nel69, th7,p.45], there exists a family of smooth functions
Hw : J → R defined on J ⊂ R a sufficiently small neighborhood of the origin13 and
satisfying Hw (0) = 0, H ′w (0) = 1 and
∀z ∈ J , HL(w)
(
e−Jw0,w1 (xw)z
)
= f0,1 (Hw (z)) (75)
which gives
Lf0,1 = LHL(w) ◦ DˆJw0,w1 (xw) ◦ L−1Hw . (76)
In other words, the contracting map f0,1 is “globally conjugated” to the linear contracting
map z → e−Jw0,w1 (xw)z. The functions Hw can be constructed by the ”scattering process”14
as follows. For n ≥ 1 let f0,n := fn−1,n ◦ fn−2,n−1 . . . ◦ f0,1. For z ∈ R (closed enough to 0)
let
H(n)w (z) := f
−1
0,n
(
e−Jw0,n (xw)z
)
.
As n → ∞, the uniform convergence of H(n)w and its derivatives can be obtained using
bounded distortion estimates [Fal97, prop 4.2]. This gives the existence of the limit
Hw (z) := lim
n→∞
H(n)w (z) .
We also get (67) from bounded distortion estimates. Then
H
(n−1)
L(w)
(
e−Jw0,w1 (xw).z
)
= f−11,n
(
e−Jw0,n (xw)z
)
= f0,1
(
f−10,n
(
e−Jw0,n (xw)z
))
= f0,1
(
H(n)w (z)
)
.
12Beware that f0,1 depends on the full word w.
13This is possible because the points xw are bounded away from the boundary of I, uniformly with
respect to the words w ∈ W.
14The term “scattering process” comes from [Nel69]. Here in the “non interacting region” is z → 0
whereas in the usual theory of scattering of waves, the non interacting region is the infinity, far from the
action of the potential.
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Taking the limit n→∞ and noting L (w) = (w1, w2, . . .), we get (75). With (74) and (76)
we have obtained that:
Lw0,w1 = eiνV(xL(w))e+iνΥL(w)(yˆ)TˆxL(w)LHL(w) ◦ DˆJw0,w1 (xw) ◦ L−1Hw Tˆ−xwe−iνΥw(yˆ)
= eiνV(xL(w))T̂L(w)DˆJw0,w1 (xw)T̂ −1w
This is (65).
6 Asymptotic expansion
In this section we first give a simple but useful expansion for the dilation operator defined
in (64) in terms of rank one operators in Theorem 6.3. Then we use this expansion and
the global normal form (70) to deduce an expansion for the transfer operator Lnν for large
time n in Theorem 6.7.
6.1 Asymptotic expansion for the dilation operator
Fix λ0 > 0 and let λ ≥ λ0, let y0 > 0, ϕ ∈ C∞0 (]− y0, y0[). Recall from (64) that
we defined
(
Dˆλϕ
)
(y) := ϕ
(
eλy
)
. Let χ0 ∈ C∞0 (R) such that suppχ0 ⊂ [−y0, y0] and
χ0 (x) = 1 for x ∈
[−e−λ0y0, e−λ0y0] so that χ0 ≡ 1 on supp(Dˆλχ0). Hence we have
χˆ−10 ◦ Dˆλ ◦ χˆ0 = Dˆλ ◦ χˆ0 where χˆ0 is the multiplication operator by χ0.
For k ≥ 0 let us denote δ(k) for the k-th derivative of the Dirac distribution. Let
〈xk, χˆ0ψ〉 :=
∫
R x
kχ0 (x)ψ (x) dx. We introduce the rank one operator15
Πk : ψ ∈ S (R)→ 1
k!
〈xk, χˆ0ψ〉δ(k) ∈ S ′ (R) (77)
We will use the Dirac notations of physics and write
〈xk| : ψ ∈ C∞0 (R;C)→ 〈xk, ψ〉 =
∫
R
xkψ (x) dx ∈ C
Πk = | 1
k!
δ(k)〉〈xk|χˆ0 (78)
Lemma 6.1. If k < m− 1
2
then Πk : H−mν (R)→ H−mν (R) is a bounded operator and
∃C > 0,∀ν > 0, ‖Πk‖H−mν ≤ Cνk+1/2. (79)
Furthermore
∃C > 0,∀m, ν, ‖χˆ0‖H−mν ≤ C. (80)
15S (R) is the Schwartz space [Tay74, p.197].
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Proof. In order to prove (80) we use ν-semiclassical calculus: we have χˆ0 = Opν (χ0) and
using composition of PDO as well as L2-continuity [Zwo12],
‖χˆ0‖H−mν =
∥∥Opν (Am) Opν (χ0) Opν (A−1m )∥∥L2(R) = ‖Opν (χ0)‖L2(R) +O (ν−1) ≤ C.
We will use (80) later in (92).
One has for 2 (k −m) < −1,∥∥δ(k)∥∥
H−mν
=
∥∥〈ξ〉−mFν [δ(k)]∥∥L2 = ∥∥∥〈ξ〉−m(2pi/ν)−1/2 (iνξ)k∥∥∥L2
≤ Cνk+1/2 (81)
and ∥∥xkχ0(x)∥∥Hmν = ν1/2 ∥∥〈ξ〉mF1[xkχ0(x)] (νξ)∥∥L2 = ‖ 〈ξ/ν〉m︸ ︷︷ ︸
≤〈ξ〉m
F1[xkχ0(x)] (ξ) ‖L2 ≤ C
This gives
‖Πk‖H−mν =
∥∥∥∥| 1k!δ(k)〉〈χ0(x)xk|
∥∥∥∥
H−mν
≤ Cνk+1/2 (82)
Remark 6.2. We have
Πk ◦ Πk′ =
(78)
δk,k′Πk,
[
Dˆλ ◦ χˆ0,Πk
]
= 0, Dˆλ ◦ χˆ0 ◦ Πk = e−(k+1)λΠk,
i.e. the operators (Πk)k form a set of commuting spectral projection operators for the
operator Dˆλ ◦ χˆ0. The next Theorem shows that they are complete in the sense that they
give a spectral decomposition of Dˆλ ◦ χˆ0 up to some remainder with small norm.
Theorem 6.3. Fix λ0 > 0 and ν0 > 0. Let m > 12 , ν > ν0, λ ≥ λ0 and χ0 as above. The
operator Dˆλ ◦ χˆ0 : H−mν → H−mν is bounded and for any d < m− 32 , and we have∥∥∥∥∥Dˆλ ◦ χˆ0 −
d∑
k=0
e−(k+1)λΠk
∥∥∥∥∥
H−mν (R)
≤ Ce−λ/2 (e−λν)(d+1)+ 12 (83)
where the constant C in the remainder does not depend on λ, ν but depends on d,χ0 and
m.
Remark 6.4. In higher dimensions, there is a similar result in [FT15, Prop. 4.19]. Formula
(83) can be considered as a Taylor expansion of the dilation operator. From (79) we have
e−(k+1)λ ‖Πk‖H−mν (R) = O
(
e−λ/2
(
e−λν
)k+1/2), therefore if eλ > ν, (83) can be interpreted
as an asymptotic expansion in powers of e−λν.
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Proof. We directly see that
Dˆλ
(
χˆ0 −
d∑
k=0
Πk
)
=
(
Dˆλχˆ0 −
d∑
k=0
e−(k+1)λΠk
)
(84)
and first prove the following Lemma.
Lemma 6.5. Let φ ∈ C∞0 then
Fν
[(
χˆ0 −
d∑
k=0
Πk
)
φ
]
(ξ) =
√
ν
(
Ψ˜ (νξ)−
d∑
k=0
1
k!
(νξ)k Ψ˜(k)(0)
)
(85)
where Ψ˜ := F1 [χ0φ].
Proof. First we consider
Ψ˜(k)(ξ) =
(
d
dξ
)k
1√
2pi
∫
e−ixξχ0(x)φ(x)dx =
1√
2pi
∫
eixξ(−ix)kχ0(x)φ(x)dx
and conclude that
Ψ˜(k)(0) =
(−i)k√
2pi
〈xk, χˆ0φ〉. (86)
Furthermore we calculate
Fν
[
δ(k)
]
(ξ) = (2pi/ν)−1/2 (−iνξ)k (87)
and
Fν [χˆ0φ] (ξ) = ν1/2Ψ˜ (νξ) . (88)
Finally (78) with (86), (87) and (88) give (85) which finishes the proof of Lemma 6.5.
We can now return to the proof of Theorem 6.3. We have Fν [DˆλΨ](ξ) = e−λFν [Ψ]
(
e−λξ
)
which follows directly from variable substitution. Using Taylor’s Theorem we have
Fν
[(
Dˆλχˆ0 −
d∑
k=0
e−(k+1)λΠk
)
φ
]
(ξ) =
(84)
e−λFν
[(
χˆ0 −
d∑
k=0
Πk
)
φ
] (
e−λξ
)
=
(85)
√
νe−λ
(
Ψ˜
(
νe−λξ
)− d∑
k=0
1
k!
(
νe−λξ
)k
Ψ˜(k)(0)
)
=
√
νe−λ 1
(d+1)!
(
νe−λξ
)d+1
Ψ˜(d+1)
(
θνe−λξνe
−λξ
)
(89)
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with |θνe−λξ| ≤ 1. By definition of H−mν in (19) we have
(∗) : =
∥∥∥∥∥
(
Dλχˆ0 −
d∑
k=0
e−(k+1)λΠk
)
φ
∥∥∥∥∥
H−mν
=
∥∥∥∥∥〈ξ〉−mFν
[(
Dλχˆ0 −
d∑
k=0
e−(k+1)λΠk
)
φ
]
(ξ)
∥∥∥∥∥
L2
=
(89)
∥∥∥∥〈ξ〉−m√νe−λ 1(d+ 1)! (νe−λξ)d+1 Ψ˜(d+1) (θνe−λξνe−λξ)
∥∥∥∥
L2
= e−λ/2
(
νe−λ
)d+3/2 1
(d+ 1)!
√∫
R
〈ξ〉−2mξ2(d+1)
∣∣∣Ψ˜(d+1) (θνe−λξνe−λξ)∣∣∣2 dξ
To finish the proof of Theorem 6.3 we have to show that
(∗) ≤ C‖φ‖H−mν e−λ/2
(
νe−λ
)d+3/2
with C independent of φ, λ, ν. We decompose the integral over R under the square root
above into ∫
R
. . . dξ =
∫
[−eλ,eλ]
. . . dξ
︸ ︷︷ ︸
(A)
+
∫
R\[−eλ,eλ]
. . . dξ
︸ ︷︷ ︸
(B)
and treat them separately. We have:
(A) ≤
∫
R
〈ξ〉−2mξ2(d+1)dξ
 max
ξ∈[−eλ,eλ]
∣∣∣Ψ˜(d+1) (θνe−λξνe−λξ)∣∣∣2
≤
∫
R
〈ξ〉−2mξ2(d+1)dξ
 max
ξ∈[−1,1]
∣∣∣Ψ˜(d+1) (θνξνξ)∣∣∣2
≤
(93)
C‖φ‖2
H−mν
.
Recall that we have assumed that
d < m− 3
2
(90)
for the convergence of the integral. For the second term (B) we first observe that
∃C > 0,∀ξ ∈ R \ [−1, 1] ,
(
e−λ
〈
ξ
e−λ
〉)−2m
〈ξ〉−2m ≤ C,
with C that depends on m but is independent of λ > 0. Also taking λ→ 0 in (89) we have∣∣∣∣∣Fν
[(
χˆ0 −
d∑
k=0
Πk
)
φ
]
(ξ)
∣∣∣∣∣ =
√
ν
(d+ 1)!
(νξ)d+1
∣∣∣Ψ˜(d+1) (θνξνξ)∣∣∣ . (91)
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If d < m− 1/2 then
∃C > 0,∀ν > 0,
∥∥∥∥∥
(
χˆ0 −
d∑
k=0
Πk
)∥∥∥∥∥
H−mν
≤
(79),(80)
Cνd+1/2. (92)
Hence
(B) = eλ
∫
R\[−1,1]
〈eλξ〉−2m(eλξ)2(d+1)
∣∣∣Ψ˜(d+1) (θνξνξ)∣∣∣2 dξ
= e−2(m−d−3/2)λν−2(d+1)∫
R\[−1,1]
(〈eλξ〉e−λ)−2m
〈ξ〉−2m 〈ξ〉
−2m (νξ)2(d+1)
∣∣∣Ψ˜(d+1) (θνξνξ)∣∣∣2 dξ
≤
(91)
Ce−2(m−d−3/2)λν−2(d+1)
(
ν−1/2 (d+ 1)!
)2 ∥∥∥∥∥
(
χˆ0 −
d∑
k=0
Πk
)
φ
∥∥∥∥∥
2
H−mν
≤
(90),(92)
Cν−2‖φ‖2
H−mν
Thus taking (A) and (B) together we obtain
(∗) ≤ C‖φ‖H−mν e−λ/2
(
νe−λ
)d+3/2
which finishes the proof of Theorem 6.3.
The next Lemma has be used in the previous proof.
Lemma 6.6. For every χ0 ∈ C∞0 (R), d,m ≥ 0 there exists C > 0 such that for any
φ ∈ C∞0 (R),
max
ξ∈[−1,1]
∣∣∣Ψ˜(d+1) (νξ)∣∣∣2 ≤ C‖φ‖2H−mν (93)
with Ψ˜ := F1 [χ0φ] and where C depends only on χ0,d and m.
Proof. By definition of Ψ˜ we have
Ψ˜(d+1) (ξ) =
1√
2pi
∫
e−ixξ(−ix)d+1χ0(x)φ(x)dx
thus
Ψ˜(d+1) (νξ) =
1√
2pi
〈
eixνξ(ix)d+1χ0(x), φ
〉
L2∣∣∣Ψ˜(d+1) (νξ)∣∣∣ ≤ 1√
2pi
∥∥eiνxξ(ix)d+1χ0(x)∥∥Hmν ‖φ‖H−mν
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Thus we have to find for any ξ0 ∈ [−1, 1] an estimate of∥∥eiνxξ0(ix)d+1χ0(x)∥∥Hmν = ∥∥〈ξ〉mFν [(ix)d+1χ0(x)](ξ − ξ0)∥∥L2
≤ ν1/2 ∥∥〈ξ〉mF1[(ix)d+1χ0(x)] (ν (ξ − ξ0))∥∥L2
≤ ∥∥〈ξ/ν + ξ0〉mF1[(ix)d+1χ0(x)] (ξ)∥∥L2
≤ Cm
∥∥〈ξ〉mF1[(ix)d+1χ0(x)] (ξ)∥∥L2 ≤ C
where C depends on m, d and χ0.
6.2 Asymptotic expansion for the transfer operator
In Corollary 5.5 we have shown that Lnν is a sum of operators Lw0,n and each of these
operators is conjugated to a dilation operator. For the next Theorem we additionally use
the asymptotic expansion in Theorem 6.3 for the dilation operator to deduce an asymptotic
expansion for Lnν . In order to simplify the notation we will write Jw0,n = Jw0,n (xw) and
τw0,n = τw0,n (xw) , Vw0,n = Vw0,n (xw) for the Birkhoff sums defined in (56) and where w
is an arbitrary extension of w0,n as explained in Corollary 5.5. In the limit of large n the
bounded distortion principle implies that the impact of the arbitrary extension becomes
small, anyway, see Lemma B.1.
Theorem 6.7. For any 0 ≤ d < m− 3
2
, there exists C > 0 such that for any n ≥ 1, any
ν > 0,∥∥∥∥∥∥Lnν,χ −
∑
w0,n
eiντw0,n+Vw0,n
d∑
k=0
e−(k+1)Jw0,nΠk,w,n
∥∥∥∥∥∥
H−mν
≤ Cν(d+ 32)en(Pr(V−(d+2)J)+R(n)),
(94)
with some function R (n) −→ 0
n→∞
and with the rank one operators
Πk,w,n : = |U (k)Ln(w)〉〈S(k)w | : H−mν (R)→ H−mν (R) , (95)
where w is an arbitrary extension of w0,n and where we used the Dirac notation of Section
6.1 for the following distributions (cf. Figure 4)
|U (k)Ln(w)〉 := T̂Ln(w)|
1
k!
δ(k)〉 ∈ H−mν (R) ,
〈S(k)w | := 〈xk|T̂ −1w χˆ ∈ H+mν (R) .
Remark 6.8. U (k)w and S(k)w are WKB Lagrangian states [BW97]. This is a geometric but
non necessary remark.
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Remark 6.9. For k < m − 1/2 we conclude from Remark 5.4 and Eq.(82) that Πk,w,n is
bounded by
‖Πk,w,n‖H−mν ≤ Cνk+
1
2 . (96)
with C independent of ν, w and n.
Proof. Recall from Section 2.4 that
Qˆ := Aˆmχˆ
−1LνχˆAˆ−1m : L2 (R)→ L2 (R) . (97)
is bounded. For further use, let
〈S˜(k)w | := 〈S(k)w |Aˆ−1m = 〈xk|T̂ −1w χˆAˆ−1m ∈ L2 (R) , (98)
|U˜ (k)w 〉 := Aˆm|U (k)Ln(w)〉 = Aˆmχˆ−1T̂w|
1
k!
δ(k)〉 ∈ L2 (R) , (99)
Π˜k,w,n = AˆmΠk,w,nAˆ
−1
m = Aˆmχˆ
−1T̂Ln(w)ΠkT̂ −1w χˆAˆ−1m = |U˜ (k)Ln(w)〉〈S˜(k)w |. (100)
Proving (94 ) is equivalent to proving an expansion for Qˆn in L2 (R):∥∥∥∥∥∥Qˆn −
∑
w0,n
eiντw0,n+Vw0,n
d∑
k=0
e−(k+1)Jw0,n Π˜k,w,n
∥∥∥∥∥∥
L2
≤ Cν(d+ 32)en(Pr(V−(d+2)J)+R(n)). (101)
For any n ≥ 1, we have from (69)
Qˆn = Aˆmχˆ
−1LnχˆAˆ−1m
=
∑
w0,n
Qˆw0,n (102)
with individual terms
Qˆw0,n = Aˆmχˆ
−1Lnw0,nχˆAˆ−1m .
Using (70) we get
Qˆw0,n = e
iντw0,n+Vw0,n Aˆmχˆ
−1T̂Ln(w)DˆJw0,n T̂ −1w χˆAˆ−1m .
In order to use the expansion (83) for DˆJw0,n χˆ0, let us choose χ0 ∈ C∞0 (R) as in Theorem
6.3 such that χ0 (y) = 1 for every w ∈ W and y ∈ supp
(
T̂ −1w χˆ
)
. This choice of χ0 is
possible uniformly with respect to w. Then T̂ −1w χˆ = χˆ0T̂ −1w χˆ. So (83) gives that for a given
d ≥ 1, and using notation (95),
Qˆw0,n = e
iντw0,n+Vw0,n
(
d∑
k=0
e−(k+1)Jw0,n Aˆmχˆ−1T̂Ln(w)ΠkT̂ −1w χˆAˆ−1m
)
+Rw0,n (103)
= eiντw0,n+Vw0,n
(
d∑
k=0
e−(k+1)Jw0,n Π˜k,w,n
)
+Rw0,n ,
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with a remainder Rw0,n given by
Rw0,n = e
iντw0,n+Vw0,n Aˆmχˆ
−1T̂Ln(w)
(
DˆJw0,n χˆ0 −
d∑
k=0
e−(k+1)Jw0,nΠk
)
T̂ −1w χˆAˆ−1m .
From (83) and (68) its norm is bounded by:
∥∥Rw0,n∥∥L2(R) ≤ C ∣∣eiντw0,n+Vw0,n ∣∣ e− 12Jw0,n (νe−Jw0,n)d+3/2
≤ Cν(d+ 32)e(V−(d+2)J)w0,n (104)
with some constant C > 0 independent of ν, n, and w. Using (160) from the Appendix,
the sum of these remainders is bounded by∑
w0,n
∥∥Rw0,n∥∥L2(R) ≤ Cν(d+ 32)∑
w0,n
e
(V−(d+2)J)w0,n
≤ Cν(d+ 32)en(Pr(V−(d+2)J)+R(n)), with R (n) −→ 0
n→∞
From (102) and (103) we deduce (94).
7 Diagonal approximation
We have defined the bounded operator Qˆ : L2 (R)→ L2 (R) in (20). For n ≥ 1, let
Pn :=
(
Qˆn
)∗
Qˆn (105)
which is a positive bounded self-adjoint operator on L2 (R). In the following Theorem
we bound the norm of Pn and this will be used in Section 8 to deduce a bound on the
spectral radius of the transfer operator (the main result of this paper). [x] will denote the
approximation of x ∈ R by the closest smaller integer.
Proposition 7.1. We make the assumption 4.5 of minimal captivity. Let  > 0, 0 ≤
Jc < 2Jmin −  and 0 < β < 1. There exists C > 0, such that for any ν > 0 and n given
by
n :=
[
2
Jc + 
log ν
]
>
1
Jmin
log ν. (106)
We have
‖Pn‖L2 ≤ C
ν∑
w0,n
e
2(V−J)w0,N∗ e
(V−J)wN∗,n
∑
w′
N∗,n
e
(V−J)w′
N∗,n
+ Cβn (107)
with
N∗ := N∗ (w, Jc) := max
{
k ≤ n, s.t. Jw0,k < nJc
}
. (108)
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Remark 7.2. Note that in the inequality (107), the Birkhoff sums of (V − J) can be
calculated with any possible extension of the word fragments.
Remark 7.3. In semiclassical analysis, the time 1
Jmin
log ν in (106) is called the maximal
local Ehrenfest time. The definition of N∗ in (108) can be written as
eJw0,N∗ ' ν2
andN∗ can be called “twice the standard local Ehrenfest time” . It is known in specific
situations that this particular time is important; see discussions and results in [FND03,
Fau07]. For example there are curious phenomena of “quantum revival” or “quantum
period” at that time for the quantum cat map as explained in [BD00, FND03].
The rest of Section 7 is devoted to the proof of Proposition 7.1. At some point of the
proof, i.e. Lemma 7.8, we will use the hypothesis of minimal captivity and obtain that the
orbits of length n are “well distributed and separated” on phase space (inside the trapped
set K) so that they do not “interfere” with each over, provided the time n is not too long.
Using this, the double sum over the orbits that appears in Lemma 7.4, can be reduced to
a much smaller sum, which is basically a sum over the diagonal. This step can thus be
considered as some kind of “diagonal approximation”.
In a first step we use the asymptotic expansion for the transfer operator, Theorem 6.7,
in order to write ‖Pn‖L2 as a double sum over orbits. The next Lemma shows that this is
possible provided we consider time n long enough w.r.t. ν.
Lemma 7.4. Let 0 < α < Jmin and 0 < β < 1. There exist d ∈ N and C > 0 such that
for any ν > 0 and
n :=
[
1
α
log ν
]
(109)
we have
‖Pn‖L2 ≤ S+ Cβn. (110)
with
S :=
∑
w′0,n,w0,n
e
Vw′0,n
+Vw0,n
d∑
k′,k=0
e
−(k′+1)Jw′0,n−(k+1)Jw0,n
∣∣∣Tr(Π˜∗k′,w′,nΠ˜k,w,n)∣∣∣ (111)
Remark 7.5. Later we will provide an upper bound for S keeping only the terms k = k′ = 0.
Proof. We use Theorem 6.7 with its formulation (101) and write
Qˆn = Sn +Rn
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with
Sn :=
∑
w0,n
eiντw0,n+Vw0,n
d∑
k=0
e−(k+1)Jw0,n Π˜k,w,n (112)
which is a finite rank operator and
‖Rn‖L2 ≤
(94)
Cν(d+
3
2)en(Pr(V−(d+2)J)+R(n)). (113)
Then
Pn =
(105)
(
Qˆn
)∗
Qˆn = S∗nSn + (R
∗
nSn + S
∗
nRn +R
∗
nRn)︸ ︷︷ ︸
R′n
, (114)
gives
‖Pn‖L2 ≤ ‖S∗nSn‖L2 + ‖R′n‖L2 . (115)
In order to bound the remainder ‖R′n‖L2 we have to bound ‖Rn‖L2 and ‖Sn‖L2 . Notice
that
ν(k+
1
2) ≤
(109)
Cen(k+
1
2)α = Cen(k+
1
2)(α+)e−n(k+
1
2) (116)
Let
βk := e
(k+ 1
2
)(α+)+Pr(V−(k+1)J), (117)
with  > 0 chosen later. So
‖Rn‖L2 ≤
(113)
Cν(d+
3
2)en(Pr(V−(d+2)J)+R(n)) ≤
(117),(116)
C ′βnd+1e
n(R(n)−(d+ 32)) ≤ Cβnd+1,
and
‖Sn‖L2 ≤
(112),(96)
C
d∑
k=0
ν(k+
1
2)
∑
w0,n
e
(V−(k+1)J)w0,n (118)
≤
(160)
C
d∑
k=0
ν(k+
1
2)en(Pr(V−(k+1)J)+R(n)), with R (n) −→ 0
n→∞
≤
(117),(116)
C
d∑
k=0
βnk
Notice that
βk+1
βk
=
(117)
eα+−δk
with
δk := Pr (V − (k + 1) J)− Pr (V − (k + 2) J) .
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From Proposition B.5 we have ∀r, ( ∂
∂r
Pr (V − rJ)) (r) ≤ −Jmin. Consequently for
α < Jmin we have kα + Pr (V − kJ) →
k→∞
−∞. Hence, if  > 0 is such that α +  < Jmin
then
βk →
k→∞
0. (119)
Also δk ≥ δk+1 ≥ Jmin > α +  for any k hence
βk+1
βk
< 1. (120)
In particular ‖Sn‖L2 ≤
(118)
Cβn0 and we record for later use that
d∑
k=0
ν(k+
1
2)
∑
w0,n
e
(V−(k+1)J)w0,n ≤ Cβn0 . (121)
We conclude that
‖R′n‖L2 ≤ 2 ‖Rn‖ ‖Sn‖+ ‖Rn‖2 = ‖Rn‖ (2 ‖Sn‖+ ‖Rn‖) ≤ Cβnd+1βn0 . (122)
We now consider the term S∗nSn in (114) given by
S∗nSn =
(112)
∑
w′0,n,w0,n
e
iντw′0,n
+Vw′0,neiντw0,n+Vw0,n
d∑
k′,k=0
e
−(k′+1)Jw′0,n−(k+1)Jw0,n Π˜∗k′,w′,nΠ˜k,w,n.
(123)
S∗nSn is a finite rank positive self-adjoint operator, hence we have the bound
‖S∗nSn‖L2 ≤ ‖S∗nSn‖Tr = Tr (S∗nSn) (124)
≤
∑
w′0,n,w0,n
e
Vw′0,n
+Vw0,n (125)
d∑
k′,k=0
e
−(k′+1)Jw′0,n−(k+1)Jw0,n
∣∣∣Tr(Π˜∗k′,w′,nΠ˜k,w,n)∣∣∣ (126)
=
(111)
S
and
‖Pn‖L2 ≤
(115),(122),(125)
S+ C (βd+1β0)n .
Let 0 < β < 1. Using (119), we can choose d large enough so that βd+1β0 ≤ β. We have
obtained (110).
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Remark 7.6. In the inequality of (124) we have bounded the L2 norm by a trace norm.
This is a crucial step in the paper. This is obviously not an optimal bound. However it
makes appear the terms
∣∣∣Tr(Π˜∗k′,w′,nΠ˜k,w,n)∣∣∣ and in the next Proposition we will see that
these terms can be neglected for many pairs of trajectories w0,n, w′0,n.
We first introduce the following notations. For w,w′ ∈ W and n ≥ 1, suppose that
w0,n 6= w′0,n and let
n1
(
w0,n, w
′
0,n
)
:= min {0 ≤ k ≤ n, wk 6= w′k} (127)
n2
(
w0,n, w
′
0,n
)
:= min
{
0 ≤ k ≤ n, wn−k 6= w′n−k
}
.
In other words this means that the words w0,n and w′0,n have equal letters at extremities
wi = w
′
i for i ∈ [0, n1[∪]n− n2, n] and differ for letters: wn1 6= w′n1 , wn−n2 6= w′n−n2 .
Notice that Ji,j (x) > 0 hence the Birkhoff sum Jw0,k (defined in (56)) is an increasing
function of k. For some given w ∈ W , n ≥ 1, Jc > 0, let
N1 (w, n, Jc) : = max
{
0 ≤ k ≤ n, s.t. Jw0,k−1 <
nJc
2
}
N2 (w, n, Jc) : = max
{
0 ≤ k ≤ n, s.t. Jwn−k+1,n <
nJc
2
}
.
Let us introduce the following Definition.
Definition 7.7. For a given Jc > 0, we call a pair of orbits
(
w′0,n, w0,n
)
separable if w′0,n 6=
w0,n and n1
(
w0,n, w
′
0,n
) ≤ N1 (w, n, Jc) or n2 (w0,n, w′0,n) ≤ N2 (w, n, Jc). Otherwise we
call the pair
(
w′0,n, w0,n
)
non-separable.
Proposition 7.8. “Orbit separation”. We make the assumption 4.5 of minimal captiv-
ity. Let ε > 0 and Jc > 0. Then for any M ≥ 0 there exists CM > 0, such that for any
ν > 0, n :=
[
2
Jc+ε
log ν
]
, any w,w′ ∈ W, if the pair of orbits (w′0,n, w0,n) is separable then
ν−(k+k
′+1)
∣∣∣Tr(Π˜∗k′,w′,nΠ˜k,w,n)∣∣∣ ≤ CMe− ε2nM (128)
Remark 7.9. In other words, Proposition 7.8 says that for a separable pair of orbits(
w′0,n, w0,n
)
, the term
∣∣∣Tr(Π˜∗k′,w′,nΠ˜k,w,n)∣∣∣ will be “negligible”. We will see later in Lemma
7.10 that this is because a “separable pair of orbits” is indeed “separated” in phase space
so that their Lagrangian states do not overlap.
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Proof of Proposition 7.1. The proof of Proposition 7.8 will be given in Section 7.1. For
now, we continue the proof of Proposition 7.1. Let Jc < 2Jmin. Let  > 0, ν > 0 and
n :=
[
2
Jc+ε
log ν
]
=
[
1
α
log ν
]
with α = 1
2
Jc +
1
2
. We suppose that  > 0 is small enough
so that Jc +  < 2Jmin. Hence α < Jmin and we can apply Lemma 7.4. We decompose the
double sum (125) over w′0,n, w0,n into separable and non-separable pairs:
S = Sseparable + Snon-separable.
We first show that Sseparable is “negligible”. We have
Sseparable =
∑
w0,n,w′0,n sep.
e
Vw′0,n
+Vw0,n
d∑
k′,k=0
e
−(k′+1)Jw′0,n−(k+1)Jw0,n
∣∣∣Tr(Π˜∗k′,w′,nΠ˜k,w,n)∣∣∣
≤
(128)
CMe
− ε
2
nM
 d∑
k=0
ν(k+
1
2)
∑
w0,n
eVw0,n−(k+1)Jw0,n
2
≤
(121)
Ce−
ε
2
nMβ2n0 = C
(
e−
ε
2
Mβ20
)n
We deduce that for any given 0 < β < 1 we can chooseM large enough so that e−
ε
2
Mβ20 ≤ β
hence
Sseparable ≤ CMβn,
which means that Sseparable is “negligible”. We have now to bound from above the “non
separable trajectories” for which n1 > N1 and n2 > N2. By the definition of Jc and n there
exists some ˜ > 0 such Jc + + ˜ < 2Jmin which implies
n ≥ 1
Jmin − ˜ log (ν) .
For every word w0,n, we have Jw0,n ≥ nJmin hence
νe−Jw0,n ≤ νe−nJmin ≤ (e−˜)n . (129)
We write (with a constant C that is independent of n but whose actual value might change
from line to line)
Snon-separable : =
∑
w0,n,w′0,n,non-sep
e
Vw′0,n
+Vw0,n
d∑
k′,k=0
e
−(k′+1)Jw′0,n−(k+1)Jw0,n
∣∣∣Tr(Π˜∗k′,w′,nΠ˜k,w,n)∣∣∣
≤
(133)
Cν
∑
w0,n,w′0,n,non-sep
e
(V−J)w′0,n+(V−J)w0,n
d∑
k′,k=0
(
νe
−Jw′0,n
)k′ (
νe−Jw0,n
)k
≤
(129)
Cν
∑
w0,n,w′0,n,non-sep
e
(V−J)w′0,n+(V−J)w0,n
d∑
k′,k=0
e−n˜(k+k
′)
≤ Cν
∑
w0,n,w′0,n,non-sep
e
(V−J)w′0,n+(V−J)w0,n
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We will now use the fact that we only sum over non-separable pairs of words. Recall that
this requires, that the word w′0,n is equal to w0,n for their first N1 (w, n, Jc) and their last
N2 (w, n, Jc) symbols. Accordingly we can write the last expression as
Snon-separable ≤ Cν
∑
w0,n
(
e
(V−J)w0,ne
(V−J)w0,N1 +(V−J)wn−N2,n
∑
w′N1,n−N2,s.t. w
′
N1
=wN1 ,w
′
n−N2=wn−N2
e
(V−J)w′
N1,n−N2
 .
Note that the last transformation can be done in an exact way (with the same constant
C): One can choose appropriate extensions of the words w′0,n, w′0,N1 = w0,N1 , w
′
N1,n−N2 and
w′n−N2,n = wn−N2,n such that one has (V − J)w′0,n = (V − J)w0,N1 + (V − J)w′N1,n−N2 + (V −
J)wn−N2,n . Note furthermore, that, since we are only interested in an upper bound, we can
remove the restrictions on the initial and last symbol in the second sum and obtain
Snon-separable ≤ Cν
∑
w0,n
e
(V−J)w0,ne
(V−J)w0,N1 +(V−J)wn−N2,n
∑
w′N1,n−N2
e
(V−J)w′
N1,n−N2 .
Let us finally explain, how to pass from this expression to (107) which involves N∗ instead
of N1 and N2: Let us first hypothetically assume that the symbolic dynamic is complete
and that (V − J)w0,n would only depend on the fragment w1,n and not on the extension
and the we have (V −J)w0,n = (V −J)w0,a + (V −J)wa,n for any 0 < a < n. Then we could
can rearrange each word w0,n by putting the fragments w0,N1 and wn−N2,n at the beginning
of the new word w˜0,n such that N∗(w˜0,n, Jc) = N1 (w, n, Jc) +N2 (w, n, Jc) and rewrite the
last expression by rearranging the combinatorial sum over the words, as
Snon-separable ≤ Cν
∑
w0,n
e
(V−J)w0,ne
(V−J)w0,N∗
∑
w′
N∗,n
e
(V−J)w′
N∗,n ,
without having to modify the constant C. Now both above assumptions are in general not
true in the framework in which we are working. Nevertheless we can obtain the above
bound by modifying the constant C. This is justified for the following reasons: Firstly the
expressions (V − J)w0,n depend on the extension of the word w0,n only in a controlled way
(see Lemma B.1) thus we always have (V −J)w0,n ≤ (V −J)w0,a +(V −J)wa,n +c0 and the n
independent constant c0 can always be absorbed in multiplicative constant C. The second
problem concerns non complete symbolic dynamic: In the sum over w0,n there might occur
word fragments w0,N1 and wn−N2,n that do not occur as the leading and the last letters in
some w0,N∗ . However, as we demanded a transitive symbolic dynamic we can assure, that
the word fragments w0,N1 and wn−N2,n appear as disjoint fragments of some w0,N∗+T where
T is the maximal transition time between two letters. Thus we can bound
Snon-separable ≤ Cν
∑
w0,n
e
(V−J)w0,ne
(V−J)w0,N∗+T
∑
w′
N∗,n
e
(V−J)w′
N∗,n ,
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where we absorb the impact of the additional letters that are needed to concatenate w0,N1
and wn−N2,n in a modified constant C. Finally we can also absorb the last T terms in the
Birkhoff sum (V − J)w0,N∗+T in the constant C and obtain
Snon-separable ≤ Cν
∑
w0,n
e
(V−J)w0,ne
(V−J)w0,N∗
∑
w′
N∗,n
e
(V−J)w′
N∗,n .
Finally we get
S = Sseparable + Snon-separable
≤ CMβn + Cν
∑
w0,n
e
2(V−J)w0,N∗ e
(V−J)wN∗,n
∑
w′
N∗,n
e
(V−J)w′
N∗,n .
Together with (110) we have finished the proof of Proposition 7.1.
7.1 Proof of Proposition 7.8 about separation of orbits
The following Lemma gives bounds for the quantities
∣∣xLn(w) − xLn(w′)∣∣ and minx∈Ka (|ζw (x)− ζw′ (x)|)
that will appear later in Lemma 7.11, Eq.(134).
Lemma 7.10. We make the assumption 4.5 of minimal captivity. Let w,w′ ∈ W, n ≥ 1
and suppose that w0,n 6= w′0,n. Furthermore as in (127), let n1, n2 ∈ N be such that wi = w′i
if i < n1 or i > n− n2 and wn1 6= w′n1, wn−n2 6= w′n−n2. Then we have
Ce−Jwn−n2+1,n ≤ ∣∣xLn(w) − xLn(w′)∣∣ , (130)
and for any x ∈ Ka ∩ Iw0,
Ce−Jw0,n1−1 ≤ |ζw(x)− ζw′(x)| ≤ C ′e−Jw0,n1−1 , (131)
with C,C ′ > 0 independent of w,w′, n, x.
Proof. We have
xLn−(n2−1)(w) ∈ φwn−n2 ,wn−(n2−1)
(
Iwn−n2
)
and xLn−(n2−1)(w′) ∈ φw′n−n2 ,w′n−(n2−1)
(
Iw′n−n2
)
.
As we have wn−n2 6= w′n−n2 we conclude from the strong separation condition (2) we have
that
|xLn−(n2−1)(w) − xLn−(n2−1)(w′)| ≥ C (132)
with C > 0 which is the minimal distance between the intervals φi,j (Ii). As w′n−(n2−1),n =
wn−(n2−1),n we obtain
xLn(w) = φwn−(n2−1),n
(
xLn−(n2−1)(w)
)
and xLn(w′) = φwn−(n2−1),n
(
xLn−(n2−1)(w′)
)
.
41
From (132) and the fact, that φwn2+1,n is a diffeomorphism we get
|xLn(w)−xLn(w′)| ≥ |xLn−(n2−1)(w)−xLn−(n2−1)(w′)|· min
x∈Iwn−(n2−1)
|φ′wn−(n2−1),n(x)| ≥ Ce
−Jwn−n2+1,n .
We have obtained the first inequality in (130).
Now we prove the second inequality of (130) which uses Assumption 4.5 of minimal
captivity. The minimal captivity assumption is equivalent to the following property: Let
Kε be a closed neighborhood of the trapped set as in (43). For any i j and i k with
j 6= k we have that
φ˜−1i,j
(Kε ∩ pi−1 (Ij))⋂ φ˜−1i,k (Kε ∩ pi−1 (Ik)) = ∅,
because otherwise the dynamics of φ˜ restricted to Kε is not univalued.
From this we deduce that there exists Cmini−capt > 0, such that for any any i  j
and i  k with j 6= k, if x˜ ∈ Ii, (x˜, ξ) , (x˜, ξ′) ∈ Kε, φ˜i,j (x˜, ξ) , φ˜i,k (x˜, ξ′) ∈ Kε then
|ξ − ξ′| ≥ Cmini−capt.
Let x ∈ Iw0 ∩ Ka and for m ≤ n define xm := φw0,m(x), ξm := ζLm(w) (xm), x′m :=
φw′0,m(x) and ξ
′
m := ζLm(w′) (x
′
m). From Proposition 4.11 one has φ˜wm,m+1(xm, ξm) =
(xm+1, ξm+1). As xm ∈ Ka with a chosen large enough according to (59), we have
(xm, ξm) , (x
′
m, ξ
′
m) ∈ Kε. We have xn1−1 = x′n1−1 from definition of n1 and we have
(xn1 , ξn1) = φ˜wn1−1,n1 (xn1−1, ξn1−1),
(
x′n1 , ξ
′
n1
)
= φ˜w′n1−1,n1
(
x′n1−1, ξ
′
n1−1
)
and wn1 6= w′n1
so from above we deduce that
∣∣ξn1−1 − ξ′n1−1∣∣ ≥ Cmini−capt. Furthermore by Lemma 4.1 we
know that
∣∣ξn1−1 − ξ′n1−1∣∣ < C˜. Using the definition of the canonical map φ˜ in (41) we
compute
∣∣ξn1−1 − ξ′n1−1∣∣ = ∣∣∣∣(φ˜w0,n (x, ξ0))
ξ
−
(
φ˜w′0,n (x, ξ
′
0)
)
ξ
∣∣∣∣ = eJw0,n (x) |ξ0 − ξ′0| .
Now using the bounds for
∣∣ξn1−1 − ξ′n1−1∣∣ from above as well as the bounded variation
estimate from Lemma B.1 we obtain (131).
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Lemma 7.11. For any m > 0, there exists C > 0, such that for any 0 ≤ k, k′ < m− 3
2
,
w,w′ ∈ W, n ≥ 1, ν > 0, we have
ν−(k+k
′+1)
∣∣∣Tr(Π˜∗k′,w′,nΠ˜k,w,n)∣∣∣ ≤ C. (133)
Moreover for any M1,M2 ≥ 0, there exists CM1,M2, such that for any w,w′ ∈ W with
xLn(w) 6= xLn(w′) and minx∈Ka (|ζw (x)− ζw′ (x)|) 6= 0, with Ka given in (59), we have
ν−(k+k
′+1)
∣∣∣Tr(Π˜∗k′,w′,nΠ˜k,w,n)∣∣∣ ≤ CM1,M2
(
ν−1∣∣xLn(w) − xLn(w′)∣∣
)M1
(134)(
ν−1
minx∈Ka (|ζw (x)− ζw′ (x)|)
)M2
.
Proof. Using Dirac notation (100) we have
Π˜∗k′,w′,nΠ˜k,w,n = |S˜(k
′)
w′ 〉〈U˜ (k
′)
Ln(w′), U˜ (k)Ln(w)〉L2〈S˜(k)w |.〉L2
so
Tr
(
Π˜∗k′,w′,nΠ˜k,w,n
)
= 〈U˜ (k′)Ln(w′), U˜ (k)Ln(w)〉L2 · 〈S˜(k)w , S˜(k
′)
w′ 〉L2 . (135)
We first consider the term 〈U˜ (k′)Ln(w′), U˜ (k)Ln(w)〉L2 . Since the following estimates are uniform
with respect to the words w,w′, for simplicity we will estimate 〈U˜ (k′)w′ , U˜ (k)w 〉L2 without the
action of Ln. In the expression (99) of |U˜ (k)w 〉, we have the distribution χˆ−1T̂w 1k!δ(k) and the
product formula for derivatives gives that
χˆ−1T̂w 1
k!
δ(k) =
k∑
l=0
clν
(k−l)δ(l)xw
with constants cl independent on w and ν. Then
〈U˜ (k′)w′ , U˜ (k)w 〉L2 =
(99)
k′∑
l′=0
k∑
l=0
cl′clν
(k+k′−l−l′)〈δ(l′)xw′ , Aˆ2mδ(l)xw〉L2 .
We have ∣∣∣〈δ(l′)xw′ , Aˆ2mδ(l)xw〉L2∣∣∣ ≤ ∥∥∥δ(l′)xw ∥∥∥H−mν ∥∥δ(l)xw∥∥H−mν ≤(81) Cνl+l′+1,
so we have the general bound ∣∣∣〈U˜ (k′)w′ , U˜ (k)w 〉L2∣∣∣ ≤ C.ν(k+k′+1) (136)
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Let us now suppose that xw 6= xw′ . We use the non stationary phase approximation
and get that for any M1 ≥ 0,∣∣∣〈δ(l′)xw′ , Aˆ2mδ(l)xw〉L2∣∣∣ =(19)
∣∣∣∣∫ 〈ξ〉−2mFν(δ(l)xw)(ξ)Fν(δ(l′)xw )(ξ)dξ∣∣∣∣
=
1
2pi
ν1+l+l
′
∣∣∣∣∫ e−iνξ(xw−xw′ ) 〈ξ〉−2m ξl+l′dξ∣∣∣∣
≤ CM1ν1+l+l
′
(
1/ν
|xw − xw′ |
)M1
hence ∣∣∣〈U˜ (k′)w′ , U˜ (k)w 〉L2∣∣∣ ≤ CM1ν(k+k′+1)( 1/ν|xw − xw′|
)M1
with CM1 independent on ν, w. This also gives that for any n:∣∣∣〈U˜ (k′)Ln(w′), U˜ (k)Ln(w)〉L2∣∣∣ ≤ CM1ν(k+k′+1)
(
1/ν∣∣xLn(w) − xLn(w′)∣∣
)M1
. (137)
Let us consider now the second term 〈S˜(k)w , S˜(k′)w′ 〉L2 in (135). We have S˜(k)w := Aˆ−1m χˆ
(
T̂ −1w
)∗
xk
and using the form of T̂w given in Theorem 5.2 we can write
χˆ
(
T̂ −1w
)∗
xk = eiνΥ
(0)
w (x)aw (x)
with aw ∈ C∞0 (R) given by
aw (x) = χ (x) e
Υ
(1)
w (x)
(H−1w (x− xw))k
|H ′w (H−1w (x− xw))|
.
Recall that from the choice of χ in Section 2.3.1 we have supp (aw) ⊂ Ka. Furthermore,
from (67) we conclude that aw and its derivatives are bounded on Kaand that these bounds
are uniform with respect to w ∈ W and ν. Then
〈S˜(k)w , S˜(k
′)
w′ 〉L2 = 〈aw, e−iνΥ
(0)
w (x)Aˆ−2m e
iνΥ
(0)
w′ (x)aw′ (x)〉
From Egorov’s theorem, since Aˆ−2m = Opν
(〈ξ〉2m), we have
Aˆ−2m e
iνΥ
(0)
w′ (x) = eiνΥ
(0)
w′ (x)Bˆ
with Bˆ ∈ S
(〈
ξ − d
dx
Υ
(0)
w′ (x)
〉2m)
. Thus Bˆ is a continuous operator on S(R), thus a˜w′ :=
Bˆaw′ ∈ S (R) with all derivatives uniformly bounded with respect to ν, w. This gives
〈S˜(k)w , S˜(k
′)
w′ 〉L2 = 〈aw, eiν
(
Υ
(0)
w′ −Υ
(0)
w
)
(x)
a˜w′ (x)〉 (138)
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We deduce the general bound ∣∣∣〈S˜(k)w , S˜(k′)w′ 〉L2∣∣∣ ≤ C (139)
with C independent of ν and w.
Let us now assumed minx∈Ka (|ζw (x)− ζw′ (x)|) 6= 0 then we want to bound the oscil-
lating integral ∣∣∣〈S˜(k)w , S˜(k′)w′ 〉L2∣∣∣ = ∣∣∣∣∫
Ka
aw(x)a˜w′ (x) e
iν
(
Υ
(0)
w′ −Υ
(0)
w
)
(x)
dx
∣∣∣∣
by partial integration. Recall that d
dx
Υ
(0)
w (x) = ζw(x), thus the differential operator L :=
−i/ν
ζw(x)−ζw′ (x)
d
dx
fulfills Leiν
(
Υ
(0)
w′ −Υ
(0)
w
)
(x)
= e
iν
(
Υ
(0)
w′ −Υ
(0)
w
)
(x) and we can insert an arbitrary power
of this differential operator in front of the oscillating phase. Note, that its L2-dual is given
by
L∗ =
i
ν
(
d
dx
ζw (x)− ddxζw′ (x)
)
(ζw (x)− ζw′ (x))2
+
i/ν
ζw (x)− ζw′ (x)
d
dx
.
Note that without any additional knowledge about the ζw partial integration would only
allow us to obtain remainder terms of the form(
ν−1/2
minx∈Ka (|ζw (x)− ζw′ (x)|)
)M2
,
where the term ν−1/2 comes from a non stationary phase estimate. We can however improve
this estimate crucially if we take into account the regularity of the invariant foliation of φ˜.
Let us explain this in more detail:
Recall that K was the hyperbolic set of the map φ˜ (cf. Remark 4.6(4)). Further
more this hyperbolic set has a precise description via the symbolic dynamics, i.e. for any
(x, ξ) ∈ K there is w ∈ W such that (x, ξ) = (xw− ,ζw+(xw−)). Recall furthermore (cf.
Remark 4.12), that the stable manifold through such a point (xw− , ζw+(xw−)) is locally
given by {(x, ζw+(x)), x ∈ Iw−a,0}. Now for general hyperbolic C∞ diffeomorphisms, the
regularity theory of the invariant manifolds implies, that the stable manifolds are C∞ and
that they depend Hölder continuously on the base point w.r.t. the C∞-topology [HP70].
Let us make precise what this means using our notation: If we fix the value of x, i.e. if we
restrict ourselves to an unstable manifold, then the map
g :
{
K∩{x = xw−} → C∞(Iw−a,0 ,R)
(xw−,ζw+(xw−)) 7→ ζw+
that associates to a point in K the function describing the unstable manifold, is Hölder
continuous, where we put the metrizable C∞−topology on the right side. As the hyperbolic
map φ˜ acts on a two dimensional space one even knows that the Hölder regularity is 2− ε
for any ε > 0 (This is a direct consequence of the more general regularity estimate in
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terms of bunching coefficients, see [Has02, Proposition 2.3.3]). In particular the map g is
Lipschitz16, thus for any k, there is Ck > 0 such that for any x ∈ Iw−a,0∣∣∣∣∣
(
d
dx
)k
ζw+ (x)−
(
d
dx
)k
ζw′+ (x)
∣∣∣∣∣ ≤ Ck ∣∣∣ζw+ (xw−)− ζw′+ (xw−)∣∣∣
≤
(131)
C ′k min
y∈Iw−a,0
∣∣∣ζw+ (y)− ζw′+ (y)∣∣∣ .
As Ka is a finite union of Iw−a,0 we obtain
max
x∈Ka
∣∣∣∣∣
(
d
dx
)k
ζw+ (x)−
(
d
dx
)k
ζw′+ (x)
∣∣∣∣∣ ≤ Ck minx∈Ka ∣∣∣ζw+ (x)− ζw′+ (x)∣∣∣ .
Using this estimate, partial integration of (138) with respect to L yields that for any
M2 ≥ 0, ∣∣∣〈S˜(k)w , S˜(k′)w′ 〉L2∣∣∣ ≤ CM2 .( ν−1minx∈Ka (|ζw (x)− ζw′ (x)|)
)M2
(140)
with CM2 independent on ν, w. Finally (136),(139) and (135) give (133). Eq.(137), (140)
and (135) give (134).
Proof of Proposition 7.8. Let us summarize what we have obtained so far. Lemma 7.10
gives us lower bounds
|xLn(w) − xLn(w′)| ≥ Ce−Jwn−n2+1,n , min
x∈Ka
|ζw(x)− ζw′(x)| ≥ Ce−Jw0,n1−1 ,
and in (134) we have the terms
ν−1∣∣xLn(w) − xLn(w′)∣∣ ≤ 1Cν eJwn−n2+1,n
1/ν
minx∈Ka (|ζw (x)− ζw′ (x)|)
≤ 1
Cν
eJw0,n1−1
that we would like to be “small”. Therefore, for any Jc > 0, any ε > 0, ν > 0 we take
n =
[
2
Jc+ε
log ν
]
(equivalently ν  enJc+ε2 ). Then the condition n2 ≤ N2(w, n, Jc) implies
1
ν
eJwn−n2+1,n ≤ Ce−nJc+ε2 enJc2 = e− ε2n
16Note that we in fact only need Lipschitz continuity of the stable foliation which might be an important
observation for generalizations to higher dimensional settings.
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and n1 ≤ N1(w, n, Jc) implies
1
ν
e−Jw0,n1−1 ≤ Ce−nJc+ε2 enJc2 = e− ε2n.
Consider a pair of words w,w′ ∈ W with w0,n 6= w′0,n with n1 ≤ N1 or n2 ≤ N2. From
(134), (130) and definitions of N1, N2 we get∣∣∣Tr(Π˜∗k′,w′,nΠ˜k,w,n)∣∣∣ ≤ CM1,M2ν(k+k′+1)(1ν eJwn−n2+1,n
)M1 (1
ν
eJw0,n1−1
)M2
≤ CMν(k+k′+1)e− ε2nM
where, if n1 ≤ N1 we have set M2 = M and M1 = 0 otherwise we have set M1 = 0 and
M2 = M . This finishes the proof of Proposition 7.8.
8 Proof of the main Theorems 3.3 and 3.6
8.1 Proof of Theorem 3.3
Let
γasympt. := lim sup
ν→+∞
(
log
(
rs
(Lν,χH−mν ))) .
We will proceed in few steps in order to bound from above γasympt. . The following Propo-
sition gives an upper bound γup with a complicated expression that will be simplified later.
Proposition 8.1. Under the assumption of minimal captivity (43) we have
γasympt. ≤ γup
with
γup := inf
0≤Jc<2Jmin
(γ (Jc)) , (141)
γ (Jc) :=
Jc
4
+ lim
n→∞
1
2n
log
∑
w0,n
e
2(V−J)w0,N∗ e
(V−J)wN∗,n
∑
w′
N∗,n
e
(V−J)w′
N∗,n
 . (142)
N∗ := N∗ (w0,n, Jc) := max
{
k ≤ n, s.t. Jw0,k < nJc
}
.
Proof. In order to estimate the spectral radius of the transfer operator we use that for any
n ≥ 1:
rs
(Lν,χH−mν ) = rs (QˆL2) ≤ ∥∥∥(Qˆn)∗ Qˆn∥∥∥1/(2n)L2 = ‖Pn‖1/(2n)L2 . (143)
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Now we use Proposition 7.1 for some arbitrary ε > 0, 0 < β < 1, 0 ≤ Jc ≤ 2Jmin − ε,
ν > 0 and n =
[
2
Jc+ε
log ν
]
and calculate
log
(
rs
(Lν,χH−mν )) ≤ 12n log ‖Pn‖L2
≤
(107)
1
2n
log
Cν∑
w0,n
e
2(V−J)w0,N∗ e
(V−J)wN∗,n
∑
w′
N∗,n
e
(V−J)w′
N∗,n + Cβn

=
(106)
Jc + ε
4
+
1
2n
log (C)
+
1
2n
log
∑
w0,n
e
2(V−J)w0,N∗ e
(V−J)wN∗,n
∑
w′
N∗,n
e
(V−J)w′
N∗,n +
1
ν
βn
 .
As we can choose ε > 0 and 0 < β < 1 arbitrarily small we deduce Proposition 8.1. The
fact that the limit exists is explained in Remark B.3.
8.1.1 Expression of γ (Jc) in terms of topological pressure
We will now express γ (Jc) in Eq.(142) in a concise way that will finally give the formulation
in Theorem 3.3. For this we will use the topological pressure Pr (.) defined in (159).
Remark 8.2. Let us first remark that if the Jacobian J is equal to (or even cohomologous
to) a constant J0 , then the expression of γ (Jc) and of γup in Theorem 3.3 are obtained
very easily: in this case limn→∞ 1nJw0,n = J0 and by choosing Jc = J0 one obtains γ(J0) =
J0
4
+ 1
2
Pr(2(V −J)) which is precisely the upper bound (28) for γasympt. in Theorem 3.3. The
rest of this section will be devoted to derive (28) in the case where J is not cohomologous
to a constant, which we will suppose from now on.
Let 0 ≤ Jc < 2Jmin and
Nmin := n
Jc
Jmax
=
2
Jmax
log (ν)
Jc
Jc + ε
, Nmax := n
Jc
Jmin
= 2
1
Jmin
log (ν)
Jc
Jc + ε
.
Note that Nmin ≤ Nmax. As JcJc+ε ≈ 1 we can interpret them as twice the Ehrenfest time
for the most expanding and less expanding trajectory respectively. For every word w0,n
we have N∗ (w0,n, Jc) ∈ [Nmin; min (Nmax;n)]. Let us sort the words w0,n in the sum (142)
according to their values N∗ (w0,n, Jc):
γ (Jc) =
Jc
4
+ lim
n→∞
1
2n
log
min(Nmax;n)∑
N=Nmin
∑
w0,N s.t. Jw0,N≤nJc<Jw0,N+1
e
2(V−J)w
0,N e2(n−N)Pr(V−J)
+
∑
w0,n s.t. N∗=n
e
2(V−J)w0,n
 .
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In the above formula, Pr (V − J) appears by using (159). This gives
γ (Jc) =
Jc
4
+ max (A;B) (144)
with
A := lim
n→∞
1
2n
log
min(Nmax;n)∑
N=Nmin
 ∑
w0,N s.t. Jw0,N≤nJc<Jw0,N+1
e
2(V−J)w
0,N
 e2(n−N)Pr(V−J)

B := lim
n→∞
1
2n
log
 ∑
w0,n s.t. Jw0,n<nJc
e
2(V−J)w0,n
 .
Recall that we are interested in determining inf0≤Jc<2Jmin γ(Jc). Let us first discuss what
happens if Jc > Jmax. In this case A = −∞ and B = 12Pr(2(V − J)) are both independent
of Jc. Consequently, through the additional Jc4 term in (144), the quantity γ(Jc) becomes
monotonously increasing in this regime. Thus in order to find inf0≤Jc<2Jmin γ(Jc) we can
from no on suppose, that we only consider Jc ≤ Jmax.
Next we want to give precise expressions for the termsA and B in term of the topological
pressure functions. For this purpose we use some large deviations results presented in
Appendix B:
For the term B we use the formula (169) giving
B = 1
2
max
J∈[Jmin;Jc]
(−v1 (J))
with
v1
(
J
)
:= β
(
J
)
J − u (β (J))
u (β) := Pr (2 (V − J) + βJ) .
and with β
(
J
)
such that
J = u′
(
β
(
J
))
. (145)
Observe that v1
(
J
)
is the Legendre transform of the convex and increasing function u (β).
For the term A we change the variable N by J = nJc
N
and we also use the formula (169)
giving
A = lim
n→∞
1
2n
log
(∫ Jmax
Jc
dJe
nJc
J
(Pr(2(V−J)+β(J)J)−β(J)J)e2(n−
nJc
J
)Pr(V−J)
)
=
1
2
max
J∈[Jc;Jmax]
(−v2 (J))
with
v2
(
J
)
:=
Jc
J
(
v1
(
J
)
+ 2Pr (V − J))− 2Pr (V − J) .
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In summary we have that
γ (Jc) =
Jc
4
− 1
2
min
J∈[Jmin;Jmax]
v
(
J
)
(146)
with the function v
(
J
)
defined in two parts:
v
(
J
)
: = v1
(
J
)
if J ∈ [Jmin; Jc] (147)
= v2
(
J
)
if J ∈ [Jc; Jmax].
8.1.2 Minimization of γ (Jc) to deduce γup
Considering (141) we finally want to minimize γ(Jc) in order to obtain the final expression
(28) for γup. Note that this minimization demands two steps: first for a given Jc, γ(Jc) is
given by (146) as a minimum over some parameter J. In a second step we then have to
minimize γ(Jc) for Jc ≤ 2Jmin.
Let us start with the first step and fix Jc < 2Jmin for the moment. The function v
(
J
)
depends on the parameter Jc and v2 (Jc) = v1 (Jc) hence v
(
J
)
is continuous on ]Jmin, Jmax[.
The function v
(
J
)
is depicted on Figure 5. Note that the function v1 itself does not depend
on Jc. Our goal is to minimize the composite function v(J¯) that is piece-wise defined via
the functions v1, v2. However the functions v1 and v2 are themselves both well defined on
the whole interval [Jmin, Jmax] and as a first step we look for the minima of v1 and v2 on
the whole interval [Jmin, Jmax]
v1(J)
v2(J)
JcJ1 J2Jmin Jmax J
Figure 5: The function v
(
J
)
defined in (147) depends on the parameter Jc and is defined
piece-wise. We look for its global minimum minJ∈[Jmin;Jmax] v
(
J
)
. It will finally turn out
that the optimal value of Jc is between the local minima J1 and J2 of the functions v1 and
v2.
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Recall that by Remark 8.2 and Proposition B.5, the function v1
(
J
)
is strictly convex
and we compute that v′1
(
J
)
= β
(
J
)
hence its minimum is for J = J1 such that β (J1) = 0
giving
min
J
v1
(
J
)
= v1 (J1) = −u (0) = −Pr (2 (V − J))
Notice also that
dβ
(
J
)
dJ
=
d2v1
dJ
2 > 0 (148)
so β
(
J
)
is increasing.
For the function v2
(
J
)
we compute its derivative
v′2
(
J
)
= − Jc
J
2
(
v1
(
J
)
+ 2Pr (V − J))+ Jc
J
v′1
(
J
)
=
Jc
J
2
(−v1 (J)− 2Pr (V − J) + Jβ (J))
=
Jc
J
2
(
u
(
β
(
J
))− 2Pr (V − J)) .
Let J2 ∈ [Jmin; Jmax] be such that v′2 (J2) = 0, i.e.
u (β (J2)) = 2Pr (V − J) .
We have
u(β(J2)) = 2Pr (V − J) > Pr (2 (V − J)) = u(β(J1))
hence J2 > J1 and from (148) β (J2) > β (J1) = 0. Plugging J2 into v2 we get the minimum
min
J
v2
(
J
)
= v2 (J2) =
Jc
J2
(v1 (J2) + 2Pr (V − J))− 2Pr (V − J)
= Jcβ (J2)− 2Pr (V − J) .
Remark 8.3. The function v1 hence its minimum J1 also do not depend on Jc. The value
J2 does not depend on Jc neither but v2 (J2) depends on Jc.
The two local minima coincide v1 (J1) = v2 (J2) for the parameter Jc = 〈J〉 given by
〈J〉 := 2Pr (V − J)− Pr (2 (V − J))
β (J2)
. (149)
Since u (β) is strictly convex and β
(
J
)
is increasing we have that
u′ (β (J1)) <
u (β (J2))− u (β (J1))
β (J2)− β (J1) < u
′ (β (J2))
and using (145) and (149) this gives
J1 < 〈J〉 < J2.
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Note that up to now we considered the minima of v1 and v2 independently. Now let us
consider the minimum of the composite function v which will give us a concrete value for
γ(Jc) =
Jc
4
− 1
2
infJ v
(
J
)
:
We finally deduce for (146) that
• If Jc ≤ 〈J〉 then
γ (Jc) =
Jc
4
− 1
2
inf
J
v2
(
J
)
=
Jc
4
− 1
2
Jcβ (J2) + Pr (V − J) . (150)
• If Jc ≥ 〈J〉 then
γ (Jc) =
Jc
4
− 1
2
inf
J
v1
(
J
)
=
Jc
4
+
1
2
Pr (2 (V − J))
that is minimal for Jc = 〈J〉.
From (150), we have γ′ (Jc)/Jc≤〈J〉 =
1
2
(
1
2
− β (J2)
)
hence if β (J2) > 12 then
γup =
(141)
inf
Jc≤〈J〉
(γ (Jc)) = γ (〈J〉)
=
〈J〉
4
+
1
2
Pr (2 (V − J)) ,
otherwise if β (J2) < 12 then
γup = γ (0) = Pr (V − J) .
We have finished the proof of the main Theorem 3.3.
8.2 Proof of Theorem 3.6
From (105) and (97) we have
1
n
log
∥∥Lnν,χ∥∥H−mν = 12n log ‖Pn‖L2 .
In Section 8 we have shown that for n related to ν by n =
[
2
〈J〉+ε log ν
]
we have for ν →∞,
1
2n
log ‖Pn‖L2 ≤ γup + o (1) .
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We deduce that for any  > 0, ∃ν0 > 0, ∀ν > ν0,
1
n
log
∥∥Lnν,χ∥∥H−mν ≤ γup + ∥∥Lnν,χ∥∥H−mν ≤ en(γup+).
In [AFW13, thm 2.9, or proof of thm 2.11] we have shown that for any r,∥∥Lrν,χ∥∥H−mν ≤ C0er(γsc+).
Let us suppose that γup < γsc in order to improve this bound (otherwise Theorem 3.6 is
covered by [AFW13, thm 2.9]). For any t ∈ N, we write t = Nn + r with r ≤ n, N ∈ N,
and we have ∥∥Ltν,χ∥∥H−mν ≤ ∥∥Lnν,χ∥∥NH−mν ∥∥Lrν,χ∥∥H−mν
≤ eNn(γup+)C0er(γsc+)
≤ C0et(γup+)er(γsc−γup)
≤ C0et(γup+)en(γsc−γup)
≤ C0et(γup+)ν
2
〈J〉+ (γsc−γup).
The relation (z − Lν,χ)−1 = z−1
∑
t≥0
(
Lh,χ
z
)t
gives that
∥∥(z − Lν,χ)−1∥∥H−mν ≤ |z|−1∑
t≥0
∥∥Ltν,χ∥∥H−mν
|z|t ≤ |z|
−1C0ν
2
〈J〉+ (γsc−γup)
∑
t≥0
et(γup+)
|z|t
=
C0ν
2
〈J〉+ (γsc−γup)
|z| − e(γup+) ≤ C1ν
2
〈J〉+ (γsc−γup)
We have finished the proof of Theorem 3.6.
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A Examples
In this section we compare the upper bound on the spectral gap γup from Theorem 3.3
with the so far known bounds γGibbs = Pr (V − J) and γsc = tsup
(
V − 1
2
J
)
for two explicit
examples of IFS according to Definition 2.1: a “two branched linear IFS” and the “truncated
Gauss map” which plays an important role in the study of continued fraction expansion.
A.1 Linear IFS
Within the class of dynamical systems, treated in this article, the linear IFS is perhaps the
most simple, nevertheless non trivial example.
A.1.1 Definition of the model
See Figure 6.
Definition A.1. ”Linear IFS”. Let 0 < a1 < b1 < a2 < b2 < 1. Consider the intervals
I1 := [a1, b1] and I2 := [a2, b2] and the adjacency matrix A =
(
1 1
1 1
)
. The contracting
maps are the linear functions:
φi,j :
{
Ii → Ij
x 7→ aj + (bj − aj)x
.
The Jacobian function Ji,j (x) := − log dφi,jdx is constant on intervals x ∈ Ii:
Jj := Ji,j (x) = − log(bj − aj) > 0.
The topological pressure takes a particularly simple form:
Lemma A.2. Let φi,j be a linear IFS with Jacobians J1, J2 > 0. Then the topological
pressure function (161) is given by
P (β) = log
(
e−βJ1 + e−βJ2
)
. (151)
Proof. We have
P (β) =
(161)
Pr (−βJ) = lim
n→∞
1
n
log
∑
w0,n
e−βJw0,n (xw)
 .
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xI1 I2
I1
I2
φ1,1
φ2,1
φ1,2 φ2,2
K
Figure 6: Graphs of φi,j a the linear IFS of Definition A.1 with interval I1 = [0.05, 0.49],
I2 = [0.55, 0.8] giving Jacobians J1 = 0.821 . . . and J2 = 1.38 . . .. The trapped set K
defined in (5) is a dyadic Cantor set of Hausdorff dimension δ = dimH (K) = 0.643 . . .
given by (162).
The fact that J(x) is constant in I1 and I2 gives Jw0,n(x) =
∑n
k=1 Jwk and since the
adjacency matrix A is full,∑
w0,n
e−βJw0,n (xw) =
∑
w0,n
e−β
∑n
k=1 Jwk =
(
e−βJ1 + e−βJ2
)n
.
In order to apply Theorem 3.3 we choose a roof function τ : I → R such that the minimal
captivity assumption is fulfilled. This can be achieved by a piece-wise linear function.
Lemma A.3. Let φi,j be a linear IFS as defined in Definition A.1 and suppose that
0 < J1 ≤ J2. Let
τ(x) = τi · x, x ∈ Ii, (152)
with τ1 := 0 and τ2 := 1. Then the minimal captivity assumption (Assumption 4.5) is
fulfilled.
Proof. With the above definitions, the canonical map takes a particularly simple form
(x′, ξ′) = φ˜i,j(x, ξ) =
(40)
(φi,j(x), e
Jjξ + τj).
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−R
−r
ξ
x
Figure 7: Trapped set K in phase space T ∗R for the linear IFS of Figure 6 constructed
with a linear function τ given in (152). One clearly sees its Cantor set nature. The dashed
lines indicate the values −R,−r that appear in the proof of Lemma A.3.
Let x ∈ I, ξ > 0. We have ξ′ ≥ eJ1ξ hence any trajectory starting from positive ξ escapes
to infinity. This implies that the trapped set is K ⊂ I × [−∞, 0].
Let R := 1
eJ2−1 > 0. For j = 1 we get ξ
′ = eJ1ξ and for j = 2 we get
(ξ′ +R) =
(
eJ2ξ + 1 +
1
eJ2 − 1
)
= eJ2 (ξ +R) .
This implies that all trajectories starting with ξ < −R escape towards minus infinity and
K ⊂ I × [−R, 0].
Let (x, ξ) ∈ K and i such that x ∈ Ii. In order to prove minimal captivity we have to
show that either (x′1, ξ′1) = φ˜i,1(x, ξ) /∈ K or (x′2, ξ′2) = φ˜i,2(x, ξ) /∈ K. Let r := e−J2 < R.
If −r < ξ ≤ 0 then ξ′2 = eJ2ξ + 1 > 0 which implies (x′2, ξ′2) /∈ K. If −R ≤ ξ ≤ −r then
ξ′1 = e
J1ξ ≤ −eJ1−J2 . We use the constraint17 I1 ∪ I2 ⊂ [0, 1] that gives
e−J1 + e−J2 < 1. (153)
We deduce ξ′1 < −R and (x′1, ξ′1) /∈ K.
A.1.2 Estimates for the asymptotic spectral gap γasympt.
Let us now consider the asymptotic spectral radius of the family of transfer operators Lν
for a linear IFS with unstable Jacobians 0 < J1 ≤ J2 and τ as in Lemma A.3 and with a
potential function of the form
V (x) = (1− a) J (x) , a ∈ R. (154)
We recall that the value a = 0, giving V = J is interesting for counting orbits (180) and
that a = 1/2 is the “quantum case”[FT15]. The different upper bound estimates for the
17Obviously this constraint is not necessary for the proof but simplifies the choice of the constants.
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asymptotic spectral gap γasympt. can be expressed very explicitly as follows.
γGibbs :=
(29)
Pr (V − J) = P (a) = log (e−aJ1 + e−aJ2) (155)
γsc :=
(30)
tsup
(
V − 1
2
J
)
=
(
1
2
− a
)
J1 if a ≥ 1
2
,
(
1
2
− a
)
J2 if a ≤ 1
2
.
γconj :=
(185)
1
2
Pr (2 (V − J)) = 1
2
P (2a)
γup :=
(28)
γconj +
1
4
〈J〉 , 〈J〉 := 2
β0
(γGibbs − γconj)
where β0 solves the equation
P (2a− β0) = 2P (a) . (156)
Let us introduce
ω := exp (J1 − J2) ∈]0, 1]
that measures the non homogeneity of the Jacobian. Note that up to dynamical equivalence
the linear IFS is uniquely determined by δ and ω where δ is the Hausdorff dimension of the
trapped set K defined in (162). Thus given a fixed potential and a set of parameters (δ, ω)
we can ask the question which of the known estimates γsc, γGibbs and γup is the best i.e.
lowest one. This leads to a partition of the δ, ω parameter space which is shown in Figure
8 for three different choices of V . One observes that γup obtained in this paper gives the
best (lowest) result (in grey domain) for intermediate values of δ and for a 6= 1/2. γGibbs
is better for small values of δ (i.e. very open system) or very small values of ω (i.e. very
in-homogeneous Jacobian) whereas γsc is better for large values of δ and ω (i.e. closed
system with homogeneous Jacobian).
Figure 9 is a plot of γsc, γGibbs, γup, γconj as functions of δ = dimH (K) ∈]0, 1[ and for
ω = 0.5.
Proposition A.4. For a linear IFS with roof function τ given in (152) we have the
following three properties that appear on Figure 8:
1. For any a ∈ R, potential V = (1− a) J , and ω = 1 (i.e. homogeneous case J =
J1 = J2) we have γGibbs < min(γsc, γup) if δ < 0.5 and γsc < min (γGibbs, γup) if
δ > 0.5. For δ = 0.5 we have γsc = γGibbs = γup.
2. For the potential V (x) = 0, for any ω ∈]0, 1[ there exists δ = δ (ω) such that
γup < γGibss = γsc.
3. For the potential V (x) = 1
2
J (x), for any ω ∈]0, 1[, we have γGibbs < min(γsc, γup) if
δ < 0.5 and γsc < min (γGibbs, γup) if δ > 0.5.
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ω1
0.5
γsc
γup
γGibbs
0.50 1
δ
V = 0
ω
1
0.5
0.50 1
δ
γGibbs γsc
V = 1
2
J
ω
1
0.5
γsc
γup
γGibbs
0.50 1
δ
V = J
Figure 8: ”Phase diagram” in the domain (δ, ω) ∈]0, 1[2 with δ = dimH (K) ∈]0, 1[ being
the Hausdorff dimension of the trapped set K given by (162) and ω := exp (J1 − J2) ∈]0, 1]
that measures the homogeneity of the Jacobian (we have ω = 1 if J1 = J2). The three
different plots correspond to three different potential functions V. For each of the three
potentials and each value (δ, ω) and a, we indicate by a numerical calculation, which value
γGibbs, γsc, γup is the lowest.
Proof. Proof of case (1). Suppose J = J1 = J2. This is the case ω := exp (J1 − J2) = 1 on
Figure 8. We have
P (β) =
(151)
log
(
2e−βJ
)
= htop − βJ
with htop =
(163)
P (0) = log 2 being the topological entropy. Then the Hausdorff dimension
δ = dimH (K) of the trapped set K, given by P (δ) =
(162)
0, is δ = htop
J
. We get
γGibbs = htop
(
1− a
δ
)
γsc = htop
(
1
2
− a
)
· 1
δ
γup = htop
(
1
2
+
(
1
4
− a
)
1
δ
)
, β0 =
(156)
δ, 〈J〉 = J
γconj = htop
(
1
2
− a
δ
)
We deduce that for δ < 1
2
then γGibbs < min(γsc, γup), for δ > 12 then γsc < min(γGibbs, γup)
and for δ = 1
2
then γsc = γGibbs = γup.
Proof of case (2). Suppose V = 0. For a given 0 < ω < 1 we choose 0 < J1 < 2htop =
2 log 2 such that
eJ1/2 = 1 + ω. (157)
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γup
γconj
γsc
γGibbs
V = 0
δ
γ
γconj
γsc
γup
γGibbs
V = 1
2
J
δ
γ
γconj
γsc
γGibbs
γup
V = J
Figure 9: Plot of various estimates γsc, γGibbs, γup, γconj defined in Section (3) for the linear
IFS model with ω = 0.5, as a function of δ = dimH (K) ∈]0, 1[ .
From ω = exp (J1 − J2) this gives a value of J2 and δ. Eq.(155) gives γGibbs = γsc.
According to the statement of Theorem3.3, if we show that β0 > 1/2, this implies that
γup < γGibbs. From (156) the condition for β0 is
P (2− β0)− 2P (1) = 0.
As P (2−β)−2P (1) is strictly increasing in β it is sufficient to show that P (2− 1
2
)−2P (1) <
0. Using that P (1) = −1
2
J1 from our choice γGibbs = γsc, we compute
P (3/2)− 2P (1) =
(151)
log
(
e−3/2J1(1 + e−3/2(J2−J1))
)
+ J1
= log
(
e−1/2J1(1 + e−3/2(J2−J1))
)
< log
(
e−1/2J1(1 + ω)
)
=
(157)
0.
A.1.3 Numerical observations for the Ruelle-Pollicott resonances and γasympt.
and discussion
As the linear branches of the IFS can be extended from the intervals Ii to disks in the
complex plane, the linear IFS can also be considered as a holomorphic IFS and its Ruelle-
Pollicott spectrum can be calculated using a dynamical zeta function approach, introduced
by Jenkinson and Pollicott [JP02] (see also [GLZ04, Bor14, BW14, Wei15, BFW14] for
applications and further details).
Figure 10(a) shows the Ruelle-Pollicott spectrum of Lν for a given value of ν. Figure
10(b) shows the value log (rs (Lν)) = maxj (Re (log (λj))) as a function of ν, that we want
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to bound for ν →∞. It can be observed, that log (rs (Lν)) decays rather quickly starting
from γGibbs and then oscillates in a wide range. Each “bump” is due to an individual eigen-
value. The numerical results indicate that the new bound γup is not an optimal bound
of log (rs (Lν)). Furthermore the conjecture γconj = 12Pr (2 (V − J)) proposed (185) is not
observed to be an upper bound in this range of ν. However the value of log (rs (Lν)) per-
forms “large fluctuations” touching the value of γconj several times. A similar phenomenon
has been observed for the related question of the asymptotic spectral gap for the Laplacian
on Schottky surfaces (see [BW14, Figure 13]). The conjecture γasympt. = γconj could thus
hold if one suspects, that the “large fluctuations” of log (rs (Lν)) die out in the semiclassical
limit.
Figure (a)
ν = 105 log(rs(Lω))
Figure (b)
ν
log(rs(Lω))
Figure 10: Model of linear IFS. Figure (a) shows the Ruelle-Pollicott eigenvalues λj ∈ C
(blue points) of the operator Lν for parameters ν = 105, V = 0, J2 = J1 + 1 and δ = 0.65.
Vertical lines show γconj, γup, γGibbs, γsc and log (rs (Lν)) = maxj (Re (log (λj))) in dotted
line. Figure (b) shows log (rs (Lν)) with blue points, as a function of ν.
A.2 Truncated Gauss map
The model of transfer operators considered here is constructed from the Gauss map and
has simple expressions. The Gauss map is important in number theory in relation with
continued fractions. The Gauss map is defined by
G :
{
]0, 1] → ]0, 1[
y → 1
y
mod 1
. (158)
As this map has an infinite number of branches it does not fit into the Definition 2.1 of an
IFS. However if we restrict ourselves to a finite number of branches we get a well defined
IFS. For more details on this construction we refer to [AFW13, Section 2.1 and 7.1].
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Definition A.5. Let N ≥ 1. We consider the finite number of inverse branches of the
Gauss map given for 1 ≤ j ≤ N by (G−1)j(x) := 1/(x + j). Now for 1 ≤ i ≤ N let
ai = 1 + i and bi such that (G−1)i( 1N+1) < bi <
1
i
. Then we set the intervals of the
truncated Gauss IFS to be Ii = [ai, bi]. We take the full N × N matrix as adjacency
matrix and define the maps
φi,j(x) := (G
−1)j(x) :=
1
x+ j
, 1 ≤ i, j ≤ N.
See Figure 11.
The dynamical properties of such truncated Gauss IFS play an important role in the
study of continued fraction expansions (see e.g. [Hen92, MU99]). In [AFW13, Prop.7.1]
it has been shown, that the minimal captivity assumption is fulfilled for roof function
τ(x) = −J(x). So Theorem 3.3 can be applied.
I2
I3
I1
φ1,2
φ1,1
I3 I2 I1 K
Figure 11: The iterated functions system (IFS) defined from the truncated Gauss map
(158). Here we have N = 3 branches. The maps φ: φi,j : Ii → Ij, i, j = 1 . . . N are
contracting and given by φi,j (x) = 1x+j . The trapped set K defined in (5) is a N -adic
Cantor set.
Figure 12 shows γsc, γGibbs, γup, γconj as a function of δ for V = 0 and V = J . Figure
13 shows numerical results for log (rs (Lν)). We can make the same observations and
comments as in Section A.1.3.
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5N = 2 3 4 76
V = 0
δ
γ
γup
γGibbs
γconj
γsc
4 76N = 2 3 5
δ
V = J
γup
γ
γconj
γsc
γGibbs
Figure 12: Plot of various estimates γsc, γGibbs, γup, γconj defined in Section 3.1 for the
truncated Gauss map as a function of δ = dimH (K) ∈]0, 1[ and for N = 2, 3 . . . 7 branches.
We put some tiny lines in color between the dots to help the reading.
ν
log(rs(Lω))
Figure 13: Numerical values of log (rs (Lν)) (blue points) as a function of ν for the truncated
Gauss map model with N = 3 branches and V = 0.
B Topological pressure
B.1 Definition and basic properties
We use the notations introduced in Section 4.2. For a given admissible word w0,n of length
n + 1, let w ∈ W be an arbitrary extension of w0,n. Let xw := S (w−) ∈ K according to
Definition 4.7. For a function g ∈ C (I;R), we define gw0,n (xw) :=
∑n
k=1 g
(
φw0,k (xw)
)
its
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Birkhoff sum. Note that gw0,n (xw) is not completely determined by w0,n but depends also
on its extension, to a bi-infinite word w ∈ W . However this dependence is well controllable
for Lipschitz functions:
Lemma B.1. If g ∈ C (I;R) is Lipschitz, then there is a constant C such that for any
n ∈ N any w0,n and two arbitrary points x, y ∈ Iw0 we have∣∣gw0,n (x)− gw0,n (y)∣∣ ≤ C.
In particular for two arbitrary extensions w,w′ ∈ W of w0,n we have∣∣gw0,n (xw)− gw0,n (xw′)∣∣ ≤ C.
Proof. The statement follows directly from a geometric series argument using the fact that
φi,j are uniformly contracting and that g is Lipschitz (see e.g. [Fal97, Proposition 4.1] )
Definition B.2. The topological pressure of a function g ∈ C (I;R) which is Lipschitz
continuous is defined as
Pr (g) := lim
n→∞
1
n
log
∑
w0,n
egw0,n (xw)
 . (159)
Equivalently ∑
w0,n
e
gw0,n(xw) = en(Pr(g)+R(n)), R (n) −→ 0
n→∞
. (160)
Remark B.3. Lemma B.1 assures that Pr (g) is independent on the extensions of the
words. The fact, that the limit n → ∞ exists can be seen as follows: If we set an :=
log
(∑
w0,n
egw0,n (xw)
)
, then using Lemma B.1 we deduce that there is a constant c > 0
such that ak+m ≥ ak + am − c. Consequently a˜k = ak − c is a superadditive sequence
(i.e. a˜k+m ≥ a˜k + a˜m) thus the limit limn→∞ a˜nn = limn→∞ ann exists in R ∪ {∞} from
Fekete’s Lemma. The fact that the limit is finite is deduced from the crude bound∑
w0,n
egw0,n (xw) ≤ Nnen supI g.
Remark B.4. The expression of Pr (g), Eq.(159) is similar to the Helmholtz free energy in
statistical physics.
A particular useful example of a topological pressure is with the choice of function
g = −βJ where β ∈ R and J is the unstable Jacobian (24):
P (β) := Pr (−βJ) = lim
n→∞
1
n
log
∑
w0,n
e−βJw0,n (xw)
 . (161)
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The Bowen formula [Fal97, p.77] gives the Hausdorff dimension δ = dimH K ∈ [0, 1] of
the trapped set K , (5), as the unique solution of
P (δ) = 0. (162)
The topological entropy counts the exponential rate of number of trajectories with
respect to time n:
htop := P (0) = lim
n→∞
1
n
log (] {w0,n admissible}) (163)
B.2 Distribution of time averages of f weighted by g
The theory of large deviations has originally been developed in the context of stochastic
processes and has later been adapted for hyperbolic dynamical systems (see e.g. [You90,
Kif92, Kif94]). In this section we will shortly collect a few of these results in the context
of our systems and give self contained proofs for the sake of completeness.
Let f, g ∈ C (I,R) be two functions. For a given n ≥ 1, we use the function g to define
a probability measure pg on the set of admissible words (or trajectories) w0,n with a given
length n+ 1:
pg (w0,n) :=
1
Zn (g)
egw0,n (xw) (164)
where Zn (g) :=
∑
w0,n
egw0,n (xw) is the normalization factor (called “partition function” in
physics). We are interested in the distribution of time Birkhoff averages of the function
f for large time n, namely the values
(
1
n
fw0,n (xw)
)
w0,n
where each value 1
n
fw0,n (xw) is
weighted by the probability pg (w0,n). Let
fmin := lim
n→∞
inf
w0,n
(
1
n
fw0,n (xw)
)
, fmax := lim
n→∞
sup
w0,n
(
1
n
fw0,n (xw)
)
be the limit values of the distribution. The average of this distribution is
〈f〉n,g :=
∑
w0,n
pg (w0,n)
(
1
n
fw0,n (xw)
)
,
and its variance is
Varn,g (f) :=
∑
w0,n
pg (w0,n)
((
1
n
fw0,n (xw)
)
− 〈f〉n,g
)2
.
To express some results concerning this distribution, let us introduce the function
u : β ∈ R→ u (β) := Pr (g + βf) ∈ R (165)
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Proposition B.5. The function u is convex. We have
lim
n→∞
〈f〉n,g =
(
du
dβ
)
(0) , lim
n→∞
nVarn,g (f) =
(
d2u
dβ2
)
(0) .
We also have
fmin = lim
β→−∞
(
du
dβ
)
(β) , fmax = lim
β→+∞
(
du
dβ
)
(β) .
Proof. Write Sn (β) :=
∑
w0,n
egw0,n (xw)+βfw0,n (xw) and un (β) := 1n logSn (β). We have(
dun
dβ
)
(0) = 1
n
S′n(0)
Sn(0)
= 〈f〉n,g and
(
d2un
dβ2
)
(0) = 1
n
(
S′′n(0)
Sn(0)
−
(
S′n(0)
Sn(0)
)2)
= nVarn,g (f). We
deduce that
(
d2u
dβ2
)
(0) ≥ 0. We can replace g by g + βf and deduce that
(
d2u
dβ2
)
(β) ≥ 0.
So u is convex.
We will now consider “large deviations” of the distribution. Note that the variance of the
distribution is of order 1/n so being at a distance  1 from the expectation value is already
a “large deviation”. Thus we consider for an interval I ⊂]fmin, fmax[ the quantity
P (n, I) :=
∑
w0,n s.t. 1nfw0,n∈I
pg (w0,n)
which represents the probability that
(
1
n
fw0,n
) ∈ I. In particular for fmin < t < fmax let
Ω (t) : = lim
→0
lim
n→∞
1
n
log (P (n, [t− ε, t+ ε[)) ∈ R ∪ {−∞} . (166)
=
(164)
−Pr (g) + lim
→0
lim
n→∞
1
n
log
 ∑
w0,n s.t. 1nfw0,n∈[t−ε,t+ε[
egw0,n (xw)

be the exponential rate of the probability as n → ∞ for a small interval around t. In
the last expression, the limit n→∞ exists from a superadditivity argument analogous to
the argument given in Remark B.3 above. The limit ε → 0 exists because one obtains a
monotonously decreasing sequence.
Note that if f is cohomologous to a constant c (i.e. f = c+η−η◦φ−1 with some function
η), then there is another constant C such that for any word w0,n we have
∣∣fw0,n − nc∣∣ ≤ C.
In particular the complete distribution of fw0,n is contained in the interval [c−C/n, c+C/n],
so the question of studying large deviations becomes trivial in this case. We therefore
assume from now on, that f is not cohomologous to a constant, which implies, that the
pressure function u(β) is strictly convex.
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Proposition B.6. ”Large deviations”. Let t ∈ R and β (t) be defined by
t =
d
dβ
Pr (g + βf)/β=β(t) =
du
dβ
/β=β(t),
and
v (t) := β (t) · t− Pr (g + β (t) f)
be the Legendre transform [Arn76, p.61] of the function u, Eq.(165). Then for fmin < t <
fmax we have
Ω (t) = −Pr (g)− v (t) . (167)
Remark B.7. We have (
dv
dt
)
(t) = β (t) . (168)
The functions u and v are convex. We deduce:
Corollary B.8. Let t0 ∈]fmin, fmax[ such that
(
dv
dt
)
(t0) = β (t0) = 0. For any interval
I = [ta, tb] with fmin < ta < tb < fmax we have
lim
n→∞
1
n
log (P (n, I)) = −Pr (g) + sup
t∈I
(−v (t))
equivalently
lim
n→∞
1
n
log
 ∑
w0,n s.t. 1nfw0,n∈I
egw0,n (xw)
 = sup
t∈I
(−v (t)) (169)
with
sup
t∈I
(−v (t)) =

−v (t0) if t0 ∈ [ta, tb]
−v (tb) if t0 ≥ tb
−v (ta) if t0 ≤ ta
(170)
Proof of Proposition B.6. We are grateful to Mark Pollicott and Richard Sharp for explain-
ing Proposition B.6 and Corollary B.8 to us. Based on ideas from Kifer [Kif92, Kif94] these
kind of formulas can be derived from the work of Pollicott and Sharp [PS96, Pol95, Sha92]
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using the variational approach to the pressure function. In the sequel we provide a self-
contained proof, which fits into the periodic orbit definition of the topological pressure
which we use in this article.
For any two functions f, g ∈ C (I,R), for any t ∈ R and any ε > 0 let us define the
following quantity
Kg,ε(t) := lim
n→∞
1
n
log
 ∑
w0,n s.t. 1nfw0,n∈[t−ε,t+ε[
egw0,n (xw)

Recall that we denoted by N the number of letters, so we get the very crude estimate
−∞ ≤ Kg,ε(t) ≤ logN + ·maxx∈I g. We also deduce from that fact, that egw0,n > 0 and
the monotonicity of the logarithm, that for any fixed t ∈ R and for ε → 0 the expression
Kg,ε(t) is monotonously decreasing. Thus we can define
Kg(t) := lim
ε→0
Kg,ε(t) ∈ R ∪ −∞.
Notice that Ω (t) =
(166)
−Pr (g) +Kg (t). In a first step let us show the following Lemma
Lemma B.9. The function t→ Kg(t) is an upper semi-continuous concave function.
Proof. The upper semi-continuity follows easily from the definition of Kg: for a given t0
and ε > 0 take δ > 0 such that 0 ≤ Kg,δ(t0) − Kg(t0) ≤ ε. Then for any t such that
|t− t0| < δ we get, that Kg(t) ≤ Kg,δ(t0) ≤ Kg(t0) + ε. For every ε > 0, Kg,ε is midpoint
concave because for any t1, t2 ∈ [fmin, fmax] we have
Kg,ε
(
t1 + t2
2
)
: = lim
n→∞
1
2n
log
 ∑
w0,2n s.t. 12nfw0,2n∈[ t1+t22 −ε, t1+t22 +ε[
egw0,2n

≥ lim
n→∞
1
2n
log
 ∑
w0,2n s.t. 1nfw0,n∈[t1−ε,t1+ε[ and 1nfwn,2n∈[t2−ε,t2+ε[
egw0,n+gwn,2n

= lim
n→∞
1
2n
log

 ∑
w0,n s.t. 1nfw0,n∈[t1−ε,t1+ε[
egw0,n
 (171)
 ∑
w0,n s.t. 1nfw0,n∈[t2−ε,t2+ε[
egw0,n


=
1
2
(Kg,ε(t1) +Kg,ε(t2))
Taking the limit ε→ 0 we deduce that Kg is midpoint concave. As upper semi-continuity
implies Lebesgue measurable we deduce that Kg is concave.
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Remark B.10. Note that in (171) we crucially use the transitivity of the adjacency matrix as
assumed in Definition 2.1. Without this assumption the statement that Kg(t) is concave
becomes obviously false: Assume for example the case with N = 2 intervals and the
non-transitive adjacency matrix A =
(
1 0
0 1
)
. If now f is piece-wise constant, with
f/I1 6= f/I2then for any word w0,n, either fw0,n = nf/I1 or fw0,n = nf/I2 and consequently
Kg(t) ≥ 0 if t = f/I1or t = f/I2 and Kg(t) = −∞ else.
We continue the proof of Proposition B.6. Let us now show that Kg(t) = −v (t). Recall
from (168) that d
dt
v(t) = β(t) hence for any t0 we have ddt (β (t0) t− v (t))|t=t0 = 0 or in
other words β (t0) t− v (t) has a maximum at t = t0 given by
max
t
(β (t0) t− v (t)) = β (t0) t0 − v (t0) = Pr (g + β (t0) f) = u (β (t0)) . (172)
Recall the definition (159) of the topological pressure. For K ∈ N and ∆K := fmax−fminK we
write
Pr (g + βf) = lim
n→∞
1
n
log
K−1∑
k=0
 ∑
w
0,n s.t. 1nfw0,n∈[fmin+k∆K,fmin+(k+1)∆K [
egw0,n+βfw0,n


= max
k=0,...K−1
lim
n→∞
1
n
log
 ∑
w0,n s.t. 1nfw0,n∈[fmin+k∆K ,fmin+(k+1)∆K [
egw0,n+βfw0,n

Recalling the definition of Kg,ε(t) above we get for any k = 0, . . . , K − 1∣∣∣∣∣∣∣ limn→∞
1
n
log
 ∑
w0,ns.t. 1nfw0,n∈[fmin+k∆K ,fmin+(k+1)∆K [
egw0,n+βfw0,n
− (Kg,∆K/2(fk) + βfk)
∣∣∣∣∣∣∣
≤ β∆K
where fk = fmin + (k + 12)∆K . Taking the limit K →∞, we get
u (β) = Pr (g + βf) = max
t
(βt+Kg(t))
which is the same expression that we have obtained for −v (t) in (172). As we have shown
that Kg is upper semi continuous and concave, the Fenchel-Moreau theorem implies that
Kg = −v. We have finished the proof of Proposition B.6.
C Discussion about γasympt. in hyperbolic dynamics
C.1 Motivation to study γasympt.
Let us consider the case of an Anosov flow φt = etX , t ∈ R (also called uniformly hyperbolic
flow) generated by a Anosov vector field X on a closed manifold M . A typical example
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is the geodesic vector field X associated to a Riemannian manifold (M, g) with (variable)
negative curvature: X is the Hamiltonian vector field on M = T ∗1M (the unit cotangent
bundle). This example is special because the flow preserves the canonical Liouville contact
one form α onM . More generally Anosov flows that preserve a contact one form are called
“contact Anosov flows”. We introduce an arbitrary smooth function V ∈ C∞ (M ;R) called
the potential function and consider the operator
A := −X + V.
A has intrinsic discrete spectrum (of finite multiplicity) in certain anisotropic Sobolev
spaces H (M) [BL07, FS11, FT17] and the set of eigenvalues (zj)j ⊂ C of A are called
the Ruelle-Pollicott resonances of A for positive time t ≥ 0. The operator A is
the generator of Lt := etA, t ≥ 0, called the transfer operator giving transport of functions
u ∈ C∞ (M) by
Ltu = etAu = eV[−t,0] · (u ◦ φ−t) (173)
with V[−t,0] :=
∫ 0
−t V ◦ φsds.
We define
γasympt. := lim sup
ν→∞
sup
j
{Re (zj) , s.t. |Im (zj)| ≥ ν} (174)
i.e. γasympt. is such that for any  > 0 there are only finitely many Ruelle-Pollicott res-
onances on the right of the line Re (z) = γasympt. + . To express the importance of the
quantity γasympt., we will assume the following two properties about the spectrum of A.
We will see many examples in Section C.2 where these assumptions are satisfied.
Assumption C.1. We will assume
1. The Ruelle-Pollicott spectrum of the operator A has a single and simple dominant
real eigenvalue γGibbs18.
2. “Uniform control of the norm of the resolvent”: there exists  > 0, ν > 0, C > 0
such that γasympt. +  < γGibbs and
∀z ∈ C s.t. Re (z) ≥ γasympt. + , |Im (z)| ≥ ν,
∥∥(z − A)−1∥∥H(M) ≤ C. (175)
Equivalently to (175) one has [EN99]
∃C, ∀t ≥ 0,
∥∥∥∥∥∥Lt −
∑
j s.t Re(zj)≥γasympt.+
LtΠj
∥∥∥∥∥∥
H(M)
≤ Ce(γasympt.+)t (176)
where Πj is the spectral projector of finite rank associated to zj. If the eigenvalue zj is
simple then LtΠj = ezjtΠj. The sum in (176) is finite. In particular
18i.e. other eigenvalues zj ∈ C satisfy Re (zj) < γGibbs.
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∃ > 0,∃C, ∀t ≥ 0, ∥∥Lt − eγGibbstΠGibbs∥∥H(M) ≤ Ce(γGibbs−)t (177)
From the construction of H (M), one has C∞ (M) ⊂ H (M) ⊂ D′ (M). We define the
dual space H′ (M) by
H′ (M) :=
{
u ∈ D′ (M) , s.t. v ∈ H (M)→ 〈u, v〉L2(M ;dx) ∈ C is bounded
}
,
where dx is an arbitrary smooth volume on M (in case of contact Anosov flow dx is
inherited from the contact structure). Eq.(176) implies some expansions of time correlation
of functions (as in [Tsu10, Corollary 1.2][NZ15, Corollary 5]):
∀u ∈ H′ (M) , v ∈ H (M) , 〈u,Ltv〉L2(M,dx) =
∑
j s.t.Re(zj)≥γasympt.+
〈u,LtΠjv〉L2+O
(
e(γasympt.+)t
)
.
(178)
C.1.1 Gibbs measure
Remark C.2. Eq.(178) shows that Ruelle-Pollicott resonances describe the correlation func-
tions w.r.t. Lebesgue measure dx for the dynamics weighted with the potential V . We will
see later in Corollary C.4 that the same spectrum describes the correlation functions w.r.t.
a Gibbs measure defined from V but for the pure flow dynamics, i.e. without potential V .
The Atiyah-Bott flat trace formula [AB67][Gui77] gives that
γGibbs = Pr (V − J) ∈ R
where19
J := −divX/Es > 0.
divX/Es < 0 is the expansion rate along the stable direction Eu. We have divX/Es +
divX/Eu = divX hence for a volume preserving flow, divX = 0, one has J := −divX/Es =
divX/Eu . Pr (ϕ) is the topological pressure of a function ϕ ∈ C (M) and is defined for
flows using a sum over periodic orbits γ as follows:
Pr (ϕ) := lim
t→∞
1
t
log
 ∑
p.o.γ s.t. |γ|∈[t,t+1]
e
∫
γ ϕ
 . (179)
We denote ΠGibbs the rank one spectral projector associated to the eigenvalue γGibbs. It
defines the so called “Gibbs equilibrium measure”20 associated to the potential V by
µGibbs : ϕ ∈ C∞ (M)→ Tr (MϕΠGibbs) ∈ R
19The choice A = X + V would have give instead γGibbs = Pr (V − divX/Eu).
20µGibbs is a positive measure (i.e. distribution of order 0) because of the following argument. Let
ϕ ∈ C∞ (M ;R+). Let us denote δx the Dirac measure at x ∈M . The Atiyah-Bott flat trace of an operator
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whereMϕu = ϕu denotes the multiplication operator by a function ϕ ∈ C∞ (M). Mϕ :
H (M)→ H (M) is a bounded operator. The operatorMϕΠGibbs is finite rank hence trace
class in H (M). The Gibbs measure µGibbs has the following properties:
Lemma C.3. “Invariance of Gibbs measure under the flow”. We have
∀ϕ ∈ C∞ (M) , ∀t ≥ 0, µGibbs
(
ϕ ◦ φ−t) = µGibbs (ϕ) .
Proof. Let us write Lt0 = e−tX andMϕu = ϕu the multiplication operator by ϕ. We have
the relations LtΠGibbs = ΠGibbsLt = etγGibbsΠGibbs, Lt = MeV[−t,0]Lt0, MuMv = MvMu,LtMu =MLt0uLt and circularity of Tr (.) and deduce
µGibbs
(
ϕ ◦ φ−t) = Tr (MLt0ϕΠGibbs) = e−tγGibbsTr (MLt0ϕLtΠGibbs)
= e−tγGibbsTr
(LtMϕΠGibbs) = e−tγGibbsTr (MϕΠGibbsLt) = Tr (MϕΠGibbs)
= µGibbs (ϕ) .
The expansion (178) implies some expansion for correlation functions expressed with
the Gibbs measure (that is more usual in dynamical systems theory) as follows.
Corollary C.4. “Decay of correlations for the Gibbs measure”. Under assumption
C.1, we have
∀ϕ1, ϕ2 ∈ C∞ (M) ,∀t ≥ 0, µGibbs
((
ϕ1 ◦ φ−t
)
.ϕ2
)
=µGibbs (ϕ1)µGibbs (ϕ2)
+
∑
j s.t Re(zj)>γasympt.+, zj 6=γGibbs
e−tγGibbsTr
(Mϕ2 (LtΠj)Mϕ1ΠGibbs)
+O
(
e−(γGibbs−(γasympt.+))t
)
Remark C.5.
1. The quantity (γGibbs − (γasympt. + )) that governs the exponential decay of the re-
mainder is called the “asymptotic spectral gap”.
A is Tr[ (A) :=
∫
M
〈δx, Aδx〉dx, see [Gui77]. The Schwartz kernel of the operator Lt is positive hence for
any t ≥ 0,
Tr[
(Mϕe−γGibbstLt) := ∫
M
ϕ (x) 〈δx, e−γGibbstLtδx〉dx ≤ |ϕ|C0
∫
M
〈δx, e−γGibbstLtδx〉dx = |ϕ|C0 Tr[
(
e−γGibbstLt) .
We make t → +∞. Using (177) and additional arguments that can be found in [FT16, Appendix B] one
obtains
µGibbs (ϕ) ≤ |ϕ|C0 Tr (ΠGibbs) = |ϕ|C0 .
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2. We have assumed that γGibbs is dominant eigenvalue i.e. γGibbs > Re (zj) for zj 6=
γGibbs. Then the second line decays and one gets exponential mixing property for
the Gibbs measure:
µGibbs
((
ϕ1 ◦ φ−t
)
.ϕ2
)
= µGibbs (ϕ1)µGibbs (ϕ2) +O
(
e−(γGibbs−maxj Re(zj))t
)
.
3. If eigenvalues zj are simple then LtΠj = ezjtΠj and each term on the second line
writes as
e−tγGibbsTr
(Mϕ2 (LtΠj)Mϕ1ΠGibbs) = e−t(γGibbs−zj)Tr (Mϕ2ΠjMϕ1ΠGibbs) .
Proof. Recall the relations at the beginning of proof of Lemma C.3. We have
µGibbs
((
ϕ1 ◦ φ−t
)
.ϕ2
)
= Tr
(MLt0ϕ1Mϕ2ΠGibbs) = e−tγGibbsTr (MLt0ϕ1Mϕ2LtΠGibbs)
= e−tγGibbsTr
(Mϕ2LtMϕ1ΠGibbs)
= e−tγGibbs
∑
j s.t Re(zj)>γasympt.+
Tr
(Mϕ2 (LtΠj)Mϕ1ΠGibbs)
+O
(
e−(γGibbs−(γasympt.+))t
)
.
From the fact that ΠGibbs is a rank one projector we deduce that the first term of the sum
is
e−tγGibbsTr
(Mϕ2 (LtΠGibbs)Mϕ1ΠGibbs) = Tr (Mϕ2ΠGibbsMϕ1ΠGibbs) = µGibbs (ϕ1)µGibbs (ϕ2) .
C.1.2 Special choice V = J = −divX/Es
In particular, by choosing21 the potential V = J we get the topological entropy htop:
γGibbs = Pr (V − J) = Pr (0) = lim
t→∞
1
t
logN (t) =: htop (180)
where N (t) := ] {γ periodic orbit s.t. |γ| ≤ t} counts the periodic orbits of the flow of
period less than t. In this case the Gibbs measure is called “the Bowen Margulis
measure of maximal entropy” µGibbs =: µB.M..
C.1.3 Special choice V = 0
Let 1 (x) = 1 be the constant function 1 on M . One has X (1) = 0. If we choose potential
V = 0 then A = −X, A (1) = 0, γGibbs = 0 and
ΠGibbs = 1〈µ|.〉L2 ,
with µ ∈ H′ (M). The Gibbs measure is µGibbs = µdx =: µS.R.B. and is called “the
Sinai-Ruelle-Bowen measure”. If the flow is volume preserving, i.e. divdxX = 0 then
µS.R.B. = dx.
21In general J is only Hölder continuous so it requires some special arguments, namely considering the
extension of the transfer operator on a Grassmanian bundle [FT15, FT16].
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C.2 Known results about γasympt.
C.2.1 Contact Anosov flows
For contact Anosov flows, it has been shown by C. Liverani [Liv04] that in the case V = 0,
∃ > 0, γasympt. < γGibbs − . (181)
M. Tsujii [Tsu12] (and [NZ15] for a generalization to other semiclassical operators), has
shown an explicit upper bound for γasympt. (his method works for any smooth potential V ):
γasympt. ≤ γsc := tsup (D) := lim
t→∞
sup
x∈M
(
1
t
∫ t
0
D ◦ φ−s (x) ds
)
(182)
with the so called damping function D := V − 1
2
J and where the linear functional tsup()
called “time-averaged-sup” is defined from the last expression. The proof uses semiclassical
analysis with ν := |Im (z)| → ∞ being the frequency in the neutral direction. For this we
consider the flow φt lifted on the cotangent bundle φ˜t : T ∗M → T ∗M . Since φt preserves
the contact one form α, the trapped set K (i.e. non wandering set) for the lifted flow φ˜t is
the line bundle K = Rα ⊂ T ∗M . A crucial property is that K\{0} is a smooth symplectic
submanifold of T ∗M and transversally the dynamics of φ˜t is hyperbolic. From this and
using semiclassical techniques, one deduces (182) and also a band structure of the spectrum
[FT13].
In particular for the special choice V = 1
2
J = 1
2
divX/Eu called “semi-classical poten-
tial” it is shown in [FT16] that
γasympt = γsc = 0.
i.e. there is an accumulation of Ruelle resonances on the imaginary axis. In that case
γGibbs > 0.
C.2.2 Anosov flows in dimension 3
M. Tsujii has shown in [Tsu16] that for generic volume preserving Anosov flow in dimension
3 and V = 0, there exists γTsujii < 0 such that
γasympt. ≤ γTsujii < γGibbs = 0
and one has a uniform control of the resolvent on Re (z) ≥ γTsujii that gives decay of
correlations.
M. Tsujii considers in [Tsu15] the case V = J for an expanding semi-flow and gives a
bound for γasympt. that improves previous known results.
C.2.3 Open hyperbolic dynamics
To the authors best knowledge an analog of (182) for open hyperbolic flows (i.e. Axiom A
flow) is not known. However in [AFW13] the authors proved an analog of (182) together
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with resolvent estimates for the R-extensions of IFS which can be considered as a toy model
of an Axiom A flow.
The present article concerns open dynamics. Its purpose is to improve the established
bounds γsc and γGibbs. We directly work on a model for open dynamical systems such that
there is hope, that our methods and results can be useful for the study of Ruelle-Pollicott
resonances of open hyperbolic flows, such as Axiom A flows.
C.2.4 Quantum hyperbolic dynamics
In quantum mechanics similar questions concerning the asymptotic spectral gap of an
operator arises as follows. On a negative curvature smoothed closed manifold (M, g),
consider the operator22
P :=
(
0 Id
−∆ 2iD
)
on H1 (M) ⊕ L2 (M) where ∆ is the Laplace Beltrami operator and D ∈ C∞ (M;R) is
a smooth function [Sjö00]. P has discrete spectrum (zj)j ⊂ C that belongs to the band
Im (zj) ∈ [inf D, supD] (for Rezj > 0). One defines
γasympt. := lim sup
ν→+∞
sup
j
{Im (zj) , s.t.Re (zj) ≥ ν} . (183)
G. Lebeau [Leb96] has shown that
γasympt. ≤ γsc := tsup (D) := lim
t→∞
sup
(x,ξ)∈T ∗1M
(
1
t
∫ t
0
D ◦ φ−s (x, ξ) ds
)
(184)
where φs : T ∗1M→ T ∗1M is the geodesic flow and D is trivially extended to M = T ∗1M by
D (x, ξ) := D (x). The bound (184) is similar to the bound (182).
For “open quantum dynamics” Dyatlov and Zahl have recently established [DZ15] a
new bound for the asymptotic spectral gap for resonances of the Laplacian on convex co-
compact manifolds of constant negative curvature. Although their model is different, it
would be interesting to compare their results methods and concepts with ours.
In particular it has been shown recently that there is an exact relation between Ruelle
Pollicott resonances and quantum resonances on convex co-compact hyperbolic surfaces
[GHW16]. For these models it has also been shown that γasympt < γsc in [BD16].
C.3 Conjecture for γasympt.
In this Section we discuss a conjecture for the asymptotic spectral gap γasympt..
This conjecture is motivated from the expression (38) that appears in the sketch of
proof of Theorem 3.3 and that leads us to our result γasympt. ≤ γup.
22If we put Φ = (ψ,ϕ) ∈ L2 (M) ⊕ L2 (M) then the Schrodinger equation i∂tΦ = PΦ is equivalent to
the “damped wave equation” ∂2t ψ = ∆ψ − 2D∂tψ with ϕ = i∂tψ.
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In (38) we have a sum of complex numbers over pairs of orbits w,w′. This sum has the
form
∑
w,w′ e
(V−J)w+(V−J)w′+iν(τw−τw′ )Tw′,w. In this double sum, we are not able to control
the phases eiν(τw−τw′ ) of non diagonal terms so we have considered a time n ∼ 2 log ν〈J〉 for
which these non diagonal terms vanish (because Tw′,w ∼ 0). Then the last term in (39)
gives the remainder 〈J〉 /4 in our result (28).
If we bound all the phases by 1 and consider the limit n → ∞ one obtains the bound
γasympt. ≤ γGibbs. However if one were able to show that phases behave as “random phases”
(this could hold generically), then the non diagonal terms in (38) become negligible. Con-
sequently we can make the diagonal approximation for arbitrary long time and if we take
time n = A log(ν)〈J〉 with A 1 arbitrary large then the last term in (39) becomes 12A 〈J〉  1
and is negligible. One obtains the conjecture that:
Conjecture C.6. For a generic system,
γasympt. = γconj :=
1
2
Pr (2 (V − J)) . (185)
This conjecture can been found in [DP98, p.9]. It makes sense for a general hyperbolic
dynamics (Anosov flow, Axiom A flow, ...), even for quantum systems as those discussed
in Section C.2.4 for which the conjecture is23
γ
(quantum)
asympt. = γ
(quantum)
conj :=
1
2
Pr
(
2
(
D − 1
2
J
))
=
1
2
Pr (2D − J)
• In particular if we choose the potential V = J (this choice is used for counting
periodic orbits) the conjecture is
γasympt. = γconj =
1
2
Pr (0) =
1
2
htop,
where htop = Pr (0) is the topological entropy.
• In particular for D = 0 we have γ(quantum)conj = 12Pr (−J) and for hyperbolic surfaces
this gives γ(quantum)conj =
δ−1
2
where δ is the Hausdorff dimension of the limit set [Bor07].
This conjecture has been made in [JN12] for convex co-compact hyperbolic surfaces.
Some numerical observations are in favor of this conjecture, e.g. Figure 10 and Figure
13. With some other numerical observations the value 1
2
Pr (2 (V − J)) describes rather the
maximum of the distribution of concentration of eigenvalues γmax and not γasympt. [LSZ03,
figure 2],[BWP+13, figure 4],[Bor14, figure 27],[BW14, Section 5.3]. One could conjecture
that both coincide in the semiclassical limit ν → +∞ (and for generic hyperbolic systems),
i.e. that γmax = γasympt. = γconj.
23as explained in [FT15], quantum hyperbolic system with damping D can be though as a classical
system with the potential written as V = D + 12J where D is called the effective damping function.
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