Abstract-We consider scheduling in wireless networks and formulate it as a Maximum Weighted Independent Set (MWIS) problem on a "conflict" graph that captures interference among simultaneous transmissions. We propose a novel, low-complexity, and fully distributed algorithm that yields high-quality feasible solutions. Our proposed algorithm consists of two phases, each of which requires only local information and is based on message-passing. The first phase solves a relaxation of the MWIS problem using a gradient projection method. The relaxation we consider is tighter than the simple linear programming relaxation and incorporates constraints on all cliques in the graph. The second phase of the algorithm starts from the solution of the relaxation and constructs a feasible solution to the MWIS problem. We show that our algorithm always outputs an optimal solution to the MWIS problem for perfect graphs. Simulation results compare our policies against carrier sense multiple access (CSMA) and other alternatives and show excellent performance.
I. INTRODUCTION

I
N A WIRELESS network, the receiver of some data packet is able to successfully decode it only if the signal-to-noise-plus-interference ratio (SNIR) during the transmission is above a certain level. Concurrent transmissions can cause interference to each other, thus preventing packets from being successfully delivered to their respective receivers. A scheduling policy has as its main responsibility to eliminate such transmission "collisions." To that end, the seminal work in [1] proposes a scheduling policy that solves a Maximum Weighted Independent Set (MWIS) problem with appropriate weights to decide which links of the wireless network should be allowed to transmit at any point in time. This formulation is the starting point of our work in this paper. October 13, 2015 . This work was supported in part by the NSF under Grants CNS-1239021 and IIS-1237022, the ARO under Grants W911NF-11-1-0227 and W911NF-12-1-0390, the ONR under Grant N00014-10-1-0952, and the NIH/NIGMS under Grant GM093147.
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To make matters concrete, let us model the wireless network as a directed graph W D L , where D is the set of wireless devices, and L is the set of links in the network. For convenience, we assume there are links; let L . For each device D , if it can successfully transmit to another device D in the absence of interference from other devices, we say that the ordered pair is a link of the graph, i.e., L . For each link L , we denote by N the interference set of link , namely the set of all the links over any of which a simultaneous transmission will render the data delivery over link unsuccessful. We assume the interference is symmetric, that is, for any links L , if N , then we also have N . Note that, in our model, two links do not have to share any nodes for them to be in each other's interference set, and this enables us to handle a variety of interference models.
Assume that time is discrete. For each link L denotes the number of packets arriving at link during timeslot . Without loss of generality, we assume that all packets have equal lengths. We further assume that for any link L is an independent and identically distributed process over time , but it may be dependent on the arrival processes on other links. We also assume that the arrival processes across links have bounded covariances, that is, , for any L . Let be the expected number of packets arriving at link during each time-slot, namely L and . For any link L , whenever the packets backlogged at link are scheduled to be transmitted to the receiver, they are delivered with a constant transmission rate per time-slot if link is free of interference during the transmission. Let be the indicator of whether or not link L is scheduled during any time-slot . Define the state of the system as the queue length for link at the end of time-slot ; the system dynamics are written as (1) for all L and , where , that is, the maximum of zero and the minimum integer that is no less than . Let . We note that for each , and take integer values only, whereas can take real values.
We are interested in distributed and efficient scheduling policies so that is stable, namely, the long-term average backlog in the network is finite (2) 1063-6692 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Furthermore, we are also interested in stable policies that minimize the above quantity.
To formulate the scheduling problem, we construct an undirected graph G V E at the beginning of each time-slot as follows. Let the set of nodes V be L , namely the set of links in the network. For any two nodes and V , the unordered pair is in E if and only if N , or equivalently, N . Each node V is assigned a weight . We will call graph G the conflict graph corresponding to network W since each node in V represents a potential transmission and the edges in E indicate the conflicts between interfering transmissions. Selecting an interference-free schedule now amounts to finding an independent set in G , that is, select a set of nodes so that no two selected nodes are connected by an edge (i.e., have a conflict). Because we are interested in ensuring stability and minimizing average delay, we seek to solve the MWIS problem on graph G , that is, select the heaviest independent set of nodes (with the weights specified above).
The MWIS on general graphs, however, is NP-hard. Our objective, therefore, is to find a low-complexity algorithm that yields "good-quality" feasible solutions (i.e., interference-free). Our main contribution in this paper is the development of a novel algorithm. The algorithm consists of two phases. In the first phase, we solve a relaxation of the MWIS using a gradient projection method. We show that the algorithm converges and does so in pseudo-polynomial time in the size of the input. In the second phase, we leverage the relaxed solution and construct a feasible solution to the MWIS problem, using either a greedy algorithm or a more elegant estimation based on graph coloring. As we will see, both phases can be implemented in a distributed fashion and require only local information exchanges between the wireless nodes. We show that the algorithm finds an optimal MWIS solution if the graph G is perfect [21] . 1 Our result generalizes earlier results concerning bipartite graphs [2] to a much larger class of graphs. This is useful since we show that there exist typical wireless networks with a perfect conflict graph, e.g., tree networks with a node-exclusive interference model. Furthermore, we also show that the proposed algorithm guarantees the stability of the underlying wireless network.
We devise a practical way of using our algorithm to schedule wireless networks and use simulation to compare its performance to carrier sense multiple access (CSMA) and a greedy alternative. The numerical results indicate that our algorithm achieves significantly smaller aggregate long-run average queue length than CSMA and outperforms the greedy policy (substantially in some instances).
The rest of this paper is organized as follows. Section II surveys the related literature. Background material on notions from graph theory and the two relaxations of MWIS are presented in Section III. The gradient projection method for solving the MWIS relaxation is in Section IV. The second (estimation) phase is in Section V. A practical implementation is presented in Section VI, where we also compare against two CSMA variants and a greedy policy. We offer concluding remarks in Section VII, and all the proofs are in Section VIII. Notational Conventions: Throughout the paper, all vectors are assumed to be column vectors. We use lowercase boldface letters to denote vectors, and for economy of space, we write for the column vector . denotes the transpose of , and the vector of all zeroes. By and , we denote the and norms of , respectively. We use uppercase boldface letters to denote matrices. We use script letters to define sets and denote by A the cardinality of set A .
II. RELATED WORK
There are two schools of thought in allocating the wireless channel to interfering links that compete for transmission: scheduling and random multiple access. As mentioned earlier, applying [1] to the wireless network model we described yields an MWIS-based scheduling policy where the link weights are equal to the corresponding expected backlog. Reference [1] shows that such a policy is throughput optimal, that is, it stabilizes any arrival vector L in the maximum throughput region-the set of 's for which the network is stabilized under some policy. Subsequent work (see, e.g., [3] - [7] ) has devised a host of policies that differ in their complexity and the fraction of the maximum throughput region they can achieve.
Simpler policies have also been considered in the literature. Empirical evidence has shown (and this is confirmed in our results) that a greedy policy can be effective. Reference [8] shows that if the network satisfies some local-pooling property, then the greedy policy is indeed efficient.
In the random multiple access camp, several CSMA-based algorithms have been proposed [9] - [11] . These algorithms are distributed, low-complexity, and easy to implement. They use a random access scheme according to which a link seizes the channel with a probability that increases exponentially with a certain link-dependent weight (e.g., the expected backlog at the link). As explained in [12] , these schemes sample over independent sets of G and converge to the optimal MWIS in graphs with large weights. This has led to showing that, like the original MWIS policy of [1] , they are throughput-optimal. In fact, the link weights do not have to be equal to the expected backlog; more general functions can lead to the same throughput optimality [13] , [14] . Throughput optimality, however, does not imply small average backlog. The CSMA-type policies converge to the optimal MWIS when the backlog becomes large, and even then convergence is slow (the mixing time of the "sampling" Markov chain can be exponential in the size of the graph).
In this work, we attempt to "solve" the MWIS problem using a different strategy: solve a relaxation and then construct a feasible solution. A relaxation strategy was also used in [15] , but for a different throughput maximization problem in wireless sensor networks. Reference [15] , which followed earlier work in [16] , developed a maximum weighted matching relaxation which is looser than the one we develop in this paper. The difficulty of MWIS has motivated substantial work on approximations, heuristics, and special cases [17] , [18] . A polylogarithmic-time algorithm is proposed in [19] that gives an almost exact approximation for planar graphs, where the idea is to decompose the entire graph into clusters. In [20] , a randomized algorithm is developed that produces the maximal independent set with high probability for growth-bounded graphs including unit disk graphs.
A message-passing algorithm for producing a feasible solution to the MWIS was proposed in [2] . As in our work, [2] solves a relaxation of the MWIS, but one that is looser than ours. It shows that the solution obtained is optimal for bipartite graphs on which the MWIS has a unique solution. Our work generalizes those results in two ways: 1) by solving a tighter relaxation we can show optimality for perfect graphs which subsume bipartite graphs; and 2) for bipartite graphs, we can relax the assumption on the uniqueness of the solution imposed in [2] .
III. BACKGROUND MATERIAL AND MWIS RELAXATIONS
In this section, we review some relevant background material from graph theory and provide two relaxations of the MWIS.
Let us consider an undirected graph G V E where V is the set of all the nodes and E is the edge set.
A clique is a set of vertices such that any two vertices in the set are adjacent. The maximum size of a clique in G is called the clique number of G . A maximal clique C of graph G is a clique of G that cannot be expanded by adding a vertex. Since maximal cliques contain all the cliques, we only consider maximal cliques in the rest of paper. We let S C C denote the set of all maximal cliques of G .
An independent (or stable) set I is a set of vertices, any two of which are nonadjacent. The complement graph G of G is a graph with the same node set V and edge setE that contains all edges not in E . It follows that a clique in G is an independent set in G . Thus, every term defined for cliques in G has a corresponding term for independent sets in G . In particular, a maximal independent set is a set of vertices that cannot be expanded without violating the independence property.
A coloring of G is a partition of V into independent sets I I . The independent sets I I are called the colors of the coloring. The minimum number of colors in a coloring of G is called the coloring (or chromatic) number of G . Determining the clique number and the coloring number are NP-complete problems [21] .
The incidence vector T of a vertex set T V is defined as T , where for all T and for all T . The independent set polytope P G of a graph G is the convex hull of the incidence vectors of the independent sets in G . Next, we consider what we will call the clique polytope P G determined by
The second inequalities in (3) are called clique inequalities.
Since the integer feasible points in P G are exactly the incidence vectors of independent sets, it follows that P G is the integer hull of P G (the convex hull of its integer points).
A graph G is called perfect if its clique and coloring numbers are identical for all induced subgraphs of G (i.e., all subgraphs with the same vertex set and edge set being a subset of E ). An induced (chordless) cycle of odd length of at least 5 is called an odd hole, and an induced subgraph that is the complement of an odd hole is called an odd antihole. By the strong perfect graph theorem [22] , a graph G is perfect if and only if G contains no odd hole and no odd antihole. In perfect graphs, the independent set polytope is equal to the clique polytope. Perfect graphs include many types of graphs such as bipartite graphs, line graphs of bipartite graphs, interval graphs, chordal graphs, distance-hereditary graphs, permutation graphs, trapezoid graphs, split graphs, and others [23] . Checking whether a graph is perfect can be done in polynomial time [24] .
Let us now turn our attention to the MWIS problem. Assign to every node in G a weight . Without loss of generality we assume for all since any nodes with nonpositive weights can simply be removed from the graph in the context of the MWIS. Denote by the degree of node , i.e., N , where here N denotes the set of neighbors to (i.e., all with E ). Let V be the degree of G . For convenience, we assume that is common knowledge to all nodes in V . As we will see later, this assumption can be easily relaxed. Last, we assume that every node in V is unique, namely, each one has a distinct identifier not shared with any other nodes in the graph. For communication networks, for instance, MAC addresses of networking devices can be used in place of the identifiers.
The MWIS problem can be written as the following integer linear program (ILP): (4) is simply the LP formed from (4) by relaxing the integer constraints as . We will call this LP the edge relaxation of MWIS.
Another formulation for the MWIS involves the clique inequalities
We will call the LP relaxation of (5) the clique relaxation of MWIS. Compared to (4), (5) describes the same feasible set for binary decision variables. However, the clique relaxation is tighter than the edge relaxation, and this is important in our work. The price for this benefit is that there are more maximal cliques than edges. As we will see, the computational cost of the algorithm we propose increases (locally) linearly with the number of cliques. Yet, if the degree is fixed and small, which is a reasonable assumption in wireless networks, the number of clique inequalities increases only linearly with the size of graph.
IV. GRADIENT PROJECTION PHASE
Consider the clique relaxation of MWIS
We will develop a distributed algorithm for solving this problem. Even though we defined S to contain only the maximal cliques in order to reduce the size of (6), the algorithm will be applicable for any set of cliques S . Thus, the edge relaxation (i.e., when S contains only the 2-cliques) becomes a special case and the exact same algorithm can be used. Let us add a logarithmic barrier function to problem (6) , that is
where is a small positive constant. As approaches 0, the objective value of (7) converges to that of problem (6) . From now on we will call problem (7) the primal problem. Let C S be the dual variables corresponding to the clique inequalities. The dual function is . The dual of (7) is given by
where, after some algebra, the dual function gets simplified as in (10), shown at the bottom of the page. (For economy of space we have suppressed the dependence of on .) Furthermore, is continuously differentiable with respect to and its partial derivative can be written as the following lemma suggests. The proof of this result is in Section VIII-B.
Lemma IV.2: For all V , the partial derivative of with respect to is given by if C otherwise Based on this lemma, it follows that for any C S V C S C
C S C
Note that the continuous differentiability of is actually expected since is the unique maximizer of . We can now solve the primal problem (7) by using the gradient projection method to solve the dual problem (9) . For each iteration , let and be the values of the vectors and at iteration , and a prespecified step size. The algorithm is given in Fig. 1 . Notice that it only involves message-passing among neighboring nodes and uses local information. In particular, node needs to maintain 's only for the cliques in which participates. Theorem IV.3 establishes the convergence of the algorithm for a sufficiently small stepsize (the proof can be found in Section VIII-C).
Theorem IV.3: For any such that the algorithm in Fig. 1 converges to the optimal primal-dual pair that solves problems (7) and (9) . Moreover, and to reach a dual solution satisfying , the algorithm requires iterations. The algorithm in Fig. 1 is an infinite loop, while in implementations we almost always want to select a stopping criterion to terminate the algorithm once the solution we obtain is "close enough" to the theoretical optimal solution. One of the possible criteria is to simply run the loop for a predefined number of iterations. Another possible criterion is as follows: Select a small constant , and stop the iterations if for all C S . Although checking this criterion at each iteration seems to require global coordination among the nodes in graph G , it can in fact be done in a distributed fashion using the competition algorithm we present later in Section V.2. In particular, at each iteration that is a multiple of , that is, for some positive integer , each node V individually decides if the iteration should continue, namely, sets a flag to 1 if C S C , and sets to 0 otherwise. Then, checking the stopping criterion amounts to verifying whether or not V . To that end, the competition algorithm in Section V.2 can be utilized to accomplish this in a distributed manner with the weight for node set to V , and this can be done concurrently with the gradient projection algorithm since they do not interfere with each other. Note that the choice of updating times is due to Theorem V.3 (also presented later), which guarantees that we will finish checking the stopping criterion before changes, V . We noted earlier that as in (7) approaches zero, the objective of the barrier problem in (7) converges to that of (6) . There is a systematic way, called the barrier method (see [25, Ch. 4] ), to ensure that the output of the gradient method converges to the optimal solution of (6) . To that end, we start with some , run the algorithm in Fig. 1 until it converges, and then reduce (e.g., by multiplying it with some constant ). In this manner, approaches zero geometrically, and for any given required accuracy , we need a polynomial number of iterations in to converge to an approximate optimal solution of (6). Considering that according to Theorem IV.3, each iteration of the barrier method takes a pseudo-polynomial 2 number of iterations in the desired dual-function accuracy , we can conclude that the proposed gradient projection approach converges pseudo-polynomially to an approximate optimal solution of the MWIS clique relaxation (6) . In practice, we can terminate the barrier iterations when the outputs of the algorithm in Fig. 1 for different are close enough. To implement this process, we can store a fixed sequence of 's at the nodes of V and program them to move to the next once convergence of the previous phase has been reached.
We note that the complexity conclusions reached above consider as part of the input to the algorithm. The dependence of the running time on the number of nodes is polynomial.
A key result, summarized in Theorem IV.4, establishes the optimality of our algorithm for perfect graphs; the proof is in Section VIII-D.
Theorem IV.4: The optimal solution of (6) obtained by the gradient projection algorithm is optimal for the MWIS problem (5) when G is perfect and the optimal solution of problem (6) is unique.
The uniqueness assumption in Theorem IV.4 can be restrictive, but it can be mitigated by randomly perturbing the node weights. In particular, since (6) is an LP problem over a polytope (bounded polyhedron), its optimal solution is not unique if and only if lies on a facet of the feasible set. Then, there always exists a small enough perturbation of the weights that can render the optimal solution unique.
We note that [26] has proposed a message passing algorithm to solve the Maximum a Posteriori estimation problem (MAP) on perfect graphs. Since every MWIS problem is trivially a MAP (see [2] ), the algorithm in [26] could, in principle, be used to solve the MWIS for perfect graphs as well. We say "in principle" because the application of the algorithm in [26] does not necessarily lead to a practical algorithm in our wireless network context. In particular, the algorithm of [26] operates on a graph that includes a node for every clique and every configuration (i.e., variable selection) of that clique. This can be a large number of nodes, and it is not clear how the algorithm operations can be mapped to nodes of the wireless network. Our algorithm is different as it solves the MWIS directly without first transforming it to a MAP. Message-passing takes place on the conflict graph G whose nodes are links of the wireless network. Thus, the algorithm operations for each wireless link can be easily performed by one of the wireless devices incident to that link.
Next, we make a connection between perfect graphs and wireless networks. Theorem IV.4 provides an optimality guarantee if the conflict graph G is perfect. While the conflict graph of an arbitrary wireless network W D L is not necessarily perfect, Theorem IV.5 (the proof is in Section VIII-E) shows that if W is a tree and under the node-exclusive interference model, the corresponding conflict graph is indeed perfect. The node-exclusive interference model prescribes that link L interferes with link L if and only if they are sharing at least one common device in D . We note that tree topologies are common, especially for wireless sensor networks.
Theorem IV.5: Under the node-exclusive interference model, the conflict graph of a tree wireless network is a perfect graph.
V. ESTIMATION PHASE
In this section, we describe how to construct a feasible solution to MWIS.
We assume that we have run the gradient projection procedure using the barrier method we outlined in Section IV, and we have obtained an optimal solution to the clique relaxation (6) . For convenience, we further assume that , for any node V such that , which can be readily achieved by modifying any optimal solution to problem (6) with local information in case this assumption is violated. We next set to 0 or 1 any V , if the corresponding is equal to 0 or 1, respectively. 3 This is justified by the following result, whose proof is in Section VIII-F.
Lemma V.1: For any V where , there is always an optimal solution to MWIS [cf. (4) or (5)] such that . As a result of Lemma V.1, we now have to assign node to 0 or 1 only for those V such that was not deemed to be either 0 or 1. We next introduce two estimation algorithms that construct a feasible solution to the MWIS using . The first one is a greedy algorithm; the second algorithm is a low-complexity rounding algorithm based on coloring that, as we will see, has some interesting optimality properties.
1) Greedy Estimation Algorithm:
The greedy estimation algorithm we propose works as follows. A node V takes the value of 0 or 1 if is 0 or 1, respectively; otherwise, it sets itself to 0 or 1 in a way that maintains the feasibility of the solution only after all nodes in N whose weight is greater than are processed. The detailed algorithm is depicted in Fig. 2 , where is a special symbol standing for "undetermined." In case there is a tie in Step 2(b) of the algorithm, i.e., node finds that it is tied for the largest weight in its neighborhood, then node and all nodes in N with equal weights can use their unique IDs to break the tie, e.g., the node with the smallest ID can set itself to 1.
Next, we state the correctness of the estimation algorithm in Fig. 2 . The proof of Theorem V.2 is in Section VIII-G. 3 In practice, may be not be exactly 0 or 1 due to roundoff errors. We can set a certain tolerance level to decide which will be assumed to be 0 or 1. 
Theorem V.2:
The estimation algorithm in Fig. 2 outputs a feasible solution to the MWIS problem.
2) Estimation Algorithm Based on Coloring: Before we present the estimation algorithm, we describe how to color the graph G . The objective of the coloring procedure is to label all nodes in V with colors such that no two adjacent nodes share the same color. To proceed, we first need to identify a node in V as the special node, i.e., the root, and inform each node in G whether or not it is the root.
As it will become clearer later on, the selection of the root influences how colors get assigned, which will in turn influence how the remaining conflicts in G get resolved. One attractive possibility is to select as root the node with the highest weight in V . Other choices, however, are possible, and one can experiment with several heuristics, which can affect the quality of the resulting solution, especially in cases where a substantial number of conflicts remain in G after solving the clique relaxation. In fact, this flexibility is an interesting and useful feature of the coloring-based estimation algorithm.
In the remainder, we assume that the root is the node with the largest weight. Other choices can be handled with minor modifications. We select the root with an iterative competition algorithm depicted in Fig. 3 , where at each iteration and for each node V is the root to the best of node 's knowledge up to that point. Note that may not necessarily be the node with the highest weight in V until the algorithm converges, V . Moreover, we assume that whenever there is a tie in the comparison in Step 2(b) of Fig. 3 , it is broken by a stable arbitration. Let be the root of the graph found by any centralized algorithm using the same arbitration mechanism as in Fig. 3 . We also use the notation N N . In Theorem V.3, we establish the correctness of the competition algorithm. The proof is in Section VIII-H. Theorem V.3: The competition algorithm in Fig. 3 outputs (i.e., ) for any node V . In Section I, we made the assumption that all the nodes in graph G know , the degree of graph G . As Theorem V.3 shows, this can be readily achieved in a distributed fashion using the competition algorithm in Fig. 3 ; the only modification is to let the weight of node be V . With every node having the correct root information, graph G can be colored using at most colors in a number of steps that is polynomial in the size of the graph [27] , given that each node in V has a unique identifier and known by its neighbors. The coloring algorithm in [27] assumes a special node, which can be found by the competition algorithm in Fig. 3 . Moreover, the coloring algorithm in [27] is a distributed one that is optimal for bipartite graphs, i.e., it colors any bipartite graph with two colors. In the sequel, for each node V , we denote by the color of itself as the result of the competition algorithm in Fig. 3 and the coloring algorithm in [27] , and let . We now turn to the coloring-based estimation algorithm. The detailed algorithm is depicted in Fig. 4 . A result similar to Theorem V.2 holds for this algorithm as well; we state it in Theorem V.4 and omit the proof because it is similar to that of Theorem V.2.
Theorem V.4: The estimation algorithm in Fig. 4 outputs a feasible solution to the MWIS problem.
We next establish an interesting optimality property of the coloring-based estimation algorithm. We will show that when G is bipartite, it outputs an optimal solution to MWIS. More specifically, we first solve the edge relaxation of MWIS using the gradient projection approach of Section IV. (In fact, for bipartite graphs, the edge and the clique relaxation are identical since 2-cliques are maximal cliques). Maintain the notation for the optimal solution to the edge relaxation, and use this as input to the algorithm in Fig. 4 . The following theorem establishes the bipartite optimality property; the proof is in Section VIII-I.
Theorem V.5: The solution given by the coloring-based estimation algorithm is optimal for the MWIS problem when G is bipartite.
At first sight, it appears that Theorem V.5 is a special case of Theorem IV.4 since bipartite graphs are perfect. There is though a subtle difference. Theorem V.5 does not require the uniqueness assumption of Theorem IV.4. Thus, if one wishes to solve the edge relaxation that is less expensive than the clique relaxation, it can obtain an optimal MWIS solution for bipartite graphs without having to resort into the perturbation strategy we discussed in Section IV.
We note that a different message-passing algorithm for the edge relaxation was proposed in [2] . To find a feasible MWIS solution, the algorithm in [2] requires the LP relaxation to have a unique solution for general graphs; the same uniqueness condition is required for the algorithm in [2] to be optimal for bipartite graphs.
For completeness, in Fig. 5 we summarize the algorithm we have proposed so far for solving the MWIS problem on general graphs G .
Returning to the wireless scheduling application, we establish a sufficient condition for stability when the network is being scheduled using the algorithm in Fig. 5 . Key to this result is the following lemma, whose proof is in Section VIII-J.
Lemma V.6: The feasible MWIS solution produced by either the greedy estimation algorithm of Fig. 2 or the coloringbased estimation algorithm of Fig. 4 is a maximal independent set.
Consider now the scheduling policy induced by the MWIS solution . In particular, at each time-slot , we construct the conflict graph as described in Section I and run the algorithm in Fig. 5 . Given Lemma V.6, [28, Theorem 1] guarantees the stability of this scheduling policy. We formalize this result as Theorem V.7; recall the notation N N . Theorem V.7: The scheduling policy induced by the algorithm in Fig. 5 is stable in the mean, that is, the process satisfies (2), as long as N for all . In this section, we return to the wireless application we introduced in Section I and apply the algorithm of Fig. 5 . As we will see, the clique relaxation is quite tight, and the scheduling policy we obtain results in a smaller long-run average backlog compared to a CSMA policy and another greedy alternative.
We first explore the tightness of the clique relaxation. We have already seen that for tree networks and under the nodeexclusive interference model, the clique relaxation is indeed tight and will yield an integer optimal solution. How tight is it, though, for more general topologies and under different interference models? To answer this question, we consider five randomly generated 20-node wireless networks over a 100 100 area. We adopt a general interference model where links within a given distance to each other (within a disk of radius 25.2) interfere. For each network, we generate the corresponding conflict graph, then randomly generate the node weights and solve the corresponding clique relaxation of MWIS. Table I reports the average ratio of fractional elements in the relaxed optimal solution over the total number of nodes averaged over 1000 runs for each case. These results suggest that the clique relaxation is able to decide how the links of the network should be scheduled with very few exceptions on average. This is quite interesting, perhaps even surprising, as it suggests that for random instances of wireless networks our distributed algorithm yields a near-optimal solution. Motivated by this finding, in the remainder of this section we only use the (simpler and less computationally demanding) greedy estimation algorithm from Section V to make decisions for the remaining links corresponding to the noninteger elements in the solution.
Next, we describe how we schedule the wireless links based on the solution produced by the algorithm of Fig. 5 . As described in Section I, at the beginning of each time-slot , we construct the conflict graph and set for all . At the beginning of each time-slot , we make the scheduling decision for any link as follows: If , link is scheduled to transmit during time-slot ; otherwise it is not. Alternatively, we can simply set . Clearly, such a scheduling policy is free of interference by construction of . Moreover, this scheduling policy is fairly intuitive, aiming to reduce the packet congestion by giving higher priority to those links with greater "normalized backlogs," that is, queue lengths divided by their corresponding transmission rates.
We provide implementation details of the scheduling policy in Fig. 6 . During each time-slot, we perform just a single iteration of either the gradient projection method or the estimation algorithm. This is done because wireless devices are typically (e.g., as in the case of wireless sensor networks) not powerful enough to perform many iterations during a time-slot. Of course, if one deals with a situation where devices can afford more computations, it is easy to modify the algorithm and take advantage. Another reason for performing only one iteration per time-slot is that we want to have a fair comparison to CSMA and the greedy policy, which do the same. In the policy of Fig. 6 , we perform only a finite number of iterations from both the gradient projection method and the estimation algorithm. We introduce two quantities, and , which denote the number of time-slots over which we run the gradient projection method and the estimation algorithm, respectively. There is a tradeoff in setting these values: The larger they are, the better the policy we compute at the expense of updating the policy less frequently. We also note that the algorithm in Fig. 6 implements a modified version of the greedy estimation method. It is clear by construction that the scheduling policy produced by the algorithm is interference-free.
In practice, it is useful to have a conflict graph invariant over time, thus avoiding having to "reconstruct" the graph every time we wish to solve the MWIS problem. To that end, we can simply assume that the nodes of G contain all possible wireless links that could potentially be established, and the edges of G indicate all possible interfering pairs of wireless links. At each time-slot, many of these links will have empty queues and will be assigned zero weights. Before solving the MWIS, we can fix decisions for every such link and proceed to solve the MWIS for the remaining links. In typical wireless networks deployed over a large area, many pairs of nodes may never be able to communicate and many links may never interfere. Thus, the resulting conflict graph will have much fewer than D D nodes and will be relatively sparse. Next, we use an example to illustrate the benefits of the clique MWIS relaxation we have proposed in this paper compared to the edge relaxation. Consider a three-node wireless network with independent Poisson packet arrivals and rates set to:
, and packets per time-slot. All links have a constant transmission rate per time-slot. We schedule the network in two ways: first by using the edge relaxation, and then by using the clique relaxation (the maximum clique size is 3 in this example). In both cases, we run the network for 10 000 time units. The average total queue length achieved by the policy using the edge relaxation is 3.64, whereas the policy using the clique relaxation achieves an average total queue length of 2.68; a difference of 36%. We can clearly see the benefit of introducing the tighter clique relaxation.
We are now ready to compare the performance of several alternative policies. Consider the wireless network in Fig. 7 , which we view as typical of many wireless networks and wireless sensor networks. In particular, it has the structure of several clusters of nodes with sparse intracluster connectivity. The arrivals for each link follow a Poisson process, independent of all other arrival processes. We set packets per time unit. All transmission rates are set to 1. We generate multiple instances of the problem by scaling each arrival rate as , where is a scaling factor. The system evolves in discrete time, so arrivals are assumed to occur at the beginning of each time-slot and are distributed according to a Poisson random variable with parameter , where is the duration of the time-slot. We measure the performance of a scheduling policy by the aggregate long-run average queue length for , that is For , the system becomes unstable, and we measure the performance by the average queue length at some (large) finite horizon , i.e., Considering such unstable traffic scenarios is interesting as they provide insight on how different scheduling policies behave during periods the network is overloaded.
Let and be the average queue lengths achieved by our proposed scheduling algorithm in Fig. 6 (Clique, using and equal to the degree of the graph), the two CSMA algorithms (CSMA1 and CSMA2) in [11] and [14] , and a simple greedy scheduling algorithm (Greedy) that just uses the greedy estimation algorithm of Fig. 2 . Simulations were run using various arrival rate parameters , and the results are depicted in Fig. 8(a) (stable network) and (b) (overloaded network).
The results suggest that our policy and Greedy substantially outperform both CSMA variants. In overloaded traffic scenarios, our algorithm outperforms Greedy by as much as 29% based on the results of Fig. 8(b) . Still, it is interesting that Greedy does so well, thus confirming earlier empirical evidence. Yet, this is not universally true. Using insight from [29] , we considered a wireless network that forms an 8-node cycle, i.e., for , node can only "talk" to nodes and . The interference model is the node-exclusive model, that is, two links sharing a node cannot transmit simultaneously. With this interference model, two links incident to the same nodes but different transmit directions can be considered as one link, and the conflict graph becomes an 8-node cycle as well. The arrival rate is set to per time unit for all links, and the transmission rate is set to 1. Fig. 9 compares the performance of our policy to the Greedy one when (i.e., heavy traffic). It is clear that the greedy policy fails to stabilize the network, while our algorithm maintains stability.
VII. CONCLUSION
We considered the problem of scheduling wireless networks and converted it into the MWIS problem. We devised a low-complexity, two-phase distributed algorithm to approximately solve the MWIS. The first phase solves a relaxation of the MWIS, and the second phase utilizes the output from the first one to construct a feasible MWIS solution. The MWIS clique relaxation we solve is substantially tighter than the standard edge MWIS relaxation earlier work in the literature has considered. This allows us to establish that the relaxation yields an optimal MWIS solution for perfect graphs, generalizing again earlier work that focused on bipartite graphs.
We applied this approach to several instances of typical wireless networks. First, we showed that for tree networks under the node-exclusive interference model, our approach is optimal. Numerical results indicate that for more general wireless networks and interference models, the gradient projection phase can produce an almost optimal solution for MWIS with a very small percentage of noninteger variables. Yet, it may require a nontrivial number of iterations to converge. To make the approach practical in settings where the wireless devices cannot afford a heavy computational overhead, we devised variants where only a moderate number of iterations gets performed between any two scheduling policy updates. Coupled with a simple estimation algorithm that guarantees an interference-free schedule, our approach is shown to substantially outperform CSMA-type policies across all traffic scenarios (from light to heavy) and also outperform a greedy policy in heavy traffic scenarios (substantially in some instances).
We close by mentioning that even though we considered a synchronous implementation of our algorithms, asynchronous versions of both the gradient projection method and the two estimation algorithms are possible and can also be used in settings where maintaining a common clock is undesirable. 
VIII. PROOFS
B. Proof of Lemma IV.2
Proof: If C , it is trivial to see that . We only consider the other case:
C . If , let , and we have where we have suppressed the dependence of and on . If , the proof is similar and therefore omitted.
C. Proof of Theorem IV.3
To prove Theorem IV.3, we need the following lemma that characterizes the dual function . Lemma VIII.1: The dual function is lower-bounded and is Lipschitz continuous, i.e.:
1)
V .
2) . Proof: 1) From the definition of , we have
where the first inequality is due to the fact that V , is a feasible solution in , and the second is due to C and . 2) It can be seen that
where the last inequality is due to the fact that for each node , the number of maximal cliques containing is less than . To proceed with the analysis, we next examine the functions . Let us suppress again the dependence of on . After some algebra, for C C S , we obtain if if
The second derivative of is (12) and 
where the last inequality follows from the fact that . Next, we prove Theorem IV.3.
Proof: The convergence of the gradient projection algorithm in Fig. 1 , as well as the dual optimality of the limit point , are a direct result of [30, p. 214, Lemma VIII.1], given that the step size satisfies the condition In the rest of the proof, we show is the optimal solution to the primal problem (7) . First, we note that is a feasible solution. To see this, note that for all V due to (8) . Furthermore, since the algorithm converges with for some positive , i.e., C (13) it must hold that C , and thus is feasible for problem (7) . Also, the above equation indicates that complementary slackness holds, that is, C for all C S . Next, we proceed to prove the primal optimality of . Let X and
C C S
, and we have
where the first equality is due to strong duality. Finally, we establish the convergence rate. Since is lower-bounded and is Lipschitz continuous, a result from [31] guarantees that . Thus, to reach a dual solution satisfying , we need iterations.
D. Proof of Theorem IV.4
Proof: If G is perfect, then the independent set polytope P G is equal to the clique polytope P G . Thus, every vertex of P G is integral. Since problem (6) has a unique optimal solution, that solution must be one of the integral vertices of P G . Since the clique relaxation (6) is indeed a relaxation of MWIS, it follows that its integral optimal solution is an optimal solution of MWIS. We have already established that the gradient projection method can be used to converge to an optimal solution of (6), hence, an optimal solution of MWIS.
E. Proof of Theorem IV.5
Proof: Consider the conflict graph G V E of the wireless network W D L and recall that V is identical to the set of links L of the wireless network. First, we establish a property of all the induced graphs of the conflict graph G : If node and node of G are not connected directly in any of the induced graphs, then there is no cycle of G in which nodes and participate.
To that end, suppose there is a cycle in G to which and participate. Since and are not connected directly in G , there must be other nodes of G that help form the cycle, e.g., consider the cycle using other nodes and of G . Now, nodes of G are links of W and, under the node-exclusive interference model, links of W are connected nodes in G if they are incident to the same node (device) of W . Thus, using the previous example, the cycle in G implies a cycle in W :
, where are wireless nodes of W . It is clear that we have arrived at a contradiction since W is a tree network and does not contain any cycles. This establishes our desired property.
It now follows that any nodes and of G that are not connected can be colored with the same color. Note that this would not have been the case if we could find an odd-length cycle in G . In this case, we cannot use the same color for any two nodes of G that are not connected. For instance, if we use color for and and color for and , then we can use neither nor for even though is not connected with and . As a result, and since nodes that are not connected can use the same color, the clique number of G is equal to the chromatic number of G , and this is true for all induced graphs of G . This implies that G is a perfect graph.
F. Proof of Lemma V.1
Proof: Due to [21] , Cor. 64.9a, the 1's in are correct, namely, there is always an optimal solution to MWIS such that for , for any V with . Next, we show that the 0's in are also correct. Suppose we have some V such that . Given that for all V , we distinguish between two cases. a) . In this case, there must exist some N with ; otherwise, we can set to 1 and achieve a strictly higher objective value for problem (6) while maintaining feasibility, which violates the fact that is optimal for (6) . As a result, due to the feasibility constraint. b)
. In this case, we can simply set without changing the objective value and maintain feasibility.
G. Proof of Theorem V.2
Proof: At the end of each iteration , the still undetermined node with the largest weight (or smallest ID in its neighborhood if there is a tie) will necessarily set itself to 1. This implies that the number of undetermined nodes will strictly decrease in every iteration. The feasibility of the solution obtained is clear by construction.
H. Proof of Theorem V.3
Proof: Let S V be the set of all the nodes with the correct root information at the beginning of iteration , that is, S V . Clearly, S . At iteration , if the algorithm has not stopped, there exists at least one link E such that S V S and S V . According to the algorithm in Fig. 3 , and , respectively, and thus we have S S . As a result, S is strictly increasing in . Since S and the maximum possible value of S is for any , in at most iterations for any V .
I. Proof of Theorem V.5
Proof: We have already argued that is feasible. Recall that E obtained from the gradient projection method is optimal for the dual of the edge relaxation. We now proceed to show is also optimal by checking the complementary slackness conditions, namely for any E , where is the dual variable associated with edge . Note that is primal-dual optimal for the edge relaxation and thus satisfies complementary slackness. Since we never change during the course of the estimation algorithm, what remains to be shown is that also satisfies these conditions. Let us first consider condition (14) . For any edge V , if , this condition is always satisfied for any and . As such, we will focus on the case where we have and by complementary slackness it must hold that . Let us distinguish between three cases. a) and . In this case, due to the construction of , we have and , and as a result . b) and . In this case, the argument is almost identical with the first case, and the same conclusion follows. c) and . Note that in this case we have for any node N N since is a feasible solution. Given that G is a bipartite graph, without loss of generality, let us assume and . Following the estimation algorithm in Fig. 4 , we set during the first iteration and during the second, which results in and . Next, we proceed to show that also satisfies condition (15 We conclude that is optimal for the edge relaxation, and since it is integer (by construction), it must be optimal for the MWIS.
J. Proof of Lemma V.6
Proof: We will use contradiction. Suppose is not a maximal independent set. Thus, there exists an with and such that for all links N . Only two scenarios could result in this, namely: a) and for all N ; or b) and the estimation algorithms set both to 0 and to 0 for all N . Next, we proceed to prove that neither of these two scenarios could happen. a) If and for all N , we can construct another relaxed feasible solution by letting and for all N . Since (recall we have assumed this for all nodes without loss of generality), clearly , and this contradicts the fact that is optimal for the relaxation (6). b) If , then according to either estimation algorithm in Figs. 2 or 4 , is set to 0 only if some node N is set to 1, which contradicts the assumption that is set to 0 for all N .
