Let K r 0 x 0 be a (non-degenerate) truncated corner in R 3 with x0 ∈ R 3 being its apex, and Fj ∈ C α (K r 0 x 0 ; C 3 ), j = 1, 2, where α is the positive Hölder index. Consider the following electromagnetic problem
Statement of the key result and some discussion
In this paper, we are mainly concerned with the time-harmonic Maxwell system. Let ω ∈ R + denote the frequency and let ε 0 , µ 0 ∈ R + , respectively, signify the electric permittivity and magnetic permeability of a uniformly homogeneous space. Throughout, we let E and H denote, respectively, the electric and magnetic fields, which are C 3 -valued functions. Focusing initially on the mathematics but not physics, we introduce a key Maxwell system for our study next.
Let w j ∈ S 2 := {x ∈ R 3 ; |x| = 1}, j = 1, . . . , n, be n unit vectors with n ≥ 3 such that they are triple-wise linearly independent. For a given point x 0 ∈ R 3 , we define K = K w 1 ,...,wn;x 0 := {x = x 0 + n j=1 c j w j ; c j > 0, j = 1, . . . , n} ⊂ R 3 .
(1.1)
We assume that K is strictly convex: it is convex and must fit into a spherical cone of opening angle less than π. We may assume that none of the w j 's are redundant. Then K is called a convex polyhedral cone with n edges in R 3 . The point x 0 is the apex of the cone and w j , j = 1, 2, . . . , n, are the n directions of the corresponding edges. Given a constant r 0 ∈ R + , we define the truncated parallelepiped K r 0 = K r 0
x 0 as K r 0 = K r 0 x 0 = K r 0 w 1 ,...,wn;x 0 := K w 1 ,...,wn;x 0 ∩ B r 0 (x 0 ). (1.2) Let F 1 and F 2 be two C 3 -valued functions such that F j ∈ C α (K r 0 ) 3 , j = 1, 2, where the Hölder index α ∈ (0, 1). Consider the following Maxwell system in the corner K r 0 x 0 as defined in (1.2) ,
where i := √ −1 denotes the imaginary unit and ν ∈ S 2 is the exterior unit normal vector to ∂K r 0
x 0 \∂B r 0 (x 0 ). We emphasize that the homogeneous boundary conditions in (1.3) are imposed only on the faces of the corner K r 0
x 0 around the apex x 0 . Hence (1.3) allows the existence of nontrivial solutions. The solution space for the Maxwell system we consider is the standard H(curl) space which is defined by (see, [1] ), H(curl, Ω) := {V ∈ L 2 (Ω; C 3 ); ∇ ∧ V ∈ L 2 (Ω; C 3 )}, for any bounded Lipschitz domain Ω ∈ R 3 . A key result of the present paper is stated as follows.
Theorem 1.1. For any given F j ∈ C α (K r 0 ) 3 , j = 1, 2, with α ∈ (0, 1), we consider the Maxwell problem (1.3) . Suppose there exists a pair of solutions (E, H) ∈ H(curl, K r 0 ) × H(curl, K r 0 ) to (1.3) . Then there must hold that
(1.4)
The study of the Maxwell problem (1.3) is motivated by several separate but intriguingly connected topics in time-harmonic electromagnetic scattering, including the geometric characterization of non-radiating sources and invisible medium scatterers, geometric structures of interior transmission eigenfunctions, as well as uniqueness in determining the support of an inhomogeneous medium scatterer independent of its content. Those topics have received considerable interest in the literature recently and have been extensively investigated from different perspectives [2-10, 18, 33, 40] , but mainly for the Helmholtz system governing the acoustic scattering. In this paper, we aim to extend some of the earlier results in [2, [4] [5] [6] [7] [8] for the acoustic scattering to the electromagnetic scattering. However, we would like to emphasize that the extension is not simply running the mathematical machinery developed in [2, [4] [5] [6] [7] for the simpler Helmholtz system one more time and making the necessary modification in order to deal with the more complicated Maxwell system.
There are mainly two technical developments in the current article. First, we provide a unified framework in studying the aforementioned different topics in wave scattering. The Maxwell problem (1.3) and the corresponding vanishing property in Theorem 1.1 shall play a key role. In fact, we shall show that through certain reductions, some of which are subtle and indirect, the study of those different topics in wave scattering can be reduced to the Maxwell problem (1.3). Then by using the vanishing property in Theorem 1.1 along with some further deductions, one can establish the desired results. This unification reveals certain interesting and mysterious connections between those topics arising from different applications. It is in sharp difference from the existing studies for the acoustic scattering in the aforementioned literature which usually deal with those topics individually. Second, extending our earlier technical developments in [2, [4] [5] [6] [7] in dealing with the Helmholtz system for the acoustic scattering, we provide a more elegant and neat argument in proving Theorem 1.1 of the Maxwell system for the electromagnetic scattering. This gives more technical insights and also paves the way for further developments.
Instead of introducing more details about our results for each of the topics mentioned above as consequences of Theorem 1.1, we choose to provide more discussions after proving the main result. The rest of the paper is organized as follows. In Section 2, we give the proof of Theorem 1.1. In Section 3, we consider the electromagnetic scattering from active sources. We establish a geometric characterization of non-radiating sources and the unique recovery of the supports of radiating sources. In Section 4, we consider the electromagnetic scattering from medium scatterers due to incident waves. We derive a geometric structure of electromagnetic interior transmission eigenfunctions and also consider its practical implication to invisibility cloaking.
Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1. To that end, we first present two auxiliary lemmas.
in Ω.
(2.1)
Then one has
Ω J 1 · W + Ω J 2 · V = ∂Ω W · (ν ∧ E) + ∂Ω V · (ν ∧ H) ,(2.
2)
and
Proof. Applying V ∈ H(curl, Ω) as a test function of the Maxwell system (2.1) and integrating by parts yields
5)
where we have used the property that (V, W) satisfies the Maxwell system (2.4). In a similar way, one can obtain
Now, the identities (2.2) and (2.3) can be straightforwardly verified by using (2.5)-(2.8).
Lemma 2.2. Given a constant k, a nontrivial constant complex vector F 0 and a convex polyhedral cone K = K w 1 ,...,wn;0 with n ≥ 3 edges, there exist positive constants c K and C K , and a vector d ∈ S 2 with the following properties:
and that
where the complex vector ρ is given by
Moreover, denoting 13) and the limit below exists and satisfies
We postpone the proof of Lemma 2.2 to the end of this section and first present the proof of Theorem 1.1.
Proof of Theorem 1.1. We assume without loss of generality that x 0 = 0, which can be achieved by a rigid change of coordinates. Recall from Lemma 2.1 and the boundary condition in (1.3) that, for any (V, W) satisfying (2.4), there holds
We first prove F 2 (0) = 0 by contradiction.
Since F j ∈ C α (K r 0 ) 3 , we can write
with F 0 a constant vector, andF a vector field satisfying
Under this splitting of F 2 , the equation (2.15) can be written as
(2.16)
We choose (V, W), a pair of solutions to the Maxwell system (2.4), as
with the complex vectors ρ and p given in Lemma 2.2 for k 2 = ω 2 ε 0 µ 0 . We assume F 2 (0) = 0, namely, F 0 = 0. Concerning the LHS of (2.16), we obtain from Lemma 2.2, in particular from (2.10) and (2.14) , that
holds for τ sufficiently large, with a constant C 0 (strictly) positive and independent of τ . We shall show in the rest of the proof that the RHS of (2.16) is bounded by Cτ −(3+α) and hence leads to a contradiction. We first deal with the terms in (2.16) concerning V. For the integral over K r 0 we have
Recalling (2.9) from Lemma 2.2 one obtains
As a consequence, we have
For the integral over K \ K r 0 we can derive in a similar way that
when τ is sufficiently large. As for the boundary integral in (2.16) we have the estimate
(2.20)
Recall the identity (2.13) from Lemma 2.2 that the modulus of W has the order of τ −1 , with respect to τ . Hence similar to (2.20) we have
Lastly, by using a similar argument as for deriving (2.18), one can obtain
In summary, the assumption F 2 (0) = 0 implies
with C 0 > 0 and this holds for any τ sufficiently large, which is impossible. Therefore, we have shown by contradiction that F 2 (0) = 0. Finally, one can verify F 1 (0) = 0 in the same way but by taking
Proof. We assume, up to some exchanges of notations, that the plane span{w 2 , w 3 } separates w 1 to the other side of space from w j , j = 4, . . . , n. Notice that when the polyhedral cone contains only n = 3 number of edges, this assumption holds automatically. Since the convex polyhedral cone K = K w 1 ,...,wn;0 fits into a halfspace, we can find a positive constant κ and a vector z ∈ S 2 satisfying z · w 1 = 0 and z · w j < −κ, j = 2, . . . , n.
(2.24)
For any constant s > 0, we define
(2.29)
Let us prove an s-independent upper bound for the integral of exp(ρ·x) over K\K 0 next. This cone is generated by the vectors w 2 , . . . , w n . Hence for any unit vector
Recall that z · w j < −κ when j = 2, . . . , n. If
As a consequence we obtain
where we have used the fact that
Finally, this gives
Let us have s so small that the right-hand side of (2.30) is larger than the one in
and s 0 ≤ κ/3 to satisfy (2.32). In this case, for any s ∈ (0, s 0 ) we obtain
(2.37)
We are left to verify the property (2.14). Let
We shall show that lim τ →∞ F 0 · p s exists and can not vanish for all s ∈ (0, s 0 ). We write F 0 as
Then
as τ → ∞. The right-hand side is a real-analytic function of s. If it would vanish in the open interval (0, s 0 ), then it must be zero everywhere. Considering its values at s = 0, s = 1 and s → ∞ yields b 1 = b 2 = b 3 = 0 and hence leads to the contradiction that F 0 = 0.
In conclusion, one can find s ∈ (0, s 0 ), d = d s as in (2.25), d ⊥ ∈ S 2 with d ⊥ · d = 0 satisfying (2.9), (2.10) and (2.14) . Lastly, the equation (2.13) can be verified by straightforward computations.
Non-radiating sources and inverse source scattering problems
In this section, we are concerned with the electromagnetic scattering induced by an active source. The source is characterized by two vectorial functions J 1 ∈ L 2 (Ω; C 3 ) and J 2 ∈ L 2 (Ω; C 3 ), which are, respectively, referred to as the electric and the magnetic current densities. Here, it is emphasized that in order to appeal for a general mathematical study, we consider the possible presence of both electric and magnetic sources, though only the electric source might be the physically meaningful one. The source radiates electromagnetic waves and satisfies the following Maxwell system,
where ω ∈ R + signifies the frequency of the wave. The last limit in (3.1) is known as the Silver-Müller radiation condition which holds uniformly in all directionsx := x/|x| ∈ S 2 , x ∈ R 3 \{0}, and characterizes the outgoing nature of the electromagnetic waves.
The Maxwell system (3.1) is well understood and we refer to [34, 38] for the existence of a unique pair of solutions (E,
. In particular, one has the following asymptotics as |x| → +∞ (cf. [14] ),
where k := ω √ ε 0 µ 0 is known as the wavenumber. E ∞ (x) and H ∞ (x) are known as, respectively, the electric and the magnetic far-field patterns, and by the Rellich theorem (cf. [14] ), they encode all the information of the scattered wave fields E and H . They are analytic functions on the unit sphere S 2 and satisfy the following one-to-one correspondence,
An important inverse scattering problem that arises in practical applications is to recover the unknown/inaccessible source from its associated far-field measurement. That is,
3) Since E is real analytic on the unit sphere, we see that S 2 can actually be replaced by any open subset of the unit sphere by virtue of analytic continuation. In the generic case, the dimensions of the measurement data E(x) (associated with a fixed frequency ω ∈ R + ) and the unknown source (J 1 , J 2 ) in (3.3) are, respectively, two and three.
Here, by dimension we mean the number of free variables of the underlying quantity. Hence, it is impractical to ask for the unique recovery of the inverse problem (3.3), and a more practical inverse scattering problem could be posed as follows,
That is, instead of seeking to completely recover the unknown source functions, one intends to recover the location and the shape of the support of the source. In determining Ω, it suffices to recover ∂Ω, and hence one can easily verify that for any fixed frequency ω ∈ R + , the inverse scattering problem in (3.4) is formally posed. Nevertheless, we would like to point out that the inverse problem (3.3) is linear whereas the inverse problem (3.4) is nonlinear.
Associated with the inverse scattering problem (3.4), we are mainly concerned with the following two fundamental issues:
(1) For what kind of source there is no radiation, namely E ∞ ≡ 0? In such a case, the source is invisible to exterior measurements since if E ∞ ≡ 0, one actually has by the Rellich theorem that E = H ≡ 0 in R 3 \ Ω. This kind of source is referred to as non-radiating or radiationless in the literature. (2) If the source is not invisible, namely that it is detectable, can one really identify it by using the corresponding far-field observation? This is the identifiability and unique recovery issue. Mathematically, it can be stated as follows. Suppose that (Ω; J 1 , J 2 ) and (Ω ′ ; J ′ 1 , J ′ 2 ) are two electromagnetic source configurations and E ∞ and E ′ ∞ are the associated far-field patterns respectively. Can one conclude that
We mention in passing some related uniqueness results in [2, 28, 31, 32] for a similar inverse problem (3.4) posed for the acoustic scattering. We would also like to mention that for the linear inverse problem (3.3), but with the measurement data given by E ∞ (x, ω) for allx ∈ S 2 and ω ∈ R + , there is a vast amount of literature devoted to it, both theoretically and computationally. It is of different nature from the focus of the current study which is mainly concerned with a single far-field pattern, and it is impossible for us to give a comprehensive review of that interesting topic. Let us first consider the geometric characterization of radiationless sources. The study of radiationless sources has a long and colorful history, and its origin dates back to Sommerfeld's theory of extended rigid electron in 1904 [42, 43] . Many physicists had theoretically predicated the existence of non-radiating sources and it was even postulated that non-radiating charge distributions might be used as models for elementary particles and might lead to a "theory of nature" [11, 12, [19] [20] [21] [22] [23] [24] 27, 29, 37] . As an easy example, for any Ψ 1 and Ψ 2 being C 3 -valued smooth functions with compact supports in R 3 , if one sets
then clearly (J 1 , J 2 ) is radiationless. Using Theorem 1.1 in the previous section, we can derive a novel geometric characterization of radiationless sources. To that end, the following definition of admissible sources shall be needed for our subsequent study.
Definition 3.1. Given a source function J, it is said to belong to the class A if the following conditions are fulfilled:
(1) There are a bounded Lipschitz domain Ω ⊂ R 3 with a connected complement and a function Φ ∈ L 2 loc (R 3 ; C 3 ) satisfying that J = χ Ω Φ. (2) There exist a point x 0 ∈ ∂Ω and a polyhedral cone K = K x 0 such that
and
Φ ∈ C α (B 2r 0 (x 0 )) for some α ∈ (0, 1).
(3) x 0 connects to ∞ in R 3 \ Ω in the sense that there is a path in R 3 \ Ω joining x 0 to infinity.
In this case, we also say that (x 0 ; K r 0 x 0 ) is a (generalized) corner of J, and J is C α regular at the corner. Remark 3.1. We use the expression "generalized" because a corner (x 0 ; K r 0
x 0 ) of a source function J might be degenerated in the sense that the case supp J∩B ε 0 (x 0 ) = ∅ with a constant ε 0 > 0 is admitted in Definition 3.1. As a simplest example, the trivial source function J ≡ 0 belongs to the class A and any point x 0 ∈ R 3 is a (generalized) corner of J.
Then we have Theorem 3.1. Consider an electric source J 1 and a magnetic source J 2 that are both supported in Ω. Suppose that both J 1 and J 2 belong to the class A and let (x 0 , K r 0
x 0 ) be a corner of J 1 and J 2 . If (Ω; J 1 , J 2 ) is radiationless, namely the far-field pattern (E ∞ , H ∞ ) of the Maxwell system (3.1) associated with the source (Ω; J 1 , J 2 ) is identically zero, then one must have that
Before presenting the proof of Theorem 3.1, we first present some interesting consequences. The first one is a geometric characterization of a function space.
functions with compact supports. Introduce the following function space,
8)
where c 0 is a nonzero constant. Then for any F ∈ F ∩ A , one has that F must be vanishing at its corner points.
Proof. We first consider the case that c 0 ∈ R + . Suppose that F ∈ F ∩ A . Set ω = √ c 0 and ε 0 = µ 0 = 1, and
By straightforward calculations, one can verify that J 1 is a radiationless magnetic source and hence by Theorem 3.1, it must be vanishing at its corner points. Similarly, for the case c 0 ∈ R − , by setting
one can directly verify that J 2 is a radiationless electric source and hence it must be vanishing at its corner points. Proof of Theorem 3.1. Suppose that (Ω; J 1 , J 2 ) is radiationless, namely (E ∞ , H ∞ ) ≡ 0. Then by the Rellich theorem (cf. [14] ), we know that E = H = 0 in the component of R 3 \ Ω that is unbounded. Hence, we see from (3.1) and the definition of A (Definition 3.1) that for any (external) corner point x 0 of Ω. Therefore, we readily have from Theorem 1.1 that
We proceed to deal with the unique recovery issue of the nonlinear inverse scattering problem (3.4) . We first present a local unique recovery result as follows. 
(3.10) cannot contain a corner whose apex, say x 0 , connects to infinity in the unbounded component of R 3 \ Ω ∪ Ω ′ and satisfies
Proof. We prove the theorem by a reductio ad absurdum. Let (E, H) and (E ′ , H ′ ) be the electromagnetic fields of the Maxwell system (3.1) associated with (Ω; J 1 , J 2 ) and (Ω ′ ; J ′ 1 , J ′ 2 ), respectively. Set G to denote the unbounded connected component of R 3 \ Ω ∪ Ω ′ . By the Rellich theorem and the fact that
(3.12) Without loss of generality, we assume that x 0 ∈ Ω\Ω ′ , and we let K r 0
x 0 with r 0 ∈ R + sufficiently small, be a corner of Ω such that K r 0 13) and
Set
Hence, by Theorem 1.1, we readily have that
which is a contradiction to (3.11).
As an immediate consequence of Theorem 3.4, we have Theorem 3.5. Let (Ω; J 1 , J 2 ) be an electromagnetic source from the class A in terms of Definition 3.1. Suppose that Ω is a convex polyhedron and at each of its apexes, either J 1 or J 2 is non-vanishing. Then E ∞ uniquely determines Ω.
Proof. Suppose that there exists another electromagnetic source (Ω ′ ;
If Ω = Ω ′ then there is a corner x 0 of let's say Ω such that x 0 ∈ Ω \ Ω ′ and it can be connected to infinity outside of Ω ∪ Ω ′ . But since J 1 (x 0 ) = 0 or J 2 (x 0 ) = 0 Theorem 3.4 implies that x 0 cannot be a corner of Ω∆Ω ′ . In other words x 0 ∈ Ω ′ too. The contradiction gives Ω = Ω ′ .
It is remarked that one can show the same unique recovery result as that in Theorem 3.5 for a bit more general case where the source support Ω consists of finitely many disjoint convex polyhedra.
Inverse medium scattering and interior transmission eigenvalue problem
In this section, we consider another scenario of practical importance where the electromagnetic scattering is induced by an inhomogeneous medium and an incident wave field. Suppose an inhomogeneous medium is embedded in a uniformly homogeneous space with electric permittivity ε 0 and magnetic permeability µ 0 . The inhomogeneous medium is supported in Ω and is characterized by its material parameters including the electric permittivity ε ∈ L ∞ (Ω; R + ), magnetic permeability µ ∈ L ∞ (Ω; R + ) and electric conductivity σ ∈ L ∞ (Ω; R 0 + ). Throughout the rest of the paper, it is assumed that Ω is a bounded Lipschitz domain in R 3 with a connected complement R 3 \ Ω. In what follows, for notational convenience, we extend ε, µ and σ to the whole space R 3 by setting ε(x) = ε 0 , µ(x) = µ 0 and σ(x) = 0 for x ∈ R 3 \ Ω. Associated with the scattering medium (Ω; ε, µ, σ) described above, the electromagnetic scattering is then induced by sending a wave field (E i , H i ) impinging on Ω. It is a pair of entire solutions to the following homogeneous Maxwell system
(4.1)
The interaction of the incident field (E i , H i ) and the scattering body (Ω; ε, µ, σ) generates electromagnetic wave scattering. We let (E, H) and (E t , H t ) denote, respectively, the scattered and the total electromagnetic fields. There hold
and the following Maxwell system
We also refer to [14, 34, 38] for the existence of a unique pair of solutions (E, H) ∈ H loc (curl, R 3 ) × H loc (curl, R 3 ) and the following far-field expansion
where k = ω √ ε 0 µ 0 . Similar to the inverse source scattering problem (3.3), the inverse medium scattering problem can be stated as follows,
(4.4)
It can be verified directly that the inverse medium scattering problem (4.4) is nonlinear and under-determined in the generic case. In what follows, similar to the inverse source scattering case, we first consider the invisibility issue for the inverse medium scattering problem (4.4) , namely E ∞ ≡ 0. If E ∞ ≡ 0, by the Rellich theorem, one has (E, H) = 0 in R 3 \ Ω. Hence, it is straightforward to show that in this case, there holds The interior transmission eigenvalue problem is an important type of non-self-adjoint problem in the spectral theory associated with wave phenomena and its study has a long and colorful history; see [13-17, 30, 39, 41] and the references therein. From our discussion above, it is seen that if invisibility occurs, then ω is an interior transmission eigenvalue and the restrictions of the total wave field (E t , H t ) and incident wave field (E 0 , H 0 ) form the corresponding eigenfunctions. On the other hand, it is straightforward to show that if (E 0 , H 0 ) is an eigenfunction associated with (Ω; ε, µ, σ), and can be extended to the whole space R 3 to form a pair of entire solutions to the Maxwell system (4.1), then as the incident field to the scattering system (4.2), the resulting far-field pattern is identically zero; that is, invisibility occurs. In order to gain more insights about the invisibility, we first provide a geometric characterization of the interior transmission eigenfunctions. 
6)
for some α ∈ (0, 1). Then there holds
Proof. By straightforward calculations, one can show by virtue of (4.6) that ( E, H) :
where
(4.9) Hence, by Theorem 1.1 and (4.6), one readily has (4.7).
The study of the geometric structures of transmission eigenfunctions was initiated in [6] by two of the authors of the present article. In subsequent articles, more intriguing geometric structures of transmission eigenfunctions were discovered recently [2, 8, 18] . However, in all of the aforementioned literature, the transmission eigenvalue problems are associated to the Helmholtz system that arises from the time-harmonic acoustic scattering. The intrinsic geometric structure of the interior transmission eigenfunctions associated with the Maxwell system in Theorem 4.1 is the first one of its type in the literature. By assuming that (µ − µ 0 )(x 0 ) = 0 and (γ − ε 0 )(x 0 ) = 0, one readily has from (4.7) that
(4.10)
This vanishing property at the corner point is consistent with most of the existing results for the interior transmission eigenfunctions associated with the acoustic scattering. However, we would like to make two remarks regarding the regularity assumption (4.6). First, it would be interesting to investigate that, under what conditions of the medium configuration (Ω; γ, µ, ε 0 , µ 0 ) and the interior transmission eigenvalue ω ∈ R + , the corresponding transmission eigenfunctions shall fulfill the regularity condition (4.6). Second, we firmly believe that the regularity condition (4.6) is a technical limitation, and the vanishing property (4.7) should hold in a much more general scenario. To overcome this issue, one should try to relax the regularity condition in Theorem 1. 1 for (1.3) . However, the relaxation is fraught with challenges and we choose to leave it for future study. Another promising way to address the above two issues is to conduct the numerical investigation which we shall report in a forthcoming paper. Now, we are in a position to consider the practical implication of the geometric property in Theorem 4.1 to invisibility in wave scattering. We have x 0 in its support and moreover,
for some α ∈ (0, 1) and
then the corresponding far-field pattern cannot be identically vanishing; that is, invisibility does not occur.
Proof. This is a direct consequence of the fact that if the far-field pattern is identically vanishing, then one has both a) scattered wave fields H, E vanishing at the boundary, and b) the interior transmission eigenvalue problem (4.5). Hence one arrives at a contradiction by using the vanishing property in Theorem 4.1 and the non-vanishing condition in (4.12).
Theorem 4.2 essentially indicates that if the underlying scattering medium possesses a corner, then it radiates a nonzero scattering pattern unless the incident and hence total wave fields vanish at the corner. We would like to emphasize the local nature of such a non-invisibility result. That is, the assertion of non-invisibility mainly comes from the "strong" radiating nature of the corner which is independent of the other parts of the scatterer. This is also in consistence with the corresponding studies in the literature for the acoustic case [4, 9, 10, 18, 40] . However in Maxwell scattering one does not have H 2 -or C α -smoothness a-priori. Hence we would like to point out that the technical condition (4.11) again restricts the more practical applicability of our result. Similar to our earlier remarks made after Theorem 4.1, in order to overcome this issue, one should consider relaxing the regularity assumption in Theorem 1.1 for (1.3). Clearly, Theorem 4.2 points out a promising direction for further investigation. We believe that the regularity condition (4.11) should be relaxed to a much more general scenario. Nevertheless, we would also like to point out that in a recent paper [36] by two of the authors of the current article, by following a different pathway, the corner always scattering was also proved under a very mild condition imposed on the incident wave field. But in [36] , the corner should be of degree 90 • , whereas in Theorem 4.2, the corner could a generic one as long as it is not degenerate to be 180 • .
Finally, we mention in passing about invisibility cloaking, which is a topic that has received significant attentions in the last decade, and is related to our discussion above. Our results says that cloaking devices cannot have corners. This is a huge topic and we choose not to give more discussions and only refer to the survey papers [25, 26, 35] and the references therein for more relevant studies in that direction. Theorem 4.2 shows that if a medium scatterer possesses a corner, then it is detectable. Next, we show that the detectability also implies the identifiability, namely, the unique recovery of the inverse scattering problem (4.4) . In fact, we have Theorem 4.3. Let (Ω; γ, µ) and (Ω ′ ; γ ′ , µ) be two medium scatterers and, (E t , H t , E ∞ ) and (E ′ t , H ′ t , E ′ ∞ ) be the associated total and far fields. If E ∞ (x) = E ′ ∞ (x) for all x ∈ S 2 , then Ω∆Ω ′ cannot contain a corner whose apex, say x 0 , connects to infinity in the unbounded component of R 3 \ Ω ∪ Ω ′ , such that the following two conditions are fulfilled, J j ∈ C α (K r 0 x 0 ) 3 and J ′ j ∈ C α (K r 0 x 0 ) 3 , j = 1, 2, where
(4.15) Proof. The proof follows from a similar argument as that of Theorem 3.4 along with the use of the same reduction strategy in Theorem 4.1 in transforming the medium scattering problem to a source scattering problem.
Similarly as before, the technical regularity assumption in (4.13) and (4.15) again limits the practical applicability of the local unique recovery result in Theorem 4.3. Instead of exploring under what conditions the regularity assumption can be fulfilled, we leave this issue for our future study, in particular, on relaxing the regularity condition in Theorem 1.1.
