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Abstract
Ever-increasing energy consumption and consequent extensive greenhouse gas (GHG)
emissions are two major urgent problems faced by all human beings in the 21st century.
As a major contributor, the energy production section appears to be the most suitable field
where further improvements could be explored to tackle these problems. Polygeneration
is a typical type of next generation energy production technology with higher energy
efficiency and lower/zero GHG emissions. However, methodologies guiding an efficient
and stable transition from our existing energy systems to more advanced ones are still
lacking.
The purpose of this thesis is to provide a generic modelling and optimization framework
to guide planning and design of energy systems. This framework of methodologies ad-
dresses the following issues arising in the planning and designing of energy systems: a)
decision making at both strategic planning level and process design level; b) selection of
roadmaps, technologies, and types of equipment from many available options; c) planning
or design according to both economic and environmental criteria; d) planning or design
under inevitable and unpredictable future uncertainty.
The thesis is organized as follows: first, a review of energy systems is presented, followed
by methodologies of energy systems engineering and their applications. Then a section
of polygeneration process modelling is provided, at both strategic planning and process
design levels, comprising superstructure representations of polygeneration energy systems
at different levels, implementations of the superstructure based modelling strategy using
mixed-integer programming, multi-objective optimization for the optimal process design
according to both economic and environmental criteria, and optimization under uncer-
tainty to account the impacts of future uncertainties at the planning/design stage and to
increase the flexibility and robustness of a process design. Finally, major achievements of
this work are summarised and future research directions are recommended.
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Introduction
Ever-increasing energy consumption and consequent extensive greenhouse gas (GHG)
emissions have become two major global challenges for all human beings in the 21st
century. To tackle these critical problems, new sources of energy supplies, new means of
energy production, distribution, and consumption are being proposed every day. However,
adopting these methods always implies a huge, if not revolutionary, change to our existing
energy systems which are of vital importance to the economy and society. Transition of
energy systems of such a great scale must be guided in a very efficient and secured way
so that we can avoid potential catastrophic risks to our economy and society caused
by inappropriate development plans and policies, and obtain maximum benefit from the
transition, whilst maintaining a stable economy.
Many challenging issues exist during the transition stage of energy systems. The first
challenge is laid by the fact that we never have a lack of choices but too many of them.
Shifting from fossil fuels to renewable energy, technology evolvement in conventional en-
ergy systems, and adoption of more advanced technologies are three major routes to tackle
the energy and environmental issues. For each route, there already exist many available
options and types of technologies, and more of them are expected to appear. Each of
these options and technologies has its own advantages and disadvantages, making the
procedure of decision making of technology selections a challenging problem. Moreover,
on a higher level, these three routes for tackling the same issues also compete with one
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another. The issue of decision making is further complicated when involved with other
design criteria and consideration.
Secondly, decision making is widely involved in all levels and stages in the transition
procedure to more advanced energy systems. For a country or region, strategic planning of
a technology roadmap is often required, which primarily focuses on macro-scale problems
such as supplies of energy resources and types of production processes. On a plant-wide
level, more interest is usually put to process-scale problems such as integration issues
between different functional blocks within a process. However, a set of methodologies
which can facilitate decision making procedures at all these planning and design levels is
still lacking.
Thirdly, there are many targets to meet during the transition phase, and some of them
even conflict with one another. Reducing GHG emissions and maintaining economy
growth are usually two important targets to met. However, few existing technical choices
can meet these two targets simultaneously, i.e., emphasizing one target always leads to
a decrease of the other. It still remains a challenge to specify the achievable range of all
targets and to provide supporting plan or design for each specific realization of targets.
Moreover, the transition of energy systems will be a long-term progress, and there could be
many unpredictable uncertainties involved during this progress, for instance, revolution-
ary technical breakthroughs, new discovery of primary energy reserves, changing market
conditions, and so on. Neglecting any of these uncertainties could lead to a catastrophic
disaster to the economy and society once some of them come true. Therefore, existence
of these uncertainties requires a decision must be made with full consideration of these
uncertainties before they express themselves, and this leads to an even more complicated
decision making procedure.
The purpose of this work is thus to address the aforementioned challenges by developing
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a generic modelling and optimization framework which can be used to guide the planning
and design of energy systems at different levels, and demonstrating the capability of this
framework via its applications to polygeneration energy systems, a typical type of next
generation energy systems with great potential to tackle the energy and environmental
problems, especially in the near to mid-term future when coal as a primary energy resource
is still abundant. Methodological and operational experiences gained at this stage could
also provide valuable guidance for planning and design of future biomass energy systems.
Biomass systems share many similarities in process configurations and key supporting
technologies with polygeneration energy systems. This may provide an opportunity of
a smooth and well planned transition from fossil fuel based energy systems to future
renewable energy based energy systems.
To provide a necessary background, Chapter 1 first gives an introduction to the current
global energy and environment situations. Then a review of renewable energy resources
and technologies is provided, followed by a review of conventional power generation and
transportation sectors. After that, a technical introduction is given to polygeneration
energy systems, including background, current development status, and all primary sup-
porting technologies. Finally, a review of previous research on polygeneration energy
systems is presented.
Chapter 2 proposes the concept of energy systems engineering, and provides a generic
modelling and optimization framework for planning and design of energy systems. A
review of all supporting methodologies, algorithms, and methods is also provided.
Chapters 1 and 2 constitute the first part of this work, and provide the background and
scope of energy systems engineering. In the second part of this work, the capability and
potential of energy systems engineering methodologies are illustrated step by step via
their applications in polygeneration energy systems.
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Chapter 3 addresses the problem of strategic planning of polygeneration energy systems
via a superstructure based multi-period mixed-integer programming framework and its
application in a case study. An optimal roadmap for the development of polygeneration
energy systems in a region is obtained from the model results, followed by detailed scenario
and sensitivity analyses based on these results.
In Chapter 4, optimal process design issues of polygeneration energy systems are addressed
via a four-block superstructure based mixed-integer nonlinear programming framework.
The superstructure representation comprises all four key functional blocks of a polygener-
ation process, and all alternative technologies and types of equipment for each block. An
application of this framework in a case study for a polygeneration plant which co-produces
methanol and electricity is then presented.
In Chapter 5, optimization at an environmentally benign process design level is performed
via an aggregated multi-objective optimization framework, where both economic and en-
vironmental design criteria are accounted at the design stage. A polygeneration process
is further divided into ten primary functional blocks, for each of which a first-principle
sub-model is developed and aggregated to the main modelling framework. Algorithms
for solving the multi-objective optimization problem are provided, followed by parallel
computation and grid computation techniques which greatly enhance the computational
performance of the solution procedure.
In Chapter 6, design problems of polygeneration energy systems are revisited in the con-
text of optimization under uncertainty. A two-stage stochastic programming scheme is
proposed, together with a cubature based sampling and integration method, and a de-
composition technique which guarantees obtaining optimal solutions in an acceptable time
scale.
Finally, Chapter 7 concludes this work by providing a summary of the key insights gained
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and major contributions, and a discussion on future research directions.
To illustrate the potential applications of the generic modelling and optimization frame-
work presented in this work in other types of energy systems, Appendix A presents a
multi-objective optimization approach for energy systems design in commercial buildings.
Part I: Energy Systems Engineering
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Chapter 1
Literature Review
1.1 Background
Ever-increasing consumption of fossil fuels and consequent extensive greenhouse gas (GHG)
emissions are two major global issues faced by all human beings in the 21st century. Global
energy consumption has been rising rapidly since 1970s. According to the projection of
Department of Energy (DOE) of the US, this trend will continue in the long-term future
(DOE, 2007). As a consequence, GHG emissions have been increasing correspondingly,
and would continue this increasing trend in a business-as-usual scenario. Historical world
energy use by energy type and a projection up to 2030 is shown in Figure 1.1. An enor-
mous growth in the demand for every type of primary energy resources is anticipated,
and the demand for fossil fuels (liquids, coal, and natural gas) will be much higher than
that for renewable energy and nuclear energy resources. As a result, energy related GHG
emissions, especially carbon dioxide emissions, will also increase proportionally to the
increasing energy consumption, as shown in Figure 1.2.
If this trend of increasing energy consumption continues, our primary energy reserves will
7
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Figure 1.1: World marketed energy use by energy type, 1980-2030 (DOE, 2007).
Figure 1.2: World greenhouse gas emissions by energy type, 1990-2030 (DOE, 2007).
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be exhausted very soon. Proved oil reserves as of January 1, 2009 were around 1, 342
billion barrels, whilst the daily oil production in 2008 was approximately 73.0 million
barrels per day (OGJ, 2008), leading to a reserve-to-production ratio of 51 years for oil.
The situation for natural gas is also not optimistic. As of January 1, 2009, worldwide
proved natural gas reserves were around 6, 254 trillion cubic feet (OGJ, 2008), and the
annual consumption in 2005 was 124 trillion cubit feet (DOE, 2009b), leading to a reserve-
to-production ratio of 50 years for natural gas. On the other hand, the situation for coal,
another primary fossil fuel, does not seem to be as severe. As predicted by DOE (2009b),
the reserve-to-production ratio for coal is more than 160 years.
The urgent energy situation requires the current existing energy system to undertake
both fundamental reforms by shifting to other energy resources and gradual improvements
by adopting more advanced technologies for energy generation and production. A shift
of primary energy resources from fossil fuels to renewable energy could greatly reduce
the current heavy dependence upon fossil fuels. Although the share of renewables in
the global energy market is still not very high, accounting only 12.3 percent of global
energy supply by the end of 2008 as shown in Figure 1.3, they have been developing very
fast in the last decade, especially solar photovoltaic (PV), wind power, solar heating,
biodiesel and ethanol (BP, 2009; REN21, 2009). Another option is to shift from oil and
natural gas based energy systems to coal based ones. As shown in Figure 1.3, current
consumption rates of oil, natural gas, and coal are in the same order of magnitude, but the
reserves of coal are much higher than those of oil and natural gas. Thus it is preferable to
make the shift towards a coal based energy system in a sustainable development point of
view. Thirdly, existing energy generation, distribution, and consumption systems could
be further improved to achieve higher utilization efficiency via means of better planning
and design and adopting more advanced technologies.
However, these transitions may ease the current urgent energy situation, but their im-
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Figure 1.3: Share of fossil fuels and renewable energy in the global energy consumption
in 2008 (REN21, 2009).
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pacts on GHG emissions reduction are not necessarily positive. First of all, the net effect
of replacing fossil fuels with renewable energy on reduction of GHG emissions is positive.
However, it needs to take into account the fact that renewable energy is not entirely car-
bon free. From a life cycle assessment viewpoint, GHG emissions are produced in many
stages during the entire life of renewable energy, for instance, equipment production,
plant construction, feedstocks collection and transportation (especially for biomass), fuel
dispensation, and production of auxiliary materials (such as fertilizer for biomass pro-
duction). Moreover, some important non-technical issues should also be considered. For
instance, competition for land between energy biomass and food crops, and permanent
damage to the surrounding ecology system caused by dam construction required by hydro-
power exploitation. Therefore, trade-offs between potential benefits and damage brought
by exploitation of renewable energy should be carefully compared in a framework where
impacts from as many aspects are accounted. Secondly, shifting to coal from oil and
natural gas could partially solve the problem of shortage of oil and natural gas, but it
would lead to more carbon dioxide emissions, due to its inherit nature of a higher carbon
content. Therefore, some measures should be introduced during a transition from the ex-
isting energy systems to coal based ones to compensate the accompanying extra amount
of carbon dioxide emissions, for instance, adoption of carbon capture and sequestration
(CCS) technologies.
As discussed above, renewable energy is expected to play an important role in the tran-
sition from the existing energy systems to more efficient and cleaner ones. In the next
section, current status and recent development of all primary types of renewable energy
are reviewed. Depending on this, a better understanding could be obtained regarding to
what extent and how soon renewable energy would start to influence the existing energy
systems.
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1.2 Renewable Energy
A renewable energy resource is one that does not depend on finite reserves of either
fossil or nuclear fuels. Traditionally, renewable energy generally refers to both traditional
biomass, i.e., fuelwood, animal wastes, and crop residues burned in stoves, and modern
technologies based on solar, wind, biomass, geothermal, hydropower, and tide (Martinot
et al., 2002). But in most recent studies, traditional biomass is excluded from the scope
of renewable energy. In this thesis, if not pointed out explicitly, renewable energy only
refers to modern renewable energy.
Energy existed in all forms of renewable energy comes from the sun, either directly from
the sunlight or from its indirect impacts on the earth, i.e., wind, falling water, heating
effects, plant growth, gravitational forces, tides, and geothermal heat (Dincer, 2000).
Renewable energy is usually regarded as infinite because it can be obtained infinitely from
the sun via these means. Table 1.1 summaries reserves of all primaries types of renewable
energy. There reserves can be regarded as infinite compared with proved reserves of fossil
fuels
Although the reserves of renewable energy are abundant, their geographical distribution
is quite uneven. Solar energy in tropical regions is three times as much as that in tem-
perate latitudes. Wave and tidal energy are most readily accessed from coastal regions.
Geothermal energy and micro-hydro are even more location specific. Biomass resources
are subject to land use and climatic constraints, which make significant differences in the
scale of the potential resource and the type of application. Wind energy is widely dis-
tributed but its energy output is proportional to the cubic of the wind speed, thus it also
differs between regions. This large diversity leads to a wide range of technology options
for exploiting renewable energy resources (Gross et al., 2003).
Current status and recent development of all primary types of renewables are summarized
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Table 1.1: Global renewable energy resources (Gross et al., 2003)
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next.
1.2.1 Hydropower
Water in rivers and streams can be captured and turned into hydropower. It is generally
regarded as non-exhaustible and non-polluting. Hydropower plants emit much less GHG
emissions than thermal plants. These GHG emissions are produced from the decay of
vegetation in flooded areas and extensive use of cement in dam construction.
Traditionally, hydropower plants with large capacities, or large hydropower, are not re-
garded as renewable energy. However, since there is no clear distinction between large and
small hydropower, recent researches tend to include both of them as renewable energy.
Some European countries set an installed capacity of 10 MW as the upper limit of small
hydropower, whilst Canada uses 25 MW and the US uses 30 MW as their upper lim-
its. Apart from this, it is becoming widely accepted around the world that the installed
capacity of 10 MW is the distinction between large and small hydropower.
Worldwide installed capacity of large hydropower reached 860 GW by the end of 2008, of
which 25 to 30 GW was newly added in 2008, making large hydropower the fastest devel-
oping renewable energy. Worldwide installed capacity of small hydropower was 85 GW by
the end of 2008, of which 6 to 8 GW was newly added in 2008, making small hydropower
the third fastest developing renewable energy (REN21, 2009). Compared with thermal
and nuclear power plants, hydropower is capital intensive whilst its operation costs are
much lower. High initial capital investment is usually a large barrier for the development
of hydropower.
Besides the technical advantages, hydropower also has some social benefits. Small hy-
dropower is especially valuable for rural areas, as it provides distributed electricity for
small industries and daily use, which could dramatically enhance the economic devel-
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opment and the living standards of an isolated local area without connection to grid
electricity.
However, there have been some controversies surrounding hydropower, especially large
hydropower, as exploitation of hydropower is always related with construction of dams,
which could have unpredictable impacts on the surrounding ecology system. These nega-
tive impacts could partially be compensated by its social benefits, for instance, improve-
ments in water supply, employment, agriculture and flood control.
1.2.2 Wind Power
Wind power, or wind energy, is to use wind to produce electricity via turning blades of a
wind turbine. It has been used for centuries to power windmills to mill wheat or pump
water. Wind electricity generation has risen from almost nothing in the early 1980s to
more than 7.5 TWh per year in 1995 (Demirbas, 2006), then to 37 TWh in 2000 (Gross
et al., 2003), equivalent to approximately ten percent of the entire electricity production
in UK.
Wind power is developing dramatically in resent years. By the end of 2008, worldwide
installed wind power capacity was 121 GW, of which 27 GW was newly added during
2008, exhibiting an annual growth rate of 28.7 percent (REN21, 2009). As of 2005, world-
wide installed capacity was only around 60 GW, whilst 24 GW in 2002. By 2005, wind
power already supplied 18 percent of Denmark’s electricity and five percent of Germany’s
electricity (Salameh, 2002). The US projected an 18 percent annual growth rate and set
a target to provide six percent of its electricity demand by wind power (Al-Hallaj, 2004).
It is also projected that wind power will provide 22 percent of the electricity supply in
Europe by 2010, and twelve percent worldwide by 2020 (Bilgen et al., 2004). The annual
market growth rate has been approximately 30 percent since 1997, and annual worldwide
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investment in wind energy has been around $4 billion (Gross et al., 2003).
In the last two decades, wind power industry has witnessed a very fast development, and
wind turbines become much cheaper to produce, but more efficient and reliable. The
average wind turbine capacity increased from 250 kW to 500 kW between 1990 and 1996,
and further increased to the range of 660 kW to 1.65 MW afterwards. Average availability
of wind turbines is around 22 percent. Average price of wind electricity is 4.3 pence per
kWh in UK and 5.2 cents per kWh in the US. The capital cost of wind power is projected
to decrease by 50 to 70 percent in the next 20 years, as a result of large-scale production
(Gross et al., 2003). As a result, the price and production cost of wind power has become
close to that of fossil fuel based power (Bilgen et al., 2004).
Whilst onshore wind power is developing fast, there is very little installed capacity of
offshore wind power. By 2005, total installed capacity of offshore wind power in Europe
was only 2 GW, but it was large enough to make Europe top one around the world in this
field. As exploitation of onshore wind power provides valuable technical and economic
experiences for the development of offshore wind power, an annual growth rate of 800 MW
is expected (Gross et al., 2003).
Production cost of offshore wind power is twice as much as onshore wind power, due to
additional costs of offshore installation of wind turbines, power connection, and main-
tenance. These costs could be compensated, as least partly, by higher and more stable
power output as a result of better wind conditions offshore.
Wind energy is environmentally friendly, but it is not free of emissions. Equipment
production, transportation, installation, and construction of wind farms require energy,
and emissions are inevitable if the required energy is produced from conventional fossil
fuels.
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1.2.3 Biomass
Biomass is a generic term for materials derived from growing plants or animal manure.
Solar energy is stored in plants or bodies of animals, or their waste, through the pho-
tosynthesis process of plants. The energy stored in biomass is called biomass energy.
Wood and wood waste are the most common form of biomass, accounting 64 percent of
biomass energy worldwide, followed by municipal solid waste 24%, agricultural waste 5%
and landfill gas 5% (Demirbas, 2006).
Biomass is usually regarded as a type of renewable energy with little obvious negative
environmental impacts. It fixes carbon dioxide from the atmosphere into plants via pho-
tosynthesis and send the carbon dioxide back to the atmosphere during its utilization
progress. From this viewpoint, biomass energy is completely carbon dioxide neutral.
However, from a life cycle assessment point of view, it does produce emissions in several
procedures, for instance, equipment production, plant construction, biomass collection
and transportation, bio-fuel dispensation, and chemical fertilizer production.
Biomass is also beneficial to a society in many ways, especially for developing countries.
It leads to less fossil fuel consumption, increases the diversity of agricultural activities,
enhances rural development and employment, and provides incentive to recover deforested
and degraded lands.
There are three primary ways of modern utilization of biomass, i.e., conversion of biomass
energy to heat, to electricity, and to liquid fuels, the so called bio-fuels. Electricity and
heat can be produced simultaneously in a integrated biomass gasification combined cycle
process, either pure biomass fired or co-fired with coal. It will remain the primary means of
biomass electricity in the near-term future (Al-Hallaj, 2004). Liquid fuels can be produced
via chemical synthesis or biological means. Primary bio-fuels include bio-diesel, methanol,
and ethanol. As fuel, methanol and ethanol is usually used in blend with gasoline, whilst
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Figure 1.4: Technologies for biomass preparation and conversion (Gross et al., 2003)
bio-diesel is used as a substitute of oil based diesel. Figure 1.4 summarizes all primary
types of technologies for biomass preparation and conversion.
Modern utilization of biomass energy has been developing fast. As of the end of 2008,
worldwide installed capacity of biomass power was 52 GW, and biomass heating was
approximately 250 GWth (Giga-Watt thermal equivalent) (REN21, 2009). Biomass ac-
counts three percent of the entire energy supply in Europe, where the highest ratio of
biomass energy utilization is 23 percent in Finland, 18 percent in Sweden, and twelve per-
cent in Austria, respectively. In the US, biomass accounts for approximately four percent
of the entire energy supply. In the US and Brazil, blend fuel and ethanol has been widely
used in the transport sector (Bilgen et al., 2004; Kaygusuz, 2002).
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1.2.4 Solar PV and Solar Thermal
Solar PV uses semiconductor materials to convert sunlight directly into electricity, and
was originally used extensively in space programs. It is widely used for a wide variety
of applications, including lighting, communication and signals, battery charging, and
consumer products.
Solar PV is one of the renewable energy sectors that have encountered unprecedented
fast growth in recent years. As of the end of 2008, the total installed capacity of grid-
connected solar PV was 13 GW, of which 5.4 GW was newly added during 2008 (REN21,
2009), whilst the entire installed capacity was only one GW before 2003 (Gross et al.,
2003). Worldwide PV production in 2002 was 150 MWp with an annual growth rate of
20 percent (Kaygusuz, 2002).
The production cost of PV has fallen from several hundred dollars per Watt in the 1970s
to approximately 4.2 dollars per Watt (Bilgen et al., 2004; Gross et al., 2003). The cost
of PV electricity had decreased from one dollar per KWh in 1980s to 20 to 30 cents by
2002, and it is expected to drop to less than 10 cents in the near-term future, due to the
scale effect, efficiency improvement and higher reliability (Kaygusuz, 2002). At the mean
time, the efficiency of solar PV has been increasing steadily, from less than ten percent
in 1980s to approximately 14 percent (Gross et al., 2003).
Solar thermal energy is the utilization of solar energy in forms of heat via thermal con-
version, and it is widely used for water and space heating. By the end of 2008, worldwide
installed capacity of solar collectors was 145 GWth, of which 19 GWth was newly added
in 2008 (REN21, 2009). In Europe, the annual installed capacity of glazed solar collectors
grew by 18 percent annually from 480, 000 m2 in 1994 to 890, 000 m2 in 1999. However,
it is not evenly distributed amongst all European countries. Most of the newly installed
solar collectors are in Germany, Greece and Austria, accounting 50 percent, 18 percent
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and 16 percent, respectively (Kaygusuz, 2002).
1.2.5 Other Forms of Renewable Energy
Other types of renewable energy, for instance, geothermal heating, geothermal power,
tidal power, and ocean power, have not yet reached the stage for large-scale utilization.
Their existing capacity is neglectable compared with the aforementioned ones, and they
are not expected to have large impacts on the existing energy system in the near-term
future (REN21, 2009).
1.3 Conventional Energy Sectors
Although renewable energy has been developing fast and its production costs have been
dropping gradually, its existing capacity is still not comparable with conventional energy
sectors. In the near-term to mid-term future, conventional energy sectors will still ex-
hibit dominant impacts on energy and environmental issues. Thus any improvement of
them would make a great contribution to solving the energy and environmental problems.
Amongst all energy sectors, power generation and transportation sectors are two primary
conventional sectors of huge impacts on the entire global energy system.
1.3.1 Power Generation Sector
Power generation sector is the most important energy sector in terms of consumption of
coal, natural gas, and renewable energy, and conventional thermal power plays a predomi-
nant role in the power generation sector. As shown in Figure 1.5, power generation sector
accounted for 67.8 percent of worldwide coal consumption, 38.4 percent of worldwide nat-
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Figure 1.5: Global energy flow and related carbon dioxide emissions in 2004 (Sims et al.,
2007)
ural gas consumption, and 7.4 percent of worldwide oil consumption by 2004. As of 2008
in the US, it stood for 92.9 percent of the entire coal consumption, and 28.5 percent of
natural gas consumption (DOE, 2009a).
Conventional thermal power accounts for approximately two thirds of the entire electric-
ity production in the global energy system. In 2005, worldwide electricity production
via conventional thermal means was 11, 455 billion kWh, accounting 66.0 percent of the
entire electricity production, whilst the remaining 34.0 percent was produced by nuclear,
hydroelectricity, wind, solar, biomass, and geothermal (DOE, 2009b).
Coal based power generation has a dominant role in the entire power generation sector.
In 2008, coal fired power plants provided 49 percent of the total electricity supply in the
US, followed by natural gas 21 percent, nuclear 20 percent, and renewables 10 percent
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(DOE, 2009a).
Power generation sector also has a great contribution to carbon dioxide emissions. As
of 2004, carbon dioxide emissions from power generation sector are totally amounted to
9.98 billion metric tons, accounting 38.2 percent energy related carbon dioxide emissions
(Sims et al., 2007).
1.3.2 Transportation Sector
Transportation sector dominates all oil related sectors. As shown in Figure 1.5, trans-
portation sector accounted for 47.2 percent of worldwide oil consumption, 2.0 percent of
worldwide natural gas consumption, and 1.3 percent of worldwide coal consumption as
of 2004. As of 2008, transportation sector accounted for 28 percent of the entire energy
consumption in the US. More specifically, it stood for 70.3 percent of the US petroleum
consumption, 11.0 percent of renewable energy, and 2.8 percent of natural gas consump-
tion (DOE, 2009a).
Transportation sector emitted 5.05 billion metric tons of carbon dioxide as of 2004, which
was 19.4 percent of the entire energy related carbon dioxide emissions, making it the
second largest contributor of carbon dioxide emissions, only second to power generation
sector.
1.4 Polygeneration Energy Systems
1.4.1 Introduction
Based on the crucial energy and environmental situations and current status of renewable
and conventional energy, several points can be made regarding future development direc-
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tions of energy systems as follows. Firstly, renewable energy can help to solve the urgent
energy and environmental problems gradually, but it will not be the major means due to
its small fraction in the existing global energy system. Secondly, increasing energy utiliza-
tion efficiency in conventional energy sectors would be the major route to reduce energy
consumption and GHG emissions in the near to mid-term future. This can be achieved
via technology evolution and introduction of energy systems engineering methodologies
at the planning and design stages, from optimized strategic planning to improved process
integration and design. Thirdly, shifting from natural gas and oil based energy systems
to coal based ones is of great importance to release the current heavy dependence upon
oil and natural gas, due to the relatively abundant reserves of coal.
Therefore, more advanced next generation technologies are expected to fulfil the following
three requirements simultaneously:
• It should be closely related to conventional energy sectors, so that its applications
in these sectors would have a great effect on the entire energy system.
• Its energy efficiency should be higher than conventional technologies, so that replac-
ing conventional technologies with this one would greatly reduce energy consump-
tion.
• Its emissions should be lower than conventional technologies, and it should provide
options for further reduction of emissions.
• It should provide options for utilization of renewable energy together with fossil
fuels, thus facilitate a gradual transition from fossil fuels based energy systems to
renewable energy based ones.
Polygeneration (Gao et al., 2004; Liu et al., 2007, 2009c) is such a technology that fulfils
all these four requirements. A polygeneration process, as shown in Figure 1.6, is a multi-
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in multi-out energy system that co-produces electricity and chemical fuels, where the
chemical fuels can be used as substitutes of conventional oil based transportation fuels.
Depending on the type of chemical synthesis, its chemical products could be methanol,
ethanol, dimethyl ether (DME), Fischer-Tropsch (FT) oil, and hydrogen. It has a wide
range of available feedstocks, typical instances of which are coal, petroleum coke, refinery
tars, fuel oil, and biomass.
A polygeneration process starts from production of synthesis gas, or syngas, via gasi-
fication of feedstocks in a gasifier. Besides syngas, the gasifier also produces slug and
ash, which can be used as construction materials and fertilizer. The gasifier is usually
oxygen-blown and requires an air separation unit (ASU). After leaving the gasifier, the
syngas goes through a series of cleanup procedures to remove fine particles and sulphur
compounds. Then the clean syngas is split into two streams, one going to a chemical
synthesis block to produce synthetic fuel, whilst the other going to a power generation
block. The power generation block usually comprises a gas turbine, a steam turbine, and
a heat recovery steam generator (HRSG).
Polygeneration has many advantages over conventional power generation and chemical
synthesis technologies. First of all, polygeneration is of great interest to both power and
transportation sectors, i.e., the top two conventional sectors in terms of energy consump-
tion and emissions, because of the ability of simultaneous production of electricity and
chemical fuels, thus it fully fulfils the first requirement as a next generation technology.
Secondly, the energy efficiency of a polygeneration process is higher than that of tradi-
tional stand-alone power plants and chemical plants due to the tight integration between
the power generation and chemical synthesis blocks. Thirdly, polygeneration provides op-
tions for low/zero GHG emissions. In a polygeneration process, a water gas shift reactor
can be added after the syngas cleanup block to convert carbon monoxide to hydrogen and
carbon dioxide via water gas shift reaction, shown in (r1). High concentration of carbon
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Figure 1.6: Conceptional illustration of a polygeneration process (Gasification Technolo-
gies Council, 2008)
dioxide in the shifted syngas makes it more cost effective to separate the carbon diox-
ide from the syngas for further sequestration. With a carbon capture and sequestration
(CCS) block, a polygeneration plant can reach low/zero emissions. Finally, polygenera-
tion provides the option to use biomass as its feedstock, either purely or together with
other types of feedstocks, making it flexible to shift between a fossil fuel based operation
mode to a renewable energy based one.
CO +H2O −→ CO2 +H2 (r1)
Polygeneration energy systems are also superior to conventional power plants and chemical
plants in terms of efficiency and profitability. For instance, in a polygeneration plant
that co-produces methanol, heat and electricity, the production cost of methanol can be
reduced by 40 percent compared with a standalone methanol plant. In a quad-generation
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plant that produces syngas (as a substitute of natural gas for domestic use), methanol,
heat and power, investment costs are 38 percent lower than a combination of standalone
plants with the same production capacity, production cost is 31 percent lower, and carbon
dioxide emissions reduction is 22.6 percent (Ni et al., 2000). In a polygeneration plant
that co-produces DME and electricity, the production cost of DME can be reduced to the
same level as that of oil based fuels (Cocco et al., 2006).
1.4.2 Key Components and Supporting Technologies
A generic polygeneration process can be divided into several functional blocks, where each
block could have many technological options. Figure 1.7 represents a typical polygenera-
tion process that co-produces electricity and methanol in terms of key functional blocks,
as follows:
• Air separation unit. This block prepares oxygen for an oxygen-blown gasifier. Part
of the nitrogen produced could be fed to the gas turbine block to mitigate NOx
formation.
• Feedstock preparation block. This block prepares slurry for a slurry-fed gasifier or
pulverized feedstock for a dry-blown gasifier.
• Gasification chamber and syngas scrubber. Raw feedstocks are gasified in this block
to produce crude syngas. Mineral components in the feedstocks are converted to
slug and ash and removed from the crude syngas. Some of the sensible heat of
the crude syngas could be recovered, depending on the selection of equipment, for
instance, through a radiant/convective syngas cooler.
• Syngas cleanup unit. Sulphur compounds, chloride compounds, fine particles, and
other hazardous components in crude syngas are removed in this block.
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• Water gas shift block. In this block, mole composition of the syngas is adjusted via
the water-gas shift reaction shown in Reaction (r1) to meet specific requirements of
downstream chemical synthesis.
• Precombustion carbon dioxide capture and sequestration. Concentrated carbon
dioxide in syngas after the water-gas shift reaction can be separated out and se-
questrated.
• Methanol synthesis. A split or the whole stream of the syngas goes through this
block for methanol synthesis. The synthesis reaction is usually catalyzed. Depend-
ing on the phase of inert medium, it could be either gas phase synthesis or liquid
phase synthesis.
• Gas turbine block. Unconverted syngas from the methanol synthesis block, together
with any bypassed fresh syngas, combusts in this block, producing high pressure
and high temperature gas to drive a turbine to produce power. Depending on the
temperature and pressure at the inlet of the turbine, there are many classes of gas
turbines available, for instance F class, H class, and so on.
• HRSG and steam turbine block. A HRSG recovers heat from flue gas coming out
of the gas turbine block, producing steam which drives a set of steam turbines to
produce more power.
• Postcombustion carbon dioxide capture and sequestration. Carbon dioxide in the
flue gas can be separated and captured in this block.
1.4.3 Development and Future Plans
Many countries and global energy tycoons have shown their enthusiasm and support for
polygeneration energy systems, and published development and future developing plans
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Figure 1.7: Key functional blocks of a polygeneration plant
according to their specific energy and environmental concerns. The US, China, and BP
are three leading players in this field.
Vision 21 Programme of the US
In 1999, Department of Energy of the US published its Vision 21 programme, or 21st
Century Energy Plant, aiming at high-efficiency energy production, pollution control, and
emissions reduction (DOE, 1999).
Major technology modules and all potential feedstocks and products of a Vision 21 plant
are summarized in Figure 1.8. Its input could be coal, natural gas, oil, petroleum coke, mu-
nicipal waste, and biomass. Its output could be electricity, chemicals, transportation fuels,
syngas, hydrogen, and steam. Key technology modules include combustion/gasification,
gas cleanup, separation/conversion, carbon dioxide sequestration, power generation, and
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Figure 1.8: Vision 21 technology modules (DOE, 2000)
chemical synthesis.
Energy systems engineering is part of the focus of Vision 21 programme. The technology
modules are classified into three categories: enabling technologies, supporting technolo-
gies, and systems analysis/integration, as shown in Figure 1.9. This classification empha-
sizes the importance of systems analysis/integration, or energy systems engineering, and
assigns it the same weight of importance as enabling and supporting technologies.
Pollution/emissions control and efficiency improvement are two primary targets of Vision
21 programme. As shown in Table 1.2, air pollutants, for instance, sulphur dioxide,
nitrogen oxides, and mercury, are to be reduced to approximately zero level under Vision
21 scheme. Carbon dioxide emissions will also be reduced significantly because of the
increased energy efficiency. Carbon dioxide emissions can be further reduced to near zero
level if a CCS block is employed. The other target of Vision 21 programme is to improve
energy utilization efficiency and exploit the full potential of the energy existed in the
feedstocks. This target can be achieved via combining several advanced energy utilization
processes together, for instance, combining a power generation process and a chemical
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Figure 1.9: Vision 21 technology portfolio (DOE, 2000)
synthesis process in a polygeneration plant.
Guided by Vision 21 programme, DOE has funded a number of demonstration projects.
A representative one is a cooperation project between DOE and a multi-industry team
led by Gasification Engineering Cooperation (GEC), known as Wabash River integrated
methanol and power production from clean coal technologies (IMPPCCT). The purpose of
this project is to illustrate the concept of co-production of methanol and electricity using
GEC’s E-GASTM gasification technology, and also to prove the commercial feasibility of
polygeneration energy systems (Strickland, 2001).
China’s 10th Five-Year Plan
China has included development of polygeneration energy systems in its 10th Five-Year
Plan (Li et al., 2003), to tackle the problems of fast increasing energy demand and conse-
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Table 1.2: Vision 21 Plant Targets (compared with the most advanced power plant by
2003)
Reference Plant 2010 2020
SO2 removal 98% 99% > 99%
NOx removal (lb/million Btu) 0.15 0.05 < 0.01
Particulate removal (lb/million Btu) 0.01 0.005 0.002
Mercury removal 90% 95%
By-product utilization 30% 50% near 100%
Plant efficiency 40% 45− 50% 50− 60%
quent heavy pressure on oil and natural gas supply. Moreover, oil demand in China has
already exceeded its supply capacity as a result of fast economic development, especially
a huge increase in the number of vehicles. On the other hand, air pollution and excessive
GHG emissions have become a severe problem for China. However, because of its abun-
dant coal reserves, the current structure of coal dominant energy systems is not expected
to change in the near to mid-term future.
A transition from conventional coal based power plants to polygeneration energy systems
can solve both problems of liquid fuel shortage and excessive GHG emissions in China.
As shown in Figure 1.10, a mid-term plan for the development of polygeneration energy
systems in China has been made. This plan focuses on utilization of coal and other solid
fuels (petroleum coke and heavy oil residues) as primary feedstocks. Products comprise
electricity, liquid fuels (methanol, DME, FT oil), and heat for commercial and residential
utilization.
Key supporting technologies for the development plan of polygeneration energy systems
in China are summarized as follows:
• Gasification. Texaco and Shell’s entrained bed gasifiers with a capacity greater than
2000 tons per day of coal are the most favourable choices, especially Texaco’s slurry-
fed gasification technology, which has already gained much successful operating
experiences in China.
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Figure 1.10: Strategic plan for the development of polygeneration energy systems in China
(Li et al., 2003)
• Gas turbine. Gas turbines with efficiency higher than 60%, inlet temperature over
1400 oC, pressure ratio between 20 to 30, are to be installed. Modified gas turbines
that are compatible with syngas are also of great interest.
• Syngas cleanup. High temperature (500 to 600 oC) cleanup technologies are of great
interest.
• Chemical synthesis. Ideal synthesis technologies should be able to deal with syngas
of different compositions and be compatible with the power generation block. Such
technologies include FT synthesis, liquid phase methanol synthesis (LPMEOH), and
two step synthesis of DME.
• CCS technologies. Further improvement is required to reduce the huge amount of
energy consumed in the carbon dioxide separation procedure.
• Carbon dioxide treatment. Carbon dioxide captured in a polygeneration plant needs
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Table 1.3: Operating modes of IMPPCCT plant
Mode number Co-production mode Synthesis technology Feedstock
1 Low methanol/High power Liquid Phase Petroleum Coke
2 Low methanol/High power Liquid Phase Coal
3 High methanol/Low power Liquid Phase Petroleum Coke
4 High methanol/Low power Liquid Phase Coal
5 High methanol/Low power Gas Phase Petroleum Coke
6 High methanol/Low power Gas Phase Coal
preprocessing before it can be buried in deep sea or injected into oil or gas fields for
enhanced production.
1.5 Previous Research on Polygeneration
Research on polygeneration energy systems has been conducted from many aspects, in-
cluding economical feasibility analysis, environmental impacts analysis, process design,
process operation, and so on.
Many studies have been done based on DOE’s demonstration projects. The aforemen-
tioned IMPPCCT project has been studied under six different operation modes in terms
of changing production rates of electricity and methanol, different types of methanol syn-
thesis technologies, and different feedstocks, shown in Table 1.3. Each operation mode
requires a specific type of process design to obtain optimal process performance. For
instance, flue gas from the methanol synthesis block is treated differently in the six op-
eration modes according its flowrates. In mode one and two, a large-scale combine cycle
is implemented to accommodate the large amount of flue gas produced by the methanol
synthesis block, whilst the amount of flue gas is only large enough to drive a small-scale
combined cycle in mode three and four, and in mode five and six its amount is too small
to drive any turbine and it is burned in a boiler directly (Strickland, 2001).
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Table 1.4: Profitability analysis of IMPPCCT plant running at different operating modes
(Strickland, 2001)
 
Economic behaviour of polygeneration energy systems running under the six operation
modes has been studied and compared with an integrated coal gasification combined cycle
(IGCC) power plant. Capital investment costs and operating and maintenance costs are
shown in Table 1.4. Following this economic analysis, a sensitivity analysis was conducted
to find out the impacts of key parameters on plant profitability. The key parameters
involved in the sensitivity analysis are market prices of feedstocks and products, the rate
of return, the payback period, and expected length of plant operation horizon.
Ma et al. (2004a,b) proposed a set of process designs for polygeneration energy systems
that co-produce methanol and electricity. These designs defer in the way of syngas treat-
ment (with or without water gas shift reactor), configuration of chemical synthesis block
(once-through or recycling), and arrangement of power and chemical synthesis blocks (se-
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rial or parallel). An option is provided to add a water gas shift reactor ahead of the
chemical synthesis block to convert the carbon monoxide rich syngas to hydrogen rich
syngas.
In a serial arrangement, fresh syngas goes to the methanol synthesis module first, then
the flue gas goes to a combined cycle (CC) module to produce electricity. In a parallel
module, fresh syngas is split into two steams first. One steam goes to the methanol
synthesis module first, then to the CC module, whilst the other steam goes directly to
the CC module. In a once-through chemical synthesis block, fresh syngas goes through
the synthesis reactor for only once. In a recycling chemical synthesis block, a part of the
flue gas from the synthesis reactor goes to the CC module, whilst the remaining part is
pressurized and recycled to increase the methanol production rate.
Simulation results show that the configuration of carbon monoxide rich syngas, serial
arrangement and once-through chemical synthesis is the most optimal one in terms of
energy efficiency and economic behaviour. The production cost of methanol in this process
is 42.6 percent lower than that in a conventional stand-alone methanol plant, and the
production cost of electricity is 3.1 percent lower than that in an IGCC power plant.
However, because of the increased integration between the chemical and power generation
blocks in a serial arranged process, more advanced operation strategies are required to
maintain the availability of the process.
Based on the work of Ma et al. (2004a,b), Liu et al. (2006) studied the performance of
polygeneration energy systems at off-design and part load operation mode, and showed
that polygeneration energy systems exhibited higher operation flexibility than conven-
tional power plants. At part load operation mode, reduced electricity load leads to an
extra amount of syngas production. This extra amount of syngas can be split to the
chemical synthesis block for more chemical production at part load operation mode, and
sent back to the power generation block once the electricity load returns to normal state.
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Their results show that a polygeneration process with hydrogen rich syngas production
and parallel arrangement exhibits the highest operation flexibility, followed by hydro-
gen rich syngas and serial arrangement, then carbon monoxide rich syngas and parallel
arrangement, and carbon monoxide rich syngas and serial arrangement.
Cocco et al. (2006) studied the energy and economic performance a polygeneration plant
which comprised an IGCC power plant and a DME synthesis process, and proposed two
types of process designs: one based on a dry-fed gasifier where dry coal particles were
blown into the gasifier, the other one based on a slurry-fed gasifier where coal particles
were mixed with water before fed into the gasifier. Both types of process designs adopt
once-through configuration for DME production. Results show that both types of process
designs exhibit an higher energy efficiency than a stand-alone IGCC plant of the same
capacity. Energy and exergy efficiency of the dry-fed process is slightly higher than those
of the slurry-fed one. In terms of economic behaviour, the inclusion of a DME synthesis
block and the increased gasifier size make the capital investment cost of a polygeneration
plant approximately twice as much as that of an IGCC plant of the same capacity of
electricity production. The production cost of DME is between 6.1 and 6.5 dollars per
GJ, which is comparable with the price of natural gas.
Yamashita and Barreto (2005) studied the performance of three types of coal gasification
based polygeneration energy systems with different types of chemical products. Their
results show that co-production of electricity and FT fuels is the most attractive one
in a short-term horizon, co-production of electricity and methanol is more favourable
in a medium-term horizon, and co-production of electricity and hydrogen is superior to
other types in a long-term horizon. Moreover, co-production of electricity and FT fuels
also requires the smallest amount of changes to the existing transport infrastructure,
followed by co-production of electricity and methanol, whilst co-production of electricity
and hydrogen has the largest impact on the existing infrastructure.
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Carapellucci et al. (2001) studied the flexibility of polygeneration processes that co-
produced methanol and electricity via an entrained-flow gasifier, and both gas phase
and liquid phase methanol synthesis. Their results show that a process with liquid phase
methanol synthesis has higher energy efficiency than a process with gas phase methanol
synthesis. The inclusion of a methanol synthesis block also enhances the operation flexi-
bility and the ease of load manipulation.
Wilhelm et al. (2001) reviewed all commercial syngas based gas-to-liquid (GTL) produc-
tion technologies. They compared different syngas production technologies, water gas
shift technologies, and their operation experiences. Then they concluded that the cost of
GTL facilities would decrease dramatically in the future as a result of improvements in
FT catalysts and reactor design. It would be further reduced in a scenario where a major
technical breakthrough is achieved for oxygen-blown fluidized bed autothermal reforming.
Spiegel (2003) studied the possibility of using renewable energy as the main feedstock in
a polygeneration process. A conceptional process comprising biomass gasification, wind
turbines, fuel cells, and a methanol synthesis block was proposed. Their results show that
such a process could achieve the target of zero GHG emissions, whilst the production
costs of chemical products are comparable with oil based liquid fuels.
1.6 Summary of Thesis Motivation
Due to the urgent energy and environmental situations reviewed in this chapter, many
measures have been proposed to deal with these problems, and many studies have been
done in this field. These measures and studies differ from one another in terms of technical
directions, time scales, design principles, and so on. However, there exists very limited
work which is able to take all these aspects into consideration within an entire systematic
framework.
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The purpose of this work is thus to provide such a generic framework of methodologies
for optimal planning and design of energy systems at different levels and from different
viewpoints, and illustrate its capability and potential via its applications in polygener-
ation energy systems. Primary characteristics of this framework of methodologies are
summarized as follows:
• Facilitating strategic planning and process design of energy systems. At the strategic
planning level, the framework offers the ability to make optimal decisions in terms
of types and amount of primary energy resources to be consumed, types of processes
to be developed, and timing of major transitions between different types of energy
systems. At the process design level, the framework provides design strategies for a
plant according to its specific requirements.
• Being able to accommodate planning and design over different time scales ranging
from short-term to long-term horizon. Technology evolution and transition over a
planning horizon should also be considered.
• Providing means for optimal selection of technologies and designs from available
alternatives. There are usually many alternatives to meet a certain target, and
different choices exist for different design criteria. The framework should be able
to capture these options and facilitate to make the optimal decision through them
according to specified requirements.
• Facilitating decision making under multiple design criteria. For energy systems
design, there could be more than one design criterion to fulfil, especially in the
current situation that reduction of GHG emissions is primarily concerned. Typical
design criteria are energy efficiency, plant profitability, and GHG emissions. The
framework should provide the ability to present optimal designs where all these
design criteria are addressed.
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• Being able to provide robust planning and design strategies under future uncertain-
ties. Uncertainties are inevitable and unpredictable at the decision making stage,
and the planning and design strategies should guarantee feasible and optimal oper-
ation under all possible operation scenarios.
The remaining part of this work is organized as follows:
In Chapter 2, methodologies of energy systems engineering and their applications in some
typical energy systems are presented. These methodologies include superstructure based
modelling, mixed-integer programming, multi-objective optimization, optimization un-
der uncertainty, global optimization, and life cycle assessment. Their applications in
polygeneration energy systems, hydrogen infrastructure planning, and energy systems in
commercial buildings are also discussed.
In Chapter 3, modelling and optimization of polygeneration energy systems is presented
at a strategic planning level, where issues of selection of technology roadmap and capacity
expansion/decommissioning are addressed. To illustrate the application of this framework,
a case study for the development of polygeneration energy systems in China between 2010
and 2035 is provided.
In Chapter 4, polygeneration energy systems are studied at a process-wide level, and
a modelling and optimization framework for the optimal process design of polygenera-
tion energy systems is presented. The purpose of modelling at a process design level is
to provide a mathematical way for the process design of a polygeneration plant, which
comprises selections of technologies or types of equipment for each major part of a poly-
generation process, capacity of each part, and integration between them. After presenting
the modelling and optimization framework, its application in a polygeneration plant which
co-produces methanol and electricity is discussed.
In Chapter 5, optimal process design of a polygneration plant according to both economic
1.6. Summary of Thesis Motivation 40
and environmental criteria is presented. A life cycle assessment sub-model for evaluating
the environmental impacts of a polygeneration plant over its lifetime is also presented.
After this, some computational issues arising in the solution procedure are discussed,
together with some parallel and grid computation techniques.
In Chapter 6, optimal process design of a polygeneration plant under uncertainty is pre-
sented. The mathematical model is first reformulated as a two-stage stochastic program-
ming model, then a cubature based sampling and integration technique and a decompo-
sition algorithm which greatly enhances the computational performance of the solution
procedure are presented.
In Chapter 7, major achievements of this work are summarized and a discussion on future
research directions is presented.
In Appendix A, a multi-objective mixed-integer programming framework for energy sys-
tems design in commercial buildings is presented, to further illustrate the potential ap-
plications of the generic modelling and optimization framework presented in this work in
other types of energy systems.
Chapter 2
Energy Systems Engineering:
Methodologies and Applications
As discussed in Chapter 1, excessive energy consumption and consequent greenhouse gas
(GHG) emissions have become two major crucial global issues, and this situation is most
likely to continue in the next couple of years to come. Driven by this urgent situation,
technologies which can facilitate a smooth transition from existing energy systems to more
advanced ones are receiving more and more serious attention. However, although there
already exist many technical options, they usually differ greatly from one another in many
aspects, and they are often treated separately by their own technical or political groups.
In his pioneering presentation at the sixth European Congress of Chemical Engineering,
Pistikopoulos (2007) proposed for the first time the concept of energy systems engineer-
ing as an integrated approach for the energy systems of the future. According to his
definition, energy systems engineering provides a methodological framework to address
the complex energy and environmental problems by an integrated systematic approach
which accounts complexities of very different scales, ranging from technology, plant, to
energy supply chain, and megasystem. Typical methodologies of energy systems engineer-
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ing involve superstructure based modelling, mixed-integer programming, multi-objective
optimization, optimization under uncertainty, and life cycle assessment. These method-
ologies have been applied in energy systems of very different nature and scale, for instance,
polygeneration energy systems as discussed in this work, urban energy systems, hydrogen
infrastructure, oil and gas production, wind turbine, electric power industry, carbon diox-
ide capture and sequestration, and distillation columns (Georgiadis et al., 2008; Liu et al.,
2009b). In this chapter, these methodologies and their applications in real-life systems
are to be discussed.
2.1 Superstructure based Modelling
Superstructure based modelling is an approach to simultaneously determine the optimal
configuration of a process and its optimal operating conditions via mathematical program-
ming (Yeomans and Grossmann, 1999). It was first proposed to address process synthesis
issues in heat exchanger networks (HEN) (Yee et al., 1990), and widely used in process
design thereafter, and it is regarded as one of the most significant accomplishments in
process systems engineering (Grossmann and Westerberg, 2000).
In superstructure based modelling for process design, all possible arrangements of equip-
ment, sequences of flows, and interconnections amongst them are accounted and repre-
sented via mathematical programming. An optimal process design can thus be obtained
by solving an optimization problem based on the superstructure representation. A typical
distillation problem presented by Yeomans and Grossmann (1999), as shown in Figure 2.1,
is used to illustration the concept of superstructure based modelling. In this problem, a
mixture comprising four components, denoted as A, B, C, and D, needs to be separated
via a distillation process. Boiling points of the four components also follow the same
order, i.e., the boiling point of A is the lowest, and that of D is the highest. The target is
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Figure 2.1: Superstructure representation of a distillation problem (Yeomans and Gross-
mann, 1999)
to obtain the optimal distillation route. In the superstructure representation, all possible
distillation routes are plotted in the flowsheet. Given a specific criterion, these distillation
routes can be compared, based on which the optimal route can be obtained.
Superstructure based modelling has been widely used in a broad range of fields. These
fields include heat exchange networks (Yee et al., 1990), separation and distillation (Kokos-
sis and Floudas, 1991; Agrawal, 1996; Ismail et al., 2001), reactor networks (Hatzi-
manikatis et al., 1996; Schweiger and Floudas, 1999), water usage and treatment network
(Tsai and Chang, 2001), and energy systems (Hugo et al., 2005; Liu et al., 2007, 2009a,c).
Superstructure based modelling usually involves discrete decision making, for instance,
inclusion of a certain type of reactor or not. Simultaneous modelling of discrete decisions
and continuous terms is usually implemented via mixed-integer programming, which is to
be discussed next.
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2.2 Mixed-Integer Programming
An optimization model with both integer and continuous variables is denoted as a mixed-
integer programming (MIP) problem (Floudas, 1995). Integer variables in MIP problems
usually refer to 0-1 variables, also known as binary variables, only, due to the fact that
any integer variable can be represented in terms of a set of binary variables. Throughout
this thesis, MIP refers to this kind of problems only, if not stated out explicitly.
MIP is widely used in process systems engineering. Typical applications superstructure
based modelling, facility location and allocation problems, scheduling problems, and so
on.
A canonical form of a MIP problem is presented as follows:
min
x,y
f(x,y)
s.t. h(x,y) = 0
g(x,y) ≤ 0
x ≥ 0, x ∈ X ⊆ ℜn
y ∈ {0, 1}q
(2.1)
where x is a vector of n continuous variables, and y is a vector of q 0-1 variables.
Depending on specific forms of the objective function f , equality constraints h, and in-
equality constraints g, MIP problems can be classified into two categories: mixed-integer
linear programming (MILP) problems, where the objective function and all constraints
are linear, and mixed-integer nonlinear programming (MINLP) problems, where either
the objective function or some constraints are nonlinear. MINLP problems can be further
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classified as convex MINLP problems, where the objective function is a convex function
and the feasible region is a convex region, and non-convex MINLP problems, where ei-
ther the objective function is a non-convex function or the feasible region is a non-convex
region.
A canonical form of a MILP problem is represented as follows:
min
x,y
cTx + dTy
s.t. Ax +By ≤ b
x ≥ 0, x ∈ X ⊆ ℜn
y ∈ {0, 1}q
(2.2)
where x is a vector of n continuous variables, y is a vector of q 0-1 variables, c is a vector
of n parameters, d is a vector of q parameters, b is a vector of p inequalities, and A, B
are matrices of corresponding dimensions.
The most commonly used algorithm for solving MILP problems is Branch and Bound
method (Land and Doig, 1960). It has a huge number of varieties. These algorithms
start from solving a relaxed linear programming (LP) problem to obtain a lower bound
of the original problem, followed by an iterative branching procedure of fixing an integer
variable and partitioning the feasible region into subdomains until an upper bound is
found, then keep on updating the lower and upper bounds until the optimum is obtained.
These algorithms have been successfully implemented in commercial solvers. A typical
and probably the most widely used commercial solver is ILOG CPLEX, which is based
on the algorithm of branch and cut and best known for its ability to solve large scale LP
and MILP problems and good compatibility with most prevailing modelling systems, for
instance, GAMS and AMPL.
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Two commonly used algorithms for solving MINLP problems are Generalized Benders
Decomposition (GBD) (Geoffrion, 1972) and Outer Approximation (OA) (Duran and
Grossmann, 1986; Fletcher and Leyffer, 1994), both of which have a large amount of
varieties. Both algorithms solve an MINLP problem by creating a primal problem and a
master problem, solving them to obtain lower and upper bounds of the original problem,
and keeping on updating these bounds until they converge within an acceptable criterion
in a finite number of iterations. The two algorithms differ primarily in the way to obtain
lower bounds and updating constraints. GBD algorithms obtain lower bounds based on
duality theory, whilst OA algorithms depend on solving a primal problem. However, both
types of algorithms are local algorithms, i.e., they can only guarantee a global optimum
for convex MINLP problems. These algorithms have also been widely implemented in
commercial solvers. A typical one is DICOPT (Grossmann et al., 2009), which is fully
compatible with GAMS.
Algorithms for solving non-convex MINLP problems, however, are not yet fully developed
as compared with those for convex MINLP problems. There are primarily two groups of
approaches to obtain a global optimum of a non-convex MINLP problem so far. One
group of approaches is to perform global optimization techniques to a non-convex MINLP
problem via constructing a convex relaxation, solving the relaxed problem to obtain a
lower bound, solving the original problem using a local solver to obtain an upper bound,
and keeping on this procedure until it converges. Many work has been done in constructing
convex relaxation for different types non-convex terms, a typical one of which is the
αBB algorithm proposed by Adjiman et al. (1998). The other group of approaches is to
use a commercial global solver, which solves a MINLP problem directly and gives the
global optimum. A typical global solver is BARON (Sahinidis and Tawarmalani, 2009),
which applies a branch-and-reducing algorithm to a MINLP problem and gives its global
optimum. Compared with local solvers, global solvers are computationally more expensive
and may encounter computational difficulties in solving large scale MINLP problems.
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2.3 Multi-Objective Optimization
Multi-objective optimization, or multi-criteria optimization, is to simultaneously optimize
a problem according to two or more (conflicting) criteria subject to certain constraints.
Multi-objective optimization is suitable to be applied to a problem where trade-offs exist
amongst its objective functions and optimal decisions should be made in the presence of
these trade-offs. Multi-objective optimization is widely used in various fields, including
product and process design, supply chain design, and energy systems engineering. A
common multi-objective optimization problem involved with energy system design is to
maximize profitability and minimize environmental impacts simultaneously.
A generic mathematical from of a multi-objective optimization problem is presented as
follows:
min
x,y
U


f1(x,y)
f2(x,y)
. . .
fn(x,y)
s.t. h(x,y) = 0
g(x,y) ≤ 0
x ≥ 0, x ∈ X ⊆ ℜn
y ∈ {0, 1}q
(2.3)
where x is a vector of n continuous variables, and y is a vector of q 0-1 variables.
Depending on the types of variables, a problem is classified as a continuous multi-objective
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optimization problem if the set of y is empty, otherwise it is classfied as a mixed-integer
multi-objective optimization problem which comprises both continous and discrete vari-
ables. Depending on the form of objective functions and constraints, a problem is classified
as a linear problem multi-objective optimization problem if all of its objective functions
and constraints are linear, otherwise it is a nonlinear multi-objective optimization prob-
lem.
The target of solving a multi-objective optimization problem is to obtain the utility func-
tion U , where n scalar objective functions are to be optimized simultaneously (Steuer,
1986). Usually, some conflicts exist amongst the objective functions. However, if there
are no conflicts, then a single solution can be obtained where every objective function
attains its optimum. In this case, optimizing the objective functions simultaneously or
separately arrive at the same optimal solution. To avoid such simple cases, multi-objective
optimization problems studied in this work always involve conflicting objective functions
unless stated out explicitly.
If the objective functions are conflicting, there does not exist a single solution where all
objective functions attain optimum. A solution is called efficient if and only if there
does not exist another solution which improves at least one objective function without
worsening other objective functions. The collection of all efficient solutions is called a
Pareto frontier, which comprises all trade-offs amongst the objective functions. Therefore,
instead of obtaining a single optimal solution as in a single-objective optimization problem,
a set of optimal solutions which comprise the Pareto frontier is obtained as the solution
of a multi-objective optimization problem.
Typical algorithms for solving multi-objective optimization problems are parametric pro-
gramming (Papalexandri and Dimkou, 1998) and ǫ-constraint method (Dua and Pis-
tikopoulos, 1999, 2000). Both algorithms solve a multi-objective optimization problem by
first converting it to a set of single-objective optimization problems where only one of the
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objective functions remains as the objective function of the consequent single-objective
optimization problems whilst the other objective functions are converted to constraints.
Based on this conversion, the parametric programming approach solves the problem as
a multi-parametric programming problem where the parametric space of the objective
functions is explored. The ǫ-constraint method solves the problem by discretizing the
space of objective functions into small intervals and obtaining optimal solutions at the
discretized points.
2.4 Optimization under Uncertainty
Uncertainty is inevitable and unpredictable in process planning and design over a long-
term horizon. Because of the very nature of these tasks, many parameters obtained at the
planning or design phase are subject to considerable variability and can not be predicted
with a certain degree of accuracy. Optimization under uncertainty takes the impact of
uncertain parameters into consideration at the planning and design stage thus improves
a plan or design in terms of both feasibility and operability.
Optimization under uncertainty has been widely used in production planning and schedul-
ing, location, transportation, and finance. In these problems, uncertainty usually comes
from very different sources. According to the nature of these sources of uncertainty, a
classification of uncertainty has been proposed by Pistikopoulos (1995):
• Model-inherent uncertainty: related to the physical characteristics of the systems,
such as technology utilisation factors and heat transfer coefficients, which can be de-
scribed as either ranges of possible realizations or probability distribution functions
obtained from experimental studies.
• Process-inherent uncertainty: fluctuations in flowrates, temperatures and purities,
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described usually through probability distribution functions derived from on-line
measurements.
• External uncertainty: including feedstream availability, product demands, prices
and environmental conditions, which can be obtained as approximate ranges of un-
certainty or probability distribution functions through the use of forecasting tech-
niques based on historical data.
• Discrete uncertainty: where random discrete events can not be foreseen, such as
equipment failure and availability.
Approaches to represent these different sources of uncertainty in a mathematical means
and to solve the consequent optimization problems under uncertainty started from pio-
neering works of Beale (1955), Dantzig (1955), Tintner (1955), Bellman (1957), Charnes
and Cooper (1959), and Bellman and Zadeh (1970), followed by rapid development of
theory and algorithms. Even today, it is still regarded as one of the most important open
problems in optimization (Horner, 1999).
In terms of the nature of objective functions and constraints, optimization under uncer-
tainty problems can be further categorized as linearly or nonlinearly constrained problems,
equality-constrained or inequality-constrained problems, discrete or continuous problems,
and min-max problems. Typical algorithmic and computational approaches to these
problems have been made by Rustem (1992); Rustem and Nguyen (1998); Darlington
et al. (1999, 2000); Zakovic et al. (2000); Zakovic and Rustem (2003); Akrotirianakis and
Rustem (2005); Parpas et al. (2006).
Main approaches to optimization under uncertainty comprise stochastic programming,
fuzzy programming, and stochastic dynamic programming. In most applications, stochas-
tic programming has evolved as the preferred modelling framework (Sahinidis, 2004).
Stochastic programming covers a wide range of approaches. According to the nature
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of uncertainty and the form it appears in a mathematical model, stochastic program-
ming ranges from recourse programming, probabilistic programming and dynamic pro-
gramming, where recourse programming is regarded as an especially powerful method for
sequential decision-making problems (Kall and Wallace, 1994).
In the most general form, stochastic programming with recourse is presented as a two-
stage programming problem. At the first stage, certain decisions have to be made in the
presence of uncertainty, whilst recourse or corrective actions can be taken at the second
stage when more information is available after uncertainties are revealed. Traditionally,
second-stage variables are treated as corrective measures or recourse to avoid infeasibility
when random events have presented themselves. However, they can also be operation-
level decisions to be made facing with uncertainty realization. In strategic planning and
process design, the first-stage decisions usually involve the structure of a system and
capacity of each of its modules, and the second-stage decisions involve production rate,
feedstock purchases and production sales according to unpredictable uncertainties, for
instance, changing market demands.
A standard mathematical formulation of two-stage stochastic programming is represented
as follows:
min
xa
f(xa) + Eω∈Ω[Q(x
a, ω)]
s.t. h(xa) = 0
g(xa) ≤ 0
xa ≥ 0, xa ∈ ℜna
(2.4)
with:
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Q(xa, ω) = min
xb
f(ω,xa,xb)
s.t. h(ω,xa,xb) = 0
g(ω,xa,xb) ≤ 0
xb ≥ 0, xb ∈ ℜnb
(2.5)
where xa is a vector of ”here-and-now” (design) variables to be decided in the first-stage
problem 2.4 before uncertain parameters ω present themselves, and xb is a vector of ”wait-
and-see” (operational) variables which can be decided in the second-stage problem 2.5
where all uncertain parameters have been observed. The objective function of the first-
stage model comprises a deterministic term which can be obtained at the design stage
and an expected recourse term over the probability space of unknown parameters. In
the second-stage model, the recourse term based on a specific realization of uncertain
parameters is optimized and corresponding corrective actions in terms of values of xb are
made. Based on the form of the objective function and constraints and the nature of
variables in both problems, two-stage stochastic programming can be further classified as
stochastic linear programming, stochastic integer programming, and stochastic nonlinear
programming.
Evaluation of the expectation term in the objective function of the first-stage problem
is the key challenge in solving a two-stage stochastic programming problem. It requires
integration over the entire uncertainty space where the integrand is the optimal solution
of the second-stage problem. This integration procedure is usually approximated via the
following three types of numerical approaches (Acevedo and Pistikopoulos, 1996): (i)
multi-period approach, where the uncertain space is approximated via scenario analyses,
(ii) probabilistic approach, where probability distribution functions of the uncertain pa-
rameters are used directly, and (iii) sensitivity analysis theory. These approaches either
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require generation of huge amount of scenarios, or a large number of sampling points,
thus greatly increase the size of the problem and lead to computational difficulties for the
solution procedure.
Many approaches on sampling and decomposition techniques have been made to make a
two-stage stochastic programming problem solvable in a reasonable time scale. Sampling
techniques can help to reduce the number of sampling points whilst maintaining a certain
degree of accuracy, thus reduce the size of the problem to be solved. Decomposition
techniques split a large-scale problem into several sub-problems of a smaller size, which
can greatly enhance the computational performance of the solution procedure, especially
when applied together with parallel computation techniques. These approaches have been
proposed by Ierapetritou and Pistikopoulos (1994), Acevedo and Pistikopoulos (1996), Liu
and Sahinidis (1996), Acevedo and Pistikopoulos (1998), Bernardo et al. (1999), Ahmed
et al. (2000), Bonfill et al. (2004), and Santoso et al. (2005).
2.5 Life Cycle Assessment
Life Cycle Assessment (LCA), also known as life cycle analysis, is to evaluate and quantify
the environmental impacts of a certain product or production procedure caused by its
existence. According to the definition by the Society for Environmental Toxicology and
Chemistry (SETAC) (Fava et al., 1991), LCA is:
”...a process to evaluate the environmental burdens associated with a product, process, or
activity by identifying and quantifying energy and materials used and wastes released to
the environment; to assess the impact of those energy and materials used and released
to the environment; and to identify and evaluate opportunities to effect environmental
improvement.”
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LCA has also been included by ISO (International Organization for Standarlization) as
part of the standards for environmental management systems (ISO 14040, 2006; ISO
14044, 2006). According to ISO standards, a LCA procedure involves four phases, as
follows:
• Goal and scope definition. The purpose of this phase is to set the goal of the LCA
and boundaries of the system to be studied.
• Inventory analysis. After the goal and scope is set, data of all relevant types of
emissions are collected in this phase for all process units within the preset system
boundaries and all inputs, outputs, and intermediate products. This phase is usually
conducted using dedicated inventory databases or software packages.
• Impact assessment. After inventory data are collected, their contribution to differ-
ent categories of environmental impacts are evaluated and normalized to a single
environmental impact factor by setting a weight factor to each category of envi-
ronmental impacts. Depending on the predefined LCA goal, different strategies of
assigning weight factors may be applied.
• Interpretation. When the assessment results are available, they can be used to
help make further improvements for the system under study by indicating the unit
process, input, or output with the large environmental impacts, or to compare with
other systems of interest.
Depending on the boundaries of a system where LCA is applied, LCA can be classified
into the following four categories:
• Cradle-to-gate. It accounts for the environmental impacts of a product produced at
all stages before it is sent to the gate of a factory. These stages usually consist of
mining, pre-processing, and transportation.
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• Cradle-to-grave. It accounts for the environmental impacts of a product in its entire
life time, from manufacture upto disposal phase.
• Cradle-to-cradle. It accounts for the environmental impacts of a product in a recy-
cling process, from the production of a product of a certain type of material to the
production of another product of the same material.
• Well-to-wheel. It is a specific type of LCA widely used in fuel and transportation
LCA, accounting for the energy consumption and emissions production from explo-
ration to final consumption. According to the particular research interest, it can
be further divided into well-to-tank and tank-to-wheel stages, or well-to-station and
station-to-wheel stages.
Depending on the means an LCA impact factor is evaluated, LCA can be classified into
the following two categories:
• Inventory based LCA. Most conventional LCA methods belong to this category.
These methods start from a breakdown of a system under study into fundamental
components and processes, then extract inventory data of these components and
processes from a huge inventory database which contains inventory data of all pri-
mary products and processes, then multiply these inventory data with their capacity
within the system under study and sum them up to provide the LCA indicator.
• Economic input-output LCA. This method estimates materials and energy require-
ments and environmental emissions in activities of an economy. It uses information
of industry transactions, i.e., purchases of materials by one industry from another
industry, and information of direct environmental emissions of industries, to evalu-
ate the entire environmental impacts of a system or process under study.
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2.6 Applications in Energy Systems
The aforementioned energy systems engineering methodologies can greatly facilitate the
planning or design of energy systems of different types and scales, at different levels,
from different aspects, and according to different criteria. Some of these methodologies
have been successfully applied in energy systems of very different nature and scale, and
summarized as follows:
• Polygeneration energy systems (Liu et al., 2007, 2009a,c)
• Urban energy systems (Marechal et al., 2008)
• Hydrogen energy systems (Hugo, 2005; Li et al., 2008; Kikkinides, 2008)
• Electric power industry (Kuhn et al., 2008)
• Pulp and paper industry (Dabros et al., 2003; Salazar et al., 2005; Gaudreault et al.,
2007a,b; Laflamme-Mayer et al., 2008)
• Oil and gas production (Georgiadis and Pistikopoulos, 2008)
• Wind turbines (Kouramas and Pistikopoulos, 2008)
• Carbon dioxide capture and sequestration (Pereira et al., 2008; Klemes et al., 2008)
• Separation and distillation (Markowski and Urbaniec, 2008)
To further illustrate the advantages of energy systems engineering methodologies, their
applications in three types of energy systems of very different nature are presented in this
section, comprising polygeneration energy systems, hydrogen infrastructure planning, and
energy systems of commercial buildings.
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2.6.1 Planning/Design of Polygeneration Energy Systems
Liu et al. (2007) addressed the strategic planning problem of polygeneration energy sys-
tems over a long-term planning horizon via a superstructure based multi-period MILP
modelling and optimization framework. At the strategic planning level, a polygeneration
process is represented as an input-output system. All existing and potentially available
types of polygeneration processes are captured in a superstructure representation. The
planning horizon is divided into several time intervals, where primary characteristic pa-
rameters of each type of polygeneration process are modelled as piece-wise functions.
Using this framework, an optimal strategic roadmap for the development of polygenera-
tion over a certain time horizon can be obtained, comprising key decisions as follows:
• Optimal capacity of each type of process during each time period.
• Timing and scale of capacity expansion or decommissioning.
• Consumption of all primary feedstocks during each time period.
• Timing and scale of shift from one type of primary feedstock to another.
At the process design level, Liu et al. (2009c) proposed a superstructure based first-
principal aggregated MINLP modelling framework. In this framework, a polygeneration
process is divided into several functional blocks. For each block, all optional technologies
or types of equipment are considered and mathematically represented using first-principal
sub-models. Then all these sub-models are aggregated into a superstructure based MINLP
problem. This modelling and optimization framework provides an optimal process design
for a polygeneration process in terms of the following aspects:
• Design variables, involving selection of technologies and types of equipment, and
capacity and size of each functional block.
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• Key operational variables with process-wide impacts, for instance, split ratio of
syngas between chemical and power generation processes.
Following this modelling and optimization framework at the process design level, Liu
et al. (2009a) proposed a multi-objective optimization approach to polygeneration energy
systems design. In this approach, a polygeneration process is optimized according to both
economic and environmental criteria. A cradle-to-gate LCA sub-model is added to the
modelling framework, comprising all primary types of emissions coming from the following
three categories:
• Emissions produced within the plant over its entire operation life time.
• Emissions produced at the mining and pre-processing phases of all feedstocks and
utilities.
• Emissions produced at the manufacturing phase of equipment and plant construc-
tion.
where the emissions from operation are obtained directly by the model, whilst emissions
from feedstocks, equipment and construction are obtained using economic input-output
LCA methods.
Mathematically, all these approaches lead to large-scale multi-objective non-convex MINLP
problems. Solutions of these problems depend on some supporting algorithms, techniques
and tools, as follows:
• Multi-objective optimization algorithms. The primary reason to apply these algo-
rithms is to convert a multi-objective optimization problem into a set of single-
objective optimization problems, which can be solved directly.
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• Global optimization techniques. The consequent single-objective optimization prob-
lems are inherently non-convex MINLP problems. Global optimization techniques
are required to obtain a global optimum.
• Parallel and grid computation techniques. One advantage of the multi-objective
optimization algorithms is that the solution of a consequent single-objective opti-
mization problem does not depend on the solution of others, which makes it ideal
to be implemented together with parallel and grid computation techniques.
Another follow-up of the modelling and optimization framework is an optimization under
uncertainty approach to polygeneration energy systems design. This approach addresses
the issue of accounting the impacts of uncertainties over the future operation horizon at
the design stage of polygeneration energy systems. After representing several key param-
eters as uncertain parameters, for instance, market demands and prices of products and
feedstocks, the design model is rebuilt as a two-stage stochastic programming problem,
where the first-stage model involves only the design variables, whilst the second-stage
model involves design and operational variables, and uncertain parameters. A cubature
based sampling and integration and a decomposition technique are applied in the solution
procedure to enhance its computational performance.
This modelling and optimization framework is to be discussed in detail and illustrated
throughout the second part of this thesis.
2.6.2 Hydrogen Infrastructure Planning
Energy systems engineering methodologies have been applied in hydrogen infrastructure
planning in the work of Hugo (2005). The problem under study is illustrated in Fig-
ure 2.2: given a specific region where several potential production sites and markets (city
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Figure 2.2: Illustrative representation of a hydrogen infrastructure planning problem
(Hugo, 2005)
as shown in the figure) are available, obtain the optimal infrastructure which connects
the production sites to markets via a supply chain from primary feedstocks, central pro-
duction, distribution, forecourt refuelling, to the final product over a long-term planning
horizon.
This approach addresses the following issues involved in hydrogen infrastructure planning:
• Planning over a long-term future horizon.
• Geological site allocation.
• Representing the state of existing infrastructure, especially the natural gas distri-
bution network, electricity grid and existing hydrogen production facilities.
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• All types of available primary feedstocks, production, distribution, and forecourt
refuelling technologies.
• Trade-offs between large-scale centralized production and small-scale distributed
production.
• Transitions from one type of supply chain structure to another over time.
• Planning according to both economic and environmental performance indicators.
A superstructure representation of the modelling framework is shown in Figure 2.3. It
captures all possible types of primary feedstocks, production sites, production technolo-
gies, distribution technologies, forecourt refilling technologies, and potential markets, and
gives the optimal planning scheme over the entire future planning horizon.
Based on this modelling framework, a multi-objective optimization was conducted where
net present value (NPV) was selected as an economic objective and a LCA based envi-
ronmental impact factor as an environmental objective. A Pareto frontier comprising the
full range of trade-offs between the economic and environmental objectives was obtained,
shown in Figure 2.4. Any point on the Pareto frontier represents an infrastructure design
with specific economic and environmental performances, and decision-makers can pick up
any point from this curve as the final design according to their own specific interest and
preference.
2.6.3 Design of Energy Systems in Commercial Buildings
The applications of energy systems engineering methodologies in polygeneration energy
systems and hydrogen infrastructure planning focus primarily on the energy production
side. However, energy systems engineering is not confined within the scope of energy
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Figure 2.3: A superstructure representation of the modelling framework for hydrogen
infrastructure planning (Hugo, 2005)
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Figure 2.4: Pareto curve for hydrogen infrastructure planning (Hugo, 2005)
production. It can also be applied to model and optimize the energy consumption within
a process or system. Next, its applications in design of the energy systems in commercial
buildings are presented to illustrate its potential applications on the energy consumption
side.
The energy system in a commercial building usually comprises both an energy consump-
tion section and an energy supply section. Energy demands usually come from require-
ments for lighting, HVAC (heating, ventilating, and air conditioning), and refrigeration.
The energy supply is usually obtained from grid electricity, district heat, and on-site en-
ergy generation, for instance, distributed power generation and boilers. Major issues to
be solved at the design stage are summarized as follows:
• Selection of technologies. For each type of energy demands, several types of technolo-
gies or types of equipment are usually available. Selecting the optimal combination
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of them may become a challenging problem when facing with too many choices.
This issue could be further complicated when involved with other design issues, for
instance, integration between energy consumption and energy production sectors.
• Integration. Integration amongst different energy consumption sectors within a sys-
tem can reduce the entire energy demand of the system. For instance, heat produced
in the refrigeration sector of a supermarket could be collected to heat the aisle space,
otherwise an extra amount of energy is required to meet the heating demand. The
integration issue could become more complicated when on-site production technolo-
gies are also involved.
• Building design. From an energy saving viewpoint, building design should also be
involved at the design phase. For instance, sizing and positioning of windows could
be considered together with the lighting requirement of a build to minimize it.
• GHG emissions. From an LCA point of view, emissions from a commercial building
come from two sources. One source is the emissions produced over the entire op-
eration period, and the other one is the emissions produced in manufacturing and
transporting equipment and construction materials. Emissions from both categories
should be considered at the design phase to give an overall environmental impact
indicator.
Methodologies of energy systems engineering should be employed to guide the design pro-
cedure to meet these requirements. Superstructure based modelling and optimization can
be used to capture all possible energy consumption and on-site generation technologies,
and any potential integration amongst them. A LCA sub-model can be added to the mod-
elling framework to obtain a LCA based environmental impact factor. Considering both
economic and environmental criteria, a multi-objective optimization can be conducted to
obtain the full range of trade-offs between design criteria.
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Applications of these methodologies in design of energy systems in commercial buildings
are illustrated in a case study in a supermarket, see Appendix A for more details.
2.7 Conclusions
In this chapter, a generic framework of energy systems engineering methodologies has
been proposed in the purpose of providing a full set of tools and methods for energy
systems planning and design at different levels. Under this framework, challenging prob-
lems such as discrete selections of technologies together with continuous design decisions,
planning/design according to multiple criteria, and planning/design under future un-
certainties, can be solved efficiently. Potential applications of these methodologies are
further illustrated via their applications in three energy systems of very different nature
and scales.
Part II: Polygeneration Energy
Systems
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Chapter 3
Strategic Planning of Polygeneration
Energy Systems
In this chapter, modelling and optimization of polygeneration energy systems is presented
at a strategic planning level, where issues of selection of technology roadmap and capacity
expansion/decommissioning are addressed. To illustrate the application of this framework,
a case study for the development of polygeneration energy systems in China between 2010
and 2035 is provided.
As stated in Chapter 2, the primary tasks at the strategic planning phase of polygeneration
energy systems are to make the following decisions:
• Capacity of each type of processes.
• Timing and scale of capacity expansion or decommissioning.
• Consumption rates of primary feedstocks over time.
• Timing and scale of shift from one type of primary feedstock to another.
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Figure 3.1: Superstructure representation of polygeneration energy systems design at a
strategic planning level
3.1 Superstructure Representation and Mathemati-
cal Formulation
Guided by the aforementioned requirements, a superstructure based MILP model for
the strategic planning of the development of polygeneration energy systems in a certain
region over a time horizon has been built. A superstructure representation is constructed
to capture all alternative types of polygeneration processes, feedstocks and products, from
which the most profitable planning can be obtained by maximizing the net present value
(NPV) over the entire planning horizon. The superstructure representation is presented
in Figure 3.1.
The superstructure starts with a set of available primary energy resources:
f ∈ F := {Fuel1, Fuel2, Fuel3, ...} (3.1)
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which can be used as feedstocks for polygeneration energy systems using any technologies
in set A:
a ∈ A := {Technology1, T echnology2, T echnology3, ...} (3.2)
Each of these production technologies are defined such that they can perform conversion
of primary energy feedstocks into final products:
p ∈ P := {Product1, P roduct2, P roduct3, ...} (3.3)
Model equations are listed below. Nomenclature of symbols used in these equations can
be found in the Notation section at the end of this chapter.
The objective function is the net present value, which is a summation of discounted net
cash flows over all time intervals:
npv =
∑
t
netcashflow(t) ∗ Y ears(t)
(1 +DiscountRate)N(t)
(3.4)
Production and economic constrains consist of both equality and inequality ones.
The total installed capacity for a specific technology is an accumulation of capacity ex-
pansions and decommissioning:
f(a, t) = fe(a, t), t = t1
f(a, t) = f(a, t− 1) + fe(a, t)− fd(a, t), t > t1
(3.5)
Capacity expansion of a technology during a time interval can not exceed its proper upper
limit:
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0 ≤ fe(a, t) ≤ y(a, t) ∗ UpperLimit (3.6)
Capacity decrease of a technology during a time interval can not exceed its proper upper
limit:
0 ≤ fd(a, t) ≤ (1− y(a, t)) ∗ UpperLimit (3.7)
Conversion from feedstocks to products goes through different technologies:
∑
f
fuel(a, f, t) ∗ ConversionRate(a, p) = product(a, p, t) (3.8)
Production of chemical products can not go beyond its demand:
∑
a
product(a, p, t) ≤ Demand(p, t), p ∈ {chemical products} (3.9)
Consumption of feedstocks through a technology should not exceed its installed capacity:
∑
f
fuel(a, f, t) ≤ f(a, t) ∗OperatingT imePerY ear (3.10)
Consumption of feedstocks should also not exceed available supplies:
∑
a
fuel(a, f, t) ≤ FuelSupply(f, t) (3.11)
Capital investment and fixed cost of a technology are calculated from a reference plant in
an annual basis, considering the size effect:
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invest(a, t) =
RefInvest(a)
Y ears(t)
∗ ( fe(a, t)
RefCapacity
)Size factor(a) (3.12)
fixedcost(a, t) =
RefF ixedCost(a)
Y ears(t)
∗ ( f(a, t)
RefCapacity
)Size factor(a) (3.13)
Variable operating cost is a summation of feedstocks cost:
varcost(a, t) =
∑
f
FuelPrice(f, t) ∗ fuel(a, f, t) (3.14)
Income of a technology is from the sale of its products:
income(a, t) =
∑
p
ProductPrice(p, t) ∗ product(a, p, t) (3.15)
Net cash flow during a time interval is the algebraic summation of capital investment,
fixed cost, variable cost and income:
netcashflow(t) =
∑
a
(income(a, t)− (invest(a, t) + fixedcost(a, t) + varcost(a, t)))
(3.16)
The entire strategic planning problem is summarized as follows:
max npv
s.t. Eqn (3.4) ∼ (3.16)
(p1)
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3.2 Model Linearization
Problem (p1) is nonlinear because of the exponential terms in Equation (3.12) and (3.13).
As other parts of the problem are linear, it is desirable to convert the nonlinear terms
into linear terms so that a linear model could be obtained. Considering the fact that
these nonlinear terms can be separated into sums and differences of nonlinear functions
of single variables, the following linearization techniques are employed.
Linearization of nonlinear equations can be performed using the algorithm presented in
(Charnes and Lemke, 1954; Miller, 1963; Williams, 1978). Assume that y is a nonlinear
function of variable x:
y = f(x) (3.17)
The aim is to linearize the nonlinear equation 3.17. First introduce a set of discrete
points, expressed as {x1, x2, ..., xn}, of which x1 and xn are the lower and upper bound
of x, respectively. These discrete points usually disperse evenly within the range of x.
Then calculate from equation 3.17 the corresponding values of y at each point, thus we
get another set of discrete points, expressed as {y1, y2, ..., yn}
yi = f(xi), i = 1, 2, ..., n (3.18)
Secondly, introduce another set of variables, {λ1, λ2, ..., λn}, which relate y to x by the
following relationships:
x =
n∑
i=1
λi ∗ xi (3.19)
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y =
n∑
i=1
λi ∗ yi (3.20)
The λi’s are subject to the following constrains:
n∑
i=1
λi = 1 (3.21)
λi ≥ 0, i = 1, 2, ..., n (3.22)
Another constraint for λi is that at most two adjacent λi can be non-zero. This is imple-
mented by introducing a new set of binary variables, {δ1, δ2, ..., δn−1}, which satisfy the
following constrains:
n−1∑
i=1
δi = 1 (3.23)
λ1 − δ1 ≤ 0 (3.24)
λi − δi−1 − δi ≤ 0, i = 2, 3, ..., n− 1 (3.25)
λn − δn−1 ≤ 0 (3.26)
Using the algorithm illustrated in Equation (3.17) to (3.26), Problem (p1) can be con-
verted to a MILP problem, which can be solved much easier and faster without considering
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complex issues such as global optimality. Accuracy can be guaranteed by appropriately
choosing the total number of discrete points and intervals between them.
3.3 Case Study
The modelling framework at the strategic planning level has been applied in a case study
for the development of polygeneration energy systems in China between 2010 and 2035,
illustrated as follows.
3.3.1 Model Inputs
First, the whole planning horizon from 2010 to 2035 is divided into five intervals, with a
length of five years each, denoted as
t ∈ {t1, t2, t3, t4, t5} (3.27)
In each time interval, available feedstocks include coal, natural gas (both domestic and
imported) and biomass. Key physical and economic parameters of these feedstocks are
summarized in Table 3.1. To eliminate the impact of time value of money, all values
are discounted to the beginning of 2006. Two assumptions have been made for these
feedstocks. First, imported natural gas and biomass have no supply limits. Secondly, the
price of biomass is proportional to that of coal and is to decrease gradually over time.
On the production side, methanol and electricity are considered as two primary products.
An upper bound is set to the market demand for methanol and should never be exceeded,
whilst electricity can be sold to the grid without any constraints. The market demand
for methanol is estimated in terms of percentage substitution of oil consumption, from
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Table 3.1: Key physical and economic parameters of feedstocks (Larson et al., 2003; DOE,
2006a; Yamaguchi and Cho, 2003)
t1 t2 t3 t4 t5
Price(million$/EJ)
Coal 1038 1038 1038 1038 1038
Natural gas (domestic) 2999 3152 3313 3482 3659
Natural gas (imported) 5805 6102 6413 6740 7084
Biomass 5188 4151 3113 2075 1038
Supply(EJ/year)
Coal 38 42 45 49 53
Natural gas (domestic) 2.0 2.8 4.0 5.6 7.8
Natural gas (imported) na na na na na
Biomass na na na na na
HHV(MJ/kg)
Coal 34.1
Natural gas (domestic) 42.5
Natural gas (imported) 42.5
Biomass 16.8
Table 3.2: Key economic parameters of products(Strickland, 2001; DOE, 2006b; Lipman,
1999)
t1 t2 t3 t4 t5
Price of methanol ($/GJ) 15.1 15.2 15.3 15.4 15.5
Price of electricity ($/GJ) 21.7 21.0 21.0 21.0 21.0
Market demand for methanol (EJ/year) 0.19 0.45 0.79 1.18 1.68
one percent in time interval t1 to five percent in time interval t5, respectively. Prices and
estimated market demands are summarized in Table 3.2.
Available types of polygeneration processes which co-produce methanol and electricity are
represented via a set of twelve technology combinations, which differ in main feedstocks,
chemical synthesis technologies and power generation technologies, denoted as follows:
• COAL-LPMEOHe-CC-P
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• COAL-LPMEOHm-CC-P
• COAL-GPMEOH-CC-P
• NG-SMRRMS-NONE-M
• NG-ATROTMS-NONE-M
• NG-ATRRMS-NONE-M
• BIO-LPMEOHm-CC-P
• BIO-LPMEOHe-CC-P
• BIO-LPMEOHhg-CC-P
• BIO-LPMEOH-SC-M
• BIO-GPMEOH-SC-M
• BIO-GPMEOHhg-SC-M
Terms in these technology combinations represent main feedstocks, chemical synthesis
technologies, electricity generation technologies, and main products, respectively. Their
physical meanings are summarized in Table 3.3.
Each type of polygeneration processes has a reference process, based on which capacity
expansions and investment costs can be evaluated. Capacity, investment costs, and fixed
operation costs of these reference plants are summarized in Table 3.4.
A conversion rate is selected to represent the energy efficiency of each type of polygener-
ation processes. It is defined as the ratio of the higher heating value (HHV) of a product
to the HHV of feedstocks in a polygeneration process, summarized in Table 3.5.
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Table 3.3: Physical meanings of terms in technology combinations
COAL Coal
NG Natural gas
BIO Biomass
LPMEOHe Liquid phase methanol synthesis, tending to produce more electricity
LPMEOHm Liquid phase methanol synthesis, tending to produce more methanol
LPMEOHhg Liquid phase methanol synthesis with hot gas cleaning
GPMEOH conventional gas phase methanol synthesis
GPMEOHhg conventional gas phase methanol synthesis with hot gas cleaning
SMRRMS Steam methane reforming and recycle methane synthesis
ATROTMS Auto-thermal reforming and once-through methane synthesis
ATRRMS Auto-thermal reforming and recycle methane synthesis
CC Combined cycle of gas turbine and steam turbine
NONE No electricity generation
P Polygeneration of methanol and electricity
M Standalone methanol production
Table 3.4: Key technical and economic parameters of reference plants(DOE, 2006b; Lange,
1997; Hamelinck and Faaij, 2002)
Capacity (GW) Investment cost
(million $)
Fixed cost (mil-
lion $/year)
COAL-LPMEOH-CC-P 1.29 628 35.3
COAL-LPMEOH-CC-M 1.29 594 39.9
COAL-GPMEOH-CC-M 1.29 496 31.9
NG-SMRRMS-NONE-M 0.744 429 23.6
NG-ATROTMS-NONE-M 0.705 369 20.3
NG-ATRRMS-NONE-M 0.716 326 17.9
BIO-LPMEOHm-CC-P 0.428 279 11.2
BIO-LPMEOHe-CC-P 0.428 288 11.5
BIO-LPMEOHhg-CC-P 0.428 323 12.9
BIO-LPMEOH-SC-M 0.432 256 10.3
BIO-GPMEOH-SC-M 0.428 322 12.9
BIO-GPMEOHhg-SC-M 0.432 271 10.8
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Table 3.5: Conversion rates of technologies(DOE, 2006b; Lange, 1997; Hamelinck and
Faaij, 2002)
Conversion rate Methanol Electricity
COAL-LPMEOH-CC-P 0.156 0.247
COAL-LPMEOH-CC-M -0.002 0.482
COAL-GPMEOH-CC-M -0.066 0.517
NG-SMRRMS-NONE-M -0.007 0.635
NG-ATROTMS-NONE-M -0.007 0.670
NG-ATRRMS-NONE-M -0.007 0.660
BIO-LPMEOHm-CC-P 0.124 0.376
BIO-LPMEOHe-CC-P 0.244 0.265
BIO-LPMEOHhg-CC-P 0.144 0.403
BIO-LPMEOH-SC-M 0.000 0.570
BIO-GPMEOH-SC-M 0.035 0.515
BIO-GPMEOHhg-SC-M -0.040 0.589
3.3.2 Model Results
Using the data provided in Section 3.3.1, a case study for the development of polygener-
ation energy systems in China between 2010 and 2035 has been conducted. An optimal
technology roadmap is obtained, presented in Figure 3.2.
Figure 3.2 shows the optimal technology roadmap over the entire planning horizon. Two
technologies are selected throughout the planning horizon, namely COAL-LPMEOHe-CC-
P and BIO-LPMEOHe-CC-P. Coal based technology COAL-LPMEOHe-CC-P dominates
in the first two time intervals, keeps the same capacity during the third time interval, and
decommissions in the fourth one. On the other hand, biomass based technology BIO-
LPMEOHe-CC-P does not begin to develop until the third time interval, and keep on
developing thereafter.
The transition from coal based polygeneration processes to biomass based ones can be
explained from two aspects. Firstly, it is largely due to higher energy efficiency of biomass
based processes. From Table 3.5, we can find that the conversion rate to methanol of
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Figure 3.2: Optimal roadmap of polygeneration technologies for China between 2010 and
2035
process BIO-LPMEOHe-CC-P is 56% higher than that of COAL-LPMEOHe-CC-P, the
conversion rate to electricity is 7% higher, and the entire converstion rate is 26% higher.
Secondly, it is because of the dropping biomass price over time. It is much higher than
the coal price at the first couple of time intervals, which greatly hinders the development
of biomass based processes over these time intervals. As the biomass price decreases
gradually in subsequent time intervals, the advantage of higher energy efficiency begin
to show up. Once the biomass price drops to a comparable level to the coal price, a
transition from coal based processes to biomass based processes start to take place.
A common feature shared by both coal based and biomass based polygeneration pro-
cesses in the optimal technology roadmap is that both of them tend to produce more
electricity. This is primarily due to the relatively much higher electricity price compared
with methanol price. As shown in Table 3.2, the electricity price is 35% higher than the
methanol price on an energy basis over all time intervals. It is therefore more profitable
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Figure 3.3: Production rates of electricity and methanol over time
to invest on processes with higher amounts of electricity generation.
Production rates of electricity and methanol in both polygeneration processes are pre-
sented in Figure 3.3. Methanol and electricity production rates are approximately equal
to each other throughout the time horizon.
Cash flows comprising investment costs, fixed operating & maintenance (O&M) costs,
variable O&M costs, and product sales (income) in each time interval for both types of
polygeneration processes are shown in Figure 3.4. The product sales keep on increasing
over the time horizon as a result of the increasing market demand for methanol and con-
secutive expansions of production capacity. The total amount of costs reach the maximum
between 2025 and 2030, then begin to decrease, due to the dropping price of biomass.
Variable O&M costs comprise a larger proportion in the total amount of costs than in-
vestment costs and fixed O&M costs. Based on Equation 3.14, a conclusion can be made
that for both types of polygeneration processes, prices of feedstocks and energy efficiency
have the strongest impacts on the selection of types of processes at the planning stage.
3.3. Case Study 81
-20000
-10000
0
10000
20000
30000
40000
50000
60000
70000
2010~2015 2015~2020 2020~2025 2025~2030 2030~2035
year
M
ill
io
n
 
$/y
e
a
r
BIO-LPMEOHe-CC-P.VarCost
BIO-LPMEOHe-CC-P.FixedCost
BIO-LPMEOHe-CC-P.Invest
BIO-LPMEOHe-CC-P.Income
COAL-LPMEOHe-CC-P.VarCost
COAL-LPMEOHe-CC-P.FixedCost
COAL-LPMEOHe-CC-P.Invest
COAL-LPMEOHe-CC-P.Income
Figure 3.4: Cash flows of polygeneration energy systems over time
Natural Gas based Processes
None of the available natural gas based processes are selected in the optimal technology
roadmap. But it is desirable to explore the feasibility of natural gas based processes in
scenarios with different market conditions.
In a scenario where the natural gas price is reduced to ten percent of the coal price, the
optimal results remain the same, indicating that only reducing the natural gas price is
not enough to have any obvious impact on the final decision.
In another scenario where the natural gas price is kept the same whilst the electricity
price is reduced to ten percent of that of methanol, the optimal results are still the same,
indicating that only changing the product price is also not enough to change the results.
In the third scenario, prices of natural gas and electricity are changed simultaneously, as
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Figure 3.5: Frontier for the development of natural gas based processes
shown in Figure 3.5, where the X axial is the ratio of the natural gas price to the coal
price, and the Y axial is the ratio of the electricity price to the methanol price. It is only
when both ratios fall in the region below the curve in Figure 3.5 that natural gas based
processes become economically competitive with other processes. Therefore, conclusions
can be drawn from two aspects to guide the planning of natural gas based processes, as
follows:
• The natural gas price should always be kept lower than 155% of the coal price.
• Given a ratio of the natural gas price to the coal price, the ratio of the electricity
price to the methanol price should be kept below the curve shown in Figure 3.5.
Polygeneration Processes vs. Stand-alone Processes
The selection of polygeneration processes or stand-alone processes is primarily decided
by three categories of parameters. The first category comprises economic parameters
of products, for instance, market demands and prices. The second category involves
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Figure 3.6: Polygeneration energy systems vs. stand-alone energy systems: impacts of
product prices
economic parameters of production technologies, for instance, investment costs and O&M
costs. The third category consists of technical parameters of production technologies, for
instance, energy efficiency. The impacts of these three categories of parameters on the
selection of processes are discussed in detail next.
With changing product prices, different types of polygeneration processes should be in-
vested in, as shown in Figure 3.6. For stand-alone processes, it is only when the electricity
price is reduced to ten percent of the methanol price that a stand-alone biomass based
process, BIO-LPMEOH-SC-M, appears in the optimal technology roadmap. It can thus
be concluded that polygeneration processes are more economically favourable at a high
ratio of electricity price to methanol price.
In order to evaluate the impacts of the other two categories of parameters, investment
costs and fixed O&M costs of all stand-alone processes are reduced by 50%, and energy
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efficiency of all stand-alone processes is increased by 50% simultaneously. Even under
such a scenario, however, the model results still remain the same and polygeneration
processes still dominate stand-alone processes. An explanation of this can be found from
Figure 3.4. The income from product sales is much higher than the investment costs and
fixed O&M costs, making it very difficult for changes of these costs to have any effect on
the final selection of processes, even though the changes of costs are very large.
Thus it can be concluded that product prices are the dominant parameters in the selection
between polygeneration processes and stand-alone processes. Polygeneration processes are
always economically favourable unless there are huge changes in product prices.
Sensitivity Analysis
A sensitivity analysis is conducted to account the impacts of certain changes in model
inputs on the model results. Some purposes of conducting a sensitivity analysis are
summarized as follows:
• Checking whether the model resembles the energy systems under study
• Finding out the factors that mostly contribute to the output variability, and checking
whether there are some regions in the space of input factors for which the model
variation is maximum
• Finding out the model parameters (or parts of the model itself) that are insignificant,
and that can be eliminated from the model
• Checking whether different groups of factors interact with each other
Impacts of fluctuations in some key model parameters on the objective function are pre-
sented in Table 3.6. They are divided into two groups, namely model parameters and
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model inputs. Model parameters comprise the external economic settings used throughout
the model. Model inputs consist of the economic and technical parameter of feedstocks,
products and technologies. In the category of model parameters, the discount rate has
the largest impact on the model objective, followed by the size factor, impacts of which
on both coal based and biomass based polygeneration processes are comparable. The
smallest impact comes from the annual operating time. Compared with model inputs,
sensitivity coefficients of all model parameters have relatively larger values, indicating
their significance to the model.
In the category of model inputs, the largest impact comes from the conversion rate to
electricity. This again agrees with the conclusions made in Section 3.3.2 that the electric-
ity production is more profitable than methanol. Moreover, the sensitivity coefficients of
the conversion rate to methanol for both processes are negative, indicating a profit reduc-
tion by increased conversion rates to methanol. This can be explained from the model
constraints which require the methanol production never exceeds its market demand.
Mathematically, this sets an upper bound to the methanol production. Under such a
condition, increasing the conversion rate to methanol would decrease the production ratio
of electricity to methanol. Thus increasing the conversion rate to methanol would have
two contradictory effects. One effect is reduced feedstocks consumption, whilst the other
one is reduced electricity production. As the benefit obtained from the reduced feedstocks
consumption is not large enough to compensate the loss caused by decreased electricity
production, its net effect is negative on the profitability of a process.
Market demand for methanol has the second largest impact, not only because of the
increased methanol production, but also the increased electricity production. Prices of
electricity and methanol have approximately the same impacts, much larger than the
impact of prices of feedstocks. The smallest impacts come from prices of feedstocks,
investment costs and fixed O&M costs.
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Table 3.6: Sensitivity analysis
Parameter/Model Input Sensitivity coefficient
Model parameters
DiscountRate -1.49
SizeFactor(BIO-LPMEOHe-CC-P) -0.28
SizeFactor(COAL-LPMEOHe-CC-P) -0.25
OperatingTimePerYear 0.12
Model inputs
RefInvest(COAL-LPMEOHe-CC-P) -0.07
RefInvest(BIO-LPMEOHe-CC-P) -0.06
RefFixedCost(COAL-LPMEOHe-CC-P) -0.03
RefFixedCost(BIO-LPMEOHe-CC-P) -0.02
ConversionRate(COAL-LPMEOHe-CC-P,ELECTRICITY) 0.30
ConversionRate(COAL-LPMEOHe-CC-P,MEOH) -0.13
ConversionRate(BIO-LPMEOHe-CC-P,ELECTRICITY) 0.44
ConversionRate(BIO-LPMEOHe-CC-P,MEOH) -0.23
MeohDemand(t1) 0.14
MeohDemand(t2) 0.20
MeohDemand(t3) 0.22
MeohDemand(t4) 0.25
MeohDemand(t5) 0.24
ProductPrice(ELECTRICITY,t1) 0.09
ProductPrice(ELECTRICITY,t2) 0.13
ProductPrice(ELECTRICITY,t3) 0.17
ProductPrice(ELECTRICITY,t4) 0.19
ProductPrice(ELECTRICITY,t5) 0.17
ProductPrice(MEOH,t1) 0.10
ProductPrice(MEOH,t2) 0.15
ProductPrice(MEOH,t3) 0.16
ProductPrice(MEOH,t4) 0.15
ProductPrice(MEOH,t5) 0.13
FuelPrice(COAL,t1) -0.03
FuelPrice(COAL,t2) -0.04
FuelPrice(COAL,t3) -0.03
FuelPrice(BIO,t3) -0.05
FuelPrice(BIO,t4) -0.08
FuelPrice(BIO,t5) -0.03
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This case study presents a good example where superstructure based modelling and op-
timization methodologies can be applied to facilitate the decision making procedure of
a body (country, district, company, etc) for the strategic planning of its energy systems
over a near to mid-term future horizon. Following the steps illustrated in this case study,
suggestions to strategic decision and policy making for the development of energy systems
can be made using:
• quantified benefits of adoption of a specific type of development strategy
• scenarios where certain types of development strategies are superior to others
• directions to encourage or discourage the development of certain types of energy
systems, which can be used as bases for further policy making
For this case study, the suggestions obtained, given the specific scenario settings and
assumptions, are as follows:
• Polygeneration processes are in general more economically favourable than stand-
alone processes.
• Biomass based polygeneration processes are superior to coal based polygeneration
processes if the biomass price drops to the same level as the coal price.
• Polygeneration processes with higher electricity production rates are more favourable
in a high electricity price scenario.
• Natural gas based processes do not exhibit any advantages because of their inherent
stand-alone nature and the high price of natural gas. Development of natural gas
based processes requires simultaneous decrease of the natural gas price and the price
ratio of electricity to methanol.
3.4. Conclusions 88
• Prices of feedstocks have much larger impacts than investment costs and fixed O&M
costs.
• External economic parameters have the largest impacts, especially the discount rate.
• Amongst all model inputs, conversion rate has the largest impact, whilst prices of
feedstocks, investment costs and fixed O&M costs have the smallest impacts.
3.4 Conclusions
In this chapter, a superstructure based modelling framework for strategic planning of
polygeneration energy systems is presented. The issue of optimal selection of technology
roadmap is addressed and formulated as a MILP problem. A case study is presented where
these methods are applied to facilitate the decision making of a given body for the strategic
planning of the development of energy systems over a future horizon. These applications
illustrate that superstructure based modelling and optimization methodologies can be
suitable for the strategic planning of energy systems, and results produced from these
methodologies provide a useful basis for further policy making.
Notation
Parameters
DiscountRate = Discount rate throughout the planning horizon
OperatingT imePerY ear = Operating time per year for all technologies
Y ears(t) = Number of years within time interval t
FuelSupply(f, t) = Maximum supply of fuel f during time interval t
Demand(p, t) = Market demand for product p during time interval t
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FuelPrice(f, t) = Price of feedstock f during time interval t
P roductPrice(p, t) = Price of product p during time interval t
RefCapacity(a) = Capacity of the reference plant for technology a
RefInvest(a) = Capital investment of the reference plant for technol-
ogy a
RefF ixedCost(a) = Fixed cost of the reference plant for technology a
SizeFactor(a) = Size factor of technology a
ConversionRate(a, p) = Conversion rate of feedstocks to product p through
technology a, HHV(higher heating value) basis
FuelTechnology(a, f) = Binary, 1 if technology a can utilize feedstock f , 0
otherwise
N(t) = Number of years from beginning of the planning hori-
zon to the beginning of time interval t
Size factor(a) = An indicator of size effect of technology a
UpperLimit = Upper limit of an activity
Discrete variables
y(a, t) = 1 if the capacity of technology a expands or remains
unchanged during time interval t, 0 if it decreases
Continuous variables
f(a, t) = Capacity of technology a during time interval t
fe(a, t) = Amount of capacity expansion of technology a during
time interval t
fd(a, t) = Amount of capacity decrease of technology a during
time interval t
fuel(a, f, t) = Consumption of feedstock f through technology a
during time interval t
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product(a, p, t) = Production of product p through technology a during
time interval t
invest(a, t) = Capital investment in technology a during time inter-
val t
fixedcost(a, t) = Fixed operating cost of technology a during time in-
terval t
varcost(a, t) = Variable operating cost of technology a during time
interval t
income(a, t) = Income of technology a during time interval t
netcashflow(t) = Net cash flow before tax during time interval t
npv = Net present value over the whole planning horizon
Chapter 4
Optimal Process Design of
Polygeneration Energy Systems
In this chapter, polygeneration energy systems are studied at a process-wide level, and
a modelling and optimization framework for the optimal process design of polygenera-
tion energy systems is presented. The purpose of modelling at a process design level is
to provide a mathematical way for the process design of a polygeneration plant, which
comprises selections of technologies or types of equipment for each major part of a poly-
generation process, capacity of each part, and integration between them. After presenting
the modelling and optimization framework, its application in a polygeneration plant which
co-produces methanol and electricity is discussed.
4.1 Superstructure Representation
To serve the purpose of process design, a polygeneration process is divided into four
functional blocks: a gasification block, a chemical synthesis block, a gas turbine block,
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Figure 4.1: Primary functional blocks of a polygeneration process
and a heat recovery steam generator (HRSG) and steam turbine block, as shown in
Figure 4.1. For each block, several alternative technologies and types of equipment are
available for selection. All combinations of these technologies and types of equipment form
the design space of the plant. The optimal process design is then obtained, corresponding
to the best combination of these components, obtained by eliminating existence of units
and links between them.
To further illustrate the model superstructure and its utilization in modelling, a four-block
superstructure of a coal-based polygeneration process producing electricity and methanol
is discussed in some detail below. Figure 4.2 shows the superstructure representation
consisting of all alternative technologies and types of equipment for each block.
The function of the gasification block is to prepare clean synthesis gas (syngas) for down-
stream utilization by gasifying feedstocks, usually coal, in a high temperature, high pres-
sure, and reductive atmosphere. The crude syngas consists mainly of hydrogen, carbon
monoxide, carbon dioxide, hydrogen sulphide (H2S), carbonyl sulphide (COS), uncon-
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Figure 4.2: Superstructure representation of a four-block polygeneration process
verted carbon, and ash. The hot crude syngas can either be quenched by cold water or
cooled through a series of radiative and convective heat exchangers where heat can be
recovered and used for power generation. Once it is cooled down, slag is removed and
fine solid particles of unburned carbon are separated and recycled. After that, the syngas
goes through a cleanup process to remove acid components which are extremely hazardous
to downstream units and catalysts. Depending on the temperature of the syngas enter-
ing the cleanup process, two types of cleanup technologies are available, cold gas cleanup
(CGCU) and hot gas cleanup (HGCU). In the model superstructure, the gasification block
is further divided into two sub-blocks, representing the cooling part and the cleanup part.
Technologies and types of equipment for the gasification block are denoted by:
• Q: Quench
• LRC: Low temperature radiative and convective cooling
• HRC: High temperature radiative and convective cooling
• CC: Cold syngas cleanup
• HC: Hot syngas cleanup
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Syngas leaving the gasification block enters the methanol synthesis block. There are two
kinds of commercially matured methanol synthesis technologies. According to the phase
of synthesis reaction, they are known as gas phase methanol synthesis (GPMeOH) and
liquid phase methanol synthesis (LPMeOH). In a GPMeOH reactor, reactants are in gas
phase and react with each other on the surface of solid catalysts. In an LPMeOH reactor,
gaseous reactants resolve in inert oil with solid catalyst particles being suspended in.
The methanol synthesis progress typically consists of mainly three reactions, where only
two of them are independent, as follows:
CO + 2H2 −→ CH3OH (r1)
CO2 + 3H2 −→ CH3OH +H2O (r2)
CO +H2O −→ CO2 +H2 (r3)
Besides the main reactor, some auxiliary units are needed to ensure an optimal perfor-
mance for the reactor. First of all, since the synthesis reactions are highly exothermic,
heat released in the synthesis reaction should be either recovered for power generation or
absorbed by cooling water to obtain an isothermal operation. For the ease of controlling
the reaction heat, GPMeOH has an upper limit for the carbon monoxide content in reac-
tants and needs a water gas shift reactor before it to adjust the composition of the feeding
syngas. However, LPMeOH reactors do not have such a constraint. Therefore, a water
gas shift reactor always exists before a GPMeOH reactor. Secondly, both GPMeOH and
LPMeOH reactors can achieve maximum conversion rate at approximately five percent
for the carbon dioxide volume fraction, making the catalyst staying at the most active
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level. With this requirement, a carbon dioxide removal unit is usually needed before the
reactor. Typical technologies and types of equipment for the methanol synthesis block
are denoted by:
• WG: Water gas shift reactor
• CR: Carbon dioxide removal unit
• GPMeOH: Gas phase methanol synthesis
• LPMeOH: Liquid phase methanol synthesis
Fluegas leaving the methanol synthesis block enters the gas turbine block for power gener-
ation. This block consists of a combustion chamber where fuel burns with pressurized air
to produce pressurized hot gas, an air compressor that compresses air into the combustion
chamber, and a turbine that transforms the thermal energy of the hot gas to mechanical
work. Typical technologies and types of equipment for this block are given by:
• GT1: Gas turbine with first-stage inlet temperature at 1703 K
• GT2: Gas turbine with first-stage inlet temperature at 1589 K
• GT3: Gas turbine with first-stage inlet temperature at 1473 K
The exhausted gas leaving the gas turbine block enters HRSG where its heat is recov-
ered to generate steam for the steam turbine, where the thermal energy in the steam is
transformed into mechanical work. Technologies and types of equipment for this block
are given by:
• LHR: Low heat recovery technology with exhaust gas temperature of 450 K
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• HHR: High heat recovery technology with exhaust gas temperature of 400 K
Based on such a superstructure representation, a mathematical model can be developed,
as discussed next.
4.2 Mathematical Model
The mathematical model comprises the physical representation of each one of the four
blocks in the superstructure representation discussed in the previous section, along with
an appropriate objective function. Mixed-integer logical conditions are also employed, as-
sociated, for example, with selection of technologies, types of equipment and connectivity
restrictions. Nomenclature is listed in the Notation section at the end of this chapter.
4.2.1 Gasification Block
Mass composition, temperature and pressure of the fuel stream fed to the gasification
block are given by
z(ie) =
∑
ft
z0(ft, ie) ∗ yf(ft) (4.1)
Tf =
∑
ft
Tf,0(ft) ∗ yf(ft) (4.2)
Pf =
∑
ft
Pf,0(ft) ∗ yf(ft) (4.3)
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∑
ft
yf(ft) = 1 (4.4)
Physical properties of other feeding streams, like water or steam, and oxygen or air, can
be expresses in a similar way.
Key operational parameters of the gasifier are given as follows.
Rwaterfuel =
∑
gft
Rwaterfuel,0 ∗ ygas(gft) (4.5)
RO2fuel =
∑
gft
RO2fuel,0 ∗ ygas(gft) (4.6)
cgas(rs) =
∑
gft
Cgas,0(rs, gft) ∗ ygas(gft) (4.7)
tgas =
∑
gft
Tgas,0 ∗ ygas(gft) (4.8)
pgas =
∑
gft
Pgas,0 ∗ ygas(gft) (4.9)
∑
gft
ygas(gft) = 1 (4.10)
Using these parameters, mass relations between the feeding steams of the gasifier can be
set up, as follows:
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magfwater = maf ∗Rwaterfuel (4.11)
magfO2 = maf ∗RO2fuel (4.12)
Mass balances connecting the feedstocks of the gasifier and the crude syngas are then
built on an elementary basis:
f(z(ie), maf , magfwater, magfO2 , marawsg) = 0 (4.13)
The mole flowrate and the mass flowrate of the crude syngas can be connected to each
other through its mole composition and the molecular weight of its components:
f(marawsg, morawsg, ~xrawsg) = 0 (4.14)
Equation (4.13) is on an elementary basis, while Equation (4.14) is on a component
basis. Considering the fact that more types of components exist in the crude syngas than
elements in the feedstocks, ratios of mole fractions between certain components in the
crude syngas, which are associated with a particular type of gasification technology, are
added.
f(~xrawsg, cgas) = 0 (4.15)
Specific enthalpy and enthalpy can be expressed as a function of mole composition, tem-
perature and pressure, as follows:
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hrawsg = h(tgas, pgas, ~xrawsg) (4.16)
hrawsg = morawsg ∗ hrawsg (4.17)
Explicit forms of Equation (4.13) to (4.16) depend on the specific type of feed fuel ft
selected. For example, for a coal-feed gasifier, five elements exist in the feeding fuel,
namely carbon, hydrogen, oxygen, nitrogen, and sulphur. Crude syngas consists of N2,
H2, CO, CO2, H2O, CH4, H2S, COS and CH3OH. Representations of these equations are
shown below:
MWC ∗morawsg ∗ (xCO + xCO2 + xCH4 + xCOS + xCH3OH) = UAC ∗maf (a1)
MWH∗morawsg∗(2xH2+2xH2O+4xCH4+2xH2S+4xCH3OH) = UAH∗maf+2MWH∗mogfwater
(a2)
MWO ∗morawsg ∗ (xCO + 2xCO2 + xH2O + xCOS + xCH3OH)
=UAO ∗maf +MWO ∗ (mogfwater + 2mogfO2 ∗XO2)
(a3)
2MWN ∗morawsg ∗ xN2 = UAN ∗maf + 2MWN ∗mogfO2 ∗XN2 (a4)
MWS ∗morawsg ∗ (xH2S + xCOS) = UAS ∗maf (a5)
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marawsg = morawsg ∗
∑
i
MWi ∗ xi, i = N2, H2, CO,CO2, H2O,CH4, H2S,COS,CH3OH
(a6)
xH2O = αH2O/H2 ∗ xH2 (a7)
xCH4 = αCH4/H2 ∗ xH2 (a8)
xCO2 = αCO2/H2 ∗ xH2 (a9)
hi = h
0
i + A ∗ t+B ∗
t2
2
+ C ∗ t
3
3
+D ∗ t
4
4
− E
t
+ F −H,
i = N2, H2, CO,CO2, H2O,CH4, H2S,COS,CH3OH
(a10)
t =
T
1000
(a11)
hrawsg =
∑
i
xi ∗ hi, i = N2, H2, CO,CO2, H2O,CH4, H2S,COS,CH3OH (a12)
Parameters in Equation (a10) can be obtained from NIST Chemistry Webbook (NIST,
2005).
A capacity constraint is added to size the gasifier, as follows:
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maf − fgas ≤ 0 (4.18)
Selection of technologies for the gasifier cooler, sizing of the cooler and physical properties
of the syngas leaving the cooler were also modelled in a similar way as for the gasifier.
Heat recovered in the gasifier cooler is given by
∆hcooler = hcoolsg − hrawsg (4.19)
The recovered heat is used for power generation. The amount of power generation depends
on the temperature and pressure of the working fluid carrying it and the working process
in the HRSG and steam turbine block. Instead of going into extensive technical details of
heat transfer and fluid engineering, which is not the focus of this model, all the influential
factors involved in generating power from the recovered heat are incorporated in a single
parameter , defined as the ratio of the power generated by the recovered heat to the
total amount of the recovered heat. Thus the power generated indirectly from the gasifier
cooler is given by
wcooler = ∆hcooler ∗ ηcooler (4.20)
Note that in case various technologies are not compatible, mixed integer logical constraints
are added. For example, a hot gas cleanup unit can never be used after a quench cooler,
instead, it requires a cooler using high-temperature radiative and convective technology,
which can be represented as follows:
ycleanup(HC)− ycooler(HRC) ≤ 0 (4.21)
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Calculations of physical properties, mole composition, mass flowrate, and enthalpy for
streams in the other blocks are derived in a similar way, hence omitted in the follow-
ing. Only mathematical expressions with unique characteristics to the particular case are
depicted below.
4.2.2 Chemical Synthesis Block
Leaving the cleanup unit, the clean syngas is split into two streams. One goes through an
optional water gas shift reactor, and the other is bypassed, both mixing together again
after the water gas reactor. Mole composition of the stream going through the reactor is
changed through the water gas shift reaction, as follows:
CO +H2O −→ CO2 +H2 (r4)
while the bypassed stream keeping unchanged. This is a means of adjusting the mole
composition of the syngas according to the requirements of the methanol synthesis reactor.
The degree of adjustment depends on the design parameter of split ratio rsplit given by
the following equation:
f(rsplit, maclsg, ~xclsg, ~xwgsg) = 0 (4.22)
The syngas then goes through a carbon dioxide removal unit, where the fraction of carbon
dioxide in the syngas is adjusted to an appropriate level for the best performance of the
catalysts in the methanol synthesis reaction, given by
xsg(CO2) = xsg,0(CO2) (4.23)
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After the carbon dioxide removal, the syngas goes to the methanol synthesis reactor to
produce methanol. Gas phase synthesis technology has a strict upper limit on the mole
fraction of carbon monoxide in the syngas, given by reactions (r1) to (r3), as follows:
xsg(H2)− (2xsg(CO) + 3xsg(CO2)) ≥ (ymeoh(GPMEOH)− 1) ∗ U (4.24)
Parameters of the reactor, such as the conversion rate of reactants, depend on the selection
of synthesis technologies, given by
rmeoh(pmeoh) =
∑
meoh
Rmeoh,0(pmeoh,meoh) ∗ ymeoh (4.25)
Using these parameters, mass balance between the incoming syngas and product gas is
given by
f(mosg, ~xsg, mopg, ~xpg, rmeoh) = 0 (4.26)
One realization of Equation (4.26), based on mass balance, is shown below as an example:
mosg ∗ (xsg(H2)− 2rmeoh(CO) ∗ xsg(CO)− 3rmeoh(CO2) ∗ xsg(CO2))
=mopg ∗ xpg(H2)
(4.27)
Crude methanol produced in the synthesis reactor goes through a series of distillation
columns to produce methanol as a final product, either of fuel degree or chemical degree.
Mathematically, this process is formulated as splitting the crude product into two streams.
One stream contains mainly methanol and a minor content of water, depending on the
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product degree, whilst the other stream includes all the other components in the crude
methanol. The mass flowrate of the final product methanol, or its production rate, must
meet its market demand, given by Equation (4.44).
4.2.3 Gas Turbine Block
The exhausted gas leaving the synthesis block, also known as fuel gas, goes to the gas
turbine block, where it combusts in the combustion chamber with a large amount of com-
pressed air to produce gas with sufficient high temperature and pressure. Mathematically,
the combustion procedure is expressed as an oxidation reaction with excessive oxygen. As-
suming complete combustion takes place in the combustion chamber, all carbon monoxide
and hydrogen in the fuel gas is converted to carbon dioxide and steam.
The selection of gasification technologies determines the temperature and pressure of the
gas entering and leaving the gas turbine, denoted by T1 and p1, and T4 and p4, respectively.
Through energy balance, the mass flowrate of the air flowing into the compressor of the
gas turbine is a function with respect to T1, the mass flowrate of the fuel gas, and its
mole composition, given by
f(maair, mafg, ~xfg, T1) = 0 (4.28)
For a typical fuel gas consisting of CO, CO2, H2, H2O, O2, N2, and trace amount of
CH4, COS, CH3OH, H2S, a set of equations of explicit form of Equation 4.28 are given
as follows:
mofg +moair = mogas1 (b1)
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mofg ∗ (xfg,CO + xfg,CO2 + xfg,CH4 + xfg,COS + xfg,CH3OH) = mogas1 ∗ xgas1,CO2 (b2)
mofg ∗ (xfg,H2 + xfg,H2O + 2xfg,CH4 + xfg,H2S + 2xfg,CH3OH) = mogas1 ∗ xgas1,H2O (b3)
mofg ∗ xfg,N2 +moair ∗XN2 = mogas1 ∗ xgas1,N2 (b4)
mofg ∗ (xfg,H2S + xfg,COS) = mogas1 ∗ xgas1,SO2 (b5)
mofg ∗ (xfg,CO + 2xfg,CO2 + xfg,H2O + xfg,COS + xfg,CH3OH) + 2moair ∗XO2
=mogas1 ∗ (2xgas1,O2 + 2xgas1,CO2 + xgas1,H2O + 2xgas1,SO2)
(b6)
hfg,i = h
0
i + Atfg +B
t2fg
2
+ C
t3fg
3
+D
t4fg
4
− E
tfg
+ F −H,
i = N2, H2, O2, CO,CO2, H2O,CH4, H2S,COS,CH3OH
(b7)
tfg =
Tfg
1000
(b8)
4.2. Mathematical Model 106
hfg =
∑
i
xfg,i ∗ hfg,i, i = N2, H2, O2, CO,CO2, H2O,CH4, H2S,COS,CH3OH (b9)
hair,i = h
0
i + Atair +B
t2air
2
+ C
t3air
3
+D
t4air
4
− E
tair
+ F −H, i = N2, O2 (b10)
tair =
Tair
1000
(b11)
hair =
∑
i
xair,i ∗ hair,i, i = N2, O2 (b12)
hgas1,i = h
0
i +Atgas1+B
t2gas1
2
+C
t3gas1
3
+D
t4gas1
4
− E
tgas1
+F−H, i = N2, O2, CO2, H2O, SO2
(b13)
tgas1 =
Tgas1
1000
(b14)
hgas1 =
∑
i
xgas1,i ∗ hgas1,i, i = N2, O2, CO2, H2O, SO2 (b15)
mofg ∗ hfg +moair ∗ hair = mogas1 ∗ hgas1 (4.29)
Now that the flowrate of the air flowing through the compressor and its physical properties
at the inlet and outlet point of compressor are known, the compression work consumed
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by the compressor can be expressed as a function of them:
wgc = f(maair, T1, p1, p2) (4.30)
The realization of Equation (4.30) is shown below (Al-Hamdan and Ebaid, 2006):
wgc =
1
ηisen
maairCpT1((
p2
p1
)
γ−1
γ − 1) (4.31)
The mechanical work generated by the gas turbine is a function of the mass flowrate of
the gas flowing through the gas turbine, its composition, and its physical properties at
the point before and after the turbine, denoted by
wgt = f(magas1, ~xgas1, T1, p1, T4, p4) (4.32)
A set of equations of explicit form of Equation 4.32 are presented below:
hgas4,i = h
0
i +Atgas4+B
t2gas4
2
+C
t3gas4
3
+D
t4gas4
4
− E
tgas4
+F−H, i = N2, O2, CO2, H2O, SO2
(c1)
tgas4 =
Tgas4
1000
(c2)
hgas4 =
∑
i
xgas4,i ∗ hgas4,i, i = N2, O2, CO2, H2O, SO2 (c3)
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xgas4,i = xgas1,i, i = N2, O2, CO2, H2O, SO2 (c4)
wgt = mogas1(hgas1 − hgas4) (c5)
4.2.4 HRSG and Steam Turbine Block
Gas leaving the gas turbine enters the HRSG and steam turbine block, where its heat is
recovered in the HRSG and transformed to mechanical work in the steam turbine. An
overall efficiency, denoted by ηst, is used to represent different technologies for HRSG and
the steam turbine, given by
ηst =
∑
st
ηst,0(hst) ∗ yst(hst) (4.33)
Work generated by the steam turbine is thus given by
wst = hgas4 ∗ ηst (4.34)
So far, all streams of the mechanical work consumed and generated in the process have
been presented, based on which the net work generated by the process is given by
w = wgt + wst + wcooler + wmeoh − wASU − wgc (4.35)
where wASU is the work consumption in the air separation unit (if there is one) which
provides oxygen for the gasifier. It is a function of the mass flowrate of the oxygen steam
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to the gasifier (Martinez-Frias et al., 2004).
The mechanical work is transformed to electricity through a generator, and the electricity
generation is given by
e = w ∗ ηG (4.36)
The electricity generation should meet its market demand, given by Equation (4.44).
4.2.5 Economic Behaviour
The annual profit of the polygeneration plant over its lifetime is given by
profit = income− costequip− costfuel (4.37)
Income from the sale of products is given by:
income =
∑
p
PriceP (p) ∗ prorate(p) ∗OpTime (4.38)
Total costs of equipment include annual depreciated investment cost, fixed O&M cost,
and variable O&M cost, as follows:
costequip =
∑
e
inv(e) + omfix(e) + omvar(e) (4.39)
Assuming there are ei kinds of technologies or types of equipment e available for a certain
block or unit, the investment costs are expressed as
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inv(e) =
∑
ei
UInv0(e, ei) ∗ f(e, ei) (4.40)
0 ≤ f(e, ei) ≤ y(e, ei) ∗ UL (4.41)
∑
ei
y(e, ei) = 1 (4.42)
Equation (4.41) ensures that if a technology or type of equipment is not selected, its
corresponding capacity is zero, whilst if it is selected, the operation capacity can take
any value between zero and the upper limit. Equation (4.42) makes sure that one and
only one kind of technology or type is selected for a piece of equipment. Equations for
calculating the fixed and variable O&M costs are similar, omitted here for conciseness.
Expense on purchase of fuels is expressed as below:
costfuel =
∑
ft
PriceF (ft) ∗ fuelrate(ft) ∗OpTime (4.43)
Assuming there is an upper bound and lower bound for market demands, the production
rate should meet the following constraints:
LDemand(p) ≤ prorate(p) ≤ UDemand(p
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4.2.6 Overall Model
By gathering all the equations and constraints presented above, we obtain the following
mixed-integer nonlinear programming (MINLP) model, shown in Equation (p2).
max profit
s.t. Equation (4.1) ∼ (4.44)
(p2)
Note that some of the parameters in problem (p2) may not take constant values over
the entire operation horizon, i.e., uncertainty parameters. As the focus of this chapter is
not the impact of uncertainty on the process design, which is to be studied in Chapter 6
using methodologies of optimization under uncertainty, all parameters are assumed to be
constant here. Note also that some approximations and simplifications have been made
in the model, based on which we can remove redundant technical details and focus on the
most important points, listed below:
• We assume that reactions (r1) to (r3) are all the chemical reactions taking place
in a methanol synthesis reactor, and there are no side reactions. This assumption
is valid for most cases as only trace amounts of reactants take place in some side
reactions besides the three main reactions.
• Some minor quantities are neglected as they are too small compared with others
and have little impact on the mass and energy balance of the process, even though
technically they may be crucial. For example, steam streams extracted from steam
turbines to cool gas turbine blades are essential for the operation of a gas turbine,
but they are small in quantity and have little influence on energy efficiency, thus
these cooling streams are not taken into account in the node.
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Problem (p2) can be primarily used in the context of scenario analysis of various options
for all types of polygeneration systems. A case study is presented next to further illustrate
this.
4.3 Case Study
A case study using the modelling and optimization framework developed in this chapter is
conducted for a polygeneration plant which co-produces methanol and electricity. Market
demand for methanol is assumed to vary between 400 and 700 tons per day, and the
electricity demand is between 100 MW and 300 MW. Some primary specifications adopted
in the case study are presented as follows:
• A polygeneration process is divided into four functional blocks as outlined in Sec-
tion 4.1 and Figure 4.2. Each of the four functional blocks has more than one
technology or type of equipment for selection.
• Eleven chemical compounds are involved in the mass and energy balances between
the functional blocks, namely O2, N2, H2, CO, CO2, H2O, CH4, H2S, SO2, COS,
and CH3OH.
• In the gasification block, Texaco gasification technology is applied to the gasifier,
which uses dry pulverized coal, pure oxygen, and steam from power generation sector
as main feedstocks. The gasification temperature and pressure is set to 1371 oC and
42 bar, respectively. Parameters of the gasification and power generation units are
collected from NETLs report of Texaco IGCC case study (Shelton and Lyons, 1998).
• Technical parameters used in the model are listed in Table 4.1, 4.2, and 4.3. Table 4.1
depicts the characteristic of the coal considered. Table 4.2 shows the conversion
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Table 4.1: Ultimate analysis of Illinois No.6 coal (wt. %, dry)
C H O N S Ash
71.72 5.06 7.75 1.41 2.82 11.24
Table 4.2: Conversion rates of methanol synthesis
Technology CO to methanol CO2 to methanol
Gas phase 0.446 0.199
Liquid phase 0.128 0.0075
ratios of gas phase and liquid phase methanol synthesis technologies, whilst Table 4.3
outlines the corresponding operating conditions.
• Economic parameters for prices and unit costs are listed in Table 4.4. A time horizon
of 30 years is considered for depreciation, with an annual operating time of 6500
hours.
This case study is implemented in GAMS (GAMS Development Corporation, 2008). The
model involves 15 binary variables, 299 continuous variables, 293 equations (107 nonlinear)
and 20 inequality constraints.
The model was solved using both DICOPT and BARON as the MINLP solver. For
DICOPT, when a feasible starting point is provided, it takes 1.1 seconds of solver time
and 9 major iterations to obtain an optimum, which DICOPT claims to be local optimum.
For BARON, after providing proper lower bounds and upper bounds for all variables and
scaling all variables and equations, it takes 506.2 seconds and 137 iterations to claim a
global optimum, which is the same with the solution obtained from DICOPT.
Conclusions can be drawn from the applications of superstructure-based modelling and
MINLP optimization methodologies in the process design of polygeneration energy sys-
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Table 4.3: Temperature and pressure/pressure loss in functional blocks
Block & Technology Temperature (K) Pressure
/pressure
loss (bar)
Syngas cooler Quench 491 -1
Low temperature radiative and convective 477 -3.3
High temperature radiative and convective 813 -3.3
Syngas cleanup unit
Cold cleanup 320 -4.6
Hot cleanup 840 -5.6
Water gas shift reactor
Water gas shift 473 -1
Methanol synthesis
Gas phase 523 -5.5
Liquid phase 523 -5.5
Gas turbine
Gas turbine technology 1 1703 19
Gas turbine technology 2 1589 18
Gas turbine technology 3 1473 17
HRSG and steam turbines
High heat recovery 400 1.05
Low heat recovery 450 1.05
4.3. Case Study 115
Table 4.4: Economic parameters
Parameter Value
Coal price ($/ton) 35
Methanol ($/ton) 340
Electricity price ($/kWh) 0.06
Investment cost for the gasifier ($/((kg/s coal)*y)) 28,500
Investment cost for the cooler, quench ($/((kg/s syngas)*y)) 3,000
Investment cost for the cooler, low temperature radiative and
connective ($/((kg/s syngas)*y))
45,000
Investment cost for the cooler, high temperature radiative and
connective ($/((kg/s syngas)*y))
30,000
Investment cost for the cleanup unit, low temperature
($/((kg/s syngas)*y))
20,000
Investment cost for the cleanup unit, high temperature
($/((kg/s syngas)*y))
40,000
Investment cost for the water gas shift reactor ($/((kg/s syn-
gas)*y))
5,000
Investment cost for the CO2 removal unit ($/((kg/s syn-
gas)*y))
5,000
Investment cost for the methanol synthesis unit, gas phase
($/((kg/s syngas)*y))
15,000
Investment cost for the methanol synthesis unit, liquid phase
($/((kg/s syngas)*y))
20,000
Investment cost for the gas turbine compressor ($/((kg/s
air)*y))
2,000
Investment cost for the gas turbine, technology 1 ($/((kg/s
gas)*y))
3,000
Investment cost for the gas turbine, technology 2 ($/((kg/s
gas)*y))
2,500
Investment cost for the gas turbine, technology 3 ($/((kg/s
gas)*y))
2,000
Investment cost for the HRSG and steam turbines, technology
1 ($/((kg/s gas)*y))
3,000
Investment cost for the HRSG and steam turbines, technology
2 ($/((kg/s gas)*y))
2,500
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tems in the following aspects:
• First-principle modelling can be implemented at the process design level for energy
systems.
• Large-scale non-convex MINLP problems for optimal process design of energy sys-
tems can be solved in a reasonable time scale using existing commercial solvers.
• Optimal process configuration and optimal process operation parameters can be
obtained by solving the optimal process design problems.
In particular, given the specific settings and assumptions of this case study, the following
suggestions can be obtained:
• The plant uses low temperature radiative and convective technology for the cooling
of the crude syngas, followed by a low temperature cleanup unit. The methanol
synthesis part uses gas phase synthesis technology with a water gas shift reactor
before it. The power generation unit uses gas turbine technology one which has the
highest first stage temperature and pressure, together with the technology of high
heat recovery for the HRSG and the steam turbine.
• It consumes 2991 tons of coal per day to produce 300 MW electricity and 700 tons
per day of methanol, with an annual profit of 140.6 million dollars, where 117.0
million from electricity sales, 64.5 million from methanol sales, 28.4 million on fuel
expenses, and 12.6 million on equipment investment.
• Table 4.5 summarizes the results of the analysis for different combinations of tech-
nologies employed for comparison purpose. The results indicate that the combina-
tion of gas phase methanol synthesis and high efficient power generation on tech-
nologies are preferable. In most configurations, the use of liquid phase methanol
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synthesis results in methanol production below its maximum market demand value
of 700 tons/day. On the other hand, liquid phase methanol synthesis options are
in general more cost-effective due to its low operating pressure, leading to less con-
sumption of compression work in the air separation unit.
• Table 4.6 summarizes the results of a simple sensitivity analysis that was carried out
on the effect of a change of a key parameter on the profitability and coal consumption
of the best technology combination observed. We considered that parameters follow
normal distribution and have nominal values with known standard deviations, as
given in Table 4.6. Note that amid operating time, electricity price and demand
greatly influence the profitability of the plant, whereas the price of methanol and
its market demand play a less dominant role. Note also that the price of coal has
the most dominant effect.
• An interesting observation can be made in relation to the conversion ratio of the
methanol synthesis. Note that its increase does not lead to a decrease of the coal
consumption but rather to an increase. This can be explained as follows. Since
the conversion ratio is already sufficiently high, its further increase will only result
in making the fluegas stream exiling the synthesis reactor to have a lower value of
its flowrate and heating value. As a result, more coal consumption is required to
generate more syngas for power generation. This extra amount of coal consumption
cannot be compensated by the enhanced efficiency of the methanol synthesis block,
hence the overall coal consumption increases.
Interestingly, increasing the conversion ratio of the methanol synthesis does not lead to
less coal consumption but the other way round. This is because the conversion ratio is
already sufficiently high, further increase will only make the fluegas leaving the synthesis
reactor to have lower flowrate and heating value. More coal consumption is therefore
required to generate more syngas to keep the power generation. This extra amount of coal
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Table 4.5: Model results in terms of technology combinations
Technology combination Power
(MW)
Methanol
(ton/d)
Coal
(ton/d)
Profit
(million
dollar)
LRC-CC-WG-GPMeOH-GT1-HHR 300 700 2991 140.6
LRC-CC-WG-GPMeOH-GT1-LHR 300 700 3050 139.9
LRC-CC-WG-GPMeOH-GT2-HHR 300 700 3173 137.7
LRC-CC-WG-GPMeOH-GT3-HHR 300 700 3460 133.2
Q-CC-WG-GPMeOH-GT1-HHR 300 700 3618 136.9
LRC-CC-LPMeOH-GT1-HHR 300 474 2567 125.0
Q-CC-LPMeOH-GT1-HHR 300 588 3182 131.4
Q-CC-LPMeOH-GT2-LHR 300 673 3643 133.5
Q-CC-WG-LPMeOH-GT3-LHR 300 700 4113 129.6
consumption can not be compensated by the enhanced efficiency of methanol synthesis,
thus the overall coal consumption increases.
4.4 Conclusions
In this chapter, a superstructure based modelling and optimization framework for poly-
generation energy systems is presented at a process design level, where the modelling focus
is down to the process scale, and design issues such as optimal selection of combinations
of technologies and types of equipment and equipment design variables are addressed
and formulated as a mixed-integer nonlinear programming problem. Its application in a
case study for a polygeneration process that co-produces electricity and methanol is then
presented. Based on the optimal process design obtained, results of sensitivity analysis
are also provided to account for the impacts of changes of parameters to the optimal
solution. Applications of the superstructure based modelling and MINLP optimization
methods in the case study and the computational performance illustrate the efficiency
and effectiveness of these methods in process design of energy systems.
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Table 4.6: Sensitivity analysis
Parameters Nominal
Value
Standard
Devia-
tion
Coal
Con-
sump-
tion
Profit
Annual operating time (hour) 6500 650 0 0.656
Market demand for electricity, up-
per bound (MW)
300 30 0.628 0.363
Market demand for electricity, lower
bound (MW)
100 10 0 0
Market demand for methanol, up-
per bound (t/d)
700 70 0.190 0.239
Market demand for electricity, lower
bound
400 40 0 0
Coal price ($/t) 35 3.5 0 -0.121
Electricity price ($/kWh) 0.06 0.006 0 0.501
Methanol price ($/t) 340 34 0 0.276
Investment cost (k$/(kg/s)/y) 227 22.7 0 -0.045
O&M costs (k$/(kg/s)/y) 22.7 2.27 0 -0.009
Temperature at first stage of gas
turbine (K)
1703 170.3 -0.738 0.190
Energy efficiency of HRSG and
steam turbines
0.454 0.0454 -0.157 0.035
Conversion ratio of methanol syn-
thesis
0.645 0.0645 0.031 -0.005
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Notation
Sets
e = equipment
ei = technology for a piece of equipment
ft = available fuel feedstocks
gft = gasification technologies
hst = available technologies for HRSG and steam turbines
ie = elements in a fuel feedstock
p = product
rs = key chemical compounds in the syngas
Binary Variables
y =
Continuous Variables
η = energy efficiency
c = key mole ratios in the crude syngas
costequip = investment cost and O&M cost on equipment
costfuel = cost on fuel
e = electricity generation rate
f = equipment capacity
fuelrate = fuel consumption rate
h = enthalpy
income = sale of products
inv = investment cost
omfix = fixed O&M cost
omvar = variable O&M cost
p = pressure
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profit = annual profit of a polygeneration plant
prorate = production rate
r = ratio
t = temperature
w = mechanical work
ma = mass flowrate
mo = mole flowrate
h = specific enthalpy
x = mole composition
z = mass fraction for an element in the fuel feedstock of the gasifier
Parameters
η0 = energy efficiency
γ = adiabatic coefficient
C0 = key mole ratios in crude syngas
Cp = specific heat capacity at a constant pressure
LDemand = lower bound for market demand
MW = molecular weight
OpTime = operation time per year
P0 = pressure
PriceF = fuel price
PriceP = product price
R0 = ratio
T0 = temperature
U = a large positive number
UDemand = upper bound for market demand
UInv0 = unit investment cost
UL = upper limit for process capacity
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z0 = mass fraction for an element in a fuel feedstock
Subscripts
ASU = air separation unit
G = generator
O2fuel = oxygen and fuel feeding streams to a gasifer
air = air entering a gas turbine
cleanup = syngas cleanup unit
clsg = clean syngas
cooler = syngas cooler
coolsg = cooled syngas
f = feeding fuel stream to a gasifier
fg = fuel gas entering a gas turbine
gas = gasifier
gas1 = gas at the inlet of a gas turbine
gas4 = gas at the outlet of a gas turbine
gc = gas turbine compressor
gfO2 = feeding oxygen stream to a gasifier
gfwater = feeding water stream to a gasifier
gt = gas turbine
isen = isentropic procedure
meoh = methanol synthesis
pg = product gas after methanol synthesis
pmeoh = parameters for methanol synthesis
rawsg = raw syngas
sg = syngas for the chemical synthesis reaction
split = split ratio for the water gas shift reaction
st = steam turbine
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waterfuel = water and fuel feeding streams to a gasifier
wgsg = syngas after water gas shift reaction
1 = inlet point of a gas turbine
4 = outlet point of a gas turbine
Chapter 5
Cost Effective and Environmentally
Benign Process Design
In this chapter, a multi-objective mixed-integer nonlinear programming framework for
optimal process design of polygeneration energy systems with both economic and envi-
ronmental design criteria is presented. Issues addressed within this framework are sum-
marized as followes:
• Alternative types of technologies and equipment for each functional part of a poly-
generation process — here a challenge is on how to represent and determine an
optimal combination of technologies, their compatibility, and the like.
• High degree of mass and energy coupling and integration — in the gasification,
chemical synthesis, and power generation parts of the process. Issues here include
the accurate calculation of thermodynamic properties, such as enthalpy and entropy,
and the highly nonlinear mathematical formulations that such calculations typically
result in.
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• The chemical synthesis unit poses particular challenge — the unit deals with syngas
of different mole compositions produced from various types of gasifiers and feed-
stocks. A mechanistic model here will be most helpful to appropriately represent
chemical kinetics and phase equilibrium within the synthesis reaction.
• Economic and environmental criteria — here, a multi-objective optimization frame-
work is clearly needed if convincing quantitative arguments have to be established
for the economic and environmental behaviours of a complex polygeneration pro-
cess. Such an optimization setting should also consider the presence of nonconvexity
in the nonlinear parts of the model, which will require the use of appropriate global
optimization methods and tools.
Using this framework, a case study is conducted where both economic and environmental
design criteria are accounted. The case study is formulated as a multi-objective non-
convex MINLP problem. An algorithm for converting the multi-objective optimization
problem to a set of single-objective optimization problems is presented first, which enables
the single-objective optimization problems to be solved in parallel on a multi-CPU grid.
After that, preprocessing techniques of scaling and prioritizing are presented which greatly
reduce the computation time of each single-objective problem. Finally, solutions of the
multi-objective optimization problem are presented as a Pareto frontier, together with
further analyses and discussions.
5.1 Superstructure Representation
A multi-objective mixed-integer nonlinear programming (MINLP) formulation of a typi-
cal polygeneration process operating over a (long-term) horizon time is presented in this
section. A typical polygeneration complex for the combined production of methanol and
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electricity has been selected to illustrate the methodology. Net present value (NPV) of
the plant over its overall operating horizon is selected as the economic objective function,
while a cradle-to-gate life cycle assessment based GHG emission indicator is considered
as the environmental objective function. The polygeneration process is presented as a
network of several interconnected functional blocks. Each block involves alternative tech-
nologies or types of equipment as candidates - the resulting superstructure captures all
possible technical combinations (within the postulated set). For all blocks except the
methanol synthesis one, mass and energy balances are established for all input and out-
put streams. For the methanol synthesis block, the model involves chemical kinetics and
phase equilibrium relationships to handle the different mole compositions of inlet syngas
resulted from different technologies implemented in upstream blocks. The entire operating
horizon time is discretized into a number of discrete time intervals, where all time-variant
parameters are considered as piecewise constant functions (over these time intervals).
A generic polygeneration process is divided into several functional blocks, where each
block could involve several technology options. This forms a superstructure of the poly-
generation process, as shown in Figure 5.1, featuring the following blocks:
• Air separation unit. This block prepares oxygen for an oxygen-blown gasifier. Part
of the nitrogen produced could be fed to the gas turbine block to mitigate NOx
formation.
• Feedstock preparation block. This block prepares slurry for a slurry-fed gasifier or
pulverized feedstock for a dry-blown gasifier.
• Gasification chamber and syngas scrubber (GCS). Raw feedstocks are gasified in this
block to produce crude syngas. Mineral components in the feedstocks are converted
to slug and ash and removed from the crude syngas. Some of the sensible heat of
the crude syngas could be recovered, depending on the selection of equipment, for
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instance, through a radiant/convective syngas cooler.
• Syngas cleanup unit. Sulphur compounds, chloride compounds, fine particles, and
other hazardous components in crude syngas are removed in this block.
• Water gas shift block. In this block, mole composition of the syngas is adjusted via
the water-gas shift reaction shown in (r4) to meet the requirement of downstream
chemical synthesis.
• Precombustion CO2 capture and sequestration. Concentrated carbon dioxide in
syngas after the water-gas shift reaction can be separated out and sequestrated.
• Methanol synthesis. A split or the whole stream of the syngas goes through this
block for methanol synthesis. The synthesis reaction is catalyzed. Depending on
the phase of inert medium, it could be either gas phase synthesis or liquid phase
synthesis.
• Gas turbine block. Unconverted syngas from the methanol synthesis block, together
with any bypassed fresh syngas, combusts in this block, producing high-pressure
high-temperature gas to drive a turbine to produce power. Depending on the tem-
perature and pressure at the inlet of the turbine, there could be several alternative
classes of gas turbines, for instance F class, H class, and so on (Poullikkas, 2005).
• HRSG and steam turbine block. A HRSG recovers heat from flue gas coming out
of the gas turbine block, producing steam which drives a set of steam turbines to
produce more power.
• Postcombustion CO2 capture and sequestration. Carbon dioxide in the flue gas can
be separated and captured in this block.
Based on this process superstructure representation, a detailed mathematical model is
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Figure 5.1: Superstructure representation of polygeneration energy systems design at a
environmentally benign process design level
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Table 5.1: Design and operational variables in a model for environmentally benign process
design
Design Variables
y Selection of technologies or types of equipment
cap Capacity of a functional block
Operational Variables
mab cp,,drc,i(t) mass flowrate of coal as feedstock over each time interval
mb c1(t) flowrate of sequestrated carbon dioxide in pre-combustion CCS over
each time interval
mb c2(t) flowrate of sequestrated carbon dioxide in post-combustion CCS
over each time interval
rcp(t) split ratio of syngas between chemical and power generation blocks
over each time interval
rws(t) ratio of shifted syngas over each time interval
developed in the purpose of selecting the most optimal design and operational variables.
These variables represent the degree of freedom of the model, as summarized in Table 5.1.
5.2 Mathematical Model
First, the operating horizon is discretized into nt time intervals, denoted as
t = {t1, t2, . . . tnt}
In each time interval, mass and energy balances are established for all functional blocks.
Aggregated models are considered to establish input-output relationships based on a refer-
ence variable, for each functional block. A more detailed mechanistic model is considered
for the methanol synthesis block to appropriately capture the chemical kinetics and phase
equilibrium relationships.
Mass flowrate of each stream is denoted by a variable with four subscripts, referring
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respectively to the block it relates to, the technology adopted by the block, components
comprising the stream, and its position in the block (inlet or outlet). A subscript is null
if the term it refers to does not exist. Subscripts are given as a part of the name of a
variable, whilst sets in a parenthesis that follows denote the space where the variable is
defined upon. Nomenclature for all variables, parameters and subscripts are listed in the
Notation section at the end of this chapter.
5.2.1 Air Separation Unit (ASU)
The ASU block has two input streams, namely atmospheric air and compressed air ex-
tracted from the gas turbine block, and three output streams, namely oxygen stream
flowing to the gasifier block, nitrogen stream fed back to the gas turbine block, and
vented nitrogen. The following mass balances are considered.
The total inlet air stream is selected as a reference variable for the ASU block:
mb as,,air,i(t) = mb as,,aia,i(t) +mb as,,aic,i(t) (5.1)
mb as,,air,i(t) = mb as,,oxy,o(t) +mb as,,nit,o(t) (5.2)
The amount of inlet air provided by the gas turbine compressor is represented by an
integration rate βir:
mb as,,aic,i(t) = mb as,,air,i(t) · βir (5.3)
Mass balance for oxygen:
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mb as,,air,i(t) ·Xair(j) = mb as,,oxy,o(t) ·Xaox(j) +mb as,,nit,o(t) ·Xani(j), j = O2 (5.4)
Mole and mass flowrates of oxygen and nitrogen components in the outlet oxygen stream
are listed below.
mb as,, ~oxy,o(j, t) = mb as,,oxy,o(t) ·Xaox(j), j = O2, N2 (5.5)
mab as,, ~oxy,o(j, t) = mab as,, ~oxy,o(j, t) ·MW (j), j = O2, N2 (5.6)
mab as,,oxy,o(t) =
∑
j=O2,N2
mab as,, ~oxy,o(j, t) (5.7)
5.2.2 Coal Preparation
The coal preparation block preprocesses coal for the downstream gasifier block. Depend-
ing on the gasification technology, either coal slurry or oxygen-blown pulverized coal is
prepared. The inputs comprise coal, oxygen, and water. The output is either coal slurry
or oxygen-blown pulverized coal. The mass flowrate of the dry coal component at the inlet
is selected as the reference variable. Mass balances between all inlet and outlet streams
are as follows:
mab cp,t gs,csl,o(ag, t) = αcsl/drc(ag) ·mab cp,t gs,drc,i(ag, t) (5.8)
5.2. Mathematical Model 132
mab cp,t gs,oxy,o(ag, t) = αoxb/drc(ag) ·mab cp,t gs,drc,i(ag, t) (5.9)
5.2.3 Gasifier Chamber & Syngas Scrubber
The gasifier and scrubber block includes several technical options. The selection (or not)
of each technology is represented by a binary variable yag, while the additional logical
constraint
∑
ag
yb gs(ag) ≤ 1 (5.10)
enforces that only one technology can be selected (at most).
Mass balance constraints on the total flowrate of coal are given by
mab cp,,drc,i(t) =
∑
ag
mab cp,t gs,drc,i(ag, t) (5.11)
With upper bound/lower bound constraints as follows
0 ≤ mab cp,t gs,drc,i(ag, t) ≤ yb gs(ag) · UB (5.12)
Inputs to this block comprise coal slurry or oxygen-blown pulverized coal, oxygen from the
ASU block, steam or water injection from the steam turbine to the gasification chamber,
and making-up water to the syngas scrubber. Outputs are crude syngas, slag slurry, and
blown-down water. Each gasifier requires a specific amount of oxygen to gasify the inlet
coal, using the flowrate of inlet coal as the reference variable:
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mab gs,t gs,oxy,i(ag, t) = αoxy/drc(ag) ·mab cp,t gs,drc,i(ag, t) (5.13)
Oxygen streams split to all gasifiers come from the ASU block:
∑
ag
mab gs,t gs,oxy,i(ag, t) = mab as,,oxy,o(t) (5.14)
Flowrates of steam/water injection, making-up water, slag slurry, and blown-down water
are proportional to the reference variable, given by:
mab gs,t gs,swi,i(ag, t) = αswi/drc(ag) ·mab cp,t gs,drc,i(ag, t) (5.15)
mab gs,t gs,mkw,i(ag, t) = αmkw/drc(ag) ·mab cp,t gs,drc,i(ag, t) (5.16)
mab gs,t gs,bld,i(ag, t) = αbld/drc(ag) ·mab cp,t gs,drc,i(ag, t) (5.17)
mab gs,t gs,ssl,o(ag, t) = αssl/drc(ag) ·mab cp,t gs,drc,i(ag, t) (5.18)
Mass balance between the crude syngas and all other streams is established as follows:
mab gs,t gs,csg,o(ag, t) +mab gs,t gs,ssl,o(ag, t)
=mab cp,t gs,drc,i(ag, t) +mab cp,t gs,csl,o(ag, t) +mab cp,t gs,oxy,o(ag, t)
+mab gs,t gs,oxy,i(ag, t) +mab gs,t gs,mkw,i(ag, t) +mab gs,t gs,bld,i(ag, t)
(5.19)
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Primary components in the crude syngas are H2, CO, CO2, H2O, N2, and H2S, involving
five elements: C, H, O, N, S. From mass balances for all the five elements, together
with a mass relationship between H2 and CO in the crude syngas, mole flowrates of each
component in the crude syngas are determined through Eqn (5.20) to (5.26):
mab cp,t gs,drc,i(ag, t) · UA(C)
MW (C)
= mb gs,t gs, ~csg,o(ag, CO, t)+mb gs,t gs, ~csg,o(ag, CO2, t) (5.20)
mab cp,t gs,drc,i(ag, t) · UA(H)
MW (H)
+ 2 · mab cp,t gs,csl,o(ag, t) +mab gs,t gs,mkw,i(ag, t) +mab gs,t gs,bld,i(ag, t)
MW (H2O)
=2 ·mb gs,t gs, ~csg,o(ag,H2, t) + 2 ·mb gs,t gs, ~csg,o(ag,H2O, t) + 2 ·mb gs,t gs, ~csg,o(ag,H2S, t)
+ 2 · mab gs,t gs,ssl,o(ag, t)−mab cp,t gs,drc,i(ag, t) · UA(ash)
MW (H2O)
(5.21)
mab cp,t gs,drc,i(ag, t) · UA(O)
MW (O)
+ 2 · (mb gs,t gs,oxy,i(ag, t) +mb cp,t gs,oxy,o(ag, t)) ·Xaox(O2)
+
mab gs,t gs,bld,i(ag, t)
MW (H2O)
=mb gs,t gs, ~csg,o(ag,H2O, t) +mb gs,t gs, ~csg,o(ag, CO, t) + 2 ·mb gs,t gs, ~csg,o(ag, CO2, t)
+
mab gs,t gs,ssl,o(ag, t)−mab cp,t gs,drc,i(ag, t) · UA(ash)
MW (H2O)
(5.22)
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mab cp,t gs,drc,i(ag, t) · UA(N)
MW (N)
+ 2 · (mb gs,t gs,oxy,i(ag, t) +mb cp,t gs,oxy,o(ag, t)) ·Xaox(N2)
=2 ·mb gs,t gs, ~csg,o(ag,N2, t)
(5.23)
mab cp,t gs,drc,i(ag, t) · UA(S)
MW (S)
= mb gs,t gs, ~csg,o(ag,H2S, t) (5.24)
mb gs,t gs, ~csg,o(ag,H2, t) = αhyd/cm ·mb gs,t gs, ~csg,o(ag, CO, t) (5.25)
Finally, crude syngas exiting all gasifiers is mixed up for further cleaning in downstream
cleanup units.
mb gs,, ~csg,o(is, t) =
∑
ag
mb gs,t gs, ~csg,is(ag, is, t) (5.26)
5.2.4 Syngas Cleanup Unit
The input to this block is crude syngas, and its output comprises sweet syngas and element
sulphur. The crude syngas is split into all available alternative syngas cleanup units:
mb gs,, ~csg,o(is, t) =
∑
ac
mb cu,t cu, ~csg,i(ac, is, t) (5.27)
Again, only one syngas cleanup unit should be selected at most. Appropriate logical
constraints are considered:
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∑
ac
yb cu(ac) ≤ 1 (5.28)
0 ≤ mb cu,t cu, ~csg,i(ac, is, t) ≤ yb cu(ac) · UB (5.29)
Efficiency of removing each component from the crude syngas is denoted as βcu, and the
flowrate of each component in the outlet sweet syngas is given by
mb cu,t cu, ~ssg,o(ac, is, t) = (1− βcu(ac, is)) ·mb cu,t cu, ~csg,i(ac, is, t) (5.30)
After cleanup, sweet syngas from all units goes to a mixer:
mb cu,, ~ssg,o(is, t) =
∑
ac
mb cu,t cu, ~ssg,o(ac, is, t) (5.31)
The mixed sweet syngas is then split into two streams, one flowing to the downstream
methanol synthesis block and the other entering the gas turbine block. The split ra-
tio, namely the chemical-power ratio rcp, basically determines the production rates of
methanol and electricity and it is a significant variable for operating and controlling the
entire process. Here, for mathematical reasons (to avoid numerical difficulties such as
division by zero), we introduce an equivalent variable, rcm, representing the ratio between
the chemical stream and the main stream before split, as follows:
rcm(t) =
rcp(t)
rcp(t) + 1
(5.32)
Flowrates of the chemical stream and the power stream are given by
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mb cu,, ~ssc,o(is, t) = rcm(t) ·mb cu,, ~ssg,o(is, t) (5.33)
mb cu,, ~ssp,o(is, t) = (1− rcm(t)) ·mb cu,, ~ssg,o(is, t) (5.34)
5.2.5 Water-gas Shift Reactor
Input to this block is a split of the chemical stream of sweet syngas, and its output is a
stream of shifted syngas. First, the chemical stream of sweet syngas is further split into
two steams, one going through the water-gas shift reactor and the other bypassing it.
mb ws,, ~sss,i(is, t) = rws(t) ·mb cu,, ~ssc,o(is, t) (5.35)
mb ws,, ~ssn,o(is, t) = (1− rws(t)) ·mb cu,, ~ssc,o(is, t) (5.36)
The conversion rate of carbon monoxide, denoted as βCO, is constrained by chemical
equilibrium. Its maximum value is set to be 90% throughout this model (Tanaka et al.,
2003).
∆mCO(t) = mb ws,, ~sss,i(is, t)−mb ws,, ~sss,o(is, t), is = CO (5.37)
∆mCO(t) ≤ βCO ·mb ws,, ~sss,i(is, t), is = CO (5.38)
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mb ws,, ~sss,o(is, t) = mb ws,, ~sss,i(is, t) + ∆mCO(t), is = H2, CO2 (5.39)
mb ws,, ~sss,o(is, t) = mb ws,, ~sss,i(is, t), is = N2, H2O,H2S (5.40)
Steam required by the water gas shift reaction is extracted from the steam turbine, and
its amount is equal to ∆mCO. This will lead to a decrease of the work generated by
the steam turbine. Temperature and pressure of the extracted steam would match those
of the water gas shift reaction, denoted as Twg and Pwg. Its enthalpy is a function of
its temperature, whilst its dependence on pressure is negligible, denoted as hT
wg
. This
stream of extracted steam would have generated ∆hwg work if it had not been used for
water gas shift reaction, given by
∆hwg = hT
wg − hP ∗,x∗ (5.41)
where P ∗ and x∗ are pressure and steam quality at the exit of the steam turbine.
Taking the standard conditions for water gas shift reactions and steam turbines, i.e., Twg
being set to 473 K, P ∗ 0.049 bar, and x∗ 0.9, the unit work loss ∆hwg is 9144 kJ/kmol.
The whole work loss due to the steam extract is then given by:
∆wwg(t) = ∆mCO(t) ·∆hwg (5.42)
After the water-gas shift reaction, the shifted and bypassed syngas mix up again, with
this stream being the inlet gas for the downstream carbon dioxide capture block.
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mb c1,, ~ssg,i(is, t) = mb ws,, ~sss,o(is, t) +mb ws,, ~ssn,o(is, t) (5.43)
5.2.6 Precombustion Carbon Dioxide Capture
Input to this block is sweet syngas, and its outputs are syngas and captured carbon
dioxide. The amount of captured carbon dioxide, mb c1(t), is a process-wide variable to
be selected. The upper limit of CO2 recovery rate, denoted as β
pre
CO2
, determines the
maximum amount of carbon dioxide that can be separated, given by:
mb c1(t) ≤ βpreCO2 ·mb c1,, ~ssg,i(is, t), is = CO2 (5.44)
Considering the fact that the CO2 recovery rate is between 95% and 100% for most
precombustion CCS technologies (White et al., 2003; Aaron and Tsouris, 2005), βpostCO2 is
set to 100% for simplicity. The flowrate of the outlet steam of this block is given by
mb c1,, ~ssg,o(is, t) = mb c1,, ~ssg,i(is, t)−mb c1(t), is = CO2 (5.45)
mb c1,, ~ssg,o(is, t) = mb c1,, ~ssg,i(is, t), is = H2, CO,H2O,N2, H2S (5.46)
The energy penalty caused by the carbon dioxide separation step is accounted for in the
electricity generation section.
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5.2.7 Methanol Synthesis
Two mechanistic models are considered for the gas phase and liquid phase methanol syn-
thesis based on chemical kinetics and phase equilibrium proposed by Lee (1990), to handle
different mole compositions of the inlet sweet syngas resulted from different gasification
technologies used upstream.
First, the sweet syngas is split between gas and liquid phase methanol synthesis. Only
one technology can be selected.
mb c1,, ~ssg,o(is, t) =
∑
am
mb ms,t ms, ~ssg,i(am, is, t) (5.47)
0 ≤ mb ms,t ms, ~ssg,i(am, is, t) ≤ yb ms(am) · UB (5.48)
∑
am
yb ms(am) ≤ 1 (5.49)
• Gas phase methanol synthesis:
With the inherent difficulty of removing reaction heat, a strict constraint is imposed on
the mole composition of inlet syngas to control the amount of reaction heat released for
the gas phase methanol synthesis via setting an upper limit to the carbon to hydrogen
ratio, as follows:
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mb ms,t ms, ~ssg,i(GP,H2, t)− 2 ·mb ms,t ms, ~ssg,i(GP,CO, t)− 3 ·mb ms,t ms, ~ssg,i(GP,CO2, t)
≥(yb ms(GP )− 1) · UB
(5.50)
Only two reactions are independent from the three reactions taking place in a methanol
synthesis reactor (r1 to r3). Here, we select (r1) and (r2) as the two independent ones.
Mole flowrates of all components in the product gas and their mole compositions are
expressed in terms of production rates of CH3OH and H2O, denoted as ∆mmeh and ∆mwat,
and stoichiometric coefficients of reaction (r1) and (r2), as follows:
mb ms,t ms, ~pgm,o(am, j, t) = mb ms,t ms, ~ssg,i(am, j, t)+υ1(j)∆mmeh+υ2(j)∆mwat, j = is∩im
(5.51)
Mole fractions of all components in the product gas are given by
ym ~pgm(am, im, t) =
mb ms,t ms, ~pgm,o(am, im, t)∑
immb ms,t ms, ~pgm,o(am, im, t)
(5.52)
Fugacity coefficients of each component in the gaseous mixture are expressed in terms of
mole fraction, critical temperature and pressure, and reaction temperature and pressure,
as follows
lnφ(am, im, t) =
9Tc(im)P
128Pc(im)T
(
1−
(
Tc(im)
T
)2)
ym ~pgm(am, im, t) (5.53)
The chemical equilibrium constants of reactions (r1) and (r2) are given below, in terms
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of mole fractions and fugacity coefficients of reactants.
K1 =
ym ~pgm(GP,CH3OH, t)φ(GP,CH3OH, t)
P 2ym ~pgm(GP,CO, t)ym2~pgm(GP,H2, t)φ(GP,CO, t)φ
2(GP,H2, t)
(5.54)
K2 =
ym ~pgm(GP,CO, t)ym ~pgm(GP,H2O, t)φ(GP,CO, t)φ(GP,H2O, t)
ym ~pgm(GP,CO2, t)ym ~pgm(GP,H2, t)φ(GP,CO2, t)φ(GP,H2, t)
(5.55)
On the other hand, empirical equations of equilibrium constants K1 and K2 are given by
the following expressions:
log10K1 =
3921
T
− 7.971log10T + 2.499× 10−3T − 2.953× 10−7T 2 + 10.2 (5.56)
lnK2 = 4.33− 8240
T + 460
(5.57)
Thus relationships between component properties and reactor properties can be estab-
lished through Equations (5.54) to (5.57).
• Liquid phase methanol synthesis:
For liquid phase methanol synthesis, equations of chemical equilibrium are set up for the
liquid phase where catalytic reactions take place.
K1 =
x ~pgm(CH3OH, t)kH(CH3OH)γ(CH3OH)
x ~pgm(CO, t)x
2
~pgm(H2, t)kH(CO)k
2
H(H2)γ(CO)γ
2(H2)
(5.58)
Henry’s law constant kH is given as follows.
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kH(im) = 10e
a(im)+ b(im)
T
+c(im)ln(T ), im = H2, CO,CO2, N2 (5.59)
kH(im) = 10
a′−b′
T+c′ · φ(im), im = CH3OH,H2O (5.60)
Activity coefficient γ for each reactant in the liquid phase, a solution comprising all
reactants and inert oil, is obtained using the following expression.
lnγ(im, t) =2Aoil,imx ~pgm(im, t)xoil(oil, t) + Aim,oilx
2
oil(oil, t)
− 2
∑
im
(
Aoil,imx
2
~pgm(im, t)xoil(oil, t) + Aim,oilx ~pgm(im, t)x
2
oil(oil, t)
) (5.61)
∑
im
x ~pgm(im, t) + xoil(oil, t) = 1 (5.62)
where
Aoil,im = aoil,im + boil,im(T − 273.15) + coil,im(T − 273.15)2 (5.63)
Aim,oil = aim,oil + bim,oil(T − 273.15) + cim,oil(T − 273.15)2 (5.64)
With activity coefficients and fugacity coefficients available, phase equilibrium relation-
ships between gaseous and liquid phases are established as
x ~pgm(im, t)γ(im, t)kH(im) = ym ~pgm(LP, im, t)φ(LP, im, t)P (5.65)
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Table 5.2: Property coefficients of methanol synthesis block
Coefficient Value Coefficient Value Coefficient Value
Tc(H2) 33.2 K Tc(CO) 134.5 K Tc(CO2) 304.2 K
Tc(N2) 126.2 K Tc(CH3OH) 513 K Tc(H2O) 647 K
Pc(H2) 13.0 bar Pc(CO) 35.0 bar Pc(CO2) 73.8 bar
Pc(N2) 34.0 bar Pc(CH3OH) 81.0 bar Pc(H2O) 220.6 bar
a(H2) -11.12 b(H2) 1438.02 c(H2) 1.90
a(CO) 88.99 b(CO) -6417.13 c(CO) -11.63
a(CO2) 4.24 b(CO2) -629.76 c(CO2) 0
a(N2) 3.53 b(N2) -105.82 c(N2) 0
a′(CH3OH) 5.16 b
′(CH3OH) 1569.61 c
′(CH3OH) -34.85
a′(H2O) 3.56 b
′(H2O) 643.75 c
′(H2O) -198.04
aoil,H2 -0.451 aoil,CO 12.7 aoil,CO2 -13.3
aoil,N2 0 aoil,CH3OH 37.3 aoil,H2O 0
boil,H2 0.00567 boil,CO -0.107 boil,CO2 0.117
boil,N2 0 boil,CH3OH -0.335 boil,H2O 0
coil,H2 0 coil,CO 0.000201 coil,CO2 -0.000258
coil,N2 0 coil,CH3OH 0.00076 coil,H2O 0
aH2,oil 0.0476 aCO,oil 0.0903 aCO2,oil 0.321
aN2,oil 0 aCH3OH,oil -1.011 aH2O,oil 0
bH2,oil -0.000732 bCO,oil -0.000330 bCO2,oil -0.00298
bN2,oil 0 bCH3OH,oil 0.0183 bH2O,oil 0
cH2,oil 0 cCO,oil −4.58× 10−6 cCO2,oil 6.60× 10−6
cN2,oil 0 cCH3OH,oil −5.40× 10−5 cH2O,oil 0
The production rate of methanol is given by
mb ms,,mep,o(t) =
∑
am
mb ms,t ms, ~pgm,o(am, im, t), im = CH3OH (5.66)
Property coefficients used in this block are listed in Table 5.2.
5.2.8 Gas Turbine
Inputs to the gas turbine block include fuel gas, atmosphere air to the air compressor,
nitrogen recycled from the ASU block, and steam injection from the steam turbine. Its
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outputs are flue gas leaving the turbine, compressed air to the ASU block, and mechanical
work generated by the turbine.
The fuel gas input comprises two parts: flue gas from the methanol synthesis block and
the power stream of the fresh sweet syngas after the cleanup unit, as follows
mb gt,, ~fug,i(j, t) =
∑
am
mb ms,t ms, ~pgm,o(am, j, t) +mb cu,, ~ssp,o(j, t), j = is ∩ im ∩ ig (5.67)
Then it is split into all available alternative gas turbines. Again only one of them should
be selected.
mb gt,, ~fug,i(ig, t) =
∑
agt
mb gt,t gt, ~fug,i(agt, ig, t) (5.68)
0 ≤ mb gt,t gt, ~fug,i(agt, ig, t) ≤ yb gt(agt) · UB (5.69)
∑
agt
yb gt(agt) ≤ 1 (5.70)
The lower heating value (LHV) of the fuel is used as the reference variable, given by
lhvb gt,t gt,fug,i(agt, t) =
∑
ig
LHV (fug) ·mb gt,t gt, ~fug,i(agt, ig, t) (5.71)
The LHV of H2 and CO are 122.68 and 10.11 MJ/kg, respectively, and the LHV of all
other components in the fuel gas are zero.
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Flowrates of inlet air, nitrogen and steam injection are calculated from the lower heating
value:
mb gt,t gt,air,i(agt, t) = αair/lhv(agt) · lhvb gt,t gt,fug,i(agt, t) (5.72)
mb gt,t gt,nit,i(agt, t) = αnit/lhv(agt) · lhvb gt,t gt,fug,i(agt, t) (5.73)
mb gt,t gt,stm,i(agt, t) = αstm/lhv(agt) · lhvb gt,t gt,stm,i(agt, t) (5.74)
Total flowrates of each component in all inlet streams are given by
mb gt,t gt, ~gas,i(agt, ig, t)
=mb gt,t gt, ~fug,i(agt, ig, t) + (mb gt,t gt,air,i(agt, t)−mb as,,aic,i(t)) ·Xair(O2), ig = O2
(5.75)
mb gt,t gt, ~gas,i(agt, ig, t)
=mb gt,t gt, ~fug,i(agt, ig, t) + (mb gt,t gt,air,i(agt, t)−mb as,,aic,i(t)) ·Xair(N2)
+mb gt,t gt,N2,i(agt, t), ig = N2
(5.76)
mb gt,t gt, ~gas,i(agt, ig, t) = mb gt,t gt, ~fug,i(agt, ig, t) +mb gt,t gt,stm,i(agt, t), i = H2O (5.77)
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mb gt,t gt, ~gas,i(agt, ig, t) = mb gt,t gt, ~fug,i(agt, ig, t), i = H2, CO,CO2 (5.78)
Assuming that complete combustion takes place in the combustion chamber of a gas
turbine, the flowrates of components in the flue gas are given by mass balances over all
elements, as follows:
mb gt,t gt, ~gas,i(agt,H2, t) +mb gt,t gt, ~gas,i(agt,H2O, t) = mb gt,t gt, ~gas,o(agt,H2O, t) (5.79)
2mb gt,t gt, ~gas,i(agt, O2, t) +mb gt,t gt, ~gas,i(agt,H2O, t) +mb gt,t gt, ~gas,i(agt, CO, t)
+ 2mb gt,t gt, ~gas,i(agt, CO2, t)
=2mb gt,t gt, ~gas,o(agt, O2, t) +mb gt,t gt, ~gas,o(agt,H2O, t) +mb gt,t gt, ~gas,o(agt, CO2, t)
(5.80)
mb gt,t gt, ~gas,i(agt, CO, t) +mb gt,t gt, ~gas,i(agt, CO2, t) = mb gt,t gt, ~gas,o(agt, CO2, t) (5.81)
mb gt,t gt, ~gas,i(agt, ig, t) = mb gt,t gt, ~gas,o(agt, ig, t), ig = N2 (5.82)
mb gt,t gt, ~gas,o(agt, ig, t) = 0, ig = H2, CO (5.83)
5.2. Mathematical Model 148
mb gt,, ~gas,o(ig, t) =
∑
agt
mb gt,t gt, ~gas,o(agt, ig, t) (5.84)
The mechanical work generated by a gas turbine is obtained from the turbine’s internal
efficiency as follows
wb gt(agt, t) = ηi,b gt(agt) · lhvb gt,t gt,fug,i(agt, t) (5.85)
5.2.9 HRSG & Steam Turbine
Streams carrying enthalpy into the HRSG & steam turbine block include the flue gas
leaving the gas turbine block, the heat recovered in the gasifier chamber & scrubber
block, the heat recovered in the syngas cleanup unit, and all miscellaneous heat recovered
elsewhere in the process. The enthalpy in these streams is given as follows
hb gt,t gt,gas,o(agt, t) = lhvb gt,t gt,fug,i(agt, t)− wb gt(agt, t) (5.86)
hb st,,gas,i(t) =
∑
agt
hb gt,t gt,gas,o(agt, t) (5.87)
hb gs,t gs,rch,o(ag, t) = αrch/b gs(ag) ·mab gs,t gs,csg,o(ag, t) (5.88)
hb cu,t cu,rch,o(ac, t) = αrch/b cu(ac) ·mab cu,t cu,csg,i(ac, t) (5.89)
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hb st,,rch,i(t) =
∑
ag
hb gs,t gs,rch,o(ag, t) +
∑
ac
hb cu,t cu,rch,o(ac, t) (5.90)
hb st,,rcm,i(t) = αrcm/gas ·mab gt,,gas,o(t) (5.91)
The mechanical work generated in this block is given by:
wb st(t) = ηi,b st · (hb st,,gas,i(t) + hb st,,rch,i(t) + hst,,rcm,i(t)) (5.92)
5.2.10 Postcombustion Carbon Dioxide Capture
Input to this block is flue gas coming out of the HRSG, and its outputs are captured
carbon dioxide and the remaining part of the flue gas. The amount of captured carbon
dioxide, mb c2(t), is a process-wide variable to be selected. The upper limit of CO2 recovery
rate, denoted as βpostCO2 , determines the maximum amount of carbon dioxide that can be
separated, given by:
mb c2,, ~gas,i(ig, t) = mb gt,, ~gas,o(ig, t) (5.93)
mb c2(t) ≤ βpostCO2 ·mb c2,, ~gas,i(ig, t), ig = CO2 (5.94)
Considering the fact that the CO2 recovery rate is below 90% for most postcombustion
CCS technologies (White et al., 2003; Aaron and Tsouris, 2005), βpostCO2 is set to 90%. The
flowrate of the outlet steam is given by
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mb c2,, ~gas,o(ig, t) = mb c2,, ~gas,i(ig, t)−mb c2(t), ig = CO2 (5.95)
mb c2,, ~gas,o(ig, t) = mb c2,, ~gas,i(ig, t), ig = O2, N2, H2O (5.96)
Energy penalty caused by the carbon dioxide separation step is accounted in the electricity
generation section.
5.2.11 Production Rates
Production rates of primary products, i.e., methanol and electricity, and by-products are
calculated in this section.
Production of Methanol:
The production rate of methanol is obtained from the methanol synthesis block, as follows
mameh(t) =MW (CH3OH) ·mb ms,,meh,o(t) (5.97)
Methanol should meet its market demand in each period, given by
mameh(t) ≥ Φmeh(t) (5.98)
Electricity Generation:
Gross mechanical work is generated in the process from the gas and steam turbines. After
deduction of the compression work consumed in the ASU, in the CO2 capture block, and
other auxiliary equipment, net mechanical work is obtained.
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The gross mechanical work is given as follows
wgrp(t) =
∑
agt
wb gt(agt, t) + wb st(t) (5.99)
The compression work consumed in the ASU comprises three parts, namely compression
work for the inlet air, the oxygen product and nitrogen, given as follows
waia(t) = αw/aia ·mab as,,aia,i(t) (5.100)
waio(t) = αw/aio ·mab as,,aio,o(t) (5.101)
wain(t) = αw/ain ·mab as,,ain,o(t) (5.102)
The work consumption in precombustion and postcombustion CO2 capture blocks are
given by
wb c1(t) = αw/c1 ·mab c1(t) (5.103)
wb c2(t) = αw/c2 ·mab c2(t) (5.104)
The work consumed by other auxiliary equipment is given as a fraction of gross mechanical
work generation, as follows
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waux(t) = αw/aux · wgrp(t) (5.105)
The net mechanical work production is obtained as a summation of all the mechanical
work, together with the work loss resulted by steam extraction for the water gas shift
reaction, as follows
wnet(t) = wgrp(t)− waia(t)− waio − wain − wb c1(t)− wb c2 − waux(t)−∆wwg(t) (5.106)
Using the mechanical efficiency of the generator, the net electricity production rate is
given by
elc(t) = ηm · wnet(t) (5.107)
Again, the electricity production rate should meet its market demand in each period, as
follows
elc(t) ≥ Φelc(t) (5.108)
Production of Sulphur as a By-product:
Production rate of sulphur is given as a product of sulphur removal rate and its content
in the inlet coal, as follows
masul(t) = αsul/drc ∗ (mab cp,,drc,i(t) ∗ UA(S)) (5.109)
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5.2.12 Objective Functions
An economic objective, NPV, is calculated from initial capital costs of the process and its
profit over the operating horizon. Initial capital costs comprise the purchase of primary
equipment, auxiliary equipment, civil/structure/architectural costs, engineering fees and
contigency, interest occurred during construction period, and starting-up costs. Profit
over the operating horizon is calculated by discounting the net profit in each time interval
to the starting point of the operating horizon and summing them up.
The purpose of the environmental objective is to provide an objective measurement of
the environmental behaviour of a polygeneration plant over its life time, comprising all
primary types of emissions produced from both plant operation and all previous stages.
Based on this, all sorts of damage assessments can be conducted according to specific
interest and purposed, for instance, impacts on climate change, eco-toxicity effects, and
depletion of natural resources. A cradle-to-gate GHG emissions indicator is established
over the operating horizon, on a CO2-equivalent basis. It comprises three parts:
• GHG emissions produced within the process during operation
• GHG emissions produced throughout mining, extraction, and other preprocessing
phases of feedstocks
• GHG emissions produced during equipment production and plant construction
Net Present Value (NPV)
The NPV of the process is obtained by subtracting the total capital requirement up to
the starting point of process operation from the summation of net profit in each period
discounted to the same time point.
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The calculation of the total capital requirement results from the investment cost calcula-
tions of primary equipment in all functional blocks. For each block, there is a reference
capacity and investment cost. Size effects are considered by a size factor. The capacity
of each block is expressed in terms of a primary stream, as follows
• ASU — oxygen production rate
• coal preparation — coal flowrate
• gasifier & scrubber — coal flowrate
• syngas cleanup unit — clean syngas production rate
• water-gas shift reactor — flowrate of inlet syngas
• precombustion CO2 capture — flowrate of captured CO2
• methanol synthesis — methanol production rate
• gas turbine — mechanical work generation
• HRSG & steam turbine — mechanical work generation
• postcombustion CO2 capture — flowrate of captured CO2
The investment cost of each block is given by
inv(p, q) = δinv(p, q)
(
cap(p, q)
δcap(p, q)
)n
, p = block, q = technology (5.110)
In all operating periods, the capacity of each block should be greater than the operating
flowrate of the corresponding stream, denoted by z, upon which the capacity is defined,
as follows
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cap(p, q) ≥ z(p, q, t), p = block, q = technology, t = period (5.111)
The investment cost for all primary equipment is then expressed as the summation over
all functional blocks using all technologies, as follows
inveqp =
∑
p,q
inv(p, q), p = block, q = technology (5.112)
Investment costs for bulk plant items, including water system, civil, structure, architec-
ture, piping, control and instrumentation, and electrical systems, are given by
invbk = αbk/equ · invequ (5.113)
Process plant cost is obtained from costs of equipment and bulk plants items, as follows
invppc = inveqp + invbk (5.114)
Engineering fees and project contingency are given by
invefc = αefc/ppc · invppc (5.115)
Total plant cost is then given by their summation, as follows
invtpc = invppc + invefc (5.116)
Interest occurred during the construction period is obtained as
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invist = αist/tpc · invtpc (5.117)
Finally, the total plant investment is
invtpi = invtpc + invist (5.118)
Miscellaneous investment costs, including prepaid royalties, initial catalyst and chemical
inventory, startup costs, spare parts, working capital, and land use, is given by
invmis = αmis/tpi · invtpi (5.119)
The total capital requirement of a plant is given by
invtcr = invtpi + invmis (5.120)
In each period, O & M costs includes purchase of feedstocks, sequestration of CO2, and
other fixed cost. Purchase of feedstocks is obtained as the product of capacity factor
(availability), operating time within the period, price of feedstocks, and consumption
rate, as follows
omcdrc(t) = λ(t) · τ(t) · ζdrc(t) ·mab cp,,drc,i(t) (5.121)
The cost of CO2 sequestration is given as the product of capacity factor, unit cost of
sequestration, and rate of sequestration, as follows
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omcseq(t) = λ(t) · τ(t) · ζseq(t) ·mab c1,, ~ssg,o(is, t), is = CO2 (5.122)
Fixed O&M costs are obtained as a fraction of the total capital requirement, given by
omcfix(t) = λ(t) · αfix/tcr · invtcr (5.123)
Income in each period comes from the sales of electricity and methanol (and sulphur as a
by-product), given by
incelc(t) = λ(t) · τ(t) · ζelc(t) · Φelc (5.124)
incmep(t) = λ(t) · τ(t) · ζmep(t) · Φmep (5.125)
incsul(t) = λ(t) · τ(t) · ζsul(t) ·masul(t) (5.126)
The net income in each period is thus obtained as follows
incnet(t) = (incelc(t)+ incmep(t)+ incsul(t))− (omcdrc(t)+omcseq(t)+omcfix(t)) (5.127)
After discounting the net income in all periods to the starting point of project, the net
present value is obtained as follows
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Table 5.3: Coefficients for calculation of the economic objective function
Coefficient Value
n 0.7
αbk/equ 0.34
αefc/ppc 0.25
αist/tpc 0.112
αmis/tpi 0.053
r 0.1
npv =
∑
t
incnet
(1 + r)τ(t)
− invtcr (5.128)
Equation (5.128) is used as the economic objective function to be maximized.
Coefficients used in the calculation of the economic objective function are listed in Ta-
ble 5.3.
GHG Emissions
Emissions of three GHG gases, denoted as e, namely CO2, CH4, and NOx, are calculated
from the following three stages:
• cradle-to-gate emissions during feedstock production, including extraction and trans-
portation to site
• emissions produced during equipment production, installation and plant construc-
tion
• emissions produced throughout the plant operating period
Cradle-to-gate emissions during feedstock production and precessing procedure are ob-
tained from corresponding emission inventory and consumption rate of feedstocks. In-
ventories of all the three emissions during coal production and precessing, denoted as
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γfds, are taken from European Reference Life Cycle Data System (ELCD) (ELCD, 2008),
which are obtained from official statistical data of EU-25 countries. Inventories for CO2,
CH4, and NOx are 0.0154, 0, 3.85×10−5 kilogramme per kilogramme of coal produced,
respectively. Emissions from this category are calculated as:
ghgfds(e) =
∑
t
λ(t) · τ(t) · γfds(e) ·mab cp,,drc,i(t) (5.129)
Emissions produced during the equipment production, installation and plant construction
are obtained as the product of the investment cost of the equipment or the construction
procedure and a corresponding emission inventory, which is calculated using the Eco-
nomic Input-Output Life Cycle Assessment (EIO-LCA) method. The EIO-LCA method
estimates the materials and energy resources required for, and the environmental emis-
sions resulting from, activities in an economy, and it provides emission inventories on an
economic basis, i.e., the amount emissions produced by investing a unit amount on a
certain type of equipment or constructing a certain type of plant. Values of these EIO-
LCA emission inventories are obtained from (EIOLCA, 2008), denoted as γeqp and γcon,
respectively. Emissions from this category are calculated as:
ghgeqc(e) =
∑
p,q
γeqp(p, q, e) · inv(p, q) + γcon(e) · invbk, p = block, q = technology (5.130)
Emissions produced throughout the plant operating period can be calculated either di-
rectly or via corresponding reference variables. Carbon dioxide emissions of this category
are given by:
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ghgopt(CO2) =
∑
t
λ(t) · τ(t) ·mab c2,, ~gas,o(CO2, t) (5.131)
Emissions of SO2 are obtained from the sulphur removal rate, as follows:
ghgopt(SO2) = 2
∑
t
λ(t) · τ(t) · (1− αsul/drc) ∗mab cp,,drc,i(t) ∗ UA(S) (5.132)
Emissions of NOx are calculated using the mechanical work generated by the gas turbine
as the reference variable, as follows:
ghgopt(NOx) =
∑
agt,t
λ(t) · τ(t) · αNOx/wgt · wb gt(agt, t) (5.133)
Overall emissions of each kind are the summation of those produced during each phase
discussed above, as follows:
ghg(e) = ghgfds(e) + ghgeqc(e) + ghgopt(e) (5.134)
Emissions of CO2, SO2, and NOx have different impacts on the green house gas effect.
According to the Fourth Assessment Report of the Intergovernmental Panel on Climate
Change (IPCC), their impact factors are 1, 0, and 310 respectively, on a hundred year
time scale (IPCC, 2007). Denoting the impact factors by σ, the overall green house gas
effect of all emissions are given on a CO2 equivalent basis, as follows:
ghgCO2eqv =
∑
e
σ(e) · ghg(e) (5.135)
Equation (5.135) is used as the environmental objective function to be minimized.
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Model Summary
The model is formulated as
min U


f1 = −npv
f2 = ghgCO2eqv
s.t. Eqn. (5.1) ∼ (5.135)
(p3)
This is a multi-objective optimization (MOO) problem for decision making. The goal
is to obtain U, the decision maker’s utility function, which comprises the two objective
functions to be minimized simultaneously. Its optimal solutions satisfy the condition that
any further decrease of one objective function will always cause increase of the other
objective function, the so called Pareto optimality. Note that the primary target of
this chapter is to illustrate the trade-offs between different design objectives using multi-
objective optimization. Uncertainty of some of the parameters and the impact to the
process design is not considered here (to be carefully studied in Chapter 6).
5.3 Case Study
A case study is conducted using the proposed approach for a coal-based polygeneration
plant that produces methanol and electricity.
Illinois #6 coal is used as the main fuel feedstock, and its ultimate analysis is shown
in Table 5.4. Market demand for electricity is set to 400 MW, and market demand
for methanol is set to 500 tonne per day. Element sulphur is sold to the market as a by-
product. Prices of feedstocks and products in the first time interval are listed in Table 5.5.
Prices in the following time intervals are adjusted according to inflation rate, given by
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Table 5.4: Ultimate analysis of Illinois #6 coal, w.t.%, dry basis
C H N S O Ash
71.7 5.1 1.4 2.8 7.8 11.2
Table 5.5: Prices of feedstocks and products
Price
Feedstocks Coal 65 $/tonne
Products
Methanol 343 $/tonne
Electricity 0.06 $/kWh
Sulphur 82.7 $/tonne
Eqn 5.136, where rinf is the annual inflation rate, 3% in this case study. An operating
horizon of 10 years is assumed, and it is divided into three time intervals of equivalent
length. Plant availability is set to be 0.85. Technology alternatives of four primary
functional blocks are considered. Symbols representing these technical alternatives and
their definitions are listed in Table 5.6. Values of key parameters for each functional block
are listed in Table 5.7. These data are obtained from (Lee, 1990) and (NETL, 2000).
ζ(t) = (1 + rinf )
τ(t−1) · ζ(t− 1) (5.136)
The overall mathematical model corresponds to a non-convex MINLP model involving 9
binary variables, 1252 continuous variables, 1162 equality constraints, and 194 inequality
constraints, summarized as follows:
min U


f1 = −npv
f2 = ghgCO2eqv
s.t. Eqn. (5.1) ∼ (5.135)
(p)
5.3. Case Study 163
Table 5.6: Technology alternatives considered for functional blocks
Technical al-
ternative
Definition
Gasification chamber & syngas scrubber block
Q Oxygen-blown, coal slurry fed, quench for crude syngas cooling
RC Oxygen-blown, coal slurry fed, radiative and convective heat ex-
changer for crude syngas cooling
H Oxygen-blown, coal slurry fed, radiative and convective heat ex-
changer for crude syngas cooling, compatible with hot syngas
cleanup
Syngas cleanup unit block
CQ Cold syngas cleanup, compatible with quench gasifier
CRC Cold syngas cleanup, compatible with radiative and convective gasi-
fier
CH Hot syngas cleanup
Methanol synthesis block
G Gas phase methanol synthesis
L Liquid phase methanol
Gas turbine block
GTH H-class gas turbine
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Table 5.7: Values of key parameters for each functional
block
Parameter Value
ASU block
βir 50%
Xaox(O2) 0.95
Xaox(N2) 0.05
Xani(O2) 0.011
Xani(N2) 0.989
δcap 29.3 kg/s oxygen
δinv 53.6×106 $
γeqp(CO2) 16.8 tonne/10
6$
Coal preparation block
αcsl/drc 0.5
αoxb/drc 0
δcap(G−Q) 31.6 kg/s coal
δcap(G− RC) 31.1 kg/s coal
δcap(G−H) 28.8 kg/s coal
δinv(G−Q) 27.7×106 $
δinv(G− RC) 27.3×106 $
δinv(G−H) 25.9×106 $
γeqp(CO2) 16.8 tonne/10
6$
Gasifier chamber & syngas scrubber block
αoxy/drc 0.923
αswi/drc 0
αmkw/drc(G−Q) 0.54
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αmkw/drc(G−RC) 0.124
αmkw/drc(G−H) 0.103
αbld/drc(G−Q) 2.098
αbld/drc(G−RC) 0.45
αbld/drc(G−H) 0
αssl/drc(G−Q) 0.59
αssl/drc(G− RC) 0.536
αssl/drc(G−H) 0.156
δcap(G−Q) 31.6 kg/s coal
δcap(G− RC) 31.1 kg/s coal
δcap(G−H) 28.8 kg/s coal
δinv(G−Q) 32.9×106 $
δinv(G− RC) 79×106 $
δinv(G−H) 63.6×106 $
γeqp(CO2) 16.8 tonne/10
6$
Syngas cleanup block
βcu(ac,H2O) 1
βcu(ac, CO2) 0.27
βcu(ac,H2S) 1
δcap(CGCU −Q) 58.1 kg/s syngas
δcap(CGCU −RC) 62.8 kg/s syngas
δcap(HGCU) 72.9 kg/s syngas
δinv(CGCU −Q) 37.3×106 $
δinv(CGCU − RC) 30.6×106 $
δinv(HGCU) 65.0×106 $
γeqp(CO2) 16.8 tonne/10
6$
Precombustion CCS
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αw/c1 0.173 kWh/kg CO2
δcap 17.5 kg/s
δinv 26.5×106 $
γeqp(CO2) 16.8 tonne/10
6$
Methanol synthesis block
T (GP ) 523 K
T (LP ) 523 K
P (GP ) 70 bar
P (LP ) 50 bar
δcap(GP ) 12.4 kg/s methanol
δcap(LP ) 12.4 kg/s methanol
δinv(GP ) 15.6×106 $
δinv(LP ) 30.0×106 $
γeqp(GP,CO2) 16.8 tonne/10
6$
γeqp(LP,CO2) 16.8 tonne/10
6$
Gas turbine block
αair/lhv(GT −H) 0.782 kg/MJ
αnit/lhv(GT −H) 0.0473 kg/MJ
αstm/lhv(GT −H) 0.0147 kg/MJ
ηi,b gt(GT −H) 0.405
δcap(GT −H) 282.2 MW
δinv(GT −H) 54×106 $
γeqp(GT −H,CO2) 39.5 tonne/106$
γeqp(GT −H,SO2) 2.49 tonne/106$
γeqp(GT −H,NOx) 0.649 tonne/106$
HRSG & steam turbine block
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αrch/b gs(G−Q) 0 MW/(kg/s)
αrch/b gs(G− RC) 0.819 MW/(kg/s)
αrch/b gs(G−H) 0.728 MW/(kg/s)
αrch/b cu(CGCU −Q) 0.182 MW/(kg/s)
αrch/b cu(CGCU − RC) 0 MW/(kg/s)
αrch/b cu(HGCU) 0 MW/(kg/s)
αrcm/gas 0.399 MW/(kg/s)
ηi,b st 0.306
δcap 154.6 MW
δinv 45.5×106 $
γeqp(CO2) 39.5 tonne/10
6$
γeqp(SO2) 2.49 tonne/10
6$
γeqp(NOx) 0.649 tonne/10
6$
Postcombustion CCS block
αw/c2 0.288 kWh/kg CO2
δcap 17.5 kg/s
δinv 26.5×106 $
γeqp(CO2) 16.8 tonne/10
6$
Electricity generation
αw/aia 0.399 MW/(kg/s)
αw/aio 0.229 MW/(kg/s)
αw/ain 0.134 MW/(kg/s)
αw/ccd 1.482 MW/(kg/s)
αw/aux 0.023
ηm 0.985
Sulphur recovery
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αsul/drc 0.99
Plant construction
γeqp(CO2) 209 tonne/10
6$
γeqp(NOx) 0.626 tonne/10
6$
This is a multi-objective optimization (MOO) problem for decision making. The goal
is to obtain U, the decision maker’s utility function, which comprises the two objective
functions to be minimized simultaneously. Its optimal solutions satisfy the condition that
any further decrease of one objective function will always cause increase of the other
objective function, the so called Pareto optimality.
5.3.1 Conversion to Single-Objective Optimization Problems
This MOO problem is converted into a set of conventional single objective optimization
problems using the ǫ-Constraint method (Clark and Westerberg, 1983). Firstly, prob-
lem (p) is solved with only objective function one, f1, as follows:
min f1 = −npv
s.t. Eqn. (5.1) ∼ (5.135)
(p1)
By solving problem (p1), an optimal solution can be obtained, denoted as ~x∗1. The max-
imum of objective function two, f2, is obtained at this optimal point ~x
∗
1, as any value
higher than this for f2 will not decrease the value of f1. This maximum of f2 is denoted
as follows:
θU = f2(~x
∗
1) (5.137)
5.3. Case Study 169
After this, another optimization problem is established with f2 only, as follows:
min f2 = ghgCO2eqv
s.t. Eqn. (5.1) ∼ (5.135)
(p2)
By solving problem (p2), another optimal solution is obtained, denoted as ~x∗2. At this
point, f2 reaches its minimum, denoted as:
θL = f2(~x
∗
2) (5.138)
The (feasible) bounds of f2 are then defined by θ
L and θU , as [θL, θU ]. Then this region
is divided equally into N intervals by a set of points, denoted as:
{
θL, θ1, θ2, . . . , θq, . . . , θN−1, θU
}
(5.139)
where
θq = θL +
θU − θL
N
, q = 1, 2, . . . , N − 1 (5.140)
Then, problem (p) can be converted into the following set of single objective optimization
problems:
min f1 = −npv
s.t. f2 ≤ θ
Eqn. (5.1) ∼ (5.135)
θ ∈ {θL, θ1, θ2, . . . , θq, . . . , θN−1, θU}
(p3)
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5.3.2 Preprocessing Techniques
The single-objective optimization problems presented in (p3) are non-convex MINLP
problems. Considering the size of the problems and the non-convex and non-linear nature,
it is desirable to preprocess these problems before sending them to a MINLP solver in or-
der to obtain solutions within a reasonable time scale. Scaling and prioritizing techniques
are employed to preprocess these problems in this case study, and discussed next.
Scaling
Poorly scaled models usually lead to excessive computation time or even solver failure, as
a result of the numerical problems arising within a solver which usually involves numerical
procedures such as sparse matrix inverter (McCarl, 2003). Without proper preprocessing,
a mathematical model is usually not well scaled, if not poorly scaled, because of different
physical meanings represented by different groups of constraints. Using Problem (p3) as
an example, the order of magnitude of the chemical kinetics constraints is around one,
whilst the order of magnitude of the economic calculations is approximately one thousand.
Difference in the order of magnitude amongst constraints is one primary reason which leads
to poorly scaled models.
Generally, scaling is to reduce the disparity between different terms in an equation so that
the absolute value of each term is close to one. A well scaled model is expected to exhibit
the following characteristics:
• Ranges of all variables should be within a small interval around one, for instance,
between 0.1 and 100.
• Absolute values of parameters should fall between a small interval around one, for
instance, between 0.1 and 100.
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• Absolute values of all terms in an equation should fall between a small interval
around one, for instance, between 0.1 and 100.
Only two of the three criteria are independent, i.e., a scaling procedure can be performed
according to two criteria at most, indicating that not all mathematical models can be
scaled to the ideal format as mentioned above. For instance, all variables and parameters
in a given model can be scaled to a satisfactory level, but absolute values of scaled terms
might be far from one. This does not mean the scaling procedure is not necessary or not
successful, but it indicates that the given model is not properly formulated and the im-
pacts of several terms are neglectable compared with other terms. Obtaining this scaling
information, the modeller of the given model usually needs to do further validation and
improvements to increase the quality of the model. This could be an iterative procedure.
After this, a good model is obtained and its scaled version fulfils all the three criteria of
scaling.
For a given model, scaling usually involves scaling of variables and scaling of equations. A
standard scaling procedure is illustrated next via its application on a general optimization
problem given as follows.
min
x1,x2
c1x1 + c2x2
s.t. a11x1 + a12x2 ≤ b1
a21x1 + a22x2 ≤ b2
x1, x2 ≥ 0
(5.141)
where x1, x2 are scalar variables, and a11, a12, a21, a22, b1, b2, c1, c2 are scalar parameters.
Scaling of Variables:
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Suppose the value of x1 is around one thousand but the value of x2 is around one, and
the purpose here is to scale both of them to one. As x2 is already in the order of one,
only x1 needs to be scaled here.
First, introduce a scaling factor SF1 and a new variable x
′
1, such that
x
′
1 =
x1
SF1
(5.142)
The value of SF1 is set to 1000, thus the value of scaled variable x
′
1 is in the order of one.
All coefficients that appear in the same terms with x1 should be adjusted correspondingly.
Here, c1, a11, and a21 should be replaced by three newly introduced coefficients c
′
1, a
′
11,
and a
′
21, respectively, which satisfy the following equations:
c
′
1 = SF1 ∗ c1 (5.143)
a
′
11 = SF1 ∗ a11 (5.144)
a
′
21 = SF1 ∗ a21 (5.145)
After scaling of all variables, Problem (5.141) is reformulated as follows:
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min
x
′
1,x2
c
′
1x
′
1 + c2x2
s.t. a
′
11x
′
1 + a12x2 ≤ b1
a
′
21x
′
1 + a22x2 ≤ b2
x
′
1, x2 ≥ 0
(5.146)
Scaling of Equations:
In Problem (5.146), the difference in the order of magnitude between the two constraints
may be very large. For instance, values of a
′
11, a12, and b1 may be in the order of one
thousand, but the values of a
′
21, a22, and b2 may be in the order of one. If the is the case,
then the first constraint should be scaled to the order of one.
First, introduce an equation scale factor SFe1, and new coefficients a
′′
11, a
′′
12, b
′′
1 , such that
a
′′
11 =
a
′
11
SFe1
(5.147)
a
′′
12 =
a12
SFe1
(5.148)
b
′′
1 =
b1
SFe1
(5.149)
Here, the value of the equation scale factor is set to be 1000. Once all the equations are
scaled, Problem (5.141) is fully scaled, represented as follows:
5.3. Case Study 174
min
x
′
1,x2
c
′
1x
′
1 + c2x2
s.t. a
′′
11x
′
1 + a
′′
12x2 ≤ b
′′
1
a
′
21x
′
1 + a22x2 ≤ b2
x
′
1, x2 ≥ 0
(5.150)
Note that the original problem (5.141) and the scaled problem (5.150) have a one-to-one
mapping relationship. Solutions of the original problem can be easily obtained from the
solutions of the scaling problem using the mapping information.
In Problem (p3) of the case study, all variables and equations are scaled to the range
between 0.1 and 100.
Prioritizing
Most MIP solvers use branch-and-bound type of algorithms to solve MIP problems. The
sequence of branching could be critical to the number of iterations required in the solution
procedure thus also be critical to the total solution time. This issue becomes even more
important for MINLP problems, because each iteration usually involves solving a MIP
problem and a NLP problem, and the solution time of the NLP problem could be excessive
compared with a MIP problem of the same size. Thus it is desirable to pick up sequences
where variables with great impacts on the model outputs are branched first. This can
be achieved by assigning priority values to model variables so that variables with higher
priority values are branched first.
However, there are no universal rules for assigning priority values. By heuristics, the
following rules should be followed:
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• Binary variables representing discrete decisions should be assigned the highest prior-
ity value. Changes of binary variable values usually lead to huge changes of objective
function, thus high priority values should be assigned to them to represent their huge
impacts.
• Design variables should be assigned high priority values. Design variables usually
have a broad relationship with other model variables and have great impacts on the
objective function, thus should also be prioritized.
• Variables with large impacts to many parts of a model should be assigned high
priority values. This usually requires a good understanding of the model structure
and relations between the model equations. For instance, coal consumption in this
case study belongs to this category, as it provides the basis for almost all downstream
calculations.
• The number of prioritized variables should be proper, usually close to the degrees
of freedom of the model. Too many or too few prioritized variables could even have
negative effect.
In this case study, prioritized variables comprise the following ones:
• All binary variables.
• Capacity of all functions blocks.
• Feeding rate of coal.
• Chemical-power ratio, rcp
• Water-gas shift ratio, rws
• Flowrates of sequestrated carbon dioxide in both pre-combustion CCS and post-
combustion CCS blocks.
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5.3.3 Computational Performance
The solution procedure as presented in Section (5.3.1) is performed in GAMS using
BARON (Sahinidis and Tawarmalani, 2009) as the MINLP solver. The model involves
non-convex bilinear, trilinear, and fractional terms (also with exponential terms). Be-
fore solving the problem, the variables and constraints are properly scaled so that the
absolute values of all variables and coefficients fall in the range of 0.1 to 100. Priori-
ties are assigned to binary variables and key continuous variables with great impact on
the computational performance in conducting the Branch-and-Reducing algorithm within
BARON. These continuous variables include coal flowrate, split ratio of syngas between
chemical and power generation parts, ratio of shifted syngas, and flowrates of carbon
dioxide separation in both CCS blocks.
The computational results indicate that it takes 201 seconds and 519 seconds, respectively,
on a 3.31 GHz CPU to solve the two single-objective optimization problems shown in
(p1) and (p2). After obtaining these two bounds, the whole interval in divided into 100
sub-intervals, as shown in Equation (5.139). These problems are solved in parallel on a
274-CPU cluster with an average CPU speed of 2.03 GHz and total memory of 329.6 GB.
The computation times for solving each one of the 100 problems to global optimality is
shown in Figure 5.2. As can be seen, 98 problems are solved to global optimality within
40 minutes.
5.3.4 Pareto Curve
The optimal results obtained are used to generate the optimal Pareto curve, the frontier
that separates the feasible and infeasible design space, shown in Figure 5.3.
As can be seen, out of the 18 possible combinations of technologies listed in Table 5.6,
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Figure 5.3: Pareto curve for polygeneration energy systems design.
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only four appear in the Pareto curve. The different types of equipment and technologies
that are needed to meet specific design targets are listed below:
• Hot gas cleanup technology should only be used when the emission constraint is
extremely strict.
• A combination of quench gasification, cold gas cleanup, and liquid phase methanol
synthesis technologies is suitable for conditions where the environmental constraints
are either significantly loose or very tight. With a relaxed environmental constraint,
this technological combination is chosen due to low requirements on initial capi-
tal investment. With a tight environmental constraint, however, it becomes again
preferable due to its corresponding minimum requirements on the composition of
inlet syngas entering the methanol synthesis reactor.
• Gas phase methanol synthesis, with either a radiative and convective gasifier or a
quench gasifier, appears to be the most viable design. It is superior to other types
of designs in most circumstances where the emission constraint is neither too strict
nor too loose.
5.4 Conclusions
A superstructure based multi-objective mixed-integer optimization methodology is pro-
posed for the design of polygeneration energy systems where both profitability and envi-
ronmental impacts are taken into account, based on which Pareto trade-off curves can be
obtained to guide the design process. Trade-offs between the economic and environmental
objectives show that certain technological combinations are superior to others under cir-
cumstances where specific constraints are considered important. To enhance the accuracy
of the model, all key parameters used in this modelling and optimization framework are
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collected from industrial demonstration plants. Optimization under uncertainty is an-
other option if further improvements on the accuracy of optimization results are required.
On the computation side, the study shows that reasonable computation times can be
achieved for the solution of such large-scale multi-objective non-convex MINLP problems,
with the appropriate utilization of advanced global optimization tools, preprocessing and
parallel computation techniques.
Notation
Sets
ac = syngas cleanup technologies
ag = gasification technologies
agt = gas turbine technologies
am = methanol synthesis technologies, GP for gas phase, LP for liquid phase
e = green house gas emissions: CO2, CH4, and NOx
ia = components in the air: O2, N2
ig = components in fuel and flue gas of a gas turbine: O2, N2, H2O, H2, CO,
CO2
im = components in product gas of methanol synthesis: N2, H2O, H2, CO,
CO2, CH3OH
is = components in syngas: H2, CO, CO2, H2O, N2, H2S
t = time interval
Parameters
∆hwg = unit work loss resulted by steam extraction for water gas shift reaction
Φ = market demand for each primary product
αair/lhv = ratio between mass flowrate of inlet air and the LHV of inlet fuel
αbld/drc = mass ratio between blown down water and inlet coal for a gasifier
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αbk/eqp = ratio between investment costs for bulk items and equipment
αcsl/drc = mass ratio between water and coal in coal slurry
αefc/ppc = ratio between engineering fees & project contingency and process plant
cost
αfix/tcr = ratio between fixed O & M cost and total capital requirement
αhyd/cm = mass ratio between H2 and CO in crude syngas
αist/tpc = ratio between interest and total plant cost
αmkw/drc = mass ratio between making-up water and inlet coal for a gasifier
αnit/lhv = ratio between mass flowrate of inlet nitrogen and the LHV of inlet fuel
αNOx/wgt = ratio between NOx emissions and mechanical work generated by the gas
turbine
αoxb/drc = mass ratio between oxygen and coal in oxygen-blown pulverized coal
feed
αoxy/drc = mass ratio between inlet oxygen and coal steams to a gasifier
αrch/b cu = heat recovery rate in the syngas cleanup unit block
αrch/b gs = heat recovery rate in the gasifier chamber & scrubber block
αrcm/gas = ratio between miscellaneous recovered heat and flowrate of gas turbine
flue gas
αssl/drc = mass ratio between slag slurry from the syngas scrubber and inlet coal
to a gasifier
αstm/lhv = ratio between mass flowrate of steam injection and the LHV of inlet fuel
αsul/drc = recovery rate of sulphur
αswi/drc = mass ratio between steam/water injection and inlet coal for a gasifier
αw/aia = ratio between compression work and mass flowrate of atmosphere air
for ASU
αw/ain = ratio between compression work and mass flowrate of nitrogen for ASU
αw/aio = ratio between compression work and mass flowrate of oxygen for ASU
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αw/aux = ratio between work consumed by auxiliary equipment and gross me-
chanical work generation
αw/c1 = ratio between work consumption and captured carbon dioxide for pre-
combustion CCS
αw/c2 = ratio between work consumption and captured carbon dioxide for post-
combustion CCS
βCO = conversion rate of carbon monoxide in water gas shift reaction
β
pre
CO2
= recovery rate of carbon dioxide in precombustion CCS
β
post
CO2
= recovery rate of carbon dioxide in postcombustion CCS
βcu = fraction of removal for a component in the crude syngas through a syngas
cleanup unit
βir = integration rate between the ASU block and the gas turbine block
γcon = emission inventory for plant construction
γeqp = emission inventory for equipment production
γfds = cradle-to-gate emission inventory for feedstock production
ηi = internal efficiency
ηm = mechanical efficiency
λ = capacity factor (availability)
θ = interval point for an objective function in ǫ-Constraint method
θL = lower bound of an objective function in ǫ-Constraint method
θU = upper bound of an objective function in ǫ-Constraint method
σ = impact factors of a greenhouse gas on a CO2 equivalent basis
τ = operating time
υ = stoichiometric coefficient
ζ = price
A = coefficient for calculation of activity coefficient of a component solved
in inert oil
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K = equilibrium constant
LHV = lower heating value
MW = molecular weight
P = pressure
P ∗ = pressure at the exit of a steam turbine
Pwg = pressure of water gas shift reaction
Pc = critical pressure
T = temperature
Twg = temperature of water gas shift reaction
Tc = critical temperature
UA = ultimate analysis of coal, comprising C, H, O, N, S, ash, w.t.%
UB = upper bound
Xair = mole composition of atmosphere air
Xani = mole composition of nitrogen stream produced in ASU
Xaox = mole composition of oxygen stream produced in ASU
a = coefficient for calculation of Henry’s law constant
a′ = coefficient for calculation of Henry’s law constant
aim,oil = coefficient for calculation of activity coefficient
aoil,im = coefficient for calculation of activity coefficient
b = coefficient for calculation of Henry’s law constant
b′ = coefficient for calculation of Henry’s law constant
bim,oil = coefficient for calculation of activity coefficient
boil,im = coefficient for calculation of activity coefficient
c = coefficient for calculation of Henry’s law constant
c′ = coefficient for calculation of Henry’s law constant
cim,oil = coefficient for calculation of activity coefficient
coil,im = coefficient for calculation of activity coefficient
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h = enthalpy
kH = Henry’s law constant
n = size factor
r = discount rate
rinf = inflation rate
x∗ = steam quality
Binary variables
y = selection of equipment using a technology, 1 for selection, 0 otherwise
Continuous variables
∆mCO = converted carbon monoxide in water gas shift reaction
∆mmeh = production rate of methanol in methanol synthesis block
∆mwat = production rate of water in methanol synthesis block
∆wwg = total work loss resulted by steam extraction for water gas shift reaction
φ = fugacity coefficient
cap = capacity of a functional block
elc = electricity generation, MW
ghgCO2eqv = green house gas emissions on a CO2 equivalent basis, tonne
ghgeqc = emissions from equipment production and plant construction, tonne
ghgfds = emissions from feedstock production, tonne
ghgopt = emissions during plant operation, tonne
h = enthalpy flowrate, MJ/s (MW)
inc = income
inv = investment cost for equipment
lhv = flowrate of lower heating value, MJ/s (MW)
m = mole flowrate, kmol/s
ma = mass flowrate, kg/s
npv = net present value
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omc = O & M cost
rcm = ratio between chemical stream and main stream of sweet syngas
rcp = chemical-power ratio
rws = fraction of chemical stream of sweet syngas that undergoes water-gas
shift reaction
w = mechanical work
x = mole fraction for liquid phase
ym = mole fraction for gaseous phase
z = streams upon which capacity of a block is defined
Subscripts
Functional blocks
b as = air separation unit
b c1 = precombustion CO2 capture
b c2 = postcombustion CO2 capture
b cp = coal preparation
b cu = syngas cleanup unit
b ms = methanol synthesis
b gs = gasifier chamber and scrubber
b gt = gas turbine
b st = steam turbine
b ws = water gas shift reactor
Technologies
t cu = syngas cleanup technologies
t gs = gasification technologies
t gt = gas turbine technologies
t ms = methanol synthesis technologies, GP for gas phase, LP for liquid phase
Components
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air = overall air flow
aia = atmosphere air
aic = compressed air
bld = blown down water
csg = crude syngas
csl = coal slurry
drc = dry coal
elc = electricity
fug = fuel gas
gas = gas
mep = methanol product
mis = miscellaneous heat recovered
mkw = making up water
nit = nitrogen
oil = inert oil in liquid phase methanol synthesis
oxy = oxygen
pgm = product gas from methanol synthesis block
rch = recovered heat
rcm = miscellaneous recovered heat
seq = CO2 sequestration
ssc = sweet syngas for chemical synthesis
ssl = slag slurry
ssn = non-shifted sweet syngas
ssp = sweet syngas for power generation
ssg = sweet syngas
sss = shifted sweet syngas
stm = steam
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sul = element sulphur
swi = steam/water injection
Positions
i = inlet
o = outlet
Miscellaneous
aux = auxiliary equipment
efc = engineering fees and project contingency
eqp = equipment
fix = fixed O & M cost
grp = gross production
ist = interest
net = net production rate/income
ppc = process plant cost
tpc = total plant cost
tpi = total plant investment
Chapter 6
Polygeneration Energy Systems
Design under Uncertainty
Uncertainties are inevitable at the planning or design stage of a process which is to be
in operation over a long-term horizon. Optimization under uncertainty takes the impacts
of uncertain parameters into account at the planning or design stage, thus increases the
feasibility and robustness of the optimal developing plans or process designs. In this
chapter, a stochastic programming framework for the optimal design under uncertainty
of polygeneration energy systems is proposed. Based on the MINLP model proposed
in Chapter 5, a two-stage stochastic programming problem is formulated, which is then
converted into a large-scale multi-period MINLP problem by employing cubature based
integration and sampling techniques. A decomposition algorithm is employed for the
efficient solution of the multi-period problem, which involves iterations between a set of
NLP sub-problems of much smaller size and a master MILP problem. A case study is
then presented, where detailed computational results and comparisons between optimal
designs obtained for both the stochastic and deterministic cases are shown.
In particular, the stochastic programming framework for the optimal design of polygen-
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eration energy systems under uncertainty features:
• a model representation of the uncertainty involved based on probability distribution
functions
• a two-stage stochastic mixed-integer nonlinear programming (MINLP) model rep-
resentation of the polygeneration energy systems design under uncertainty based on
our previously proposed MINLP design model
• a numerical approximation of the stochastic terms by means of a cubature based
integration and sampling technology, which allows for the reformulation of the two-
stage stochastic problem into a large-scale multi-period problem
• a decomposition algorithm (Ierapetritou and Pistikopoulos, 1994; Ahmed et al.,
2000) for the efficient and global solution of the underlying multi-period MINLP
design optimization problem
The chapter is organized as follows. The mathematical problem is introduced first, fol-
lowed by a detailed description of the stochastic programming solution strategy. A de-
tailed case study is finally presented, where comparisons between the deterministic and
stochastic based designs are shown.
6.1 Mathematical Model
6.1.1 MINLP Design Optimization Model
First of all, the variables and equations/inequalities in the MINLP design problem (p3)
presented in Chapter 5 are categorized as follows:
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• binary design variables, denoted as vector y, which represent the selection (or not)
of technologies or types of equipment for each functional block, for instance, yb gs
for gasification technologies, yb ms for methanol synthesis technologies, and the like.
• continuous design variables, denoted as vector d, which represent the capacities of
the functional blocks, for instance, capb gs for the coal processing capacity of the
gasifier, capb ms for the methanol synthesis capacity of the chemical synthesis block,
and the like.
• continuous operational variables, denoted as vector x, which represent quantitative
decisions to be made at the operational stage. All remaining variables in the model
fall into this category, for instance, flowrates, stream compositions, and the like.
• equality design constraints hdc, which involves design variables y and d only, for
instance, evaluation of initial investment costs, and the like.
• inequality design constraints gdc, which involves design variables y and d only, for
instance, logical relations between different functional blocks, and the like.
• equality operational constraints hoc, which involves operational variables x and/or
design variables y and d. This category of constraints mainly come from the mass
and energy balances calculation.
• inequality operational constraints goc, which involves operational variables x and/or
design variables y and d. This category of constraints mainly come from the mass
and energy balances calculation.
According to this classification, the deterministic MINLP problem (p3) can be recast in
the following compact form:
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min
y,d,x
f(y,d,x)
s.t. hdc(y,d) = 0
gdc(y,d) ≤ 0
hoc(y,d,x) = 0
goc(y,d,x) ≤ 0
y ∈ {0, 1}m
(d)
6.1.2 Uncertainty Formulation
In the above MINLP design optimization model (d), all time-variant parameters are con-
sidered as piecewise constant functions over the operation horizon, which is discretized
into several time intervals. However, due to the very nature of the long-term operation
horizon, uncertainty is almost inevitable at the design stage, for example, due to external
factors, such as market demands for products, prices of feedstocks and products, and the
like. Here, we consider that all uncertain parameters can be presented as random variables
following given probability distribution functions p(x). The probability of an uncertain
parameter θ lying in a given interval [θL, θU ] can thus be obtained by integration over this
uncertain interval, as follows:
P (θL ≤ θ ≤ θU) =
∫ θU
θL
p(θ)dθ (6.1)
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6.1.3 Two-stage Stochastic Programming Formulation
By incorporating the uncertainty into the MINLP design problem, the following two-stage
stochastic programming problem Birge and Louveaux (1997); Kall and Wallace (1994);
Sahinidis (2004) results:
min
y,d
fd(y,d) + Eθ∈Θ[fs(y,d, θ)]
s.t. hdc(y,d) = 0
gdc(y,d) ≤ 0
y ∈ {0, 1}m
with :
fs(y,d, θ) = min
x
fs(y,d,x, θ)
s.t. hoc(y,d,x, θ) = 0
goc(y,d,x, θ) ≤ 0
y ∈ {0, 1}m
θ ∈ Θ
(p)
where the objective function is split into a deterministic term fd representing decisions
at the design stage, and the expectation of a stochastic term fs which depends on the
realization of uncertain parameters θ at the operation stage. Discrete variables y and
continuous variables d are ”here-and-now” (design) variables which should be decided at
the first-stage problem in (p) before the realizations of uncertain parameters θ occur, and
x is a vector of ”wait-and-see” (operational) variables which can be decided at the second-
stage problem in (p) where all uncertain parameters have been observed. In the second-
stage problem, the recourse term based on a specific realization of uncertain parameters
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is optimized and corresponding corrective actions in terms of values of x are made.
A decomposition strategy for the solution of (p) is discussed next.
6.2 Decomposition based Stochastic Programming So-
lution Strategy
The solution of problem (p) involves two major challenges: evaluation of the expectation
of the stochastic term in the objective function of the first-stage problem, and deriving
an algorithm for the efficient solution of the two-stage problem. Here, a cubature based
integration and sampling technique are employed to numerically approximate the expec-
tation term, based on which the two-stage problem can be converted to a large-scale
multi-period optimization problem. Then, a decomposition strategy is introduced for its
efficient solution.
6.2.1 Numerical Approximation of Stochastic Terms
The first-stage problem in problem (p) requires an proper evaluation of the expectation of
the stochastic part of the objective function. Assuming the uncertain parameters θ follow
a joint probability distribution j(θ), the expectation can be obtained via integration over
the uncertain space Θ, as follows:
Eθ∈Θ[fs(y,d, θ)] =
∫
Θ
fs(y,d, θ)j(θ)dθ (6.2)
Cubature integration techniques are used to approximate the multi-dimensional integra-
tion in (6.2), using a one-dimensional quadrature over a certain number of sampling points
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for a given accuracy requirement Stroud (1971); Engels (1980); Bernardo et al. (1999).
Based on this, (6.2) can be rewritten as follows:
∫
θ
fs(θ)j(θ)dθ =
Np∑
i
Bifs(θi) (6.3)
where Bi can be obtained by projecting the uncertainty space Θ to a normalized space
U , as follows:
Bi = B
∗
i |det Jac θ(ui)| , i = 1, 2, . . . , Np (6.4)
Bernardo et al. (1999) compared accuracy and computational performances of many in-
tegration formulas and provided mathematical expressions of Np in terms of Nθ and
expressions of Bi. These integration formulas comprise general product Gauss formula,
n-cube cabatures, specialized product Gauss formula, and specialized cabatures of degrees
of three, five, and seven.
Assume there are five uncertain parameters, namely the coal price, the electricity price, the
methanol price, the electricity demand, and the methanol price, i.e., Nθ = 5, the formula
with the smallest Np is the specialized cubature of degree five of type one, denoted as
SC5,1. The relation between Np and Nθ is given as follows:
Np = 2
Nθ + 2Nθ = 42 (6.5)
Means of generation of normalized sampling points ui and corresponding weights Bi is
given as follows:
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(r, 0, . . . , 0) B0
(s, s, . . . , s) B1
(6.6)
where the length of both vectors is Nθ. Formulations of r, s, B0, and B1 are given as
follows:
r2 =
Nθ + 2
4
(6.7)
s2 =
Nθ + 2
2(Nθ − 2) (6.8)
B0 =
4
(Nθ + 2)2
V (6.9)
B1 =
(Nθ − 2)2
2Nθ(Nθ + 2)2
V (6.10)
V = π
Nθ
2 (6.11)
Using Equation (6.3) to (6.4), evaluation of an expectation term, as shown in Equa-
tion (6.2), can be approximated via cubature formulas.
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6.2.2 Multi-period Formulation
By applying a suitable sampling and integration technique, as shown in the previous
section, the two-stage stochastic programming problem (p) can be reformulated as a
large-scale multi-period problem, as follows:
min
y,d,xi
fd(y,d) +
Np∑
i=1
Bifs(y,d,xi, θi)
s.t. hdc(y,d) = 0
gdc(y,d) ≤ 0
hoc,i(y,d,xi, θi) = 0
goc,i(y,d,xi, θi) ≤ 0

 i = 1, . . . , Np
y ∈ {0, 1}m
(mp)
In principle, this large-scale multi-period problem can be solved directly. However, since
the number of constraints involving operational variables is increased by a factor of Np,
the direct solution strategy could be computationally prohibitive. Next, a decomposition
strategy is introduced for the efficient solution of this problem.
6.2.3 Decomposition Algorithm
Due to the formidable size of problem (mp), it is desirable to take advantage of its block
diagonal structure through a decomposition algorithm, thereby splitting it into several
problems of smaller size. Here, the decomposition algorithm proposed by Ierapetritou
and Pistikopoulos (1994) and Ahmed et al. (2000) is adopted. The algorithm splits the
multi-period problem into a master problem and a set of sub-problems, and solve the
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them iteratively by continuously adding optimality and feasibility cuts based on dual
information obtained from the solution of the sub-problems. The steps of the algorithm
are summarized below.
Step 0 (initialization):
Select an initial process design (y0,d0), and set the upper bound and lower bound of the
original objective function to be UB = +∞ and LB = −∞, respectively.
Step 1: At iteration k, fix the process design obtained from last iteration k − 1 at
(yk−1,dk−1), and solve the following nonlinear programming (NLP) sub-problems at each
cubature point:
min
xi
fs(y,d,xi, θi)
s.t. hoc(y,d,xi, θi) = 0
goc(y,d,xi, θi) ≤ 0
y ∈ {0, 1}m
(s)
If the sub-problem solved at cubature point i is infeasible, a feasible cut can be constructed
using the extreme dual direction piki obtained in solving the sub-problem and added to the
master problem in Step 4. Here, however, feasibility cuts are omitted from the algorithm
as our model is formulated in a way that for any feasible process design there are always
feasible operation strategies available, i.e., for any given (y,d), problem (s) is always
feasible.
Step 2:
Evaluate the cubature integration of the original objective function. As it is obtained at
a feasible solution of the original problem, it is a upper bound of the optimal solution,
6.2. Decomposition based Stochastic Programming Solution Strategy 197
denoted as follows:
UBk = fd(y
k−1,dk−1) +
Np∑
i=1
Bifs(y
k−1,dk−1,xki , θi) (6.12)
After obtaining the new upper bound, compare it with the existing upper bound UB, and
update correspondingly, as follows:
UB = min(UB,UBk) (6.13)
Step 3:
Using the dual variables obtained from solving the sub-problems, denoted as piki , add an
optimality cut to the master problem presented in Step 4, as follows:
µ ≥
Np∑
i=1
Bi · (piki · τTi (y,d)) (6.14)
where τTi (y,d) is a vector of functions of y and d, obtained by separating terms involving
y and d from the remaining terms.
Step 4:
Obtain a lower bound by solving the following master mixed-integer linear programming
(MILP) problem:
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min
y,d
fd(y,d) + µ
s.t. hdc(y,d) = 0
gdc(y,d) ≤ 0
µ ≥
Np∑
i=1
Bi · (pili · τTi (y,d)), l = 1, . . . , k
y ∈ {0, 1}m
(m)
The solution of problem (m) also provides a new design {y,d}.
Step 5:
Compare the gap between the lower and upper bounds with a convergence criterion ǫ. If
UB − LB ≤ ǫ, stop, — the optimal solution is obtained at the current UB; else update
{y,d} and go back to Step 1.
6.3 Case Study
To further illustrate the proposed framework of optimal polygeneration process design
under uncertainty, the entire framework has been applied in a case study for a polygen-
eration plant that co-produces methanol and electricity. All settings of this case study
are kept the same as those of the case study presented in Chapter 5, so that the optimal
designs for the same polygeneration plant obtained via both deterministic and stochastic
means can be compared.
Five parameters, with significant impact on the process design, are selected as uncertain
parameters, namely the coal price, electricity price, methanol price, electricity demand,
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Table 6.1: Mean values and variances of uncertain parameters
Uncertain parameter Mean value Variance
Coal price ($/tonne) 65 6.5
Electricity price ($/kWh) 0.06 0.006
Methanol price ($/tonne) 343 34.3
Electricity demand (MW) 400 40
Methanol demand (tonne/day) 500 50
and methanol demand. All five parameters are assumed to follow a normal distribution
θ ∼ N(µ, σ2). Mean values and variances of these five uncertain parameters are given
in Table 6.1. Here, variances of these parameters are assumed to be ten percent of their
mean values, i.e., there is a probability of approximately 68.2% (1-σ) that the fluctuation
of an uncertain parameter falls within ±10% of its normal value.
As all uncertain parameters follow a normal distribution, the distribution of vector θ in
the uncertain space also follows the normal distribution of θ ∼ N(µ,Σ). For specialized
cubature S5,1, the mapping between θ and u is given as follows:
θ = θ(u) = µ+
√
2IΣ
1
2u (6.15)
Assuming that there are no correlations between the uncertain parameters, the matrix Σ
becomes a diagonal matrix where the diagonal elements are σ2. Then a one-to-one map-
ping between an uncertain parameter and a sampling point can be established as follows:
θi = µi +
√
2σiui (6.16)
Using Equation (6.6) to (6.11), (6.15), and (6.16), values of 42 sampling points ui, coeffi-
cients Bi, and corresponding θi are obtained, as summarized in Table 6.2.
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Table 6.2: Values of sampling points, coefficients, and
corresponding uncertain parameters
No. Sampling points Coefficient Uncertain parameters
1 1.32 0 0 0 0 1.43 77 0.06 343 400 500
2 0 1.32 0 0 0 1.43 65 0.071 343 400 500
3 0 0 1.32 0 0 1.43 65 0.06 407 400 500
4 0 0 0 1.32 0 1.43 65 0.06 343 475 500
5 0 0 0 0 1.32 1.43 65 0.06 343 400 594
6 -1.32 0 0 0 0 1.43 53 0.06 343 400 500
7 0 -1.32 0 0 0 1.43 65 0.049 343 400 500
8 0 0 -1.32 0 0 1.43 65 0.06 279 400 500
9 0 0 0 -1.32 0 1.43 65 0.06 343 325 500
10 0 0 0 0 -1.32 1.43 65 0.06 343 400 406
11 1.08 1.08 1.08 1.08 1.08 0.1 75 0.069 395 461 576
12 -1.08 1.08 1.08 1.08 1.08 0.1 55 0.069 395 461 576
13 1.08 -1.08 1.08 1.08 1.08 0.1 75 0.051 395 461 576
14 -1.08 -1.08 1.08 1.08 1.08 0.1 55 0.051 395 461 576
15 1.08 1.08 -1.08 1.08 1.08 0.1 75 0.069 291 461 576
16 -1.08 1.08 -1.08 1.08 1.08 0.1 55 0.069 291 461 576
17 1.08 -1.08 -1.08 1.08 1.08 0.1 75 0.051 291 461 576
18 0 0 0 -1.08 0 0.1 65 0.06 343 339 500
19 1.08 1.08 1.08 -1.08 1.08 0.1 75 0.069 395 339 576
20 -1.08 1.08 1.08 -1.08 1.08 0.1 55 0.069 395 339 576
21 1.08 -1.08 1.08 -1.08 1.08 0.1 75 0.051 395 339 576
22 -1.08 -1.08 1.08 -1.08 1.08 0.1 55 0.051 395 339 576
23 1.08 1.08 -1.08 -1.08 1.08 0.1 75 0.069 291 339 576
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24 -1.08 1.08 -1.08 -1.08 1.08 0.1 55 0.069 291 339 576
25 1.08 -1.08 -1.08 -1.08 1.08 0.1 75 0.051 291 339 576
26 -1.08 -1.08 -1.08 -1.08 1.08 0.1 55 0.051 291 339 576
27 1.08 1.08 1.08 1.08 -1.08 0.1 75 0.069 395 461 424
28 -1.08 1.08 1.08 1.08 -1.08 0.1 55 0.069 395 461 424
29 1.08 -1.08 1.08 1.08 -1.08 0.1 75 0.051 395 461 424
30 -1.08 -1.08 1.08 1.08 -1.08 0.1 55 0.051 395 461 424
31 1.08 1.08 -1.08 1.08 -1.08 0.1 75 0.069 291 461 424
32 -1.08 1.08 -1.08 1.08 -1.08 0.1 55 0.069 291 461 424
33 1.08 -1.08 -1.08 1.08 -1.08 0.1 75 0.051 291 461 424
34 0 0 0 -1.08 -1.08 0.1 65 0.06 343 339 424
35 1.08 1.08 1.08 -1.08 -1.08 0.1 75 0.069 395 339 424
36 -1.08 1.08 1.08 -1.08 -1.08 0.1 55 0.069 395 339 424
37 1.08 -1.08 1.08 -1.08 -1.08 0.1 75 0.051 395 339 424
38 -1.08 -1.08 1.08 -1.08 -1.08 0.1 55 0.051 395 339 424
39 1.08 1.08 -1.08 -1.08 -1.08 0.1 75 0.069 291 339 424
40 -1.08 1.08 -1.08 -1.08 -1.08 0.1 55 0.069 291 339 424
41 1.08 -1.08 -1.08 -1.08 -1.08 0.1 75 0.051 291 339 424
42 -1.08 -1.08 -1.08 -1.08 -1.08 0.1 55 0.051 291 339 424
A multi-period problem is then formulated, involving 9 binary design variables, 53 contin-
uous design variables, 34020 continuous operational variables, 4975 inequality constraints,
and 30826 equality constraints. Using BARON/GAMS to solve this problem, a direct so-
lution can not be obtained within 24 hours on a 2000 MHz CPU with 16 GB memory.
Then the decomposition algorithm is applied. The master problem involves 9 binary de-
sign variables, 53 continuous design variables, 19 inequality constraints, and 40 equality
constraints. Each NLP sub-problem involves 810 continuous operational variables, 118
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Figure 6.1: Lower and upper bounds obtained in the decomposition solution procedure
inequality constraints, and 733 equality constraints. The overall algorithm takes 19 it-
erations and 283 minutes of CPU time to obtain the global optimal solution. Values of
lower and upper bounds are presented in Figure 6.1 (note that the optimization direction
in the case study is maximization, thus the lower and upper bounds are opposite to those
defined in the decomposition algorithm).
Note that the obtained optimal design under uncertainty involves the same functional
blocks as those selected in the deterministic optimal design, but with increased capacity,
increased investment costs, and decreased net present value, as shown in Table 6.3.
Note also that an advantage of the process design under uncertainty is the increased
envelope of feasible operation under different conditions. A one-to-one mapping from the
normalized feasible operation region to the operation region in the uncertain parameter
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Table 6.3: Results comparison between deterministic and stochastic programming prob-
lems
Deterministic Stochastic Difference
Objective Function
NPV (million $) 317.1 235.7 -25.7%
Key design variables
Capacity of ASU (kg/s oxygen) 33.5 38.8 +15.8%
Capacity of the gasifier (kg/s coal) 36.2 42.0 +15.8%
Capacity of the syngas cleanup unit
(kg/s syngas)
67.0 77.6 +15.8%
Capacity of the methanol synthesis
unit (kg/s methanol)
5.79 6.87 +18.7%
Capacity of the gas turbine (MW) 273.0 324.9 +19.0%
Capacity of the HRSG and steam
turbines block (MW)
182.4 214.7 +17.7%
Investment costs (million $) 662.8 739.2 +11.5%
space can be established. Based on this, the exact size of the feasible operation space,
denoted as the flexibility index F , could be obtained from Equation (6.8) and (6.15), as
follows:
F =
∣∣∣∣ θiµi
∣∣∣∣ = 1 +
√
2σiui
µi
= 1 +
√
2
√
Nθ + 2
2(Nθ − 2)
σi
µi
= 1 +
√
Nθ + 2
Nθ − 2
σi
µi
(6.17)
Here, Nθ is the number of uncertain parameters, five in this case study. Variances σi are
assumed to be 10% of their mean values µi, thus the value of the term
σi
µi
is 0.1 here.
Substituting the terms in Equation (6.17) with their values, the flexibility index F is
obtained, with a value of 1.153 in this case study.
The value of the flexibility index F indicates that feasible operation is guaranteed over an
uncertain space where the fluctuation of each uncertain parameter is within ±15.3% of
its normal value. In terms of robustness, this design is superior to the one obtained using
the deterministic modelling framework, where feasible operation is only guaranteed at the
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normal design point. The increased range of feasibility is obtained at a price of a reduced
expected net present value, 25.7 percent lower than the deterministic design. This decrease
is mainly due to increased design capacity of all major functional blocks, which enhances
the capability of a polygeneration plant in dealing with changing market demands. As a
result, the entire investment costs of the plant increase by 11.5%, accounting for 93.8%
of the decrease in net present value.
Compared with the deterministic optimal design, the optimal design under uncertainty
results in a more cautious strategy to enhance its flexibility, which leads to the reduction in
plant profitability. However, this drop in profitability could be compensated in scenarios
where a penalty is imposed for infeasible operation, for instance, for not meeting the
market demand. If a 50% penalty is imposed on the electricity production, i.e., a plant
needs to pay fifty percent of the worth of electricity which it fails to deliver to the market,
the net present value of the deterministic design would drop by 16.1% in a scenario where
the market demand for electricity increases by 10%. In this case, the economic behaviour
of both the deterministic design and the design under uncertainty is approximately at the
same level, hence a decision maker would tend to choose a more cautious design to reduce
potential operation risks.
6.4 Conclusions
Optimization under uncertainty provides means to improve the robustness of a polygen-
eration energy systems design under future uncertainty. By reformulating a deterministic
design problem into a two-stage stochastic programming problem, the potential impacts
of uncertain parameters are accounted for whilst the underlying mathematical structure
of the deterministic problem is retained. Making use of the block diagonal structure of
the resulting multi-period problem, an efficient decomposition strategy can be employed,
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where sub-problems of much smaller size are solved iteratively. The size of this problem
can be further reduced if specialized cubature integration methods are used to generate
sampling points with computational advantages. A process design obtained via opti-
mization under uncertainty provides a much larger envelope of feasible operation than a
corresponding deterministic design, while properly balancing economic profitability and
risk.
Chapter 7
Conclusions and Future Directions
The primary objective of this work has been to develop a generic modelling and optimiza-
tion framework to guide the planning and design of energy systems, to provide supporting
algorithms and techniques for the consequent solution procedures, and to illustrate the
capability and potential of this framework via its applications in polygeneration energy
systems. In this chapter, the specific contributions made towards achieving these goals
are reviewed first, followed by a discussion on future research directions.
7.1 Summary of Thesis Achievements
Contributions of this work can be categorized into three groups: methodology, computa-
tion, and application. The methodology category comprises achievements made via the
development of the generic modelling and optimization framework. On the computation
side, some achievements have been made to enhance the computational performances of
the solution procedures of models developed following the generic modelling framework.
By applying this framework to polygeneration energy systems, the viability, efficiency,
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and effectiveness of the proposed methodologies for strategic planning and process design
of energy systems are presented.
Contributions from these three categories are summarized as follows:
Methodology
• A generic modelling and optimization framework has been developed to guide the
planning and design of energy systems. The framework involves superstructure
based modelling, mixed-integer programming, multi-objective optimization, opti-
mization under uncertainty, global optimization, and life cycle assessment. Under
this framework, these methodologies cooperate with each other and provide a sys-
tematic solution strategy for the planning and design issues involved with any energy
system.
• Modelling at different levels and scales to serve different planning and design targets.
In this work, modelling at strategic level, conventional process design level, and
environmentally benign process design level have been developed to meet specific
planning and design requirements at all three levels.
• An energy efficient and environmentally benign design strategy has been developed
in this work. Implemented via multi-objective optimization, this strategy provides
the option to design an energy system according to both economic and environmental
criteria. Instead of giving a single system design based on comparisons of design
criteria, a set of system designs which represent the full range of trade-offs between
the economic and environmental design criteria can be provided for selection.
• A strategy of optimization under uncertainty has been provided to minimize the
potential risks of planning or designing an energy system under inevitable and un-
predictable future uncertainties. Using stochastic programming, these future uncer-
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tainties are taken into consideration at the planning/design stage, and the flexibility
and robustness of such a plan or design are greatly enhanced compared with those
obtained from deterministic optimization.
• An integrated model-oriented life cycle assessment scheme has been developed to
evaluate the entire environmental impacts of a process during its life time. This
scheme uses three types of LCA methods of very different nature to account for
the environmental impacts of different parts of a process, i.e., life cycle inventories
for emissions of fuels and utilities, economic input-output model for emissions of
equipment and plant construction, and LCA sub-model aggregated in the process
model for emissions during plant operation.
Algorithms & Computation
• Parallel and grid computation techniques have been developed for multi-objective
optimization and the decomposition step of optimization under uncertainty. These
approaches split a serial computation procedure into several sub-problems which
could be solved in parallel, and greatly reduce the computation time. These ap-
proaches could become vital to the solution of a problem where the number of
sub-problems is very large and the computation time would be extensive in a serial
computation mode.
• A cubature based sampling and integration technique and a decomposition algo-
rithm for the two-stage stochastic programming problems have been developed for
the optimal planning/design under uncertainty. These approaches greatly enhance
the computation performances and make computationally difficult problems solvable
in an reasonable time scale.
• A set of preprocessing techniques have been developed to further enhance the com-
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putational performances of the aforementioned algorithms and techniques, including
prioritizing model variables, scaling of variables and equations, and initial value as-
signment. These preprocessing techniques convert a mathematical-ready model to
a numerical-ready one, which is usually much easier to solve on a commercial solver.
These techniques are especially useful in search for a global optimum using a global
solver for a large-scale problem.
• These algorithms and computational techniques form a supporting foundation for
the generic modelling framework. Computational ability has great impacts on the
selection of modelling strategy. It is because of these algorithms and techniques that
first-principle modelling can be aggregated into the process level modelling, which
provides a much better way to represent the characteristics of a functional block
within a process.
Applications
• The application of the proposed methodologies in a case study for the strategic plan-
ning of the development of polygeneration energy systems illustrates the capability
of these methodologies at the decision and policy making stage of large-scale energy
systems over a long-term planning horizon.
• Applications of the framework at the process design level of polygeneration energy
systems illustrate that these methodologies are useful tools to address challenging
process design problems involved with complex energy systems.
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7.2 Recommendations for Future Research Directions
This work has shown that energy systems engineering is of tremendous importance to
guide the transition from our existing generation of energy systems to a more energy effi-
cient and environmentally benign one. It is certain that research in this field will continue
and prosper. Some recommendations for future research directions are summarized as
follows:
• The generic modelling and optimization framework developed in this work can serve
as a starting point, and more modelling and optimization methodologies which are
suitable for energy systems could be added into it. This would certainly extend its
applicable fields and enhance its capability.
• Modelling at a micro-level could be explored. Modelling at strategic planning and
process design levels are provided in this work, which can be regarded as modelling
at mega-level and macro-level, respectively. Modelling at a micro-level, for instance,
at the molecular level for biodiesel production, would give a much better insight to
these systems.
• Optimal planning and design of energy systems are the primary targets of this work.
But the generic modelling framework could also be used in the control field. Firstly,
it can be used in an integrated design and control scheme where both operational
and control requirements are taken into consideration at the design stage. Secondly,
the framework can be also used in the context of model predictive control.
• Applications in bioenergy value chain modelling and optimization. Bioenergy is ex-
pected to play an important role in the ongoing transition from conventional energy
system to a more sustainable and environmentally benign one. There also have
been many controversies around bioenergy about its capability to ameliorate energy
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security and climate change, concerning its life cycle green-house gas (GHG) emis-
sions and competition on land use with food crops. The modelling and optimization
framework developed in this framework could be used to guide the planning and de-
sign of a bioenergy value chain in terms of analyzing and quantifying net profit of
bioenergy, producing methodologies and tools for the optimal design of bioenergy
value chains with the right technologies at the right scale, and providing policy
suggestions to direct the development of bioenergy.
• Applications in other types of energy systems. Polygeneration energy systems have
been used to illustrate the capability of this modelling and optimization framework
developed based on energy system engineering methodologies. Its applications in
other types of energy systems would also be of great interest.
Appendix A
Optimal Design of the Energy
System in a Supermarket
Energy consumption in commercial buildings accounts for a significant percentage of the
entire energy consumption in a country. In the US, commercial buildings accounted for
28.5 percent of electricity consumption, 9.2 percent of natural gas consumption, and 2.4
percent of fuel oil consumption in 2003, with the 1979 **** looking very similar (27.0, 10.5,
and 6.4 percent) (DOE, 2009a). Due to this **** large share of a nation’s total energy
consumption, any increase in the energy efficiency of the energy systems for commercial
buildings would lead to significant energy savings and emissions reductions.
Energy consumption in a commercial building comes from several key end uses, comprising
space heating, cooling, ventilation, water heating, lighting, cooking, and refrigeration.
Clear possibilities exist to establish energy integration between these sub-systems. For
instance, the waste heat produced in the refrigeration sub-system could be collected and
sent to the space heating sub-system, thus saving a certain amount of energy supply for
the space heating. Moreover, the energy system within a commercial building could also
involve on-site generation sub-systems. Proper integration between the on-site energy
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generation sub-systems and the various sub-systems could lead to further reduction in
energy consumption.
A systematic consideration of the integration issues and possibilities within the energy
system of a commercial building is not, however, a trivial task — this becomes even more
challenging when economic and environmental criteria are included in the context of an
optimal energy systems design.
Energy systems in commercial buildings have received a lot of attention, with studies
on energy efficiency improvement (Lam, 2000; Pedrini et al., 2002; Yamaguchi et al.,
2007; Andrews and Krogmann, 2009), emissions reduction (Buchanan and Honey, 1994;
Koomey et al., 1998; Mortimer et al., 1998; Scheuer et al., 2003; Urge-Vorsatz et al.,
2007), economic behaviour (Koomey et al., 1998; Oh et al., 2007; Hinnells, 2008), process
integration (Sezgen and Koomey, 2000; Elhadidy and Shaahid, 2004; Mui, 2006; Medrano
et al., 2008), primary sub-systems and supporting technologies (Sezgen and Koomey,
2000; Lee and Yik, 2002; Fong et al., 2006; Hinnells, 2008), and operability and flexibility
(Pedrini et al., 2002). Despite these effort, however, a general and **** methodology for
systematically addressing the integration issues and possibilities for the optimal design of
energy systems in commercial buildings is still rather lacking.
In this chapter, we describe the main features of an energy systems engineering framework
(Pistikopoulos, 2007) for the design of such systems. Similar to energy systems engineering
studies in polygeneration energy systems (Liu et al., 2007, 2009c,a), hydrogen infrastruc-
ture planning (Hugo et al., 2005; Li et al., 2008), urban energy systems (Samaraweera
et al., 2008), and shopping malls (Giannopoulos, 2008), the framework features:
• a superstructure based representation of the various available energy technologies
optimality
• a mixed-integer programming based mathematical modelling representation of the
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energy systems, and
• a multi-objective optimization strategy, in which optimal energy systems solutions
are sought by properly allowing for cost optimality, energy efficiency, and environ-
mental impact minimization
The **** of the methodology, all illustrated ***************** through their applications
to supermarkets, as a typical type of commercial building. These are presented next.
A.1 Supermarket — Superstructure Representation
of Energy Technologies Options
A supermarket usually comprises both on-site energy generation blocks and primary types
of energy demand, including refrigeration, space heating, ventilation, and bakery. A su-
perstructure representation of the energy systems in a supermarket is shown in Figure A.1.
It comprises an energy supply section, an energy conversion section, and an energy savings
section. The function of the energy supply section is to provide electricity and heat for
the entire energy system. It is further divided into an on-site energy generation subsys-
tem and direct supply of grid electricity and district heat. The on-site energy generation
subsystem includes all possible on-site generation technologies available to the supermar-
ket, which produce electricity and heat from all available primary energy resources. The
energy conversion section converts electricity and heat obtained from the energy supply
section to all energy demand tasks, such as refrigeration, lighting, ventilation, bakery, and
space heating. These define the five subsystems, in which all available conversion tech-
nologies can be considered. The energy savings section further involves available types
of energy saving technologies, such as night blind and weir screen for the refrigeration
subsystem.
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Figure A.1: Superstructure representation of the energy system in a supermarket
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Note that the proposed superstructure representation captures all possible energy systems
configurations from the postulated set of technology option alternatives in each section.
A compact mathematical model, which allows to model all these possible configurations,
based on mixed-integer programming optimization is illustrated next.
A.2 Supermarket —Mixed-Integer Programming Math-
ematical Model
The sections of energy supply, energy conversion, and energy saving in the superstructure
representation are connected via mass and energy balances. Mathematical formulations
of these connections are presented next.
A.2.1 Energy Supply
First, all available types of primary energy resources are denoted as follows:
f ∈ {f1, f2, . . . , fn}
Electricity and heat generation from an on-site energy generation sub-system is formulated
via the energy balance between the consumption rate of the primary energy resource, its
energy density, and the energy efficiency of the on-site generation technology, as follows:
m˙ae,f · φf · ηeae,f = e˙gae,f (A.1)
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m˙ae,f · φf · ηhae,f = h˙gae,f (A.2)
Nomenclature of all sets, parameters, and variables are presented in the Notation section
at the end of this chapter.
Annual production rates of electricity and heat from all on-site generation technologies
are obtained via their availability, as follows:
eg =
∑
ae
(τae ·
∑
f
e˙
g
ae,f) (A.3)
hg =
∑
ae
(τae ·
∑
f
h˙
g
ae,f) (A.4)
The total annual consumption of each type of primary energy resource is given by
mf =
∑
ae
τae · m˙ae,f (A.5)
The total amount of electricity and heat supplies available to the energy conversion section
can thus be obtained as a summation of on-site generation and direct supply from the
grid, as follows:
e = eg + ed (A.6)
h = hg + hd (A.7)
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The consumption rate of each primary energy resource is given by a summation over all
types of on-site generation technologies, as follows:
m˙f =
∑
ae
m˙ae,f (A.8)
For each type of on-site energy generation technology, a design capacity is defined as its
maximum processing ability of primary energy sources. The consumption rate of primary
energy sources for an on-site energy generation technology should be lower than its design
capacity, as follows:
∑
f
m˙ae,f ≤ capfae (A.9)
For each type of on-site energy generation technology, there could be certain specific
requirements on its capacity. For instance, if solar heating is considered, its capacity is
limited by the available roof space. To represent these requirements, a lower bound and
an upper bound is set to the design capacity of each on-site generation technology via
the introduction of a binary variable, representing the logical condition that the design
capacity of a technology is either zero in case it is not selected, or constrained within its
lower and upper bounds if it is selected by the system, as follows
yae · CapL,fae ≤ capfae ≤ yae · CapU,fae (A.10)
A.2.2 Energy Conversion
Electricity and heat supplies are split to all energy conversion systems, as follows:
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e =
∑
ac
ecac (A.11)
h =
∑
ac
hcac (A.12)
The production rate of each type of demand in an energy conversion system is obtained via
its conversion efficiency to this demand. Here, demands comprise refrigeration, lighting,
ventilation, bakery, and space heating. Connections between the electricity and heat
supplied to a conversion system and its products are established as follows:
pcac,d = e
c
ac · ηecac,d + hcac · ηhcac,d (A.13)
For each energy conversion technology, two capacity variables are defined on its processing
ability of electricity and heat, respectively, given by
ecac ≤ capeac (A.14)
hcac ≤ caphac (A.15)
Again, the capacity variables are constrained within lower and upper bounds via intro-
duction of binary variables, as follows:
yac · CapL,eac ≤ capeac ≤ yac · CapU,eac (A.16)
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yac · CapL,hac ≤ caphac ≤ yac · CapU,hac (A.17)
A.2.3 Energy Saving
The amount of energy saved by adopting an energy saving technology is obtained by its
energy saving efficiency, which is defined as the fraction of reduced demand to the entire
amount of demand without any energy saving means, given as follows:
psas,d = Pd · ηsas,d (A.18)
All types of demands of the entire system are met via energy conversion and energy saving
means, as follows:
∑
ac
pcac,d +
∑
as
psas,d ≥ Pd (A.19)
A.2.4 Economic Behaviour
Net present value (NPV) of all costs occurred over the entire operation horizon of a
supermarket is selected as an indicator of its economic behaviour. It comes from three
parts: the initial investment cost, the operation and maintenance (O&M) costs over the
operation horizon, and purchases of energy. The entire investment cost is obtained as a
summation of investment costs on all sections of energy supply, energy conversion, and
energy saving, given by
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inv =
∑
ae
Inv0ae · capfae +
∑
ac
Inv0,eac · capeac +
∑
ac
Inv0,hac · caphac +
∑
as,d
Inv0as,d · psas,d (A.20)
where Inv0 is the unit investment cost for a certain technology.
To evaluate the O&M costs and purchases of energy, the operation horizon of the system
is firstly divided into a set of time intervals, as follows:
t ∈ {t1, t2, . . . , tn}
Over each time interval, the total O&M costs can be obtained from those in each section,
as follows:
omt = Tt·(
∑
ae
OM0ae·capfae+
∑
ac
OM0,eac ·capeac+
∑
ac
OM0,h·caphac+
∑
as,d
OM0as,d·psas,d) (A.21)
Purchase of energy comes from purchases of primary energy resources, grid electricity,
and district heat, given by
purt = Tt · (κff,t ·mf + κet · ed + κht · hd) (A.22)
Then the O&M costs and purchase of energy over all time intervals are discounted to the
starting point of the operation horizon, and summed up to provide a variable to represent
all the costs, as follows:
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dc =
tn∑
t=t1
omt + purt
(1 + γ)
∑t
t′=t1
Tt′
(A.23)
Finally, the net present value of all costs over the entire operation horizon can be obtained
as the summation of the investment cost and the discounted costs, as follows:
npv = inv + dc (A.24)
A.2.5 Environmental Impact
Greenhouse gas (GHG) emissions over the construction stage of a supermarket and its
entire operation horizon are evaluated to represent its environmental impact. The emis-
sions at the construction stage are primarily produced during the production processes of
construction materials. The emissions over the operation horizon mainly comprise direct
emissions from consumption of primary energy resources, and indirect emissions from
purchased grid electricity and district heat.
To calculate the GHG emissions at the construction stage, the amount of construction
materials used to meet the construction requirements needs to be calculated first. For a
certain type of construction requirement r, for instance, roof supporting, assume there
are kr types of materials which can meet this requirement, as follows:
∑
kr
cmr,kr ≥ CDr (A.25)
Then the entire GHG emissions at the construction stage are obtained via GHG emissions
inventories of the construction materials, as follows:
A.3. Supermarket — Multi-Objective Optimization Strategy 223
ghgc =
∑
r
∑
kr
GHGkr · cmr,kr (A.26)
Once characteristics of the construction materials are known, their GHG emissions inven-
tories can be obtained from a life-cycle assessment (LCA) database.
The GHG emissions over the operation horizon are also obtained via inventories of primary
energy resources, grid electricity, and district heat, which can be obtained directly from
a LCA database, and given by
ghgp =
∑
t
Tt · (GHGf ·mf +GHGe · ed +GHGh · hd) (A.27)
Finally, the total GHG emissions are obtained as follows:
ghg = ghgc + ghgp (A.28)
A.3 Supermarket — Multi-Objective Optimization
Strategy
Upon obtaining formulations of both economic and environmental behaviours and all
constraints, the problem of optimal design of the energy system in a supermarket can
be established as a multi-objective multi-period mixed-integer programming problem, as
follows:
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min U


f1 = npv
f2 = ghg
s.t. Eqn. (A.1) ∼ (A.28)
(p)
Problem (p) can be converted to a series of single-objective functions using the ǫ-Constraint
method introduced in Section 5.3.1, Chapter 5, and solved consequently.
A.4 Case Study
A case study has been conducted to illustrate the modelling and optimization framework
for the energy system design within a supermarket. Moreover, both traditional on-site
energy generation from fossil fuels, and much cleaner renewable technologies are involved
in the case study, and a comparison between them in terms of economic and environmental
behaviours is conducted based on the results. All information and data used in this case
study are obtained from an operating supermarket.
A.4.1 Assumptions and Data Input
Primary assumptions of the supermarket under design are summarized as follows:
• Size of the supermarket: 20, 000 square metres
• Expected operation horizon: 20 years
• Demands for refrigeration, lighting, ventilation, bakery, and space heating: 400 kW,
200 kW, 100 kW, 100 kW, and 100 kW, respectively
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Table A.1: Prices of primary energy resources, grid electricity, and district heat
Natural gas Biomass Biodiesel Electricity Heat
(£/GJ) (£/GJ) (£/litre) (£/kWh) (£/GJ)
8.89 9.72 0.75 0.13 5.56
Table A.2: Technical and economic parameters of on-site energy generation technologies
Technology ηe ηh CapL CapU τ Inv0 OM0
(kW) (kW) (hr/y) (£/kW) (£/kW/y)
Wind turbine n.a. 10 30 1750 2000 1200
Solar PV n.a. 10 20 800 2000 500
NG boiler 0.9 100 106 7000 200 10
Biomass boiler 0.85 100 106 7000 250 15
Small NG CHP 0.32 0.5 100 106 7000 600 20
Large NG CHP 0.35 0.55 800 106 7000 500 15
Small biomass CHP 0.3 0.5 200 106 7000 1200 40
Large biomass CHP 0.33 0.5 1000 106 7000 2000 30
Fuel cell 0.48 0.4 500 106 7000 3000 100
Primary energy resources include natural gas, biomass, and biodiesel. Prices of the pri-
mary energy resources, grid electricity, and district heat are provided in Table A.1.
The on-site energy generation section involves two types of electricity generation tech-
nologies, two types of heat generation technologies, and five types of co-production tech-
nologies. Energy efficiency, capacity constraints, availability, unit investment cost, and
unit O&M costs of these technologies are provided in Table A.2, where the terms of NG
and CHP represent natural gas and combined power and heat, respectively.
Seven electricity driven energy conversion technologies and two heat driven energy conver-
sion technologies are considered to meet the demands of refrigeration, lighting, ventilation,
bakery, and space heating. Efficiency, types of energy input, types of utility output, in-
vestment cost and O&M costs of these technologies are summarized in Table A.3, where
the terms of Elec., Vent., S.H., and LED represent electricity, ventilation, space heating,
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Table A.3: Technical and economic parameters of energy conversion technologies
Technology Input Output Efficiency Inv0 OM0
(£/kW) (£/kW/y)
Cold air retrieval Elec. Vent. 6 50 3
Refrigeration with heat recovery Elec. Vent., S.H. 3, 2 100 5
Refrigeration w.o. heat recovery Elec. Vent. 3 70 4
Fluorescent lighting Elec. Lighting 0.2 5 0.5
LED Elec. Lighting 0.8 10 1
Bakery A Elec. Bakery 0.7 30 3
Bakery B Elec. Bakery 0.75 40 4
Heating A Heat S.H. 0.85 30 3
Heating B Heat S.H. 0.9 40 4
Table A.4: Technical and economic parameters of energy saving technologies
Technology Saved Utility Efficiency Inv0 OM0
(£/kW) (£/kW/y)
Night blind Refrigeration 0.05 20 1
Weir screen Refrigeration, ventilation 0.02, 0.02 20 1
Sunpipe Lighting 0.05 50 2
Store feature lighting Lighting 0.05 50 1
Motion sensor Lighting 0.02 40 2
and light-emitting diode, respectively.
Five energy saving technologies are considered for the energy saving section. Types of
utilities saved, saving efficiency, investment cost, and O&M costs of these technologies are
presented in Table A.4.
A.4.2 Results and Analysis
Importing all the data provided in Section A.4.1 into Problem (p), its implementation
as a multi-objective multi-period mixed-integer programming problem involves 16 binary
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variables, 534 continuous variables, and 548 constraints. It is split into 30 single-objective
optimization problems using ǫ-Constraint method, and solved on the platform of GAMS
(GAMS Development Corporation, 2008) with CPLEX as the MIP solver. It takes 3.26
seconds of CPU time to solve this problem on a Pentium 4 CPU of 2400 MHz with a
memory size of 2 GB.
Optimal economic and environmental design criteria are presented in the form of a Pareto-
frontier in Figure A.2. Each point on this frontier represents an optimal design with
different economic and environmental behaviours, behind which is a full set of system
design in terms of different technology combinations and different capacity. Design A,
as labelled in Figure A.2, represents the most economic system design, which neglects
any requirement on environmental impacts at the design stage. As a result, Design A
leads to the highest amount of GHG emissions. On the contrary, Design D provides
the most environmentally benign system design, which leads to the highest costs over
the entire operation horizon. Moreover, there are several obvious turning points on the
Pareto frontier, Design B and C for instance. From Design A to B, the GHG emissions
drop by 12.8 percent whilst the entire costs increase by 17.5 percent. From Design B to
C, the GHG emissions are further reduced by 43.9 percent, and the increase of costs is
57.7 percent. From Design C to D, a huge reduction of 52.1 percent of GHG emissions is
achieved via an increase of 30.1 percent on the costs side.
A decision maker can pick up any point from the Pareto frontier according to their specific
design criteria or interest. Once a design point is selected, the system configuration
behind it can be obtained directly from the model results. To illustrate this procedure,
configurations of Design A, B, C, and D are presented in Table A.5. It can be seen
from these system designs that all the available technologies can be categorized into three
groups according to their specific characteristics. The first group comprises technologies
which are optimal to the system design but without alternatives. Typical technologies
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Figure A.2: Pareto frontier for the energy system design in a supermarket.
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Table A.5: Configurations of energy systems with different economic and environmental
behaviours
A B C D
Energy consumption rate
Natural gas (MJ/h) 4704 3498
Biomass (MJ/h) 4662
Grid electricity (kW) 117 436
Capacity of on-site energy supply
Wind turbine (kW) 21.8 30
Solar PV (kW) 20 20 20 20
Large NG CHP (kW) 1307 972
Large Biomass CHP (kW) 1295
Capacity of energy conversion
Refrigeration with heat recovery (kW) 100
Refrigeration without heat recovery (kW) 124 124 24 124
LED (kW) 220 220 220 220
Bakery B (kW) 133 133 133 133
Heating A (kW) 719 534 647
Capacity of energy saving
Night blind (kW) 20 20 20 20
Weir screen (kW) 8 8 8 8
Sunpipe (kW) 10 10 10 10
Store feature lighting (kW) 10 10 10 10
Motion sensor (kW) 4 4 4 4
of this type are the energy saving technologies. The only choice to make regarding these
technologies is whether select them or not. Since it is more beneficial to include them in
a system according to the model calculation, all these technologies are involved in all four
types of system designs. The second category comprises technologies which dominate
their alternatives. Typical technologies of this kind are LED and Bakery B. They do
have competitors, i.e., Fluorescent lighting and Bakery A, but they are more favourable
in all conditions. The third category involves competing technologies which are adopted
depending on specific design criteria. In one scenario, a technology may be superior to
others, whilst it could be dominated by others in another scenario. Typical technologies
of this kind are the on-site energy generation technologies.
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A.5 Conclusions
Design of energy systems in commercial buildings is studied from the viewpoint of energy
systems engineering. A superstructure based modelling and optimization framework is
proposed to simultaneously address the challenging design issues of technology selections,
integration between sub-systems, and multi-criteria design. Computational results show
that the implementation of this framework as a multi-objective multi-period mixed-integer
programming problem can be solved efficiently. A Pareto frontier can be obtained from
the model results, which captures all possible types of system design under any design
criteria and conditions, thus provides a decision maker a full set of design tools to guide
the design procedure.
Notation
Parameters
φ = energy density
γ = discount rate
ηe = energy efficiency for on-site electricity generation
ηec = electricity conversion efficiency of an energy conversion system
ηh = energy efficiency for on-site heat generation
ηhc = heat conversion efficiency of an energy conversion system
ηs = energy saving efficiency
κe = electricity price
κf = price of a primary energy resource
κh = heat price
τ = availability, hours per year
CapL = lower bound of capacity
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CapU = upper bound of capacity
CD = construction demand
GHG = inventory of greenhouse gas emissions
Inv0 = unit investment cost
OM0 = unit operation and maintenance costs
P = utility demand
T = length of a time interval
Binary Variables
y = 1 if a technology is selected, 0 if not
Continuous Variables
e˙g = on-site electricity generation rate
h˙g = on-site heat generation rate
m˙ = consumption rate of a primary energy resource
cape = capacity of electricity processing ability
capf = capacity of fuel processing ability
caph = capacity of heat processing ability
cm = consumption of construction material
dc = discounted costs
ec = electricity supply for an energy conversion sub-system
ed = grid electricity
eg = annual on-site electricity generation
ghgc = greenhouse gas emissions at the construction stage
ghgp = greenhouse gas emissions over the operation horizon
ghg = total greenhouse gas emissions
hc = heat supply for an energy conversion sub-system
hd = district heat
hg = annual on-site heat generation
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inv = investment cost
m = annual consumption rate of a primary energy resource
npv = net present value
om = operation and maintenance costs
pc = production rate of a demand in an energy conversion system
pur = purchase of energy
Subscripts
ac = energy conversion technology
ae = on-site energy generation technology
d = system demand, comprising refrigeration, lighting, ventilation, bakery,
and space heating
f = primary energy resource
k = construction material
r = construction requirement
t = time interval
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