Appendix S1
Estimating selection by simulations coupled with Markov Chain Monte Carlo
The model
Our goal is to estimate a set of selection coefficients (nine coefficients in a single gene/single phenotype system) plus the initial allele frequency, or alternately the age of the allele (see below). Other unknown quantities, as effective population sizes (N e ), generation time and time to the start of the growth are relevant for the model but could not be reliably estimated so they can be considered noise variables. The empirical data, constituted by a set of allele frequencies and sample times are typically known quantities but they can also have some uncertainty. For simplicity, we'll start omitting the noise variables. In the Bayesian framework our specific goal is to approach the posterior probability density function (pdf) of the parameters of interest (hence termed ) conditional to the empirical data (hence termed ):
where is a constant and is the joint prior of the parameters. The main challenge is to estimate the likelihood, | , because the relationship between and involves an allele frequencies path, , which is unobserved and high dimensional (infinite-dimensional if the time is continuous, or n-dimensional if the timeframe has n discrete generations) 1, 2 . This estimation has to be performed by marginalizing the likelihood by integrating upon all the possible paths;
This is problematic because involves solving partial differential equations or finding the joint distribution of allele frequency paths numerically 1 . The strategies that have been employed for addressing this problem include a continuous diffusion approximation 2 , a birth-death type Markov chain 3 , an analytic solution by the spectral representation of the transition density 4 , and a path augmentation method 1 .
Our approach sought a solution based on simulations due to the potential of simulations to deal with the complexity provided by the interaction among genes. Our approach exploited the fact that the two multiplicands in equation (1) can be estimated rather easily but in different ways, despite the intricacies of their joint integration. The first term could be calculated analytically because the empirical data consist of a series of binomial draws that are independent, so:
This method showed a notable capacity to deal with the complexities of our inferential problem. In contrast, other available methods can't deal with complicated relationships between genotypes and phenotypes, as they assign selection coefficients directly to the genotypes. From the many methods available to estimate selection from time series of genetic data, only two 3, 4 are able to deal with dominance/recessive relationships between alleles but none is able to deal with epistatic relationships among genes. It looks also unlikely that the methods described in [1] [2] [3] [4] [5] can deal with uncertainty in samples ages which is relevant because it makes the order of the samples uncertain and with them the observed frequencies in time. Another option for inferring selection from time series of allele frequencies consist in using approximate Bayesian computation. It has the same (if not a larger) potential to deal with all the interactions and uncertainties, but it is computationally more demanding and probed incapable for the inference of our system due to the number of parameters.
Noise variables
The simulated part of our model can incorporate necessary parameters for which there is neither available knowledge nor sufficient power in the data to estimate them. So the procedures include them as well as their priors and marginalize the target posterior by integrating over their ranges. The parameters that we treated in this way were the effective population sizes and the generation time:
The simulations sample their values from their prior distributions before inserting them in the simulations. It is important to notice that for each new noise variable, the number of simulations should be increased in the same way as if the number of parameters were increased.
Algorithm
We implemented this algorithm in our problem of estimating selection coefficients for nine periods in a sample of 201 horses spread between the Late Pleistocene and medieval times. The algorithm has the next steps:
1. Define the proper parameters, priors and noise variables. Also define, a model and create a program for the simulation of paths of allele frequencies.
2. Sample a set of parameters from their prior distribution .
3. Simulate an allele frequency path, , using Wright-Fisher explicit simulations with the desired level of complexity and employing the values of obtained in the previous step.
4. Calculate analytically the partial likelihood of the i-th simulation | .
5. Use an appropriate kernel for proposing a new set .
6. Simulate an allele frequency path, , using Wright-Fisher explicit simulations with the desired level of complexity and employing the values of obtained in the previous step.
7. Calculate analytically the partial likelihood | .
8. Accept or reject , with probability • (or with a Metropolis-Hasting or another criterion).
9. Go to 2.
10. Repeat 1-9 for a sufficiently large number of steps.
11. Run several chains and evaluate different transition kernels. Evaluate and optimize as a regular MCMC procedure.
The algorithm is also able to incorporate some of the many refinements developed under the theory of MCMC. One of them, a Gibbs sampler could be particularly useful for highly multivariate problems. In our algorithm the Gibbs sampler updated the chains one parameter at a time.
Initial states and introduction of alleles
The different methods that have been designed for estimating selection by means of time series of allele frequencies have dealt with the initial state of a derived allele (the one under selection) in two alternate ways:
(i) the derived allele exist since the beginning of the timeframe of interest, requiring the estimation of its initial allele frequency; or (ii) considering that the mutant allele must have appeared by mutation at some time, the estimation of the initial allele frequency is substituted by the estimation of age of the allele.
Considering that our simulations are, in general, more computationally demanding than other approaches (e.g. analytic solutions), our method will generally be circumscribed to the sampling timeframe in order to minimize computational demands. For that reason, the default option will be (i). However, if the mutant allele is absent from the first sample there could be a non-null probability that the allele appeared by mutation inside the timeframe of the simulations. Opting for (i) or (ii) could be solved by performing a Bayesian model comparison between those models. However, it is possible to implement a MCMC that can jump between models in the same way that it jumps between parametric states. This has been done in phylogenetic inference for choosing models of molecular evolution on-the-go 6 .
In our case, the oldest sampling of the derived allele was always much younger than the oldest sample, requiring this hybrid approach.
Programing
We created three versions of the algorithm: one for one-gene-systems, one for basic colours (programing the interactions between the genes ASIP and MC1R) and one with all the eight genes and their interactions.
Our program consisted in:
1. Reading data and operators for the MCMC; employing the language Fortran 90. The specifics of the sampling and changes of generation followed 7, 8 .
Bottom line
Our method has several innovative steps but in its general form is analogue to the estimation of demographic parameters by coalescent approaches 9 . It has been successfully tested in a simpler system, and showed more accurate than approximate Bayesian computation while being significantly more efficient (see 
Europe/Asia(minor) Table S3 : Allele frequencies in the observed sample over the time periods employed for the simulations analysis. The frequencies are slightly different than in the subsets employed in the temporal test of allele frequencies.
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