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The main results of this paper are as follows. 
(i) If p # 2, there exists a continuous multiplier (function) of D’(R”) 
which vanishes at infinity, but which is not in the closure, in the multiplier 
norm, of the space of Fourier transforms of integrable functions. 
(ii) If p # 2, there exists a function on Z”, a multiplier of D’(T”) which 
vanishes at infinity, but which is not in the closure, in the multiplier norm of 
the space of finitely supported functions on Z”. 
(iii) If 1 < p < co and ‘p, a function on Z”, is a multiplier of L”(T”), 
then there exists a function @ on R”, a multiplier ofL*(R”), such that @ 1 Z” = ‘p 
and II @II Q II P/I, where II . II d enotes the appropriate multiplier norms. 
Moreover, if v vanishes at infinity, 4p can be chosen to be continuous and to 
vanish at infinity. 
Result (i) answers a question raised by Hiirmander. It is proved as a corollary 
of (ii) and (iii). 
1. INTRODUCTION 
In this paper, we answer a question about multipliers raised by 
L. Hormander [7]. In the process of doing this, we establish a result, 
of independent interest, concerning the extension of multipliers on Z” 
to continuous multipliers on R n. This last result complements results 
of K. deLeeuw [8]. 
If T is a bounded linear operator on LP = LP(R”) (1 < p < co) 
which commutes with translations, then T determines a function 
9 E L”(R”) which satisfies 
STf = pFf (1.1) 
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for every feL1 n LP. (9~ = ti is the Fourier transform of the 
function u.) 
If p < a or for the case p = CO, if T is weak* continuous, then the 
function F uniquely determines T and is called a multiplier of Lp 
(or sometimes, more properly, a multiplier of FLP). We denote by 
MP = M,(R”) the linear space of multipliers of Lp. Thus M, is the 
subspace of L”(R”) consisting of those elements q~ which are identi- 
fiable via Eq. (1.1) with operators T on Lp, which commute with the 
translation operators, and are continuous for the normed topology 
when 1 < p < co and for the weak* topology when p = CO. It is 
not difficult to see that Mp becomes a Banach space if we assign to an 
element v the norm of the operator which it determines. 
The space M, has been studied by L. Hormander and other authors. 
A convenient reference for our purposes is [7], where one can find 
proofs of the following statements. 
(1) MP = M,, if l/p + l/p’ = 1. 
(2) Ml is the space of Fourier-Stieltjes transforms of bounded 
regular Bore1 measures. 
(3) If I 4 - l/q I < Ii - l/p I, then M, C Mq and II T llMo G 
II 9) IIM, * 
(4) M, = L” with equality of norms. Hence, if 1 < p < co, 
then Ml C MP CL”, and each injection map has norm at most one. 
Following Hiirmander [7] we define mP to be the closure, in the 
norm of M, , of A(Rn). A(R”) is th e s p ace of Fourier transforms of 
integrable functions. It is clear from statement (4) above that mP C 
MD n C,, and that ma = C, , where C, denotes the space of continuous 
functions on R” that vanish at infinity. The main result of this paper is 
that the inclusion mP C M, n C, is proper ifp + 2. 
THEOREM A. If p # 2, there exists a continuous multiplier of Lp 
which vanishes at injinity and which is not the limit in MP of Fourier 
transforms of integrable functions. 
For p = 1 or p = co, this is a well-known result, viz., that there 
exist singular measures with Fourier-Stieltjes transforms vanishing 
at infinity. Our proof applies only to the case where 1 < p < co. 
Theorem A provides the answer to a question raised by Hormander 
[7, p. 1111. See also [l, 16.6.31. 
In Section 2 we prove the analog (Theorem B) of Theorem A for 
multipliers of LB(T), w h ere T is the one-dimensional torus. {The space 
M, = M,(Z) can in this case be described simply (since T is compact) 
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as the subspace of em consisting of those functions T for which 
TIE FLP for all f E Lp(T).} Th e p roof is obtained by estimating the 
norm in MP of the Fourier transforms of the Rudin-Shapiro poly- 
nomials and then applying the Littlewood-Paley theorem. The 
results of this section extend immediately to the situation where 
T” (n > 1) replaces T. 
In Section 3 we show that if v is a function defined on Zn which is 
a multiplier of Lp(T”) then there is a continuous multiplier @ of 
Lp(R”) with the property that y is the restriction of 0 to Z”. Moreover, 
if y vanishes at infinity, @ can be chosen to vanish at infinity. Speci- 
fically, we prove 
THEOREM C. Let y be a function on Z” which is a multiplier of 
Lp(T”). Let 
JW) = fi [ma4 - I & I, O)l” 
i=l 
for 5 = (El Pa’*, [,) in Rffl. Then the function 
is a multiplier of LP(R”), with norm no greater than that of q~. 
Theorem C is proved by showing that the natural ‘adjoint’ of the 
mapping v + @ carries the space A,(R”) continuously into the space 
A,(T”). The spaces Ap , introduced in [2], have the corresponding MP 
spaces as their duals. The proof that the adjoint of the mapping 
v -+ @ carries A,(R”) continuously into A,(T”) uses techniques 
closely related to those employed by Herz [5] to prove that Ap is a 
Banach algebra. Theorems B and C together with a result of deLeeuw 
[8, Proposition 3.31 yield immediately a proof of Theorem A. 
In Section 4 we discuss extensions of Theorem B to compact 
Abelian groups other than T”. In particular, we show how to extend 
Theorem B to the case of a compact Abelian group whose dual has 
bounded order. 
2. THE CASE OF L*(T) 
The space M,(Z) was introduced in Section 1. As an extension of the 
terminology, if p < 2 and q is a function on Z with the property that 
93 E 9L2 for every f E LB, then we say that v is a multiplier of LP into 
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L2, and we denote by &I,,,, the space of such multipliers. We define 
the norm on MP,2 in the obvious way: 
/I 9 IIM,,, = “P{ll~-%??ll2 : llfll, d 1). 
It is clear, since T is compact, that JL!~,~ Z iPi78 and that 11 p) lIMp < 
II v lIMM,,, * 
LEMMA 1. Suppose that 1 < p < 2. Then there exists a sequence 
(yn) of jinitely supported functions on Z with the following properties: 
(i) the support of yn is (0, l,..., 2” - l}; 
(ii) IIylzllm = s~p~Iy,(~)I+Oasn+~; 
(iii) II yn IIM~,, < 1 for al n; 
(iv) there exist 8 > 0 and trigonometric polynomials tin(x) = 
yILId&‘k’ eik2, with the property that II u, I lp, < 1, where 1 /p + 1 /p’ = 
2 
!P 
m(k) z&(k) eilix 
II 
> 6. 
P1 
In particular, 
Proof. We observe first of all that since p < 2, it follows from the 
Hausdorff-Young theorem that FLp(T) _C P(Z) and that 11~11,~ < 
11 f ljP . Therefore, if y is a function on Z with the property that 
yX E P(Z) for every h E&‘(Z), then y E Mp 2 . Now if y E &‘, where 
r = 2p/(2 - P), and h E b’ then Holder’s inequality yields the 
ineequality 
c j rw h2(n) / < (c 1 r(n) lry’ (c 1 h(n) Ip’)2’u’. 
Therefore, k’? C ilk?,,, , and 11 y IiM, a < 11 y ljr. It follows that, in order 
to establish (iii), it suffices to show that I\ yn II+. < 1, where r = 
2Pl(2 - P)* 
Define the sequences (p,) and (a,) of Rudin-Shapiro polynomials 
on T as follows: 
po=uo= 1; 
Then 
p&j = pR&) + exp(@-lx) un&); 
O,(X) = pnAl(x) - exp(i2+%) u~-~(X). 
I pn I2 + I fJR I2 = 20 Pa-1 I2 + I un-1 I”> 
= . . . = 2n+l 
9 
MULTIPLIERS OF Lp WHICH VANISH AT INFINITY 479 
so that II pn IL < 2 (n+1)/2. Further, the functions p^, and 6, take only 
the values 0 and fl and are supported precisely on the set (O,..., 2” - l}. 
Define yn = &/2”/‘, so that conditions (i), (ii) and (iii) are auto- 
matically satisfied. To see that condition (iv) is satisfied, consider the 
functions 
Then 
un(x) = p,(x)/2’“+l’~z. 
and 
II %I IId < II 43 IL = II Pla llm/2(“+1)‘2 < 1
IF f&(4 mw eikz /I 9, = (1/2(~+9(1/2”/‘) 11 pn * pn [Is* 
But 
= &7w ph. 
p-2 
pn * pn = exp(i2n-2x) C eikx 
-pa-2 
= exp(i2”-2x) D2n-a(x), 
where D,,, denotes the N-th Dirichlet kernel. It is known [I, Exercise 
7.51 that 11 DN II,* N AP*N1/P as N -+ co, for 1 < p < co. Therefore, 
asN-+co, 
111 fin(k) y,(k) eikx 11 
3)* 
- Ap,/22/~21/2. 
This proves condition (iv), and also completes the proof of the lemma. 
Before proceeding, let us define the space m,(Z) in the expected 
way. m,(Z) denotes the closure, in the norm of M,(Z), of A(Z) = 
9X1(T). Equivalently, m,(Z) is the closure in the IMP-norm of the 
space of finitely supported functions on Z. The space cc, = c,(Z) is, 
as usual, the space of functions on Z that vanish at infinity. We now 
prove our first main result. 
THEOREM B. Suppose that p # 1,2. Then there exists CJI E Mp n q,(Z) 
such that q~ $ m,(Z). 
Proof. Without loss of generality, assume that 1 < p < 2. It 
suffices to show that there exists y E Mp n c0 which is not the limit, 
in the norm of Mp , of finitely supported functions. 
Let v*(K) = m(K - 29, where yn is the function defined in Lemma 1. 
Then vn is supported by the set (2”,..., 212+1 - 11, and satisfies 
conditions (ii), (iii) and (iv) of Lemma 1 with the function u, replaced 
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by vn = exp(i2”x) u, . Write q~ = zcEO yn , and defined the operators 
T, and TO, by the equations 
pT,f = d 
and 
FTm,f = ~nf. 
Suppose now that f is a trigonometric polynomial on T. The 
Littlewood-Paley theorem [ 12, XV, (2.1 I)] implies that 
where I?,* is a constant independent off. {The last inequality follows 
from an application of Minkowski’s inequality for the exponent 
p’/2.} Since IJ vn JJM,,z < 1, we deduce that 
II T,f live G C,, (c llfn ll:)1’2 
where& = ~~~~zlnl3(f?(K) eikx, the last step since p’ > 2. We have therefore 
proved that q~ E iI&, = MD . Since statement (ii) of Lemma 1 implies 
q~ E c,, , we have only to show that v is not the limit of functions with 
finite supports. Let IJ be a function with finite support F, and let n 
be such that the support of qua does not intersect F. Let v, = 
exp(i2”x)u, , where u, is defined as in the lemma. Then 
and 11 v, Ilpf < 1. Therefore, 
The theorem is proved. 
COROLLARY. Theorem B remains true when Tn (n > 1) replaces 
the group T. 
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Proof. Define q.~ as in Theorem B. Then define q’ on 2” by writing 
qqk, > o,..., 0) = dk,) (4 E Z) 
~‘(0, k, ,..., k,) = 0. 
It is easy to check that # E Mp n c,,(Zn)\mp(Zn). 
Remarks. (a) By virtue of the Riesz convexity theorem, the 
function y manufactured in the proof of Theorem B for say 1 < p < 2, 
belongs to M, for p < Y < 2, but does not belong to M, for any s 
satisfying 1 < s < p [l, 16.6.21. Thus Theorem B shows that the 
inclusion M, C_ M, , which holds for 1 < s < p < 2, is proper. 
The subject of proper inclusion relations between spaces of multipliers 
has been treated more generally and more completely by the authors 
elsewhere. See [3 and 41. 
(b) Theorem B and its corollary show that there are multipliers 
of Lp(T”) (n > 1, p # 1,2) vanishing at infinity for which the 
corresponding operators on L p are not compact. For some remarks 
about compact multipliers, see [l, 16.7.21. 
3. THE CASE OF L*(Rn) 
In this section, we shall give a proof of Theorem C. First, we for- 
mulate the theorem in an equivalent form. 
We recall that the space A,(R”) [2] is defined as the subspace of 
C,(R”) consisting of those functions h that can be written in the form 
h = Cfi *gi, where fd EL”, gi E Lp’, and C ]lfi ]b I/ gi lip, < 00. The 
norm of an element h of AP is defined to be 
II hII,, = inf IC IIfill~ll8~ll,~ : h = Cfi *gila 
We can also identify AP with the image of the completed projective 
tensor product Lp @ Lp’ under the map (Y : L” @ Lp’ ---t C,, defined 
by the equation a( f @ g) = f J g. One defines A,(T”) in a completely 
analogous way. 
The dual space of A,(R”) (resp. AJT”)) is M,(R”) (resp. M,(Z”)), 
the duality being defined in the following way: If T is the operator 
with which v E Mp is identified via Eq. (1 .l), then T defines a func- 
tional 01~ on A, by the equation 
44 = c Tfi *g,(O), 
where h = C fi *g, is any representation of h E AD . 
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Now Theorem C asserts that the transformation Up, = @, mapping 
an element v E MP(P) into 
is a bounded norm-decreasing linear operator which carries Mp(Zn) 
into M,(R”). Write k = k? and define, for f E CO(Rn), 
v-f(x) = c k(x + 274f(x + 27i-74. 
7iCZn 
Using the fact that K E L1 A A, it is easy to see that CmEznk(x + 277~2) =
1 for all X. This implies that I’ maps C&R”) into the space of continu- 
ous functions of period 277 in each variable, i.e., into C(T”). If we can 
prove that I’ is a norm-decreasing map of A,(R”) into A,(T”), then 
Theorem C will be proved. For the adjoint I’* of V is precisely the 
operator U defined above. (This last statement can be verified by 
“testing” I’ with functions of the type f *g, where both f and g have 
compact support.) We now proceed to prove 
LEMMA 2. The operator V de$ned by the equation 
V@) = C h(x + 27m)f(x + h-m) 
VEZ- 
is a bounded operator of norm at most one mapping A,(R”) into AJT”). 
Proof. Let d(t) = nF-“=, max(1 - 1 5, /, 0), so that K(e) = A(02, 
and K = j *j, where j = d. It is clear that j EP n A and that 
CmoZn j(x + 2n-m) = 1. 
By the linearity of V, the definition of Ap , and a standard approxi- 
mation argument, it is sufficient to prove that 
when f and g are continuous functions with compact supports. In 
this case it is obvious that 
Define 
Vcf *g) E A(T”) = A&T”) C A,(T”). 
and 
F,(x) = 1 f(x + 2rm)j(x + t + 2rm) 
VlEZ- 
G(Y) = C g(y + 2m>i(r - t + 24. 
W8SZ” 
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For fixed t E R”, F, and Gt can be regarded as continuous functions 
on T”. Their convolution F, * G, is an element of A,(T”). We assert 
that 
V(f * g) (x) = (29 s F, * G,(x) dt. (3-l) 
Iv 
Indeed, the integral on the right of (3.1) can be rewritten as 
1, Gw-” j Ft(x - y) C dy + 274j(y - t + 274 dr dt. (3.2) 
[-s,n]” mszn 
If we extend F, periodically, intercharge the summation and the 
integration, and apply Fubini’s theorem, expression (3.2) becomes 
GW” j- j- Fdx - Y).~(Y - t) g(y) dr dt 
R” Rn 
=(27p 1 J j f(x-Y+2~m)i(x-y+t3-2~) 
msZ” R” R” 
x AY - 4 g(y) dt 4 
= (29 1 f*g(x + 2m)j *j(x + 274 
W&EZ” 
= (24-n V(f *g). 
Hence (3.1) is verified. 
Since the mappings t --t F, and t --+ G1 are continuous mappings 
of R” into Lp(T”) and Lp’(Tn), the integral in Eq. (3.1) can be 
regarded as a Banach space-valued (Bochner) integral. We have, then, 
B f II Ft 119 II Gt lb dt R” 
d (s,. II Ft Ilpz’ dt)“’ (I, II G II;: dt)“” (3.3) 
On the other hand, the transformation S, defined by the equation 
W(x, 4 = c f(x + 2574.+ + t + 2374 
7TEZ” 
= F,(x) 
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can be regarded as a linear operator mapping ,V(R”) into Li(Rn; 
L1(Tn)), the space of Ll(T”)-valued integrable functions on R”. In fact, 
Ii S,f II L'(Rn;L'(T")) = jRm (2+” j I ~&I dx dt [-n,nln 
\< (2~))” j j If (x)1 I i(X + t)l dx dt 
= (27.p l,.iLI;J , 
since l\j \jr = 1. Thus S1 has norm at most (27~)~“. But S, is also a 
bounded linear transformation of L”(Rn) into L”(R”; L”(T”)) of 
norm one, as is easily verified. We now appeal to the interpolation 
theorem for linear operators on the spacesL’(Rn; L’(T”)) (1 < r < co) 
[9, pp. 47 and 491, and deduce that S, is a bounded linear operator 
from Lp(R”) to D(R”; L*(T”) with norm at most (2n)-“l~. Similarly, 
we can show that the operator S, defined by the expression 
Sz(x, q = c g(x + 2774j(x - t + 274 
= G(x) 
is a bounded linear transformation of LP’(R”) into D’(Rn; L@(T”)) 
with norm at most (27r)-*l@. We conclude that 
(j, IlFt IIX dt)“’ (j, II Gt II;: dt)“” < (27P Ilf 119 I/g l/9, . 
It follows from Eq. (3.3) that 
This concludes the proof of both Lemma 2 and Theorem C. 
Proof of Theorem A. Let ‘p E Mp n c,(F) be the function con- 
structed in the proof of Theorem B or its corollary, according as 
n = 1 or n > 1. Let @ be defined as in Theorem C. It is clear that 
@ E Mp n c&R”). T o see that @ +! m,(R”), we suppose that, for 
given f > 0, there exists a continuous multiplier YE M,(R”) having 
compact support, and such that /I @ - Y (lM, < E. Then by a result 
of deLeeuw [8, Proposition 3.31, the restriction q - 16 of @ - Y to 
2” is a multiplier, and 
Since E was arbitrary and q~ cannot be approximated by finitely 
supported multipliers, we have a contradiction. 
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4. EXTENSIONS TO MORE GENERAL GROUPS 
It is clear that the proofs given above do not admit immediate genera- 
lization to arbitrary noncompact locally compact Abelian groups X. 
There are, however, one cases in which one can carry through the 
expected generalizations without great difficulty. The most difficult of 
these is the case where X is a discrete torsion group of bounded order. 
THEOREM D. Let X be a discrete torsion Abelian group of bounded 
order. Then if p # 1, 2, there exists q~ E M, n C,,(X) with the property 
that v $ m,(X). 
Outline of proof. We may suppose, without loss of generality, 
that X is a group of the form X = *J-J; Z( P)~ (weak direct product) 
where p is a fixed prime. (X will always contain such a subgroup, 
Ref. [6, A.251.) Write X, for the group generated by the elements 
Xl ,..., xn where x1 = &.)jm=r . Then X = (J X, , and the order of X, 
in XT&+1 is p for all n. For each n, let a, be an element of X,+,/X, . 
Then one can adapt the proofs of Lemma 4.5 and Theorem 4.7 
of [4] to prove the analogue of Lemma 1 in which condition (i) is 
replaced by the condition 
(i’) the support of 7% is A, + X, . 
To complete the proof, one mimics the proof of Theorem B, 
using in place of the Littlewood-Paley theorem a result recently 
announced by J. Peyriere and R. Spector [II, Theorem 31. (The result 
of Peyriere and Spector is itself a generalization of the classical Paley 
theorem for the Cantor group [lo, Theorem VI.) 
Remark. The case where X is discrete and does not contain an 
infinite subgroup of bounded order is simpler and uses arguments like 
those in [4, Theorem 4.7, case (ii)]. Now using the structure theorem 
for L C A groups, it is easy to sew together the special cases in order 
to prove Theorem A for any nondiscrete group G: in carrying out 
the “sewing,” use is made of the extension of Theorem C given in 
our paper “Extensions of multipliers,” Boll. Unione Mat, Ital. N. 6, 
1970. 
Remark. After this paper was written, we learned of the work of 
M. Jodeit “Restrictions and extensions of Fourier multipliers,” 
Studia Math. 34 (1970), 215-226, which contains results analogous 
to our Theorem C. He proves that every y E M,(Z”) is the restriction 
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to 2” of a continuous function @ E ilIP( However, his proof is 
entirely different from ours, and he does not establish the fact that @ 
can be chosen so that /I CD 11 < [j v /I. 
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