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ABSTRACT 
Let A(s) = (Aij (cc)) be an n x n symmetric polynomial matrix in 2, and 
define 6(A) = deg, det A(s), [the degree of the determinant of A(z)]. Let G(A) 
be the associated bipartite graph; the vertices of G(A) are identified with the rows 
and the columns of A, and the edges with the nonzero_entries of A. We attach 
deg, Aij(z) to edge (i,j) of G(A) as a weight and define &(A) to be the maximum 
weight of a perfect matching in G(A). Then 6(A) 5 *o(A), and the equality 
holds in the generic case, i.e., when the leading coefficients of Aij(z) (i 5 j) 
are independent paramzters. It is proven by a combinatorial argument that the 
gap between 6(A) and &(A), if any, can be resolved by a unimodular congruence 
transformation. That is, for a nonsingular A(z) there exists a unimodular V(z) 
such that A’(z) = U(z)A(z) Us satisfies (6(A) =) 6(A’) = &(A’). Note that if 
A(s) is transformed to A’(z) = U(x)A(z) Us, 6(A) remains invariant, whereas 
&(A) does change, since G(A) changes. The proof relies on the dual integrality 
of bipartite matching polytopes well known in polyhedral combinatorics. 
1. RESULT 
Let A(z) = (Aij(s)) b e an n x n symmetric polynomial matrix with 
&J(z) = c A#, Aij(x) = Aji(z) E F[z], (1.1) 
sEZ+ 
where the coefficients A,, are elements of a certain field F (typically the 
real number field R) and the summation is taken over a finite subset of 
nonnegative integers Z+ . In this paper we are interested in a combinatorial 
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characterization for the degree of determinant of A(x): 
6(A) = deg, det A(x). (1.2) 
By convention we put 6(A) = -CO if det A(x) = 0. 
Let &(A) denote the highest degree of a nonvanishing term in the defin- 
ing expansion of the determinant 
detA(z) = xsgnofiAi,(,,(z); (1.3) 
(r i=l 
that is, 
&,(A) = rnoaxdeg, fi Aio(i)(z). 
i=l 
(1.4 
Obviously, $0 (A) is an upper bound on S(A), though there can be a gap be- 
tween them due to possible cancellations of_nonzero terms in the expansion. 
We say that A(x) is zipper-tight if S(A) = So(A). 
It can be shown (see the proof of Theorem 1 below) that there is no 
combinatorial (or nonnumerical) reason for the cancellation among nonzero 
terms in the determinant expansion in spite of the symmetry Aij, = Ajis. 
Therefore the equality 6(A) = &(A) h o Id s in the generic case, where the 
nonzero leading coefficients of Aij(x) are regarded as mutually indepen- 
dent parameters. This implies that &(A) serves in fact as a combinatorial 
counterpart of S(A). 
THEOREM 1. Let A(x) be a symmetric polynomial matrix over a field 
F of characteristic distinct from two. 
(1) 6(A) I &(A). 
(2) The equality holds generically, i.e., if the set of nonzero leading coef- 
ficients 
{Ai+ 1 &j(x) # 0, s = degAij(z), i < j} 
is algebraically independent (over a subfield of F). 
PROOF. Consider the determinant of a symmetric matrix A in general. 
We may regard it as a polynomial in {Aij 1 i 5 j}. In the defining expansion 
det A = c T(a), T(a) = sgna fi Aim(i), 
0 i=l 
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different cr can result in similar terms due to the symmetry Aij = Aji. 
Let us consider one term T(Q). The permutation 00 can be represented 
uniquely in the form of the product of a number of disjoint cyclic permu- 
tations rk as (~0 = nL=, 7-k. Then T(a) is similar to T(Q) if and only if 
0 = l-I;=, $7 where 7; = Tk or 7;‘. This implies that sgnca = sgna, and 
that there are 2’1 similar terms, where ri denotes the number of the cyclic 
permutations Tk of length greater than or equal to three. Hence the term 
nr=, Ai,, appears in det A with coefficient sgnrra . 2r1, which is distinct 
from zero by the assumption that F is not of characteristic two. 
The combinatorial structure of a symmetric matrix A can be represented 
conveniently by a bipartite graph G = G(A) = ( V, E). The vertex set 
V = V(G) is identified with the disjoint union of the row set R and the 
column set C of A; i.e., V = R U C, where it is assumed that R and C each 
have a one-to-one correspondence to { 1,2, . . . , n}. The edge set E = E(G) 
is identified with the nonzero entries of A, i.e., 
E(G) = {(i,j) 1 i E R,j E C,A+j(s) # 0). 
To an edge e = (i, j) E E is attached a cost (or weight) 
c, = czj = max {s 1 A+. # 0} = deg, A,j(z) (2 0). (1.5) 
The set of end vertices of an edge e = (i,j) E E is denoted by ae = {i,j}, 
and this notation is extended for M C E as aM = U{ae 1 e E M}. A 
subset M of E is called a matching if (dMI = 2(MI, and a perfect matching 
if (dM I = 21MI = [VI. Th e cost (or weight) of M C E is defined by 
C(M) = C cijs 
(idEM 
M is an optimal matching if M is a perfect matching of maximum weight. 
Noting that nonzero terms in the determinant expansion (1.3) corre- 
spond one-to-one to perfect matchings in G(A), we can give an alternative 
definition of graph-theoretic flavor to &(A) of (1.4). Namely, 
&(A) = max{c(M) ( M is a perfect matching in G(A)}. (1.6) 
By the convention for the singular case we have &(A) = ---DC) if no perfect 
matching exists in G(A). 
We now move on to the_nongeneric case, where accidental numerical 
cancellation can occur and So(A) can be strictly larger than S(A). If A(z) 
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is transformed to A’(x) = U(x)A(x) Us with a unimodular polynomial 
matrix V(z) [i.e., with det V(z) free from XC], then S(A) remains invariant, 
whereas &(A) d oes change (increase or decrease), since G(A) changes. The 
objective of this paper is to prove by means of a combinatorial argu_ment 
the following theorem, which claims that the gap between S(A) and &(A), 
if any, can be resolved by such a unimodular congruence transformation. 
As opposed to Theorem 1, no assumption is made in the following theorem 
about the characteristic of the underlying field. ??
THEOREM 2. Let A(x) be a nonsingular symmetric polynomial matrix 
over a field. Then 
where 
S(A) = min(&(A’) 1 A’ E F(A)}, (1.7) 
F(A) = { U(x)A(x) Us ( U(x) is unimodular}. 
Namely, there exists a unimodular U(x) such that 6( A’) = &(A’) for 
A’(x) = U(x)A(x) Us. 
Note that 6(A) = S(A’) f or all A’(x) = U(X)A(~)U(X)~ E F(A). The 
following intuitive argument will show that the transformation matrix V(z) 
that attains the minimum on the right-hand side of (1.7) is very rare: 
For a randomly chosen V(x) the transformed matrix A’(x) will have more 
nonzero entries than A(x), or equivalently, the graph G(A’) has more edges 
than G(A), and consequently, the maximum weight of a perfect matching 
in G(A’) is larger than that in G(A). In contrast Theorem 2 claims that 
by a judicious choice of V(z) we can annihilate certain (critical) edges of 
G(A) by intentionally causing numerical cancellations so that the maxi- 
mum weight of a perfect matching may be smaller in G(A’). 
Such identity as (1.7) will enforce the link between linear algebra (deter- 
minant) and graph-matroid theory (matching) observed in various contexts 
[l, 4-7, 121. Furthermore, it is possible (see [S]) to construct an efficient 
algorithm of “combinatorial relaxation” type [7] to compute S(A) based on 
the identity (1.7). 
EXAMPLE 1. Consider a symmetric polynomial matrix over F = R 
(n = 3): 
xs x2 0 
A(x) = x2 1 x+1 (1.8) 
0 x+1 --crx 
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,=l J=l 
i=3 j=3 
FIG. 1. Bipartite graph G(A) (Example 1). 
with a nonzero parameter (Y introduced for an illustrative purpose. The 
associated bipartite graph G = G(A), h s own in Figure 1, has 6 vertices 
and 7 edges. By inspection we see that it admits three perfect matchings 
with weights 4, 5, and 5, and 
det A = AII&Z& - A11&d32 - Aloh& 
= (a - 1)x5 - (a + 2)x4 - x3. 
Accordingly we have 
&,(A) = 5, 6(A) = 
if of1 
if a=l. 
Now assume that o = 1, so that b(A) < &(A). If we choose a unimod- 
ular matrix 
(1.9) 
we see that 
satisfies S(A’) = &(A’) = 4. Note that no cancellation occurs among 
the leading terms in expansion of det A’. The associated graph G(A’) is 
depicted in Figure 2, which is to be compared with G(A) of Figure 1. 
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j=l 
(Plcl = 2) 
3=2 
(P&2 = 1) 
3=3 
(P&J = 2) 
FIG. 2. Bipartite graph G(A’) and dual variable p’ (Examples 1 and 3). 
REMARK 1. It has been shown in [9] that a theorem similar to The- 
orem 2 holds also for a skew-symmetric polynomial matrix. In this case 
there is a simple algebraic proof, besides a combinatorial proof, based on 
a normal form of a skew-symmetric polynomial matrix under unimodular 
congruence. In contrast, the combinatorial argument of this paper is the 
only known proof for Theorem 2, since, to the best of the author’s knowl- 
edge, no normal form exists for a symmetric matrix under unimodular 
congruence that implies Theorem 2 as an immediate corollary. 
The basic idea of the proof of Theorem 2 is the same as in [9], as 
follows. It suffices to show that if S(A) 5 &(A) - 1, A(z) can be modified 
by means of a unimodular congruence to another matrix A’(z) such that 
&(A’) 5 &(A) - 1. Th e modification procedure makes essential use of 
dual variables based on the standard duality theorem for the polyhedral 
description of perfect matchings (see Section 2.1 for detail) of the following 
kind: 
go(A) = maxPIP 5 maxPLP(A) 
5 minDLP(A) 5 minDIP(A), 
where max PLP(A) and minDLP(A) stand for the optimal values of the 
primal and the dual linear program [2, 121 for the matching problem in 
G(A), respectively, and max PIP(A) and minDIP(A) for the integer pro- 
grams. The integrality theorem (see Lemma 1 in Section 2.1), together 
with the strong duality theorem in linear programming, states that all 
these “obvious” mequalities are in fact equalities for each A. Combining 
this with 6(A) < &(A), we obtain 
6(A) 5 &(A) = minDIP(A). 
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Note that if A(z) is trayformed to A’(z) = U(Z)A(Z)U(X)~, b(A) re- 
mains invariant, whereas &(A), as well as the associated linear and integer 
programs, does change, since G(A) changes. In the proof of Theorem 2 
a sequence of unimodular transformations are constructed based on the 
solutions to the dual programs. 
2. PROOF 
2.1. Linear Programming Description 
We consider the following primal-dual pair of linear programs ([2], [3], 
1519 WI, WI): 
PLP: maximize c c&P_, 
eEE 
subject to C Se = I (i E 0 
ae3i 
Je 20 (e EE) and 
(2.1) 
DLP: minimize c Pi [= T(P)], 
IEV 
subject to pi +pj 2 czj [(i,j) E E]. 
(2.2) 
Note that < = (Ee 1 e E E) is the primal variable and p = (pi 1 i E V) = 
PR CB pc = ( pRi 1 i E R) 83 (PC, 1 j E c) the dual variable. 
As is well known, these linear programs enjoy the integrality property. 
LEMMA 1 (Integrality). 
(1) PLP has an integral optimal solution [with te E (0, 1) (e E E)]. 
(2) If c, is integer for e E E, DLP has an integral optimal solution [with 
pi E z (i E V)]. ??
By virtue of the primal integrality we have 
&(A) = min{r(p) ( p is feasible to DLP}. (2.3) 
The optimality of a perfect matching is expressed by the complementary 
slackness condition as follows. For e = (i,j) E E, the reduced cost is 
defined by 
C, = Zii = Cij - pi - pi. (2.4) 
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Then p is (dual) feasible if and only if ‘& 5 0 (e E E). An edge e is said 
to be tight (with respect to p) if C, = 0. We put 
Em = E*(p) = {e E E 1 C, = 0}, (2.5) 
which is the set of the tight edges. We also put G* = G*(p) = (V, E*(p)). 
The cost c, for e E E* remains the same in G’ as in G. 
LEMMA 2 (Optimality criterion). Let M be a perfect matching in G(A), 
and p be a dual feasible solution. Then both M and p are optimal (i.e., 
c(M) = r(p)) if and only if M C E*(p). 
When the cost is symmetric (cij = cji), which is the case here because 
of the symmetry of A(z), the optimal dual variables can be chosen to be 
symmetric, as stated below. For a dual variable p = pn @ pc we define its 
symmetrization p = in @ & by 
(2.6) 
LEMMAS. Suppose that cij = cji for all (i,j) E E. If p is an optimal 
dual solution, p defined by (2.6) as a so 1 an optimal dual solution. 
PROOF. By averaging pm + pcj 2 cij and mj + pci 2 cji we obtain 
cjj + cji _ 
FRi fPCj =aRj +PCi 2 2 - Cij = Cji. 
This shows the feasibility of jX The optimality follows from A(P) = r(p). 
??
Combining this with Lemma 1, we see the following. 
LEMMAS. If cij is integer and cti = cji for all (i, j) E E, DLP has an 
optimal solution p such that pRi = & E $2 for i = 1,2,. . . , n. 
2.2. Criterion for Upper- Tightness 
To derive a necessary and sufficient condition for the upper-tightness 
we extract the “tight” part from A(z), which is composed of the entries 
that can potentially contribute to the coefficient of zBo(A) in det A(z). For 
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a dual feasible p we define a constant matrix I(A;p) = A* = (A;) by 
{ 
A,,,, A;= o if (i,_i) E E*(P), 
otherwise. (2.7) 
Equivalently, 
Atj(x) = x~*+~J[A; + o(l)], (2.8) 
where o( 1) denotes an expression consisting of negative powers of x. Note 
that I(A;p) = A* varies with the choice of p (not unique even for opti- 
mal p). 
The linear-algebraic significance of the dual variables is made clear by 
the “leveling” or “scaling” operation L(A; p) defined by 
C(A; p) = diag(x; -pn) . A(x) . diag(x; -PC), 
where for a vector r = (rz 1 i = 1,2,. . . , n) in general we put 
(2.9) 
diag(x; -I-) = diag(xprl, x-“~, . . . ,x-“). 
LEMMA 5. Let A(x) = L(A; p) and T(P) = Cic$ v Pi’ 
(1) S(;i) = 6(A) - r(p), go(i) = &(A) - r(p). 
(2) UP d If zs uu easible, then Z,(X) = A$ + o(1). 
PROOF. (1): The first relation is immediate from (2.9). The second 
follows from the equality C (2,3)EM(Cij-Pi-Pj) = c(M)-Cigv Pi, which 
holds true for any perfect matching M. 
(2): This is a restatement of (2.8). W 
LEMMA 6. Assume that p is an optimal dual solution for A(x), and 
let A* = I(A ; p) be defined by (2.7). Then 
det A(x) = xaoCA)[det A* + o(l)]. (2.10) 
In particular, A(x) is upper-tight [i.e., S(A) = $(A)] if and only if A* is 
nonsingular. 
PROOF. It follows from Lemma 5(l) that A(x) is upper-tight if and 
only if l(x) = L(A; p) is upper-tight. Then Lemma 5(2) implies 
det z(x) = det A* + o(1). 
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PHI = 0 pc, = 3 
h = 312 PC, = 312 
PR2 = -1 PC2 = 2 
ih2 = 112 is,, = 112 
PR3 = -1 PC3 = 2 
EL3 = 112 fits = 112 
FIG. 3. Reduced costs Ice and dual variables p and p for G(A) (Example 2). 
This completes the proof, since &(A) = 0 by the optimality of p and 
Lemma 2. ??
EXAMPLE 2 (Continued from Example 1). As the optimal dual vari- 
able p for A(z) of (1.8) we may take 
PRl = 0, pR2 = -1, PR3 = -1, PC1 = 3, PC2 = 2, PC3 = 2. 
We have &(A) = n(p) = 5. Those variables and the reduced costs C, are 
illustrated in Figure 3. According to (2.9) and (2.7) we have 
Z(x) = C(4 P) = 
and 
A*=;r(A;p)= 
Lemma 6 shows that A(x) is upper-tight for (II # 1, since det A* 
The 
tion 
half-integral symmetric optimal solution jS is given by the symmetric- 
(2.6) as 
= 
(2.11) 
(2.12) 
(Y - 1. 
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2.3. Gap Reduction 
To establish Theorem 2 it suffices to show that if 6(A) 5 &(A)-1, A(z) 
can be transformed to another matrix A’(z) such that 
(PI) A’(z) = U_(+Cr) U(x) T with U(x) E Mn(F[s]), det U(Z) = 1, 
(P2) 60(-4’) 5 ho(A) - 1, 
where Mn(F[z]) d enotes the set of n x n polynomial matrices over F. 
Suppose that 6(A) < &(A), and let p be a half-integral symmetric dual 
optimal solution (cf. Lemma 4). The matrix A* = I(A;p) defined by 
(2.7) is singular by Lemma 6, and is symmetric, since p as well as A(z) is 
symmetric. Now A(z) is modified to A’(x) as follows. 
Step 1. Since A* is singular, there exists a nonzero vector u = (ui 
E F 1 i E R) such that 
c u2A; = 0 (j E C), i.e., UTA* = OT. (2.14) 
iER 
We choose u with minimal support, i.e., such that supp u = {i E R 1 ui 
# 0) is minimal with respect to set inclusion. 
Step 2. Let h E supp u be such that 
jinh = max{pm 1 i E supp u}. (2.15) 
Step 3. Divide ui (i E R) by uh (so that uh = 1). The elimination 
matrix U = ( Uik 1 i, k E R) is defined by 
if i=h, 
otherwise, 
where b,k denotes the Kronecker delta. 
Step 4. The transformation matrix U(x) is defined by 
i.e., 
U(x) = diag(x;&) . U . diag(z; -&), (2.16) 
&k(Z) = 
Z~(h,k) uk if i=h, 
6, (2.17) 
tk otherwise, 
where o( h, k) = &h - F’Rk. 
Step 5. Finally we put 
A’(x) = U(x)A(x) Us, 
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i.e., 
CkClX u(h,k)+uT(h’l)Uk211AkI(x) if i=j=h, 
A;(z) = Ck s”(h2kh~Akj(x) if (i = h,j # h) 
or (j = h,i # h), 
(2 ls) 
’ 
Ai3 Cx) otherwise. 
The validity of the above modification is claimed in the final lemma. 
LEMMA 7. 
(1) U(x) E MIPW). 
(2) det U(x) = 1. 
(3) S(A’) = 6(A), and go(A’) 5 &(A) - 1. 
PROOF. (1): Recall that the matrix A* is represented by the bipartite 
graph G* = G*(p) which consists of the tight edges E*(p) of (2.5). Let 
RI u Cl,R2 u C2,.,. (where Rl c R, Cl C C) be the connected compo- 
nents of G’. Then with appropriate permutation matrices PR and PC the 
permuted matrix PRA*Pc is a block-diagonal matrix (or direct sum) with 
each diagonal block corresponding to a connected component. Hence the 
minimality of supp u (2 R) implies that supp u is contained in a single Rl. 
Therefore, if i E supp u and lc E supp u, the two vertices i E R and Ic E R 
are connected in G’. 
On the other hand, we see that BR( - pcj E Z for (i,j) E E*, since 
jiRz + jicj = Cij E Z and pRi E aZ,jljcj E +Z. Hence jiRi - jiRk E Z if the 
two vertices i E R and k E R are connected in G*. 
Combining the two observations above, we conclude that jiRi -j?Rk E Z 
if i E supp u and k E supp u. In particular, a(h, k) = j?,, - &k E Z in 
the definition (2.17) of V(x). 
The choice of h in step 2 guarantees a(h, k) 2 0. Hence it follows that 
U(x) is a polynomial matrix, i.e. V(x) E M,(F[x]). 
(2): (2.16) implies det V(x) = det U = 1. 
(3): The first relation follows from (2) above. Put i(z) = L(A;p) and 
A’(x) = C(A’;p). Note that the second relation is equivalent to &(j’) < 0, 
since &,(A) = 0 and &(z’) E Z by (1) b a ove. Using &j(x) = A& + o(1) 
[cf. Lemma 5(2)] and (2.14), we obtain 
A;,(x) = i&(x) = c u&(x) = c 44; + o(l)1 = o(l) (j fh) 
2ER iER 
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and 
Uj C ?&[A; + O(l)] = O(l), 
zER jEC iER 1 
For (i,j) with i,j # h we have &(z) = A,,(X) = At + o(1). Therefore 
&(A’) < 0. g 
EXAMPLE 3 (Continued from Examples 1 and 2). Consider the matrix 
A(z) of (1.8) with CY = 1. Using the dual variable p of (2.13), we transform 
A(x) by means of the above procedure. We have 
A*=I(A;p)= 
which is singular. The vector u of (2.14) is given by uT = (1, -1, -1) 
with suppu = {1,2,3}, and h = 1 is chosen in (2.15). The transformation 
matrix V(x) is given by (1.9), and the resulting matrix A’(z) by (1.10). 
For A’(z) we find an optimal dual variable p’. 
pkl =o, pkz = -1, p& =o, p& =2, P&z =l, P&3 =2. 
Figure 2 illustrates the associated bipartite graph G(A’) along with the 
dual variable p’. We see, again by Lemma 6, that A’(x) is upper-tight 
with 6(A’) = &(A’) = n(p’) = 4, since 
(A’)* = I(A’;p’) = 
is nonsingular with det (A’)* = -3. 
The author thanks Ivlasaaki Sugihara for discussion and Akihiro Sugi- 
moto for careful reading of the manuscript. 
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