We consider the model y = Xθ * + ξ,
Introduction. We consider the model
where the random vector y ∈ R n and the random n × p matrix Z are observed, the n × p matrix X is unknown, Ξ is an n × p random noise matrix, ξ ∈ R n is a noise independent of Ξ, and θ * = (θ * 1 , . . . , θ * p ) is a vector of unknown parameters to be estimated.
We will typically assume that θ * is s-sparse, i.e., that it has only s nonzero components, where 1 ≤ s ≤ p is some integer. The dimension p can be much larger than the sample size n but we will typically have in mind the situation where the effective dimension s is much smaller than p and n. We will also assume that the elements of Ξ are small. In this setting we will suggest estimatorsθ = (θ 1 , . . . ,θ p ) that under some assumptions recover θ * with high accuracy in different norms, as well as under the prediction risk. We will also show that under somewhat stronger assumptions, these estimators recover correctly the sparsity pattern, i.e., the set of non-zero components of θ * . Our results follow the spirit of the now extensive literature on sparsity with 1 -minimization (see, e.g., [1, 3, 4, 5, 6, 7, 8, 11, 18, 19, 20, 21, 23, 25, 26, 27, 28, 29] ). The main difference is in the presence of matrix uncertainty. The matrix X is not known and is observed with error. This leads us to new estimators, called matrix uncertainty selectors (or shortly the M U -selectors), which are different from the Lasso and Dantzig selector (or their modifications) studied in those papers.
In what follows, without loss of generality, we mainly assume that ξ and Ξ are deterministic and satisfy the assumptions:
for some ε ≥ 0, δ ≥ 0 (a modification of (4) is also used in some cases). Here |·| ∞ stands for the maximum of components norm. If ξ and Ξ are random, conditions (3) and (4) can be guaranteed with a probability close to 1 under natural assumptions that we discuss below; we also indicate the corresponding values of ε and δ. So, the results that we prove for deterministic ξ and Ξ are extended in a trivial way to random ξ and Ξ satisfying these assumptions. The difference is only in the fact that the results hold on the random event of high probability where (3) and (4) are satisfied. The setting with random X is covered in a similar way. We only need to consider random X for which the restricted eigenvalue (RE) assumption or the Coherence assumption (see below) hold with high probability. Examples of such random X are discussed in the literature [8, 21] .
We introduce two versions of M U -selectors. The first one is designed for the case ξ = 0, i.e., for the problem of solving a large system of linear equations with deterministic or random noise in the matrix. This M U -selector is defined as a solution of the minimization problem min{|θ| 1 : θ ∈ Θ, |y − Zθ| ∞ ≤ δ|θ| 1 } where Θ ⊆ R p is a given set characterizing the prior knowledge about θ. Here and below |x| q , q ≥ 1, denotes the q -norm of x ∈ R d whatever is d ≥ 1.
The second version of M U -selector is defined as a solution of the minimization problem (5) min{|θ| 1 : θ ∈ Θ, 1 n Z T (y − Zθ)
where λ ≥ 0 is a factor responsible for matrix uncertainty. If (4) is assumed, we choose λ depending on δ so that λ > 0 for δ > 0 and λ = 0 for for δ = 0. Note that if Θ = R p and there is no matrix uncertainty, i.e., δ = 0, this second M U -selector becomes the Dantzig selector of [8] based on the data (y, Z). We mainly discuss the choice λ(δ) = (1 + δ)δ, which corresponds to a noise satisfying (4) . This can be also used for ξ = 0 by setting ε = 0 in the definition. Nevertheless, for ξ = 0 we consider directly the first version of M U -selector because it is simpler and achieves better error bounds than for λ = (1 + δ)δ.
Note that using in model (1)- (2) the Lasso or Dantzig selector with Z instead of the true X typically leads to satisfactory results for the prediction loss when the noise Ξ is small enough. However, these methods are less efficient in estimation of θ * and they are especially unstable in selection of the sparsity pattern (cf. Section 7). In particular, they become quite sensitive to the values of θ * . This is explained by the fact that the true θ * is no longer guaranteed to stay, with a probability close to 1, in the feasible set of the Dantzig selector (which is also the set containing all the Lasso solutions).
The second M U -selector differs from the Dantzig selector based on the data (y, Z) in that we "penalize more" by enlarging the feasible band for with some λ 1 , λ 2 > 0. To appreciate why there is a similarity, note that for θ to achieve the minimum of such a convex criterion it is necessary and sufficient to have:
where the index j designates the jth component of the corresponding vector and sign(θ j ) is the sign of θ j . Therefore, the set of possible solutions is "tightly" contained in θ ∈ R p :
which is the feasible set of the M U -selector (5). The analogy is thus in the same spirit as between the Lasso and the Dantzig selector.
The results of this paper can be viewed in several perspectives. First, we can interpret them as a new approach to the inference in errors-in-variables models. The classical ways of treating these models via some versions of least squares or of the method of moments heavily depend on specific identifiability constraints that are violated when p n [16, 12] . Our approach is free of such constraints and requires only a modest price, which is the sparsity of the unknown vector of parameters. Also, on the difference from the results in the conventional errors-in-variables framework, we provide nonasymptotic bounds for the risks of the estimators and guarantee the finite sample variable selection property.
The second perspective is an extension of the theory of 1 -based sparse recovery beyond the restricted isometry/restricted eigenvalue conditions (cf. [8, 1] ) that are known to be too strong. We show that small perturbations of the design matrix X that bring these conditions to failure are in fact not so dangerous, once the method of recovery is chosen in a proper way (cf. Remark 4 below).
Finally, the third perspective is in developing simple and efficient tools of sparse recovery for specific applications. We mention here models with missing data, some financial models (portfolio selection, portfolio replication) and inverse problems with unknown operator. They are presented in the next section.
Examples of application.
Here we explain how several examples of application can be described by model (1)-(2) with a sparse vector of parameters θ * .
1. Models with missing data. Assume that the elements Z ij of matrix Z satisfy
where X ij are the elements of X and η ij are i.i.d. Bernoulli random variables taking value 1 with probability 1 − π and 0 with probability π, 0 < π < 1. The data X ij is missing if η ij = 0, which happens with probability π. We are mainly interested in the case of small π. In practice it is easy to estimate π by the empirical probability of occurrences of zeros in the sample of Z ij , so it is realistic to assume that π is known. Note that we can rewrite (7) in the form
, and E(·) denotes the expectation. Thus, we can reduce the model with missing data (7) to the form (2) with matrix Ξ whose elements ξ ij are zero mean bounded random variables. In this case assumption (4) is fulfilled with δ which is not necessarily small, whereas the theoretical bounds obtained below only make sense if δ is small enough. Nevertheless, the variances of ξ ij are proportional to π, and we will see in Section 6 that, by modifying assumption (4), we obtain bounds for M U -selector that are small if π is small. 2. Portfolio selection. Brodie et al. [2] recently argued that classical methods of portfolio selection are highly instable. As a remedy, they proposed an algorithm accounting for the sparsity of portfolio weights and studied its numerical performance. A different approach to sparse portfolio selection can be introduced in our framework. Recall that in the traditional Markowitz portfolio selection, the objective is to find a portfolio having minimal variance return for a given expected return. This is stated as the optimization problem
where θ = (θ 1 , . . . , θ p ) is the vector of weights with θ j representing the proportion of capital invested in the j-th asset, X and µ are the covariance matrix and the vector of expected returns of the different assets and β is the desired return of the portfolio.
Using Lagrange multipliers, problem (9) is reduced to solution of the linear equation Xθ = a for some vector a ∈ R p depending on µ and X. However, neither the covariance matrix X, nor the mean µ are available. Only their empirical (noisy) versions are observed. Instead of X we have a sample covariance matrix Z, and instead of a a vector of noisy observations y. Thus, we are in the framework of model (1)- (2) with n = p (since X is a square matrix). Direct substitution of noisy values Z and y instead of X and a leads, in general, to instability of the solution of the linear equation because the dimension p can be very high (often 500 assets or more) and X can be either degenerate or with a small minimal eigenvalue. The methods that we suggest below are robust to the variations both of the matrix X and of the right-hand side a.
Another way of looking at sparse portfolio selection is to revise the very problem (9) . Note that minimizing θ T Xθ, where X is the covariance matrix, is motivated by the fact that we would like to get the portfolio with smallest "dispersion". This requirement looks quite natural as long as we remain in the world of the classical second order statistics reasoning. The problem (9) is similar in the spirit to "minimal variance unbiased estimation", an old concept which is known to have serious drawbacks. An alternative method would be to look for the sparsest portfolio with a given daily return β (we can also consider weakly or monthly returns). The problem can be formalized as follows. Let X ij be the return of the j-th asset on day i. The matrix of returns X = (X ij ) i,j is typically observed with measurement error. This error can be due to an incomplete description of the assets. For example, the only available quantities for the investor are often reduced to the open, high, low and close prices, which leads in particular to asynchronous data (especially when one deals with prices from markets belonging to different time zones) and to an underestimation of the order book effects. Indeed, to take into account the liquidity costs, an investor should compute the returns having in mind the order of magnitude of the number of assets he may have in his portfolio. However, such an accurate computation is only possible for the very few investors having access to order book data. In the case of non standard assets such as hedge funds, the measurement error can be also due to uncertainty about the management costs, the rounding approximations used and the way the returns are computed. Thus, instead of X we in fact observe some other matrix Z = (Z ij ) i,j .
We are looking for the sparsest portfolio, i.e., a portfolio that solves the problem
where θ is the vector of the proportions of the wealth invested in each asset, |θ| 0 is the number of non-zero components of θ and b ∈ R n is the vector with all the components equal to β. It is important to note that the sparsest portfolio does not necessarily contain a very small number of assets, in particular when p is large. The minimization problem (10) is NP-hard, and the standard way to approximate it is to consider its convex relaxation:
This problem is already numerically solvable, but since X is observed with error, the solution can be unstable. We do not necessarily recover the sparsest solution if we directly plug Z instead of X in (11) . A stable alternative that we suggest below is given by solving
where δ is an upper bound on the noise level in the matrix X.
3. Portfolio replication. Replicating a portfolio, or at least finding the type of assets in a portfolio, has become a very challenging issue in the recent years, especially in the hedge funds context. Indeed, replicating a hedge fund portfolio means obtaining a Profit and Loss profile similar to those of the hedge fund without investing in it (and so avoiding the usual drawbacks of a hedge fund investment such as excessive fees, lack of transparency, lack of liquidity, lack of capacity, etc.). Replicating a portfolio can be done by retrieving the assets belonging to the portfolio. This problem can be formalized through model (1)- (2) .
To fix ideas, suppose for example that we observe the daily returns y i , i = 1, . . . , T , of a portfolio. Moreover, assume that the proportion of capital invested in each asset of the portfolio is constant between day 1 and day T . Then, we theoretically have
where p is the total number of different assets in the portfolio, X ij is the return of the j-th asset belonging to the portfolio on day i and θ j the proportion of capital invested in it. As pointed out in the previous example, it is natural to consider that the vector of the portfolio returns (y i ) i and the matrix of the assets returns X = (X ij ) i,j are observed with measurement error. Note that in this setup we can also treat the case where y i and X ij are the absolute returns (differences between the close price and the open price), provided that we define θ j as the (constant) quantity of the j-th asset in the portfolio.
To solve our problem, we could formally consider that any existing asset or derivative can, in principle, belong to the portfolio. This is of course not realistic. However, it is reasonable to assume that the portfolio is rather sparse and that any asset used in the portfolio has a behavior which is quite close to those of an asset belonging to a restricted, given class of reference assets, especially if this restricted class can still be very large. For example, we will not put all the oil companies in the world in our restricted class. Nevertheless, we suppose that if an oil company is used in the portfolio and is not in the class, its returns profile will look like the returns profile of another oil company which belongs to the restricted class. Consequently, Z will be made from the daily returns of our reference assets. Indeed, for any asset in the portfolio, we will assume that either it belongs to the assets defining Z or it "resembles" one of the assets defining Z. Eventually, Z can be seen as a noisy measurement of X, and thus the problem is described by model (1)- (2) . A numerical illustration is given in Section 7.
4. Inverse problems with unknown operator. This setting has been recently discussed by several authors [15, 9, 10, 17, 22] . A typical problem is to recover an unknown function f that belongs to a Hilbert space H based on a noisy observation Y of Af where A : H → V is a linear operator and V is another Hilbert space. The observation Y with values in V can be written as
where ζ is a random variable (typically assumed Gaussian) with values in V . Let {φ j } ∞ j=1 and {ψ j } ∞ j=1 be complete orthonormal bases in H and V respectively. We can write f = ∞ j=1 θ * j φ j = p j=1 θ * j φ j + r with some coefficients θ * j , where the integer p is chosen very large, so that one can consider the remainder term r ∈ H as negligible. Therefore, we can reduce the problem of estimating f to that of recovering the vector of coefficients θ * = (θ * 1 , . . . , θ * p ). Introducing the scalar products Y i = (Y, ψ i ) and ξ i = (ζ, ψ i ) we obtain from (13) the following sequence of real-valued observations:
If we consider here only the first n observations, assume that (Ar, ψ i ) = 0 and define the matrix X = ((Aφ j , ψ i ) i=1,...,n,j=1,...,p ), and the vectors y = (Y 1 , . . . , Y n ), ξ = (ξ 1 , . . . , ξ n ), then we get the linear model (1) . As discussed in [15, 9, 10, 17, 22] , it is rather frequent in the applications that the operator A is not known but its action on any given function in H can be observed with some noise. We emphasize that in those papers the noise Ξ is supposed to be small. This is consistent with the strategy of performing many repeated measurements of (Aφ j , ψ i ) for each pair (i, j). Thus, we have access to observations of the matrix X = ((Aφ j , ψ i ) i=1,...,n,j=1,...,p ) with some small noise, and therefore we are in the framework of model (1)- (2). The results obtained in [15, 9, 10, 17, 22] consider the case n = p and deal with non-degenerate matrices X. This framework is not always convenient, especially if n and p are very large. The approach that we develop in this paper is more general in the sense that, for example, if n = p we can treat degenerate matrices X that satisfy some regularity assumptions. We also cover the case p n, which is a useful extension because by taking a large p we can assure that the residual r is indeed negligible.
3. Sparse solution of linear equations with noisy matrix. In this section we consider the simplest case, ξ = 0. Thus, we solve the system of linear equations
where X is an unknown matrix such that we can observe its noisy values
where Ξ satisfies (4). Let Θ be a given convex subset of R p . We will assume in this section that there exists an s-sparse solution θ s of y = Xθ such that θ s ∈ Θ. Consider the estimatorθ of θ s defined as a solution of the following minimization problem
Clearly, (14) is a convex minimization problem. If Θ = R p or if Θ is a linear subspace of R p or a simplex (the latter case is interesting, for example, in the context of portfolio selection), then (14) reduces to a linear programming problem.
Note that under assumption (4) the feasible set of problem (14):
Thus, there always exists a solutionθ of (14) . But it is not necessarily unique. We will call solutions of (14) the matrix uncertainty selectors (or shortly M U -selectors).
To state our assumptions on X we need some notation. For a vector θ ∈ R p and a subset J of {1, . . . , p} we denote by θ J the vector in R p that has the same coordinates as θ on the set of indices J and zero coordinates on its complement J c .
We will assume that the matrix X satisfies the following condition (restricted eigenvalue assumption [1] ): Assumption RE(s). There exists κ > 0 such that
for all subsets J of {1, . . . , p} of cardinality |J| ≤ s.
A detailed discussion of this assumption can be found in [1] . In particular, it is shown in [1] that the restricted eigenvalue assumption is more general than several other similar assumptions used in the sparsity literature [11, 8, 26] . One of such assumptions is the coherence condition [11] that has the following form.
Assumption C. All the diagonal elements of the matrix Ψ = X T X/n are equal to 1 and all its off-diagonal elements Ψ ij , i = j, satisfy the coherence condition: max i =j |Ψ ij | ≤ ρ with some ρ < 1.
Note that Assumption C with ρ < (3αs) −1 implies Assumption RE(s) with κ = 1 − 1/α (cf. [1] or Lemma 2 in [18] ).
We now state the main result of this section.
Theorem 1. Assume that there exists an s-sparse solution θ s ∈ Θ of the equation y = Xθ. Let (4) hold Then for any solutionθ of (14) we have the following inequalities.
Proof. Set ∆ =θ − θ s and J = J(θ s ), where J(θ) denotes the set of non-zero coordinates of θ. Note that
which proves (16) . Next, by the standard argument (cf. Lemma 1 below or, e.g., [8, 1] ) we have
Thus,
where the last inequality follows from Assumption RE(s). Combining (20) and (21) we get (17) .
To prove (18), we introduce the set of indices J 1 corresponding to those s coordinates of ∆ outside J = J(θ s ) which are largest in absolute value (we assume without loss of generality that 2s ≤ p). Define J 01 = J ∪ J 1 . By a simple argument that does not use any assumption (cf., e.g., [8, 1] and the papers cited therein) we get:
Now, by Assumption RE(s) and (20) ,
and hence (18) follows. We finally prove (19) . Note first that
where x (j) denotes the jth column of X and the last equality uses the fact that |x (j) | 2 = √ n since |x (j) | 2 2 /n are the diagonal elements of X T X/n. Therefore, by (20) ,
where θ si is the ith component of θ s , we obtain
Recall that Assumption C with ρ < (3αs) −1 implies Assumption RE(s) with κ = 1 − 1/α (cf. [1] or Lemma 2 in [18] ). Thus, we can apply (17) with this value of κ to bound |θ − θ s | 1 in (25) which finally yields (19) .
Remark 1.
We can replace |θ| 1 by |θ s | 1 in all the inequalities of Theorem 1. Remark 2. It is straightforward to deduce a bound for |θ − θ s | q for any 1 ≤ q ≤ 2 from the bounds (17) and (18), as it is done, e.g., in [1] .
Under the assumptions of part (iv) of Theorem 1 we get
where C * (α) = 2 1 + is a constant. Based on this we can define the thresholded estimatorθ = (θ 1 , . . . ,θ p ) where (27) 
with the data-dependent threshold τ = C * (α)δ|θ| 1 for some α > 1. Here I{·} denotes the indicator function. It is useful to note that since the MUselectorθ is, in general, not unique, the thresholded estimatorθ is neither necessarily unique.
Our next result shows that the thresholded estimatorθ recovers the sparsity pattern, and moreover it recovers the signs of the coordinates of ssparse solution θ s (this property is sometimes called the sign consistency, cf. [23, 28, 26, 18] ). We define
Theorem 2. Assume that θ s ∈ Θ is an s-sparse solution of y = Xθ, and that Θ ⊆ {θ ∈ R p : |θ| 1 ≤ a} for some a > 0. Let (4) and Assumption C hold with ρ < (3αs) −1 for some α > 1. If (28) min
for allθ j in (27) such thatθ is an M U -selector defined in (14) .
Proof. For j ∈ J(θ s ) we have θ sj = 0 and thus, by (26) ,
δa. This and assumption (28) yield thatθ j has the same sign as θ sj .
Remark 3. Note that, under Assumption C with ρ < (3αs) −1 as required in Theorem 2, the s-sparse solution is unique, cf., e.g., [18] , p.93, so that the right hand side of (29) is uniquely defined. The estimatorθ is not necessarily unique, nevertheless Theorem 2 assures that the sign recovery property (29) holds for all versions ofθ.
4.
Sparse recovery for regression model with unknown design matrix. We consider now the general model (1)-(2) and assume that it holds with an s-sparse vector of unknown parameters θ * = θ s ∈ Θ. Because of the presence of noise ξ that is typically not small we need to change the definition of M U -selector. We now define the M U -selectorθ as a solution of the minimization problem
Note that if δ = 0 and Θ = R p this M U -selector becomes the Dantzig selector of [8] .
Similarly to (14) , the problem (30) is a convex minimization problem and it reduces to linear programming if Θ = R p , Θ is a linear subspace of R p or a simplex.
Throughout this section we will assume for simplicity that the matrix X is normalized, so that all the diagonal elements of the Gram matrix Ψ = X T X/n are equal to 1. Extensions to general matrices are straightforward, it only modifies the constants in the expression (1 + δ)δ|θ| 1 + ε in (30) and in the theorems.
Note that under assumptions (3) and (4) the feasible set of the convex problem (30) is non-empty:
To prove this let us show that the true vector θ * = θ s belongs to Θ 2 . In fact, by (3),
Next, note that, by (4) and by the fact that all the diagonal elements of X T X/n are equal to 1, the columns z (j) of matrix Z satisfy |z (j) | 2 ≤ √ n(1 + δ). Therefore, arguing as in (23) we obtain
This and (31) yield
Since we also assume that θ s belongs to Θ, the fact that θ s ∈ Θ 2 is proved. Thus, there always exists a solutionθ of (30). Of course, it is not necessarily unique.
Theorem 3. Assume that model (1)- (2) holds with an (unknown) ssparse parameter vector θ * = θ s ∈ Θ and that all the diagonal elements of X T X/n are equal to 1. Let (3) and (4) hold. Set
Then for any solutionθ of (30) we have the following inequalities. (i) Under Assumption RE(s):
(ii) Under Assumption RE(2s):
Proof. Set ∆ =θ − θ s and J = J(θ s ). Note first that (3) and the fact that θ belongs to the feasible set Θ 2 of (30) imply
where ξ (j) are the columns of Ξ and we used that |x (k) | 2 = √ n by assumption on X T X/n, and |ξ (j) | 2 ≤ δ √ n by (4). This implies
Next, as in (32), we obtain
We now combine (37), (39) and (40) to get
Taking into account (41), the proof of (33), (34) and (35) follows the same lines as the proof of Theorem 7.1 in [1] where we should set r = ν/2, m = s.
We now prove (36). We proceed as in the proof of (19) in Theorem 1, with the only difference that now we replace (24) by (41). Thus, instead of (25) 
(ii) Under Assumption RE(2s): 
Proof. We use the same notation as in the proof of Theorem 3. From (41) and the fact that
Similar arguments as for (21) easily yield the inequality
and (43). In the same way, (45) deduces from (48) following the analogous part of the proof of Theorem 7.1 in [1] where we should set r = (ν 1 /2) 1 − 4δs/κ 2 −1 and m = s. Finally, to get the sup-norm inequality (46) we proceed as in the proof of (19) in Theorem 1 or in that of (36) in Theorem 3, with the only difference that instead of (25) we use the bound
that follows from (41) and the fact that δ ≤ κ 2 8s . This finishes the proof of Theorem 4.
As in Section 3, we now define a thresholded estimatorθ = (θ 1 , . . . ,θ p ) by the formula
where the threshold is given either by (2) holds with s-sparse vector of unknown parameters θ * = θ s ∈ Θ and that (3), (4) and Assumption C hold with ρ < (3αs) −1 for some α > 1. Let either Θ ⊆ {θ ∈ R p : |θ| 1 ≤ a} for some a > 0 and the threshold τ 1 is given by (50), or δ ≤ Proof. It goes along the same lines as the proof of Theorem 2.
We can make here the same remarks as in Section 3 about the nonuniqueness of the estimators. Indeed,θ is not necessarily unique but Theorem 5 assures the the sign recovery property (53) holds for all versions ofθ.
Remark 4. The argument of this section can be applied with minor modifications to the model
This is no longer the errors-in-variables setting, but just the usual regression setting where X is some "nominal" design matrix and Ξ can be viewed as its perturbation. The results of this section suggest that small perturbations of the design matrix X beyond the restricted eigenvalue condition are in fact not so dangerous, once the method of recovery is chosen in a proper way. Indeed, such perturbations lead to the extra terms in the bounds proportional to the 1 -norm of the solution. Roughly speaking, our bounds suggest that the M U -selector is robust with respect to possible violations of the the restricted eigenvalue condition, provided that the perturbations are small enough and the 1 -norm of the true θ is reasonably bounded. This offers a possible way of relaxing the strong conditions usually imposed in the context of 1 -penalized sparse estimation. Note that another way to do it can be found in [13, 14] suggesting a computationally feasible method of sparse estimation with no assumption on X. However, the oracle inequalities of [13, 14] hold only for the prediction risk.
Approximately s-sparse solutions.
The results of the previous sections can be easily generalized to the setting where the true θ * is arbitrary, not necessarily s-sparse. This might be of interest in the context of inverse problems with unknown operator, as discussed in the Introduction. Then the bounds will involve a residual term, which is a difference between θ * and its s-sparse approximation θ s . In particular, we can take θ s as the best s-sparse approximation of θ * , i.e., the vector that coincides with θ * in the s coordinates with largest absolute values and has other coordinates that vanish.
We will use the following slightly strengthened version of Assumption RE(s) where we only increase a numerical constant in the definition of the set over which the minimum is taken (cf. [1] ). Assumption RE(s, 2). There exists κ > 0 such that
It is easy to check that Assumption C with ρ < 1 5αs for some α > 1 implies Assumption RE(s, 2) with κ 2 = 1 − 1/α (cf. [1] ).
Theorem 6. Assume that there exists a solution θ * ∈ Θ of the equation y = Xθ. Let (4) hold. Then for any solutionθ of (14) we have the following inequalities. We will use the following elementary fact (cf., e.g., [5, 6, 7, 8] ) that we state for convenience as a lemma. Lemma 1. Letθ be a solution of the problem
where Θ is a subset of R p . Let θ * be any element of Θ and J any subset of
This and (57) imply that, in case (a),
In case (b) we immediately deduce from (57) that |∆| 1 ≤ 6|θ * J c | 1 . Combining this with (58) we obtain (55).
To prove (56) note that the argument leading to (25) is applicable here with θ * in place of θ s . Thus,
Now, as mentioned above, Assumption C with ρ < 1 5αs , α > 1, implies Assumption RE(s, 2) with κ 2 = 1 − 1/α. Using (55) with this value of κ to bound |θ − θ s | 1 in (59) we arrive at (56). This proves the theorem.
Note that under Assumption C we can also bound the 2 norm of the differenceθ −θ * , as well as all its r norms with r > 1. However, Assumption C is rather restrictive. For instance, it is not valid for Toeplitz matrices Ψ or for matrices X with independent standard Gaussian entries (for the latter case, Assumption RE is assured with overwhelming probability if s is of a smaller order than n/ log p). The next theorem shows that we can bound correctly the 2 norm |θ − θ * | 2 under the following condition which is weaker than Assumption C but somewhat stronger than Assumption RE. Assumption RE (s, 2). There exist κ > 0 and c 1 > 0 such that (60) min
for all a ≥ 0 and all subsets J of {1, . . . , p} of cardinality |J| ≤ s.
Note that Assumption RE(s, 2) is a special case of (60) corresponding to a = 0. Note also that Assumption RE (s, 2) is satisfied if the restricted isometry assumption [6, 7, 8] holds with the isometry coefficient close enough to 1. This is not hard to show following the lines of [5] .
Theorem 7. Assume that there exists a solution θ * ∈ Θ of the equation y = Xθ. Let (4) and Assumption RE (2s,2) hold. Then for any solutionθ of (14) we have
Proof. Set, as before, ∆ =θ − θ * and let J ⊂ {1, . . . , p} be an arbitrary set of indices such that |J| ≤ s. We first note that (57), (22) and the fact that
Consider separately the cases 2|θ
Also, |J 01 | ≤ 2s by the definition of J 01 . Therefore, using Assumption RE (2s,2) with a = 0 and (54), we get
This and (62) imply
Next, from (57) we easily get
Therefore, using Assumption RE (2s,2) with a = 2|θ * J c | 1 and (54), we find
s where we used that 2|θ
The last display and (64) imply that (61) holds in the case 2|θ
6. Random noise. If ξ and Ξ are random and conditions (3) and (4) are satisfied with a probability close to 1, then all the bounds in the above theorems remain valid with the same probability. This holds in different situations under natural assumptions that we briefly discuss in this section.
First, it is not hard to see that if ξ is normal with zero mean and covariance matrix σ 2 I where I denotes the identity matrix, and we take (65) ε = Aσ log p n for some A > (1 + δ) √ 2, then condition (3) holds with probability at least 1 − p 1−A 2 /2 . If p is very large, this probability is very close to 1. Similar remark holds for subgaussian ξ.
For more general ξ we can guarantee condition (3) only with a larger value of ε and with a probability that is not as close to 1 as in the gaussian case. For example, if the components ξ i of ξ are independent zero mean random variables with uniformly bounded variances, E(ξ 2 i ) ≤ σ 2 < ∞, i = 1, . . . , n and if the elements X ij , i = 1, . . . , n, j = 1, . . . , p, of matrix X satisfy
for some constant c, then condition (3) holds with probability at least 1 − O log p ε 2 n [18] . In particular, we can take
and then condition (3) holds with probability at least 1 − O ((log p) −γ ). For the choice of δ in condition (4) we can consider the examples related to portfolio selection and to inverse problems with unknown operator, cf. Section 2. In both examples we have repeated measurements. The matrix Z is either the average of several observed matrices with mean X, or the empirical covariance matrix, with X defined as the corresponding population covariance matrix (in the latter case p = n). Then the threshold δ in condition (4) can be determined in the same spirit as ε in condition (3). We omit further details.
Finally, consider the model with missing data discussed in Section 2. In this example direct application of condition (4) leads to bounds which are too loose. Indeed, δ can be of the order of |X| ∞ . However, we argue that the M U -selector of the form (5) with suitable λ still satisfies good bounds if the probability π that an entry of X is not observed remains small. This needs a refinement of our argument for the particular setting. We sketch it now. Note first that under the assumptions of Theorem 3 for a deterministic matrix X and for Z ij = X ij + ξ ij , where ξ ij are defined in Section 2, we have with probability close to 1 when n is large:
where Ξ is the matrix with entries ξ ij , diag(Ξ T Ξ) denotes the diagonal matrix having the same diagonal elements as Ξ T Ξ, C > 0 is a constant, and δ 1 , δ 2 > 0 are small if n is large. Indeed, (66) and (67) follow from the standard properties of zero mean subgaussian variables, while (68) is due to the fact that the expectations of the diagonal elements of 1 n Ξ T Ξ are proportional to π.
We now observe that under assumptions (66) -(67) the constant (1 + δ)δ in (32) can be replaced by δ 1 + δ 2 + Cπ. This motivates the use of M Uselector (5) with λ = δ 1 + δ 2 + Cπ. For such M U -selector we have an analog of Theorem 3 if we replace assumption (4) by assumptions (66) -(67). The only difference is in the form of ν which now becomes a linear combination of δ 1 , δ 2 and π. This new value of ν is small for n large enough and small π.
In conclusion, the M U -selector (5) with suitable λ achieves good theoretical bounds provided that π is small enough and n is large. This is confirmed by simulations in the next section.
7. Numerical experiments. We present here three illustrative numerical applications. The first two are based on simulated data and the last one on real data. 7.1. Censored matrix. We begin with a model where we only observe censored elements of the matrix X. More precisely, for a positive censoring value t, instead of X ij , we observe
Experiment. − We take a matrix X of size 100 × 500 (n = 100, p = 500) which is the normalized version (centered and then normalized so that all the diagonal elements of the associated Gram matrix are equal to 1) of a 100×500 matrix with i.i.d. standard Gaussian entries. − For a given integer s, we randomly (uniformly) choose s non-zero elements in a vector θ of size 500. The associated values are equal to 0.5. We will take s = 1, 2, 3, 5, 10. − We set y = Xθ + ξ, where ξ a normal random vector with zero mean and covariance matrix σ 2 I where σ = 0.05/1.96 (so that for an element of ξ, the probability of being between −0.05 and 0.05 is 95%). − We compute the matrix Z following (69) with t = 0.9. − We run a linear programming algorithm to compute the solution of (30) where we optimize over Θ = R 500 + . The value of ε is chosen following (65) with A = (1 + δ) √ 2. We note here that in the simulations below the choice of ε is not crucial because the terms with δ in the definition of the estimator are of larger order of magnitude. Varying ε within a sufficiently wide range does not essentially modify the simulation results. The choice of parameter δ is done the following way.
Choice of δ. The choice of δ in practice is quite crucial. A very small value of δ means that the matrix uncertainty is not taken into account whereas a too large value of δ means that we overestimate this uncertainty. In both situations the resulting estimator exhibits poor behavior. Consequently, in practice it is important to select δ within a reasonable range of values. We suggest to choose the range of candidate δ with the "elbow" rule. We plot the number of retrieved non-zero coefficients a as function of δ. Then we consider that a value of δ can be chosen only if the plot is (or begins to be) flat around it. Usually such a plot is highly decreasing at the beginning and then stabilizes, cf. − We also compute the Lasso estimator with Mallows' C p choice of the tuning parameter (we use the Lars R-package of T. Hastie and B. Efron) and the Dantzig selector of [8] , with the same value ε. Moreover, we compute the thresholded versions of the estimators (T-Lasso, T-Dantzig, T-δ). More precisely, the retrieved coefficients whose absolute values are smaller than 20% of the true value of the non-zero coefficients (i.e., smaller than 0.1) are set to zero. − For all the considered estimatorsθ of θ we compute the error measures We also record the retrieved sparsity pattern, which is defined as the set of the non-zero coefficients ofθ. − For each value of s we run 100 Monte Carlo simulations.
Results. Tables 1-5 present the empirical averages and standard deviations (in brackets) of Err 1 , Err 2 , of the number of non-zero coefficients inθ (N b 1 ) and of the number of non-zero coefficients inθ belonging to the true sparsity pattern (N b 2 ) . We also present the total number of simulations where the sparsity pattern is exactly retrieved (Exact). Note that here and in the next numerical examples when a coefficient belonging to the sparsity pattern is retrieved it has systematically the correct sign. Our first observation is that using the Lasso estimator or the Dantzig selector (i.e., ignoring the matrix uncertainty) has severe consequences. These methods exhibit erratic behavior already for the minimal sparsity s = 1. Though their sets of non-zero components steadily include the relevant set, they are much too large and the results are very far from the correct selection. We also see that the M U -selector strictly improves upon the Lasso estimator and the Dantzig selector for all the considered error criteria and values of s. In particular, for δ = 0.1 and s = 1, 2, 3, 5, it almost systematically retrieves the sparsity pattern and the two error measures remain very small. This is obviously no longer the case for the bigger value s = 10. However, note that the M U -selector remains quite satisfactory in terms of selecting the sparsity pattern since the average number of retrieved coefficients is about 10 and the average number of retrieved coefficients is about 8. Thresholding the coefficients logically improves the retrieved sparsity patterns of the Lasso estimator and Dantzig selector. Nevertheless, in most of the cases the M U -selector outperforms their thresholded versions as well. This fact is even more significant because we simulate with a threshold which has been well chosen knowing the true value of the non-zero coefficients. In practice, choosing a relevant threshold is a very intricate question since the order of magnitude of the non-zero coefficients is typically unknown. On the other hand, for the M U -selector thresholding can be avoided. Indeed, its effect is not significant, especially when s is small. This is due to the fact that the original (non-thresholded) M U -selector is already very accurate in recovering the sparsity pattern. Finally, note that the good results for the M U -selector are not due to the fact that we optimize over Θ = R 500 + instead of Θ = R 500 . In particular, taking δ = 0 leads to the same kind of results as those for the Dantzig selector.
7.2.
Model with missing data. We consider now the model with missing data as defined in Section 2. We design the numerical experiment in the same way as in Section 7.1 except that the observed matrix Z is now given by (7) with π = 0.1. We see that again the Lasso and Dantzig selector are highly unstable in selecting the sparsity pattern, whereas the M U -selector does a good job. The thresholded estimators T-Lasso and T-Dantzig are also quite accurate in retrieving the sparsity pattern, except for s = 10. However, in all the cases the M U -selector does it better. The M U -selector with δ = 0.05 (or δ = 0.01 for s = 10) has the smallest error measures Err 1 and Err 2 , whereas the sparsity pattern is better retrieved for δ = 0.1. This reflects a trade-off between estimation and selection. Smaller values of δ lead to smaller errors Err 1 and Err 2 , whereas larger values of δ lead to a very accurate recovery of the sparsity pattern. The error measures Err 1 and Err 2 of the thresholded estimators T-Lasso and T-Dantzig are somewhat smaller than those of the M U -selector, except for s = 10. Note, however, that we report the results for the performance of T-Lasso and T-Dantzig with a threshold based on the knowledge of the true coefficients.
Results.

Err
7.3. Portfolio replication. We now present a "toy" application based on financial data. We apply model (1)-(2) and the M U -selector in the context of portfolio replication as described in Section 2. We take the data of the open and close prices of p = 491 assets in the Standard and Poors S&P 500 index for the n = 251 trading days of 2007. These data are provided by the Yahoo Finance Database. The assets we use are those available for the whole year.
