, and throughput-delayreliability (T-D-R) tradeoffs in an ad hoc network are derived for single hop and multi-hop transmission with automatic repeat request (ARQ) on each hop. The delay constraint is modeled by assuming that each packet is allowed at most retransmissions end-to-end, and the reliability is defined as the probability that the packet is successfully decoded in at most retransmissions.
I. INTRODUCTION
T HE transmission capacity of an ad hoc network is the maximum allowable density of transmitting nodes, satisfying a per transmitter receiver rate, and outage probability constraints [1] - [4] . The transmission capacity is computed under the assumption that the transmitter locations are distributed as a Poisson point process (PPP) using tools from stochastic geometry [1] - [4] . The transmission capacity framework allows for tractable analysis with different physical layer transmission techniques, such as use of multiple antennas [5] - [8] , bandwidth partitioning [9] , and successive interference cancelation [2] .
Most of the prior work on computing the transmission capacity of ad hoc networks has been limited to single hop communication. Recently, under some assumptions, [10] computed the transmission capacity of an ad hoc network with multi-hop transmissions, and automatic repeat request (ARQ) on each hop. To account for retransmissions and multiple hops, [10] normalized the transmission capacity by end-to-end expected delay, and defined the success event as Manuscript received April 21, 2010 ; revised September 10, 2010, January 17 and February 1, 2011; accepted March 23, 2011. The associate editor coordinating the review of this paper and approving it for publication was P. Popovski.
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Digital Object Identifier 10.1109/TWC.2011.050511.100665 the event that the packet is successfully decoded in at most retransmissions. Modeling as delay, the relationship between the success probability and captures the delayreliability (D-R) tradeoff, while the transmission capacity expression characterizes the throughput-delay-reliability (T-D-R) tradeoff. Finding the D-R, and the T-D-R tradeoff in an ad hoc network is quite important since it captures the interdependence of key parameters from a QoS point of view, and characterizes how they can be traded across each other.
Some other related papers on multi-hop networks include [11] - [13] , where [11] computes the optimal number of hops that minimize the end-to-end delay, while [13] , [14] derive the optimal number of hops in a line network with no interference. The analysis carried out in [10] assumes → ∞, and independent packet success/failure events across time slots. The second assumption can only be justified for very low density of transmitters, and does not hold true otherwise [15] . The result of [10] is useful in determining the optimal number of hops that maximize an upper bound on the transmission capacity with no retransmissions constraint, however, does not characterize the D-R or the T-D-R tradeoff of an ad hoc network.
To characterize the D-R and T-D-R tradeoffs, in this paper, we derive an exact expression for the transmission capacity with multiple hops and retransmissions. In contrast to [10] , to derive the transmission capacity, we i) use a finite , ii) do not assume independence of success/failures of packets across time slots. iii) assume that each transmitter retransmits failed packets using the slotted ALOHA protocol. Our results are summarized as follows. 1
• We derive the exact expressions for the success probability and the transmission capacity for single hop and multi-hop transmission with finite . • The exact expressions are quite complicated, and to obtain more insights we derive tight upper and lower bounds on the success probability using the FKG inequality [16] . • Using the derived bounds, we characterize the D-R, and
the T-D-R tradeoff in an ad hoc network. We show that the success probability increases as 1 − +1 with ( < 1 is a constant) for single hop transmission. • Under an end-to-end retransmission constraint, we derive the optimal number of retransmissions at each hop that maximize a lower bound on the transmission capacity. For equidistant hops we show that equally distributing the total retransmission constraint among all the hops is optimal. • We show that single hop transmission is optimal to maximize a lower bound on the transmission capacity for small values of node densities.
II. SYSTEM MODEL
Consider an ad hoc network where multiple source destinations pairs want to communicate with each other without any centralized control. Following [1] , [4] , the location of source nodes , ∈ ℕ is assumed to be distributed as a homogenous Poisson point process (PPP) on a twodimensional plane with intensity 0 [18] . 2 We assume that there are − 1 relays , = 1, 2, . . . , − 1 ( hops) in between source and its intended receiver ∀ , where the ℎ hop distance is . We do not require that all the − 1 relays be on a straight line between and . For simplicity, we assume that all the − 1 relays on the link are dedicated, and cannot be used by any other source-destination pair. Thus link is described by the set of nodes { , ℛ 1 , . . . , ℛ −1 , }. A schematic of the considered model is shown in Fig. 1 . We assume that all nodes in the network have single antenna each. The transmission happens hop by hop using the decode and forward strategy. We consider ARQ on each hop, where the receiver informs the transmitter of the success (ack) or failure (nack) of the packet decoding instantly, and without any errors. We assume that at most end-to-end retransmissions are allowed between and , ∀ . This requirement is used to model the delay constraint, which gives rise to the outage event that the packet is not successfully decoded at the destination after retransmissions. Let be the number of retransmissions used on hop , then ∑ =1 ≤ . For simplicity, the same packet is assumed to be retransmitted (at most times) with every nack, without any incremental redundancy or rate adaptation. 3 Following [10] , we assume that there is only one active packet on each link, 4 i.e. the source waits to transmit the next packet until the previous packet has been received by the destination, or the delay constraint has been violated. This assumption is critical for analytical tractability. In a practical system, however, pipelining can significantly increase the throughput, and analysis with more than one active packet is an important topic for future work. Let the transmitter and receiver on link in time slot be and , respectively,
Using the Slivnyak's Theorem, the stationarity of the PPP, and the random translation invariance property of the PPP [18] , [19] , the locations of interferers of Φ are distributed as a PPP with intensity 0 , ∀ , [10] . We consider a slotted ALOHA like random access protocol, where each transmitter (source or any relay) attempts to transmit its packet with an access probability , independently of all other transmitters. Consequently, the active transmitter process is also a homogenous PPP on a two-dimensional plane with intensity := 0 .
Note that when the active transmitter process is a PPP, there is spatial correlation and the success/failure of packet decoding at different receivers is correlated [15] . Therefore retransmission of packets depending on the nack introduces correlation among the active transmitters process, and it is no longer a random thinning of PPP, and consequently not a PPP. With infinite packets at each source, for a single hop ad hoc network i.e. where source can directly reach without requiring any relay, assuming that similar to the newly arrived packets in its queue, each transmitter uses a slotted ALOHA protocol with access probability to retransmit old packets as well, the active transmitter location process is again a PPP. For a multi-hop ad hoc network, however, retransmitting with probability independently of all other nodes, the active transmitter is not a PPP. This is because with multi hop network, the active hop number (index of active relay) on different links is dependent, and thus the active transmitter process is not an independent translation of the original PPP { } and therefore not a PPP. For analytical tractability, following the decoupling argument [20] , we assume that success/failure of packet decoding on different links is independent, and therefore the active transmitter process at any time is a PPP. This assumption has also been used in related prior work [11] . We, however, do take into account the spatial correlations over different hops on the same link in contrast to [11] , where the success/failure of packet decoding on different hops of the same link are also assumed independent. We also assume that each transmitter (source or relay) sends (new or old) packets with probability independently of all other nodes.
For the purpose of analysis we consider a typical link { 0 , ℛ 10 , . . . , ℛ −10 , 0 }. It has been shown in [1] that for the PPP distributed transmitter locations, the performance of the typical source destination pair is identical to the network wide performance. For simplicity we refer to link { 0 , ℛ 10 , . . . , ℛ −10 , 0 } as { 0 , 0 }. Let the ℎ relay ( = 0 corresponds to the source 0 ) be the active transmitter for the typical link { 0 , 0 } at time slot , i.e. 0 = 0 . Then the received signal at the + 1 ℎ relay (defined 0 ) of
where is the transmit power of each transmitter, ℎ 0 ∈ ℂ is the channel coefficient between and 0 on hop , is the distance between and 0 , is the path loss exponent > 2, ∼ (0, 1) is the signal transmitted from in time slot , 1 = 1 with probability , and 0 otherwise, due to ALOHA transmission strategy, and 0 is the additive white Gaussian noise. All results in this paper are valid for > 2. We consider the interference limited regime, i.e. noise power is negligible compared to the interference power, and henceforth drop the noise contribution [1] . 5 We also assume = 1, since the signal to interference ratio (SIR) does not depend on . We assume that each ℎ 0 is independent and identically distributed complex normal random variable with mean zero and variance 1 ( (0, 1)) ∀ , , . Let denote the on hop of link { 0 , 0 } at time slot . With the received signal model (1),
We assume that the rate of transmission for each hop is = log(1 + ) bits/sec/Hz, therefore, a packet transmitted by 0 can be successfully decoded at 0 in time slot on hop , if ≥ . Then the transmission capacity of an ad hoc network with multi-hop transmission is defined as the number of successfully delivered packets in the network per second per Hertz multiplied by the spectral efficiency, i.e. with total transmission time of seconds, = lim →∞ number of successful packets until time . Then using the renewal reward Theorem [21] , is also equal to
where is the probability that the packet is successfully decoded by the destination 0 within retransmissions, and is the random variable denoting the number of transmissions used at hop ,
} is the total expected end-to-end delay. The transmission capacity quantifies the end-to-end rate that can be supported by simultaneous transmissions/unit area, with outage probability , and maximum delay + . Thus, the transmission capacity captures the T-D-R tradeoff of ad hoc networks, where throughput = , maximum delay ≤ + , and reliability = . Similarly, the definition of captures the D-R tradeoff of an ad hoc network.
III. SINGLE HOP TRANSMISSION
In this section we consider a single hop ad hoc network = 1. Our goal in this section is to derive and , when at most retransmissions are allowed for each packet. Towards that end, let be the probability of success in the ℎ time slot. Since at each time slot retransmission happens with probability , the event {success in the ℎ time slot} is the union of events := {failures in time slots and success in the ℎ time slot} for = 0, 1, 2, . . . , − 1. Hence = (∪ =0,1,2,..., −1 ). Clearly, the events ∪ =0,1,2,..., −1 are mutually exclusive for any , = 1, . . . , + 1, hence, the success probability is
(3)
Note that → 1 as → ∞. In this section we only consider = 1, and hence drop the hop index from all parameters, e.g.
is denoted as . Since is identically distributed ∀ , only depends on how many failures have happened before time slot , and not where those failures happened. 6 With
by accounting for = 0, or 1, or , . . . , − 1 failures before success at the the ℎ slot. Computing the joint probability in (4), is given by the following Proposition. Proposition 1: The success probability is given by
.
Proof: See Appendix A.
Recall that is the random variable denoting the number of retransmissions required. Note that takes values in [0 : + 1] with probability ( = ) = , = 0, 1, 2, . . . , , and ( = + 1) = +1 + ∑ =0 = +1 + (1 − ). The second term in ( = + 1) is to account for delay incurred by packets that are not decoded even after retransmissions. Using the derived expression for in Appendix A, the expected number of retransmissions { } is computed as follows.
Proposition 2: The expected delay { } in a single hop ad hoc network with at most
Theorem 1: The transmission capacity of a single hop ad hoc network with at most retransmissions is = { } , where is given by Proposition 1, and { } is given by Proposition 2.
Proposition 1 and Theorem 1 give an exact expression for the success probability, and the transmission capacity, respectively, of an ad hoc network with single hop transmission and 6 For example,
, ∕ = , since the channel coefficients are independent across time slots, and in any time slot each transmitter transmits with probability independent of others. retransmissions constraint of . Because of the correlation of ′ across different time slots with PPP distributed transmitter locations, the derived expressions are complicated, and do not allow for a simple closed form expression for , and , as a function of . To get more insights on the dependence of , and , on (to obtain simple D-R and T-D-R tradeoffs), we next derive tight lower and upper bounds on , and consequently on , and the transmission capacity .
A. Bounds On The Transmission Capacity
For deriving the bounds we need the following definitions. Definition 1: Let (Ω, ℱ , ) be the probability space. Let be an event in ℱ , and 1 be the indicator function of . Then the event ∈ ℱ is called increasing if 1 ( ) ≤ 1 ( ′ ), whenever ≤ ′ for some partial ordering on . The event is called decreasing if its complement is increasing. 
Lower bound on the success probability . Proposition 4: The success probability with single hop transmission in an ad hoc network with at most retransmissions is lower bounded by
,
For small values of we can analytically show in Appendix D that , +1 ≈ 1 − , and hence our derived bounds on are tight. For higher values of also, the bounds can be shown to be tight using simulations in the sparse network regime i.e. small or → 0. Thus, from here on in this paper we assume that
, where < 1 is a constant that depends on , , and . D-R tradeoff: From the upper and lower bound,
Thus the success probability increases as 1 − +1 with , where < 1 is a constant. Using the derived upper and lower bound the expected delay is
T-D-R tradeoff: Using the derived expression for (6) , and { } (7), we get
Discussion: In this section we derived the exact D-R, and the T-D-R tradeoffs of a single hop ad hoc network. The exact expressions are fairly complicated, and do not yield a simple relationship between , , and , for any arbitrary . To obtain more meaningful insights on the relationship between , , and , we derived tight upper and lower bounds on the success probability, and showed that the bounds are tight for small , or in the sparse network regime. The bounds reveal that even though the success/failure of packet decoding is correlated across time slots, for small or in a sparse network, the success probability is equal to , where < 1 is a constant, and is the success probability in less than retransmissions if the success/failure of packet decoding is independent across time slots.
IV. MULTI-HOP TRANSMISSION
In this section we consider multi-hop communication (arbitrary ) and derive an exact expression for the T-D-R tradeoff. With at most retransmissions on the ℎ hop, and ∑ =1 ≤ , the success probability for transmission between 0 and 0 is
where 1 2 ... = (∩ success in the ℎ time slot on hop ). Note that is identically distributed ∀ , thus, 1 ... only depends on how many failures have happened before time slot 1 on hop , and not where those failures happened. Computing the joint probability, is given by the next proposition.
Proposition 5: Here again similar to the single hop case (Section III) we see that finding a closed form expression for in terms of 's is not possible due to the complicated expression for the joint probability of success over hops. To gain more insight into the dependence of 's, on , and , we derive a lower bound on as follows.
A. Lower Bound On The Transmission Capacity
By definition = (∩ =1,..., ), where := {success in ≤ retransmissions on the ℎ hop}. Event is a decreasing event, since for ′ ≥ ( as defined in Example 1), if 1 ( ′ ) = 1 then automatically 1 ( ) = 1. Therefore, from the FKG inequality (Lemma 1), we get the following lower bound. 7 Lemma 2: The success probability in an ad hoc network with hop transmission is lower bounded by
Since is a decreasing event for each = 1, . . . , , ≥ ∏ =1 ( ) from the FKG inequality. Result follows by substituting for ( ) from (6) .
The end-to-end transmissions/delay is
, and by linearity of expectation { } = ∑ =1 { }. From (7),
Using Lemma 2 and (8), we obtain the following Theorem. Theorem 3: The transmission capacity of an ad hoc network with multi-hop transmission, and an end-to-end retransmission constraint of is lower bounded by
Remark 1: Note that an upper bound on the transmission capacity has been computed in [10] for → ∞, and under the assumption that are independent ∀ , , in which case = 1, and { } = 1 . Thus our result subsumes the result of [10] , since with independent ∀ , , = 1, and we have an equality in Lemma 2, and Theorem 3.
Discussion: In this section we derived the D-R, and the T-D-R tradeoffs in an ad hoc network with multi-hop transmission from the source to its intended destination. The exact tradeoff expressions are quite complicated, and to get more insights we derived a lower bound on the success probability , and the transmission capacity . We showed that the end-to-end success probability is lower bounded by the product of the success probabilities on each hop. Using the lower bound on , we then derived a lower bound on the transmission capacity after exactly calculating the end-to-end delay to establish the T-D-R tradeoff. Next, we derive an analytically tractable lower bound on the transmission capacity, and find the optimal 's that maximize the lower bound.
V. OPTIMAL PER HOP RETRANSMISSIONS
In this section we derive a lower bound on the transmission capacity, and then find the optimal 's that maximize the lower bound. Since
The lower bound on the success probability corresponds to the case when the success event on each hop are independent. Since the spatial correlation coefficient of interference in a PPP is zero with path-loss model of − [15] , the derived lower bound is expected to be tight (also shown using simulations). ∑ =1 + 1 = + . Then using the lower bound on (Lemma 2), and the definition of transmission capacity (2)
(9) Proposition 6: The optimal ★ 's that maximize the lower bound (9) on the transmission capacity satisfy ★ + 1 =
, where is such that ∑ =1 = . For equidistant hops = / , ∀ , ★ = / . Proof: See appendix E. Discussion: In this section we first derived an analytically tractable lower bound on the transmission capacity, and then found sufficient conditions for finding the optimal 's that maximize the derived lower bound. The optimization function is concave in 's, and hence using the KKT conditions we derived the sufficient conditions for optimality. For the special case of equidistant hops, = , we derived that equally distributing (the end-to-end delay constraint) among the hops, maximizes the success probability. This result is quite intuitive in the sense that if for hop ,
. . = , then the end-to-end success probability is dominated by the success probability of the ℎ hop, and is less than the success probability when = , ∀ ∕ = .
VI. OPTIMAL NUMBER OF HOPS
In this section we want to find the optimal number of equidistant hops , when each relay is located on a straight line between the source and the destination, that maximizes the lower bound (9) on the transmission capacity for a fixed , with = ⌊ / ⌋ , ∀ . Proposition 7: With equidistant hops, for a sparse network where − ≈ 1 − , and = 1 ( ) 2 2 , = 1 maximizes 8 the lower bound (9) on the transmission capacity for ≈ 1. Proof: See appendix F.
Remark 2: It is easy to see that for → 0, the success probability → 1, hence ≈ 1 , and = 1 maximizes the transmission capacity. Proposition 7, however, shows that even for values of for which − ≈ 1 − , = 1 maximizes the transmission capacity.
Discussion: In this section we showed that in a sparse network regime with equidistant hops, it is optimal to transmit over a single hop. The physical interpretation of this result is that in a sparse network with few interferers, the decrease in transmission capacity due to the end-to-end delay (linear in ) outweighs the increase in transmission capacity due to the reduced per hop distance ( ) . Our result is in agreement with [10] , where the transmission capacity (12) is a decreasing function of for small values of . 8 Note that throughout this paper we have assumed interference limited regime, and neglected the effects of additive noise. The results of this section are unchanged even while considering AWGN, since in that case
[4], and once again for → 0, we can show that transmission capacity lower bound is a decreasing function of . 
VII. SIMULATIONS
We consider an ad hoc network where the number of nodes (transmitter-receiver pairs) is Poisson distributed with mean 200, and each node lies on a two-dimensional disk of radius . To simulate a particular node density , the disk radius is adjusted accordingly. For computing the outage probability, the typical receiver is placed at the center of the disk. In all simulations we use = 3, = 3 corresponding to = 2 bits/sec/Hz, = 1/2. With = 0.1, in Figs. 2 and 3, we plot the success probability as a function of for single hop, and two-hop communication, respectively, together with the upper and lower bounds. We can see that the upper and lower bound are tight. In Figs. 4 and 5 , we plot the transmission capacity, and the derived lower bound for two-hop communication = 2, with respect to 1 , with = 4, for equidistant hops 1 = 2 = 1, and non equidistant hops 1 = 0.5, 2 = 1.5, respectively with = 0.1. The transmission capacity (simulated and the lower bound) is maximized at 1 = 2 = 2 for 1 = 2 = 1, and 1 = 1, 2 = 3 for 1 = 0.5, 2 = 1.5 which is in accordance with Proposition 6. In Figs. 6 and 7 , we plot the transmission capacity as the function of the number of hops with = 10 for transmission density = 0.1, and = 0.5, respectively. From Fig. 6 we can see that for = 0.1, single hop transmission is optimal (as derived in Proposition 7), however, as we increase to = 0.5, that is no longer true (also shown in [10] ). VIII. CONCLUSIONS In this paper we derived exact expression for the T-D-R tradeoff of ad hoc networks with ARQ. The exact expressions turned out to be complicated, and to get more insights we derived bounds using the FKG inequality. Using the lower bound on the transmission capacity, we derived the optimal number of retransmissions to be used at each hop. For the special case of equidistant hops, we showed that equally distributing the total retransmissions constraint is optimal. Moreover, we also showed that for a sparse network, single hop transmission is optimal, and there is no need of employing relays between each source and destination. 
where ( ) follows by taking the expectation with respect to ℎ 00 , = 1, . . . , + 1, , since |ℎ 00 | 2 are independent and exponentially distributed, ( ) follows by taking the expectation with respect to ℎ ℓ 0 and ALOHA, since ℎ ℓ 0 are independent for each ℓ, ( ) follows by defin-
, ( ) follows from linearity of expectation and using the Binomial expansion, and finally the result follows since
using the probability generating function of PPP [18] .
APPENDIX B
Recall that each transmitter retransmits with probability in each time slot. Let 0 make attempts to transmit the packet to 0 , = 1, 2, . . . , + 1. Then the event {success in at most retransmissions} is also equal to the complement of the event {failures in all attempts} for = 1, 2, . . . , + 1. Let = (failure in attempts) = ( 1 < , . . . , < ), since each is identically distributed, it does not matter where those failures happen. Thus,
Similar to example 1, it easily follows that { 1 < } is an increasing event. Thus, using the FKG inequality,
where
Let 1 := 2 2 (2 / )/ . Substituting (11) into (10),
where ( ) follows from (11), and
From [15] , , ≥ +1, for + 1 < . Therefore, since are identically distributed for all , , +1 ≥ , +1
Thus, we get the following lower bound on
where ( ) follows from Appendix A. Hence for = 2, by computing the integral for ℓ = 1, 2, with 2 := 2 2 2 ,
)) + ( − 2( −3 (−2+ ) +2 2 + 2 (3+ ( −3)))
Similarly, for = 3, it can be shown that ( 4 ≥ | 1 < , 2 < , 3 < ) ≈ 1− .
APPENDIX E
Letˆ:= 1 − + , from (9) the objective function is max ,
Since log is a monotone function, an equivalent problem is max ,
It is easy to verify that the objective function is a concave function in . Using Lagrange multiplier , we can write the Lagrangian as ℒ = ∑ =1 ln(1−ˆ+ 1 )+ ( . Finding an explicit solution for the optimal is analytically intractable, hence we need to use an iterative algorithm to find optimal , at each step is increased if ∑ =1 < , or decreased if ∑ =1 > , similar to the Waterfilling solution [22] . For equidistant hops = +1 , ∀ ,ˆ:=ˆ∀ , the optimal = ln(ˆ) , and keeping only the first two terms, the objective function is = max
Note that for small 2 2 for which the Taylor series expansion is valid, this expression is a a decreasing function of , thus, = 1 maximizes the success probability for a sparse network.
