The determination of the secondary structure topology is a critical step in deriving the atomic structure from the protein density map obtained from electron cryo-microscopy technique. This step often relies on the matching of two sources of information. One source comes from the secondary structures detected from the protein density map at the medium resolution, such as 5À10 Å. The other source comes from the predicted secondary structures from the amino acid sequence. Due to the inaccuracy in either source of information, a pool of possible secondary structure positions needs to be sampled. This paper studies the question, that is, how to reduce the computation of the mapping when the inaccuracy of the secondary structure predictions is considered. We present a method that combines the concept of dynamic graph with our previous work of using constrained shortest path to identify the topology of the secondary structures. We show a reduction of 34.55% of run-time as comparison to the naïve way of handling the inaccuracies. We also show an improved accuracy when the potential secondary structure errors are explicitly sampled verses the use of one consensus prediction. Our framework demonstrated the potential of developing computationally e®ective exact algorithms to identify the optimal topology of the secondary structures when the inaccuracy of the predicted data is considered.
Introduction
Electron cryo-microscopy (cryoEM) is a promising technique to study the threedimensional structure of macromolecular complexes 1À3 and it is complementary to X-ray crystallography and nuclear magnetic resonance techniques. Although the backbone is not resolved in the density map at the medium resolution such as 5À10 Å, secondary structure elements (SSEs) such as helices and -sheets can be detected. 4À8 A helix detected from the density map is represented as a stick [red cylinder in Fig. 1(a) ] and a -sheet appears as a thin sheet [blue, Fig. 1(a) ]. Due to the medium resolution, the strands of the -sheet are often not distinguishable. The connection between two SSEs is often ambiguous. The major challenge to derive the protein structure from such cryoEM maps is that it is not known which segment of the protein sequence corresponds to which of the SSEs detected from the density map. A topology of the SSEs refers to the order of the SSEs with respect to the protein sequence and the direction of each SSE. For example, the true topology of the protein in Fig. 1 presents the true order of the SSEs as ðS 2 ; S 7 ; E 1 ; S 9 ; S 10 ; S 1 ; E 2 ; E 3 ; E 4 ; S 3 ; S 6 ; S 4 ; S 8 ; S 5 Þ [ Fig. 1(b) ]. In principle, each stick S j ; j ¼ 1; . . . ; 10 of the protein corresponds to a sequence segment H i ; i ¼ 1; . . . ; 10 that forms a helix in the structure. The four sequence segments E 1 ; E 2 ; E 3 , and E 4 correspond to a sheet that can be detected in the density map. Note that there are two directions to correspond a sequence segment H i to S j [arrows of Fig. 1 (a) and dot and cross in Fig. 1(b) ]. Since the topology problem involving -sheets is still challenging, our work in this paper focuses on the topology problem for -proteins in which no -sheets are involved. The -helices are generally detected more reliably than -sheets from the density map at the medium resolution and often play important roles in deriving the topology.
The problem of determining the topology of the helix secondary structures, in the simplest form, can be formulated as the following. Let H ¼ ðH 1 ; H 2 ; . . . ; H N Þ be a tuple of sequence segments that form helices [ Fig. 1(c) ]. Let S ¼ fS 1 ; S 2 ; . . . ; S N g be a set of the accurately detected helix sticks from the density map [ Fig. 1(a) ]. The topology determination problem can be described as a problem to¯nd a permutation of f1; 2; . . . ; Ng such that assigning H i to S ðiÞ ; i ¼ 1; . . . ; N minimize the assignment score. In the assignment, each H i is assigned to S ðiÞ in one of the two opposite The density map (grey) was simulated to 10 Å resolution using protein 3PBA from the Protein Data Bank (PDB) and EMAN software 24 . The SSEs (red: helix sticks, blue: sheet) were detected using SSE Tracer, an extended version of Helix Tracer 4 , and viewed by Chimera. For clear viewing, only SSEs at the front of the structure are labeled. Arrows: the direction of the protein sequence; (b) The true topology of the sticks (arrow, cross and dot for directions); (c) H 1 to H 10 : helix segments; E 1 to E 4 : -strands; \. . .": loops longer than two amino acids. directions [ Fig. 1(b) , cross or dot]. Note that there are N! permutations and two possible directions to assign each segment H i to S j , 1 i; j N. A naïve way to derive the true topology is to go over all the N! permutation of S to¯nd the best permutation. Therefore, the naïve method will take OðN!2 N Þ time.
9À11
The topology problem is complicated by the inaccuracy in H and S, since either of them can have errors. H is generally obtained from the secondary structure prediction tools using the amino acid (AA) sequence of the protein. Although many methods are available for protein secondary structure prediction, such as PSIPRED, 12 SSPRO, 13 and Porter, 14 most of them have a prediction accuracy of 70%À80%.
14À16 Although the rough positioning of the helices can be predicted for most of the helices, the length of the helix may not be exactly correct and the position can be shifted as well (Fig. 2) . A \shift-error" happens when the beginning or the ending position of a helix is shifted slightly from its true position (Helix 2 of Fig. 2) . A \split-error" is when an observed helix is predicted as two shorter helices (Helix 3 of Fig. 2 ). Similarly, a \merge-error" corresponds to the situation in which two shorter helices are predicted as a long helix. Short helices may be missed and a wrong helix may exist in the prediction. The types of error in S share the similar nature as those in H due to the inexact detection of the helices from the volumetric density map. Ideally, it is necessary to sample all the possible positions near the predicted positions of each helix to¯nd the best tuple of the sequence segments that matches the constraints in the volumetric data. However, this is a computationally expensive task due to the number of possible tuples to sample. In this paper, we present an algorithm to search through all the possible tuples of the helices from the inexact helix positions given by the secondary structure prediction methods. Our dynamic graph algorithm shows an improvement of 34.55% run-time over the naïve way to evaluate all the possible tuples when dealing with the \shift-error" and \split-error" of the secondary structure prediction.
Related Work
Suppose that each predicted helix has a maximum error of t amino-acid shifts to the left and t shifts to the right of the true position. The total number of the possible topologies is N!2 N ð2t þ 1Þ N . Two topologies in this solution space may di®er from each other by the order of the sticks, the direction of a stick, or the beginning/ending position of a helix. A direct method to work around the inaccuracy is to generate a consensus secondary structure prediction from multiple prediction methods. The consensus prediction was then used for H in topology determination. 8 Although the consensus is the overall best guess, some of the helices in the consensus may be less accurate than the predicted helix of a particular method. Alternatively, EM-fold creates a pool of the potential helix positions for each helix. 17 It then uses Monte Carlo method to sample the solution space guided by a scoring function. Although this method can be used to sample a large solution space, the inherent random nature in the Monte Carlo method determines that not all of the potential positions are sampled.
Although the entire solution space is huge, in practice, two factors may limit the solution space to a computationally manageable size. Firstly, the number of the helices in a protein is bounded. Most medium-size proteins have less than 10 helices and most large proteins (300À500 AAs) have less than 20 helices with longer than one turn. Secondly, some helices are predicted fairly accurately and consistently among di®erent servers. This means the number of alternative positions of a helix might be much smaller than estimated. It is possible to generate a pool for each helix to include the representative positions.
We previously developed a dynamic programming method for the topology determination problem in an \error-free" situation. It reduced the computation from OðN!2 N Þ as needed in a naïve method to OðN 2 2 N Þ. 18 In this paper we further explore the used of dynamic graph concepts in dealing with the possible errors. A naïve way of¯nding the tuple of helices that best matches the constraints of the density map is to construct the topology graph from scratch for each of the possible tuples. We will show in this paper that it is not necessary to construct the graph from scratch. The dynamic graph method developed in this paper shows that it reduces the computational time to about 65.55% compared to the naïve way to evaluate the inaccurate input. The method developed in this paper is an exact algorithm instead of a stochastic method.
Method

Evaluation of the errors in predicted helices
In order to investigate the nature of the errors in the predicted helices, we collected the secondary structure prediction results using PREDATOR online server. 19 We randomly selected 30 proteins from the CASP 9 dataset that contains 246 helices. Di®erent types of errors are quanti¯ed.
Pre-processing of the predicted helix positions
We used two consensus prediction servers SYMPRED 20 and JPRED 21 to produce a consensus prediction. The consensus prediction for each helix simply contains the positions shared by the two predictions. We used three other servers PSIPRED, 12 PREDATOR, 19 and SABLE 22 to extend from the consensus prediction. Since each prediction has slightly di®erent results, the pre-processing step aims to generate a list of the alternative positions for each helix. Ideally, the alternative helix positions should represent the predicted population and have the least number of alternatives for the sake of computation. For each end of a helix, if the predicted position is more than x AAs di®erent from an existing alternative position, it is included as a new alternative end of the helix. We used x ¼ 3 for the work of Tables 2 and 3 and x ¼ 2 for Table 4 . In other words, we only create an alternative position for the helix if it is quite di®erent from an existing one. For example, suppose the shaded segments represent the consensus predictions, then Helix 2 0 is an alternative prediction [ Fig. 2(a) ]. The right end of Helix 2 0 will be an alternative right end of Helix 2. In this case, tuples of the alternative helix positions are generated. An example of the tuple is (Helix 1, Helix 2 0 , Helix 3 0 , Helix 3 00 , Helix 4 0 ).
The topology graph
We developed a constraint graph previously to represent the secondary structure topology problem. 18 The graph [ Fig. 3 (a)] has a two-dimensional layout. The rows represent the list of sequence segments of helices H ¼ ðH 1 ; H 2 ; . . . ; H M Þ. The columns represent the set of helix sticks S ¼ fS 1 ; S 2 ; . . . ; S N g detected from the protein density map. We use a weighted directed graph G Top ¼ ðV ; E; wÞ to represent the SSE topology problem. V has M Â N Â 2 \regular" nodes and two special nodes START and END. The index for the row and column of the nodes is i and j, respectively. The two ends of a stick are marked by t ¼ 0, or t ¼ 1, to distinguish the two directions of each assignment. A node ði; j; tÞ represents an assignment of H i to S j in t direction. An edge from node ði; j; tÞ to ði 0 ; j 0 ; t 0 Þ represents the assignment of H i 0 to S j 0 in direction t 0 right after the assignment of H i to S j in direction t. When M ¼ N, each edge connects nodes in two adjacent rows. When M ! N, an edge can skip a maximum of M À N rows. There is an edge connecting hSTART i to each of the nodes in the¯rst M À N þ 1 rows. The weight for such special edges is zero. Similarly, there is an edge connecting each node of the last M À N þ 1 rows to hENDi. The weight for these special edges was assigned to be zero. The weighted graph G Top ¼ ðV ; E; wÞ with M ! N is de¯ned as the following.
V ¼ fði; j; tÞj1 i M; 1 j N; t 2 f0; 1gg [ fSTART ; ENDg E ¼ ðði; j; tÞ; ði 0 ; j 0 ; t 0 ÞÞ
[ fðði; j; tÞ; ENDÞ; jN i M; 1 j N; t 2 f0; 1gg:
We assigned 1 as the edge weight to the two consecutive assignments that are impossible. Some of the impossible situations arise when the length of the sequence fragment is di®erent from the length of the stick by 60%. Another impossible situation happens when the length of the loop is too short to make the connection of the two sticks. For example, it is impossible for a loop of length 3 to connect two ends of the helices that are 15 Å apart in the density map if we assume the distance between two AAs is about 3.8 Å. For any possible edges, the weight wðði; j; tÞði 0 ; j 0 ; t 0 ÞÞ ¼ jlði; i 0 Þ À dðj; t; j 0 ; t 0 Þj þ b, in which lði; i 0 Þ is the number of AAs between H i and H iþ1 measured on the protein sequence; dðj; t; j 0 ; t 0 Þ is the distance estimated from the density map between H i and H iþ1 when they are assigned to S j at end t and S j 0 at end t 0 , respectively; b is a penalty parameter. The edge weight measures the cost of assigning two consecutive helices in the sequence to two sticks. 18 Given the graph, the topology determination problem becomes the problem of¯nding the shortest path from START to END that satis¯es certain constraints. The most important constraint is that no columns are visited more than once in a valid path and similarly, no rows are visited more than once. 
Graph update algorithm
To¯nd the shortest valid path, our dynamic programming method stores a table at each node. 18 For each node v ¼ ði; j; tÞ, let U be a subset of columns U f1; 2; . . . ; Ng, i À ðM À NÞ jUj i, j 2 U. A table containing ðU; fðv; UÞÞ was stored at each node v, where fv; U is the best score to reach v using all the columns of U. For example, node (3, 2, 0) [ Fig. 3(b) ] can be reached by di®erent sets of columns f1, 2g, f3, 2g, or f1, 2, 3g. Note that the order to visit the columns can be di®erent even by using the same set of columns. The best score to reach node (3, 2, 0) using column 1 and 2 is 2 [ Figs. 3(a) and 3(b) ].
The method developed in Ref. 18 was able to use the topology graph to¯nd the best assignment. However, if the secondary structure prediction changes, the shortest path might be di®erent. Ideally we do not have to re-compute the entire graph to¯nd the new shortest path. The idea of our graph update algorithm is to update only those nodes that need to be updated due to the change to certain edges. We adapted the general idea from Ref. 23 to update the graph accordingly. It is handled slightly di®erently if the edge weight is incremented verses decremented situation.
The pseudo-code for increment update is shown in Fig. 4 . Suppose that an incoming edge (i.e. from (1, 1, 0) to (3, 2,0)) to a node v is incremented, v is marked as a node for update [node (3, 2, 0) in Fig. 3(a) ]. Each node v in the graph has di®erent sets of columns fU 1 ; U 2 ; . . . ; U k g that can be visited to reach v. The lowest cost of reaching v using each column combination is stored along with the immediate predecessor node. For example, there are three sets of columns that can be used to reach node (3, 2, 0) with cost fðð3; 2; 0Þ; U i Þ. Here, the weight of edge ((1, 1, 0)(3, 2, 0)) is increased from 2 to 4. The algorithm in Fig. 4 checks if any subset in (3, 2, 0) has (1,1,0) as the immediate predecessor and¯nds the new minimum path for that subset. For example, fðð3; 2; 0Þ; f1; 2gÞ has (1,1,0) as the immediate predecessor and fðð3; 2; 0Þ; UÞ ¼ 4 is changed as the edge weight wðð1; 1; 0Þ; ð3; 2; 0ÞÞ was increased to 4 and there are no shorter path using the columns U ¼ f1; 2g. Change in any one of the paths to reach v may a®ect nodes that have v as ancestor. So, all updated nodes are recorded in set R inc , which is used by other nodes to check for updates. The update is performed in one pass of the graph row by row.
When an incoming edge to node v is decremented, we¯rst check if the decremented edge can change the lowest cost of reaching v [node (3,1,1) in Fig. 3(a) ]. For example fðð3; 1; 1Þ; f1; 2gÞ has to be updated as the weight of the edge from the predecessor node (2, 2, 0) has decreased from 8 to 6. The algorithm searches for the new shortest path to reach (3,1,1) using U ¼ f1; 2g and¯nds a path through (1,1,1) with cost 5 and updates fðð3; 1; 1Þ; f1; 2gÞ. In case of the decrement update, the search algorithm only search paths from the changed parent nodes and compare it to the existing shortest path. If the decrement does not cause a change to the lowest cost of reaching v, there is no need to update v and hence no need to update the nodes below the current row. Otherwise, we mark node v and add it to R dec . The program was written in Java. The performance tests were run on a generic desktop Dell Optiplex 980 machine with 0.8 GHz CPU and 8 GB of memory.
Results and Discussions
Errors in the predicted helices
Protein secondary structure prediction methods generally have the Q 3 accuracy between 70%À80%. 19, 22 The overall accuracy does not provide explicit evaluation in terms of the length and the position of the predicted helices. Since our topology mapping is based on the geometrical matching between the estimated loop length in the volumetric data and the loop length in the sequence, the error in the predicted helices may a®ect the mapping result. We investigated di®erent kinds of errors in the predicted helices using a dataset of 30 proteins. Instead of the bench mark dataset, we randomly selected the proteins from the CASP 9 dataset that represents the newly deposited protein structures in the PDB. Out of the 246 helices, 39.4% of the helices were well predicted and we refer them as the corresponded helices [column 2 of Table 1(A)]. A corresponded helix is a predicted helix that satis¯es two criteria: (1) its center position is within¯ve AA di®erence from the center of the corresponding observed helix in the PDB; (2) its length is within¯ve AA di®erence from the length of the observed helix. Our test shows that only 39.4% of the helices were well predicted. Some of the non-corresponded helices are short. However, about 27.6% of the total non-corresponded helices are longer (> 8 AA) helices [column 4 of Table 1(A)]. This re°ects the challenges in the reality of the secondary structure prediction. We calculated the center-to-center shift distribution between the predicted helices and the observed helices for the corresponded helices that are well predicted. The 1-position shift is the most popular, covering 35.05% of the corresponded helices. However, shift of 3, 4, and 5 AAs accounts for a total of $ 26%.
For 30.08% of the helices, one of the two ends of the helix was predicted fairly accurately (within 3 AA from the true end), but the other end was predicted to be at least 3 AA away from its true position. This suggests that one of the two ends can be predicted fairly accurately for these helices. In fact, we sampled the ends of the helices in the pre-processing of the predicted helices. Our goal was to capture the ends that are actually predicted accurately. The split-error refers to the case when an observed helix was broken into two smaller helices with at most three AAs in between. As expected, the split-error and merge error are not popular, with 3.25% and 6.5%, respectively. However, such error might a®ect the topology mapping signi¯cantly since the length and the position of the predicted helix can be very di®erent from the observed ones. In summary, our test of the 246 helices suggests that various errors exist in the secondary structure prediction. Although it is expected that the consensus prediction can have improved accuracy compared to the individual predictor, it is very likely that the same type of errors are in the consensus prediction as well. It is important to sample the alternative positions and lengths for the predicted helices to¯nd the best match between the volumetric data and the sequence data. We provide an exact algorithm in this paper to improve the e±ciency over a naïve way of screening all the alternative positions of the helices.
E±ciency in the topology searching with the presence of errors
For each tuple picked from the alternative helix positions, a topology graph can be built and the shortest path can be determined using our previously developed dynamic programming method. 18 A naïve way of¯nding the tuple of helices that best matches the constraints of the density map is to construct the topology graph from scratch for each of the possible tuples. We compared our dynamic graph method with the naïve method in terms of the run-time to evaluate all the tuples. Seven proteins were randomly selected from the PDB with the requirement (1) containing only helices and (2) having at least¯ve helices. The smallest protein (1NG6) has 148 AAs, and the largest (2X79) has 501 AAs. For each protein sequence, we collected the secondary structure prediction results from¯ve servers. The prediction results were preprocessed to generate the alternative helix positions for each predicted helix. The preprocessing step restricted the total number of tuples signi¯cantly. For example, the largest protein 2X79 has only 32 helix tuples generated (row 5 column 7 of Table 2 ). The shortest valid path was searched for each H and the shortest among the 32 paths was selected for the topology. We simulated the protein density map to 10 Å resolution using EMAN. 24 SSETracer 4 was used to detect the helices from the a The number of the observed helices in the PDB¯le. b The number of helix regions in the secondary structure predictions. c The number of sticks detected from the density map. d The number of helix tuples generated after preprocessing. e The time (in seconds) to build the¯rst graph and to¯nd the shortest path. f The time (in seconds) to update the graph for the¯rst alternative helix and to¯nd the shortest path. g The time (in seconds) to update the graph for all helix tuples and to¯nd the shortest path. h Brute force time to re-compute the entire graph for all the tuples and to search for the shortest path, h ¼ ðd Â eÞ. i Percentage of the total time for dynamic update i ¼ g=h.
density map. In the case of protein 2X79, the secondary structure prediction tools were able to predict 14 helix regions out of 26 actual helices in the PDB structure, and SSETracer detected 21 helix sticks from the volumetric map. For each protein, the number of rows and columns in the topology graph are the number of helix regions (column 5, Table 2 ) obtained after preprocessing and the number of sticks (column 6, Table 2 ), respectively. Although this paper does not address the issue how the errors in the SSE prediction a®ect accuracy of topology determination, we would like to use an example (2X79) to illustrate the challenge proposed by the errors. We found that¯ve helices were completely missed by the consensus servers, among which four have a length shorter than¯ve AAs and one has seven AAs. In general, the shorter helices are more likely to be missed in the secondary structure predictions. We also noticed that seven helices in the PDB¯le (2X79) were predicted as part of longer helices. In other words, two shorter helices that are closely located on the sequence were predicted as a merged helix with longer length. In this case, the 14 predicted helix regions cover 21 helices of the PDB structure.
We calculated \base time" which is the time to create a graph and to search for the shortest path. In the work of Table 2 , we used the Euclidean distance between two ends of the two helices for the estimation of dðj; t; j 0 ; t 0 Þ. In this paper, the constraint shortest path concept was implemented in Java rather than Cþþ that was used in our earlier work. 18 We noticed the slowdown in our current implementation using Java. A naïve way to¯nd the topology with the lowest cost among the 32 tuples for protein 2X79 will involve 32 times of the base time. Using the dynamic graph concept, our method found the topology with the lowest cost using 72.8% of the time that would have been spent in the naïve way. The average reduction time is 34.55% for the seven proteins tested (Table 2) . If an alternative helix happens to be near the top row of the graph, it generally takes longer time to update the graph, since the nodes below it are likely to be updated. Column 9 shows the worst helix update time found for the proteins.
Although \shift-errors" are most popular errors in the SSE prediction, \split-error" is another type of error that needs to be considered. A \split-error" corresponds to the situation in which a long helix is predicted as two shorter helices. We collected a dataset containing four proteins, each of which has one split error. Table 3 shows the performance of our program to evaluate all tuples of the alternative helix positions with both \shift-error" and \split-error". The tuples were generated in which two split helices were merged into an alternative helix. To handle the split error, the graph update involves merging two rows into one and updating the ðU; fðv; UÞÞ table at the appropriate nodes. Table 3 shows that the average reduction time is 40.50%.
4.3.
Improved topology accuracy through the sampling of the errors those detected from the density maps. How to¯nd the topology from the inexact prediction data is still a challenging problem. We propose, in this paper, an approach to carefully generate the tuples of alternative helix positions using the predictions from multiple servers. Once the tuples are created, we apply our dynamic graph method to¯nd the optimal solution among all the tuples. We compared the accuracy of this approach verses the use of one consensus tuple created using two consensus prediction servers. We performed this comparison because it is not clear if the consensus tuple is accurate enough to¯nd the true topology. We present this preliminary comparison using six proteins. These proteins were chosen because most of the helices in these proteins are predicted fairly accurately by the multiple prediction servers, although some helices shorter than two turns are missed. As an example, 13 out of the 16 helices in the PDB structure are predicted approximately correctly in 3LTJ (row 4, Table 4 ). We used those 13 helices in our test. Both the consensus tuple and the tuples of the alternative helix positions were created. In this case, there are only 6 tuples (column 6, row 4, Table 4 ) generated since there is good agreement among the multiple servers. Yet the number of correctly assigned helices increased from 4 to 8 when the consensus tuple is replaced with the 6 tuples of alternative helices. The dynamic graph¯nds the optimal shortest path in the graphs of the 6 tuples, and in this case, one of them is a much better choice than the consensus. In the work of Table 4 , we estimated dðj; t; j 0 ; t 0 Þ through identifying the possible traces in the density map between end t of S j and end t 0 of S 0 j . This process involves the clustering of the voxels in the density map into critical groups and selecting the possible paths between the two end points. dðj; t; j 0 ; t 0 Þ was estimated as the total distance along a selected path that passes a set of cluster centers.
We compared the number of correctly assigned helices in the two experiments. A correctly assigned helix refers to the helix in the tuple that was mapped to the correct stick in the density map by comparing to its PDB structure. The only di®erence in the two experiments is the input tuple. A consensus tuple was used in the¯rst experiment and multiple tuples derived from the preprocessing step were used in the second experiment. For all the six proteins tested, the number of correctly assigned helices is more in the second experiment. Although the time to¯nd the best topology in the second experiment is much longer, the run-time is still about 50% of the time compared to the naïve way to¯nd the best topology.
Although the accuracy was improved through the sampling of the multiple secondary structure prediction results, the accuracy is still far from adequate. For example, only 6 out of 13 helices were correctly assigned in protein 3LTJ. There might be a number of factors related to the inaccuracy. These include the accuracy in the edge weight estimation, the accuracy of the detected sticks, and the accuracy of the sampling for the alternative helices. The dynamic graph method developed in this paper will provide an optimal solution for any edge weights selected and any tuples of the alternative helices selected. We have noticed that the true topology is often in the top portion of the ranked list of the topologies (data not shown). It is possible that the work in this paper needs to be extended to¯nd the top-k ranked solutions instead of the top-1 solution.
Conclusions
Due to the inaccuracy in both the secondary structure prediction from the sequence and the detection from density map, the true topology needs to be searched with the consideration of such errors. We presented the framework to reduce the computation in topology search using a combination of preprocessing and dynamic graph update. Our method provides the optimal solution for any among the alternative helix positions that were carefully chosen in the preprocessing step. Using a small test dataset, the reduction in time is about 34.55% to sample the \shift-error" compared Note: a The number of AAs in the protein. b The number of the observed helices in the PDB¯le. c The number of helix regions in the secondary structure predictions. d The number of sticks detected from the density map. e The number of helix tuples generated after preprocessing. f The time (in seconds) to build the¯rst graph and to¯nd the shortest path. g Brute force time to re-compute the entire graph for all the tuples and to search for the shortest path, g ¼ ðe Â fÞ. h The time (in seconds) to update the graph for all helix tuples and to¯nd the shortest path. i Percentage of the total time for dynamic update i ¼ h=g Â 100. j The number of sticks correctly assigned using the consensus sequence prediction only. k The number of sticks correctly assigned using helix tuples (e) considering shift and split errors.
to the naïve way of searching. To our knowledge, this is the¯rst computationally e®ective exact algorithm to identify the optimal secondary structure topology when the inaccuracy of the predicted data is considered.
