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Abstract—We investigate the problem of covert and secret key
generation over a state-dependent discrete memoryless channel
with one-way public discussion in which an adversary, the
warden, may arbitrarily choose the channel state. We develop
an adaptive protocol that, under conditions that we explicitly
specify, not only allows the transmitter and the legitimate receiver
to exchange a secret key but also conceals from the active warden
whether the protocol is being run. When specialized to passive
adversaries that do not control the channel state, we partially
characterize the covert secret key capacity. In particular, the
covert secret key capacity is sometimes equal to the covert
capacity of the channel, so that secrecy comes “for free.”
I. INTRODUCTION
Following the early results of Ahlswede and Csisza´r [1] and
Maurer [2], secret key generation from correlated observations
using an authenticated public channel has attracted significant
attention, especially in the context of wireless channels [3],
[4]. We investigate here the problem of covert secret key
generation, in which legitimate parties must not only agree on
a common secret key but also keep the key generation protocol
undetectable by an adversary, referred to as the warden.
Our work builds upon recent results on covert [5], [6],
[7], [8] and stealth [9], [10] communications, which have
characterized how many information bits can be transmitted
reliably over noisy channels while escaping detection by a
warden. In particular, the number of reliable and covert bits
that can be transmitted in n channel uses is limited by a
square root law to O(
√
n) [5]. When the warden’s channel
is of higher quality, in a sense precisely defined in [7], covert
communication is possible but at the expense of using a shared
secret key between legitimate parties. Notice that this implic-
itly requires the existence of a secret key exchange mechanism
that does improve the detection capability of the warden. Our
work also capitalizes on efforts to consider state-dependent
models for covert communication such as [11], in which
covert rates are identified for a fading channel with randomly
varying states only statistically known to the legitimate users,
or [12], in which the covert capacity is characterized for a
state-dependent channels with causal or non-causal channel
knowledge at the transmitter. Another relevant work is [13],
in which the warden’s uncertainty about the channel is shown
to allows the circumvention of the square root law. Finally,
covert communication over adversarial channels, in which the
warden flips a certain fraction of the transmitted bits, has been
investigated in [14]; covert communication is shown to be
possible for all warden’s states if the legitimate users have
access to enough shared secret key, which again prompts the
question of how to covertly generate such a secret key.
Our work partially addresses the question by showing that,
under conditions that we shall precisely specify, covert and
secret key generation is possible even with an active warden.
Specifically, the results reported here extend our preliminary
results restricted to a passive warden [15] to a model with
an active warden who can arbitrarily vary the channel state,
except when no information is sent on the main channel. While
this restriction arises from the technicalities in our proofs, it is
justified in certain practical scenarios. Specifically, for wireless
channels in which the action of the warden corresponds to
tampering with the gain of the legitimate receiver, the gain
has no effect when no signal is transmitted because fading
acts as a multiplicative coefficient.
As in most results on secret key generation, the presence of
an authenticated public communication is pivotal in our coding
scheme to enable covert secret key generation and therefore
covert communication for channels over which a secret key
is required [7]. To avoid improving the warden’s detection
ability, we impose a probability distribution on the public
communication and make certain that the warden cannot detect
the communication with any test jointly performed on the
observations of the noisy channel and of the public channel.
This model relates to stealth secret key generation from a
source model [16]; however, stealth is a less stringent require-
ment than covertness, so that our results are of a different
nature and exploit different proof techniques to characterize
the covert secret key capacity. We emphasize that our approach
differs from previous studies on two accounts. First, we neither
impose any limit on the warden’s actions nor consider any
statistical model for the channel states, so that the warden
may take any action and our coding scheme remains reliable
and covert for all possible state sequences. Second, the covert
throughput is adapted to the warden’s actions, i.e., legitimate
parties decide how many bits are extracted based on the quality
of the channels, and we use ideas for estimation that we
introduced in [17] in the context of learning over wiretap
channels.
The remainder of the paper is organized as follows. In
Section II, we formally introduce our model for covert secret
key generation. In Section III and Section IV, we develop our
results on covert secret key generation for passive and active
models, respectively.
II. NOTATION AND PROBLEM FORMULATION
A. Notation
We denote random variables by uppercase letters (e.g., X),
their realizations by lowercase letters (e.g., x), sets by calli-
graphic letters (e.g., X ), and vectors by bold face letters (e.g.,
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2x). For x = (x1, · · · , xn) ∈ Xn and a ∈ X , let N(x|a) ,
|{i : xi = a}|. For x ∈ {0, 1}n, let wt(x) , N(x|1) and
α(x) , wt(x)n . If PX is a Probability Mass Function (PMF)
over X , let TPX , {x ∈ Xn : for all a ∈ X : N(x|a) =
P (a)n}. We denote by Pn(X ) the set of all PMFs PX for
which TPX 6= ∅ and by Pn(X|Y) the set of all conditional
PMFs PX|Y for which there exists a joint PMF PXY such that
PX|Y = PXYPY and TPXY 6= 0. For x ∈ Xn and a conditional
PMF PY |X , we also define TPY |X (x) , {y ∈ Yn : for all a ∈
X , b ∈ Y : N(x,y|a, b) = PY |X(b|a)N(x|a)}. For three
discrete random variables (X,Y, Z) with joint PMF PXY Z ,
we define
PX|Y Z ◦ PZ ,
∑
z
PX|Y Z=zPZ(z) , PX|Y , (1)
PZ|Y × PX|Y Z , PZ|Y PX|Y Z , PXZ|Y , (2)
I(PX , PY |X) , I(PXY ) , I(X;Y ). (3)
For two sequences x ∈ Xn and y ∈ Yn such that (x,y) ∈
TPXY , we define I(x ∧ y) , I(PXY ). For two integers a
and b such that a 6 b, we denote the set {a, a + 1, · · · , b −
1, b} by Ja, bK. If a > b, then Ja, bK , ∅. Throughout the
paper, we measure the information in bits and log(·) should
be understood to be base 2; we use ln(·) for the logarithm base
e. We denote by PP (·) the probability measure induced by a
PMF P . P unifX is the uniform probability distribution over X .
B. Problem Formulation
We consider the channel model for secret key generation
illustrated in Fig. 1, in which two legitimate parties, Alice and
Bob, attempt to generate a secret key while keeping the entire
key generation process undetectable by a warden Willie. The
channel is a state-dependent Discrete Memoryless Channel
(DMC) (X×S,WY Z|XS ,Y×Z), in which the state S is under
Willie’s control while the input X is under Alice’s control.
Bob and Willie’s channel outputs are Y and Z, respectively.
For simplicity, we assume that X = S , {0, 1}, where 0 is
the input corresponding to the absence of communication. For
x, s ∈ {0, 1}, we define
P sx ,WY |X=x,S=s, Qsx ,WZ|X=x,S=s, (4)
and (PQ)sx ,WY Z|X=x,S=s. (5)
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Fig. 1. Covert secret key generation model
Secret key generation is enabled by the presence of a public
authenticated link of unlimited capacity, which Bob may use to
transmit symbols in alphabet F . Alice and Bob have access to
a source of secret common randomness (RC , PRC ) and each
possess a local source of randomness denoted by (RA, PRA),
(RB , PRB ), respectively. To make the problem non-trivial, the
entropy of PRC is subtracted from the number of generated
key bits in our throughput analysis.
In the presence of an active attacker controlling the channel
state, the final length of the key is not known ahead of time.
Alice and Bob must therefore merely agree a priori on a
maximum number of channel uses and bits of secret key.
Formally, a code for key generation C over n channel uses
for a maximum of m key bits consists of the following.
• n encoding function for Alice fA = (fA1 , · · · , fAn ), where
fAi : F i−1 × RA × RC → X specifies the symbol sent
by Alice at time i ∈ J1, nK;
• n encoding functions for Bob fB = (fB1 , · · · , fBn ), where
fBi : Yi ×RB ×RC → F specifies the symbol sent by
Bob at time i ∈ J1, nK over the public channel;
• a key extraction function φA : Fn×RA×RC → {0, 1}m
for Alice;
• a key extraction function φB : Yn×RB×RC → {0, 1}m
for Bob;
• an estimator for the number of key bits `A : Fn×RA×
RC → J0,mK for Alice;
• an estimator for the number of key bits `B : Yn×RB ×
RC → J0,mK for Bob.
We assume that the protocol is known to all parties. The
sequence of n random symbols transmitted by Alice is denoted
X ∈ Xn, while the sequence of states is denoted s ∈ Sn. Note
that we do not require the existence of a probability distribu-
tion for the state sequence. The sequence of observations at
Bob and Willie are denoted Y ∈ Yn and Z ∈ Zn, respectively.
Bob’s public communication is collectively denoted by F and
the generated keys are denoted KA, KB , respectively. For a
fixed state sequence s, the distribution induced by the coding
scheme is denoted P̂XYZFKAKB`A`B |s. Note that our model
allows for an arbitrary s but does not allow the warden to
adapt s to its observations.
The performance of the key generation scheme is measured
in terms of the following metrics:
• the probability of error Pe(C|s) ,
PP̂KAKB
(
`A 6= `B or KA(i) 6= KB(i) for i ∈ J1, `BK∣∣s),
where KA(i) and KB(i) denote the ith bit in Alice’s
key and Bob’s key, respectively;
• the secrecy D
(
P̂KBFZ|s‖P unifKB × P̂FZ|s
)
;
• the covertness C(C|s) , D
(
P̂FZ|s‖P unifF ×
∏n
i=1Q
si
0
)
.
We call C a (2m, n, r, , δ, τ, s) code if H(RC) 6 r, Pe(C|s) 6
, S(C|s) 6 δ, and C(C|s) 6 τ .
While the definitions of the probability of error and secrecy
metrics are standard, there are somewhat arbitrary choices in
our definition of covertness. We require Alice’s transmission to
be indistinguishable from an all-0 transmission, but we allow
Bob to send symbols on the public channel as long as their ob-
servation does not help Willie’s detection. For small τ > 0, the
covertness constraint ensures that the public communication is
nearly uniformly distributed and independent of the Willie’s
observation on the noisy channel. One can think of Bob as
3a terminal emitting seemingly random “beacons” that do not
divulge the existence of a secret key generation protocol.
The throughput achieved by a protocol is defined as follows.
Definition 1. A throughput R is achievable with respect to
(w.r.t.) the sequence {sn}n>1, if there exists a sequence of
(2mn , n, rn, n, δn, τn, sn) codes {Cn}n>1 such that
lim
n→∞ n = limn→∞ δn = limn→∞ τn = 0, mn = ω(log n) (6)
lim
n→∞P
(
`Bn − rn√
nτn
> R
)
= 1. (7)
The special case of a passive attacker consists of the
situation in which the state sequence is fixed and known ahead
of time. We set this sequence to be s = 0 and drop the indices
referring to the state to simplify notation. In this case, note that
the estimators `A and `B are not needed and that the total
number of key bits m may be fixed ahead of time. We can
then formally define the covert secret key capacity as follows.
Definition 2. A throughput R is achievable with a passive
attacker if there exists a sequence of (2mn , n, 0, n, δn, τn)
codes {Cn}n>1 such that
lim
n→∞ n = limn→∞ δn = limn→∞ τn = 0, mn = ω(log n), (8)
lim inf
n→∞
mn√
nτn
> R. (9)
The supremum of all achievable throughputs is denoted Ccsk.
Remark 1. Our restriction to |S| = |X | = 2 simplifies the
technical details in our proofs. By following [7, Section VII-
B], one can extend the results to any finite X . When |S| > 2,
one can adapt our estimation protocol to operate on the type
of the state sequences instead of their weight.
III. COVERT SECRET KEY CAPACITY WITH A PASSIVE
WARDEN
For completeness, we recall without proof the partial char-
acterization of the covert secret key capacity in the presence
of a passive warden, which is our main result from [15].
Theorem 1. If (PQ)0 = P0 ×Q0, then√
2
χ2(Q1‖Q0) (D((PQ)1‖(PQ)0)− D(Q1‖Q0)) > Ccsk
>
√
2
χ2(Q1‖Q0) (D((PQ)1‖(PQ)0)− D(Q1‖Q0)
−D((PQ)1‖P1 ×Q1)) . (10)
Proof: See [15].
As an application of the above result, we characterize the
exact covert secret key capacity when the channels from Alice
to Bob and Willie are independent.
Corollary 1. If (PQ)1 = P1 × Q1 and (PQ)0 = P0 × Q0,
then
Ccsk =
√
2
χ2(Q1‖Q0)D(P1‖P0). (11)
Corollary 1 may be somewhat surprising in that it suggests
that secrecy comes “for free” since the covert secret-key
capacity is equal to the covert capacity of the channel. In
practice, however, some small amount of privacy amplification
would still be needed and the effect of the warden’s channel
only disappears in the asymptotic limit of large sequences.
This result is an artifact of the model, which ensures that the
information leakage from Bob to Willie has negligible scaling
compared to the information transfer from Bob to Alice.
IV. COVERT THROUGHPUT WITH AN ACTIVE WARDEN
We now develop results for an active warden and show the
existence of a sequence of coding schemes generating a key
for any sequence of states. The number of generated key bits
depends on the state sequences only through their weights.
Theorem 2. Let (X × S,WY Z|XS ,Y,Z) be an arbitrarily
varying DMC with X = S = {0, 1}, P 00 = P 10 = P0,
P 11 6= P 01 , and (PQ)s0 = P s0 × Qs0 for s ∈ S . There exists
a sequence of codes {Cn}n>1 such that for all β ∈ [0, 1] and
all sequences {sn}n>1 with limn→∞ wt(sn)n = β, the following
covert throughput is achievable
R(β) ,
√
2
D
(
(1− β)P 01 + βP 11 ‖P0
)− ((1− β)I0 + βI1)√
(1− β)χ2(Q01‖Q00) + βχ2(Q11‖Q10)
,
(12)
where for s ∈ S,
Is , D(Qs1‖Qs0) + D(P s1 ‖P s0 )− D((PQ)s1‖(PQ)s0)
+D((PQ)s1‖P s1 ×Qs1). (13)
Remark 2. Comparing the throughputs in (10) and (12),
note that the quantities corresponding to the main channel
in (10) are replaced by the same quantities for the channel∑n
i=1
1
nWY |XS=si , and the quantities corresponding to the
warden’s channel are replaced by the average of those quanti-
ties over the different channel uses. The intuition is that Alice
and Bob have no direct access to the state sequences and
only approximate the weight through their noisy observations.
From their perspective, the best approximation of the main
channel is
∑n
i=1
1
nWY |XS=si . In contrast, Willie knows the
exact state sequence therefore obtains information from each
realized channel use.
Remark 3. For an Arbitrarily Varying Channel (AVC), one
can eliminate the common randomness when the channel is
non-symmetrizable as the capacity without common random-
ness is non-zero [18]. However, such consideration does not
directly apply to our model, which includes a feedback link
from the receiver.
We also establish a straightforward converse result for
Theorem 2. Note that it is challenging to obtain a converse that
matches our achievability result for a couple of reasons. First,
4even without covertness constraint and active adversaries, it
is generally hard to provide a tight converse for the secret
key generation problem because of the interactions allowed
by the existence of the public communication. Second, our
achievability result proves the possibility of covert secret key
generation for all channel state sequences, which makes the
problem of finding a tight converse more difficult.
Theorem 3. For any sequence of codes {Cn}n>1 that achieves
covert throughput R over the channel in Theorem 2 for a state
sequence {sn}n>1 with limn→∞ wt(sn)n = β, we have
R 6
√
2
√
β
(D(P 11 ‖P0)− I1)2
χ2(Q01‖Q00)
+ (1− β) (D(P
0
1 ‖P0)− I0)2
χ2(Q11‖Q10)
,
(14)
where I0 and I1 are defined in Theorem 2.
Proof: To obtain a converse, we can assume that Alice
and Bob know the state sequence sn = (s1, · · · , sn) so that
the result follows from the same argument as for the passive
warden [15]. In particular, let Cn be a (2m, n, r, , δ, τ, s). By
[1], we obtain that
√
nτnR 6 (1 + o(1))
n∑
i=1
I(Xi;Yi|ZiSi = si). (15)
Let J be uniformly distributed over J1, nK and µs =
P(XJ = 1|SJ = s). Using [15, Eq. (60) and Eq. (61)] and
wt(sn) = n(β + o(1)), we obtain
R 6 (1 + o(1))
× βµ
1
(
D
(
P 11 ‖P0
)− I1)+ (1− β)µ0(D(P 01 ‖P0)− I0)√
β(µ1)2χ2(Q11‖Q10) + (1− β)(µ0)2χ2(Q01‖Q00)
.
(16)
Maximizing over µ1 and µ0 yields the desired result.
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Fig. 2. Illustration of Theorem 2 and Theorem 3 for a BSCs
In Fig. 2, we illustrate the result of Theorem 2 and 3 for the
following example. When s = 0, Bob and Willie’s channel are
independent BSC(0.1) and BSC(0.4), respectively. When s =
1, Bob’s channel is a binary asymmetric channel with flipping
probability 0.1 and 0.2 for x = 0 and x = 1, respectively,
while Willie’s channel is BSC(0.3). The bounds are reasonably
tight but, as expected, do not match.
A. Proof of Theorem 2
We break down the proof of Theorem 2 into six steps.
1) We first establish a technical lemma pertaining to a
concentration inequality for the reciprocal of the sum
of independent and identically distributed (i.i.d.) random
variables.
2) We define an auxiliary problem and derive one-shot
reliability and secrecy results.
3) We specialize the auxiliary problem to an arbitrarily
varying DMC and assume that an oracle provides the
weight of the warden’s state sequence. We use the result
of Step 2 to develop a universal secrecy and reliability
scheme.
4) We reduce the amount of common randomness required
for the coding scheme developed in Step 3.
5) We remove the oracle from the coding scheme by
introducing estimators for the weight of the warden’s
state sequence.
6) Finally, we combine all steps to prove the result.
1) A Concentration Inequality: Suppose {Xi}ni=1 are i.i.d.
according to Bernoulli(p). Since E(
∑n
i=1Xi) = np, one could
expect E
(∣∣∣ 11+∑ni=1Xi − 1(n+1)p ∣∣∣) to be small. The following
lemma formalizes this intuition and is proved in Appendix A.
Lemma 1. Suppose X1, · · · , Xn are i.i.d. according to
Bernoulli(p). Then, for 2np <  < 1,
P
(∣∣∣∣ 11 +∑ni=1Xi − 1(n+ 1)p
∣∣∣∣ > (n+ 1)p
)
6 2 exp
(
−np
2
32
)
, (17)
E
(∣∣∣∣ 11 +∑ni=1Xi − 1(n+ 1)p
∣∣∣∣)
6 
(n+ 1)p
+
(
1 +
1
(n+ 1)p
)
e−
np2
32 . (18)
2) One-shot Results for an Auxiliary Problem: We in-
troduce an auxiliary problem with the help of which we
solve the main problem later on. The main rationale for
introducing the auxiliary problem is to use a variation of the
likelihood encoder [19], which allows us to exploit channel
coding tools. This helps us avoid a finite length penalty
that would appear if using source coding tools and would
dominate the covert throughput. Alice, Bob and Willie have
access to X ∈ X , Y ∈ Y and Z ∈ Z , respectively, with
joint distribution PXY Z . In addition, Alice and Bob share
secret common randomness in the form of a random codebook
Y˜ = {Y˜w1w2}w1∈J1,M1K,w2∈J1,M2K ∈ YM1M2 distributed
according to Q⊗M1M2Y for some chosen QY . Bob generates
5two messages W1 ∈ J1,M1K and W2 ∈ J1,M2K from Y and
Y˜ according to the conditional PMF
PW1W2|Y Y˜(w1, w2|y, y˜)
=

1{y=y˜w1w2}∑
w′1w′2
1
{
y=y˜w′1w′2
} ∑
w′1w
′
2
1
{
y = y˜w′1w′2
} 6= 0
1
M1M2
∑
w′1w
′
2
1
{
y = y˜w′1w′2
}
= 0
.
(19)
This operation induces the joint distribution PXY ZY˜W1W2 ,
PXY ZQ
⊗M1M2
Y PW1W2|Y Y˜. Note that QY may be different
from PY , which will be useful when analyzing universality
and constitutes the main deviation from the standard likelihood
encoder. The next two lemmas provide bounds showing that
W1 and W2 can be interpreted as a secret key and a public
message, respectively.
Lemma 2. Let ν : X ×Y → R be a fixed function and define
a universal decoder for estimating W1 from X, Y˜,W2 as
wˆ1 = φ(x, y˜, w2) , arg max
w1
ν(x, y˜w1w2) (20)
For all γ > 0, µQ , miny QY (y), and 2(M1M2−1)µQ < δ < 1,
we have
P
(
W1 6= Ŵ1
)
6
∑
x,y
PXY (x, y) min(1,M1q(x, y))
+ (2 +M1M2)e
− (M1M2−1)µQδ
2
32 + δ, (21)
where q(x, y) ,
∑
y′ QY (y
′)1{ν(x, y′) > ν(x, y)}.
Proof: See Appendix B.
Lemma 3. For all γ > 0 and 2(M1M2−1)µQ < δ < 1, we have
V
(
PW1ZY˜, P
unif
W1 × PZY˜
)
6∑
y,z
PY Z(y, z)1{PY Z(y, z) > γPZ(z)QY (y)}+ 1
2
√
γ
M2
+
1
2
δ +
1
2
(2 +M1M2)e
− (M1M2−1)µQδ
2
32 . (22)
Proof: See Appendix C.
3) Universal Asymptotic Results for the Auxiliary Problem:
We now extend the auxiliary problem results of Section IV-A2
by using the channel n times allowing the warden to vary the
channel at every channel use. More precisely, we consider an
arbitrarily varying DMC (X × S,WY Z|XS ,Y,Z) with X =
S = {0, 1} and P 00 = P 10 = P0. For simplicity, we suppose
for now that the weight wt(s) of Willie’s state sequence is pro-
vided to Alice and Bob by some oracle at the end of the trans-
mission. Alice samples the input sequence X according to Q⊗nX
where QX = Bernoulli(αn) and αn ∈ ω
(
logn
n
)
∩o
(
1√
n
)
, and
transmits it over the channel so that Bob and Willie observe
Y and Z, respectively. Alice and Bob are assumed to share a
random codebook {Y˜w1,w2,w3}w1∈J1,M1K,w2∈J1,M2K,w3∈J1,M3K
distributed i.i.d. according to P ⊗n0 . Bob randomly creates an
encoder F to generate W1 and W2 from y using { ˜Yw1w2w3}
as
P(F (y) = (w1, w2)) =
∑
w3
1
{
y = Y˜w1w2w3
}
∑
w′1w
′
2w
′
3
1
{
y = Y˜w′1w′2w′3
} (23)
if
∑
w′1w
′
2w
′
3
1
{
y = Y˜w′1w′2w′3
}
6= 0 and 1M1M2 else. Message
W2 is sent over the public channel and Alice subsequently
uses X and W2 to decode W1 as Ŵ1 with the random decoder
Φ : Xn × J1,M2K→ J1,M1K defined as
Φ(x, w2) , arg max
w1
(
max
w3
I(x ∧ Y˜w1w2w3)
)
. (24)
For a code (f, φ) and a sequence of states s, we define
Pe(f, φ|s) , P
(
W1 6= Ŵ1|s
)
, (25)
S(f, φ|s) , V
(
P̂W1W2Z|s, P̂W1W2 × P̂Z|s
)
. (26)
We shall now prove that the above random code performs
well over a class of state sequences specified as follows. For
each s, set β , wt(s)n , QS , Bernoulli(β), and define the PMF
QβSXY Z(s, x, y, z) , QS(s)QX(x)WY Z|XS(y, z|x, s). (27)
Define S(M1,M2,M3) as the set of state sequences s such
that the corresponding QβSXY Z(s, x, y, z) satisfies
logM1 + logM2 + logM3 > d(1 + ζ) log 1
µ0
ne, (28)
logM1 + logM3 6 b(1− ζ)I(X;Y )nc, (29)
logM3 > d(1 + ζ)αn
(
βI1 + (1− β)I0)ne. (30)
Note that W1 should be interpreted as a secret key and W2
should be interpreted as a public message. W3 should be
interpreted as additional randomization, which plays no role
beyond helping us control the specific distribution used by the
likelihood encoder. The next lemma shows that the random
code described above is universal over the set S(M1,M2,M3).
Specifically, we prove that given the choice of (M1,M2,M3),
there exists a protocol that performs well for all state se-
quences s ∈ S(M1,M2,M3). In Section IV-A5, where we
choose the values of M1, M2, and M3 based on Bob’s
observations, we show that with high probability the true state
sequence is in S(M1,M2,M3).
Lemma 4. For all β, ζ > 0, there exists ξ > 0 such that for
large enough n and for all s ∈ S(M1,M2,M3), we have
EF,Φ(Pe(F ,Φ|s)) 6 2−ω(logn) and (31)
EF,Φ(S(F,Φ|s)) 6 2−ξαnn, (32)
where the term ω(log n) depends on ζ and the channel.
Proof: See Appendix D.
4) Common Randomness Reduction: In the next lemma,
we use Ahlswede’s elimination technique [20] to reduce the
amount of common randomness in the coding scheme.
Lemma 5. Let (F,Φ) be any random code and Sn be a
subset of Sn. Furthermore, for all s ∈ Sn, assume that
EF,Φ(Pe(F,Φ|s)) 6  and EF,Φ(S(F,Φ|s)) 6 . Then, there
6exist L realizations (f1, φ1), · · · , (fL, φL)of the random code
that satisfy
1
L
L∑
i=1
Pe(fi, φi|s) 6 ′ and 1
L
L∑
i=1
S(fi, φi|s) 6 ′ (33)
for all s ∈ Sn provided that
′ > 2 log(1 + ) and L >
2
′
(1 + n). (34)
Proof: Let (F1,Φ1), · · · , (FL,ΦL) be L i.i.d. random
codes distributed according to P(F,Φ). For any s ∈ Sn, we
have
PF,Φ
(
1
L
L∑
i=1
Pe(Fi,Φi|s) > ′ or 1
L
L∑
i=1
S(Fi,Φi|s) > ′
)
(35)
6 2−L′E
(
2
∑L
i=1 Pe(Fi,Φi|s)
)
+ 2−L
′
E
(
2
∑L
i=1 S(Fi,Φi|s)
)
(36)
= 2−L
′(
E
(
2Pe(F,Φ|s)
))L
+ 2−L
′(
E
(
2S(F,Φ|s)
))L
(37)
(a)
6 2−L′(1 + E(Pe(F,Φ|s)))L + 2−L′(1 + E(S(F,Φ|s)))L
(38)
6 2−L′(1 + )L + 2−L′(1 + )L (39)
= 2−L(
′−log(1+))+1, (40)
where (a) follows from 2x 6 1 + x for x ∈ [0, 1]. Therefore,
the union bound yields that
PF,Φ
(
∀s ∈ Sn, 1
L
L∑
i=1
Pe(Fi,Φi|s) < ′
and
1
L
L∑
i=1
S(Fi,Φi|s) < ′
)
> 1− 2n2−L(′−log(1+))+1
which is positive given that (34) holds.
Corollary 2. Under the same assumptions as Lemma 4, for
all ζ > 0, all large enough n, and L > 2n4(1 + n),
there exist codes (f1, φ1), · · · , (fL, φL) such that for any
s ∈ Sβ(M1,M2,M3),
1
L
L∑
`=1
Pe(f`, φ`|s) 6 1
n4
, and
1
L
L∑
`=1
S(f`, φ`|s) 6 1
n4
.
(41)
Proof: We first consider the random code (F,Φ)
introduced in Section IV-A3 for which we have
EF,Φ(Pe(F ,Φ|s)) 6 2−ω(logn) and EF,Φ(S(F,Φ|s)) 6
2−ξαnn = 2−ω(logn) by Lemma 4 for all s ∈ S(M1,M2,M3).
Applying Lemma 5 to (F,Φ) for L > 2n4(1 + n), we obtain
L codes (f1, φ1), · · · , (fL, φL) such that (41) holds since
the two constraints n−4 > 2 log(1 + 2−ω(logn)) and
L > 2n−4 (1 + n) in Lemma 5 hold for large n.
5) Estimation of the state sequence weigth: We now con-
struct an estimator for wt(s) to replace the oracle. This requires
running the protocol over n′ = n+g channel uses, where g is a
positive integer to be specified later used to provision for chan-
nel estimation. Before transmission, Alice and Bob secretly
and independently select every channel use for estimation with
probability κn ∈ [0, 1], which requires nHb (κn) bits of shared
secret key. Let L denote the number of positions chosen for the
estimation and let J = (J1, · · · , JL) denote the corresponding
indices in increasing order. If n′ − n , g < L, Alice and
Bob halt the protocol and do not generate a key. Otherwise,
Alice transmits symbol “1” in the positions in J and operates
as in Step 3 in the known n positions not in J. Since
P 10 6= P 11 , there exists y0 ∈ Y such that P 10 (y0) 6= P 11 (y0).
For µ0 , P 10 (y0), µ1 , P 11 (y0), and Ti ,
1{Yji=y0}−µ0
µ1−µ0 , Bob
estimates β = wt(s)n as β̂ ,
1
L
∑L
i=1 Ti (for L = 0, we define
β̂ = 1). Note that for a fixed ji, E(Ti) = sji , and by the
results on sampling without replacement, one can expect that∑L
i=1 Ti/L ≈
∑L
i=1 sJi/L ≈
∑n
i=1 si/n = β.
We now show that, with high probability, Alice and Bob
do not halt the protocol and β̂ is close to β. With g =
(1 + µ)κnn
′, application of a Chernoff bound yields that
P(L > g) 6 2−µ
2κnn
′
3 . In addition, for all λ > 0 and µ ∈]0, 1[,
P
(
|β̂ − β| > λ
)
(42)
=
n′∑
`=0
P(L = `)P
(∣∣∣β̂ − β∣∣∣ > λ∣∣L = `) (43)
6 P(L 6 (1− µ)κnn′)
+
n′∑
`=b(1−µ)κnn′c+1
P(L = `)P
(∣∣∣∣∣1` ∑`
i=1
Ti − β
∣∣∣∣∣ > λ
∣∣∣∣L = `
)
(44)
(a)
6 exp
(
−1
2
µ2κnn
′
)
+
n′∑
`=b(1−µ)κnn′c+1
P(L = `)P
(∣∣∣∣∣1` ∑`
i=1
Ti − β
∣∣∣∣∣ > λ
∣∣∣∣L = `
)
,
(45)
where (a) follows from a Chernoff bound. Conditioned on
L = `, J = (J1, · · · , J`) is distributed uniformly on J ` =
{j = (j1, · · · , j`) : j1 < · · · < j`}. Upon defining the event
E ,
{
j ∈ J ` :
∣∣∣∣∣1` ∑`
i=1
sji − β
∣∣∣∣∣ > λ2
}
, (46)
we have
P
(∣∣∣∣∣1` ∑`
i=1
Ti − β
∣∣∣∣∣ > λ
∣∣∣∣L = `
)
(47)
= P
(∣∣∣∣∣1` ∑`
i=1
Ti − β
∣∣∣∣∣ > λ
∣∣∣∣L = `, E
)
P(E|L = `) (48)
+ P
(∣∣∣∣∣1` ∑`
i=1
Ti − β
∣∣∣∣∣ > λ
∣∣∣∣L = `, Ec
)
P(Ec|L = `) (49)
76 P(E|L = `) + P
(∣∣∣∣∣1` ∑`
i=1
Ti − β
∣∣∣∣∣ > λ
∣∣∣∣L = `, Ec
)
. (50)
We next express P(E|L = `) as the Cumulative Distribution
Function (CDF) of the hypergeometric distribution. In partic-
ular, let H denote the number of successes in ` draws without
replacement from a population of size n′ with wt(s) = `β
successes in the population. We then have
P(E|L = `) = P
(∣∣∣∣1`H − β
∣∣∣∣ > λ2
)
(a)
6 exp
(
−λ
2`
2
)
, (51)
where (a) follows from the standard tail bounds for hyperge-
ometric distribution (e.g., see [21]).
We next fix some j ∈ J ` \ E . Since E(Ti|Ji = ji) = sji ,
and −µ0µ1−µ0 6 Ti 6
1−µ0
µ1−µ0 , Hoeffding’s inequality implies that
P
(
|β̂ − β| > λ|L = `,J = j
)
(52)
= P
(∣∣∣∣∣1` ∑`
i=1
Ti − β
∣∣∣∣∣ > λ
∣∣∣∣L = `,J = j
)
(53)
6 2 exp
−2`(µ1 − µ0)2(λ−
∣∣∣∣∣β − 1` ∑`
i=1
sji
∣∣∣∣∣
)2 (54)
(a)
6 2 exp
(
−`(µ1 − µ0)
2λ2
2
)
, (55)
where (a) follows from j /∈ E . Therefore, we obtain
P
(
|β̂ − β| > λ|L = `
)
6 2 exp
(
− (µ1 − µ0)
2λ2`
2
)
+ 2 exp
(
−λ
2`
2
)
, (56)
which is less than 2−ξ` for some ξ > 0 small enough
and independent of `. Combining (56) with (45), we obtain
P
(
|β̂ − β| > λ
)
6 2−ξκnn′ for some ξ > 0 small enough.
We next show that for QŜ = Bernoulli(β̂), Q
β̂
ŜX̂Ŷ Ẑ
defined
as in (27) and (M1,M2,M3) such that
logM1 + logM2 + logM3 > d(1 + ζ) log 1
µ0
ne, (57)
logM1 + logM3 6 b(1− ζ)(I(X̂; Ŷ )− ζαn)nc, (58)
logM3 >
⌈
(1 + ζ)αn
(
β̂I1 + (1− β̂)I0 + ζ
)
n
⌉
, (59)
we have s ∈ S(M1,M2,M3) with high probability. To do
so, we should verify that (28)-(30) hold with high probability.
By our definition of (M1,M2,M3), (28) is always true.
Additionally, for QS = Bernoulli(β), and Q
β
SXY Z defined as
in (27), the function
ψ(β) , D(βWY |X=1S=1 + (1− β)WY |X=1S=0
‖βWY |X=0S=1 + (1− β)WY |X=0S=0) (60)
is continuous in β. Therefore, there exists λ > 0 such that if
|β − β′| < λ, |ψ(β)− ψ(β′)| 6 ζ − o(1). Then,
P(b(1− ζ)(I(X̂; Ŷ )− ζαn)nc > b(1− ζ)I(X;Y )nc)
= P
(
I(X̂; Ŷ )− ζαn > I(X;Y ) +O
(
1
n
))
= P
(
αnψ(β̂)− ζαn > αnψ(β) +O
(
1
n
))
6 P
(
|ψ(β)− ψ(β̂)| > ζ − o(1)
)
6 P
(
|β − β̂| > λ
)
6 2−ξκnn′ .
(61)
Similarly, we can argue that
P
(⌈
(1 + ζ)αn
(
β̂I1 + (1− β̂)I0 + ζ
)
n
⌉
6
⌈
(1 + ζ)αn
(
βI1 + (1− β)I0)n⌉) 6 2−ξκnn′ , (62)
so that
P (logM1 6 (1− ζ)(I(X;Y )− ζαn)n− (1 + ζ)
×αn
(
βI1 + (1− β)I0 + ζ)n− ζαnn) 6 2−ξκnn′ . (63)
Hence, s ∈ S(M1,M2,M3) with probability more than 1 −
2−ξκnn
′+1.
6) Proof of Theorem 2: We put together the different
pieces developed so far and describe our active covert key
generation protocol. Let ζ > 0, n′ = n + g be the block-
length, κn = o(αn/ log n) ∩ ω(log n/n), g > (1 + µ)κnn′
for some µ ∈]0, 1[, J = (J1, · · · , JL) be the positions to
be used for the estimation, and K be a shared secret key
uniformly distributed over J1, UK for any U > 2n4(n + 1).
For L > g, the protocol halts. Otherwise, Alice samples X˜
according to Q⊗nX for transmission over the channel WY Z|XS
at the n positions not included in J, and transmits 1 in the
positions in J. Let Y and Z denote Bob’s and Willie’s received
sequences, respectively, and Y˜ denote the sub-sequence of Y
obtained by removing the components in J. Bob first estimates
the type β̂ of Willie’s states sequence defined in Section IV-A5
and sets (M1,M2,M3) such that (57)-(59) hold. Subsequently,
for (f1, φ1), · · · , (fU , φU ) defined in Corollary 2, Bob gener-
ates two messages (W1,W2) = fK(Y˜) and broadcasts W2
together with β̂ one-time-padded with a shared secret key.
Finally, Alice decodes W1 as Ŵ1 , φK(X˜,W2). We provide
the performance analysis of the protocol in four parts.
a) Reliability analysis: With probability at most
2−ξκnn
′ 6 2−ω(logn), the protocol is halted. If s ∈
S(M1,M2,M3), then by Corollary 2, the probability of er-
ror is less than 1n4 . Since P(s ∈ S(M1,M2,M3)) > 1 −
2−ξκnn
′+1 6 2−ω(logn), the probability of error for the
protocol is less than n−4 + 2−ω(logn).
b) Secrecy and covertness analysis: Let P̂W1W2Z be the
PMF induced by the protocol and χ2(β) , βχ2(Q11‖Q10) +
(1−β)χ2(Q01‖Q00). By definition, we have (69) on the top of
next page, where (a) follows since κn = o(αn), (b) follows
from [18, Problem 17.1], and (c) follows from Hb (x) 6
x log ex . To upper-bound V
(
P̂W1W3Z|s,P
unif
W1W3
× P̂Z|s
)
, let
8S(C|s) + C(C|s) (64)
= D
(
P̂W1W 2Z|s‖P unifW1W 2 × P̂Z|s
)
+ D
(
P̂Z|s‖Q⊗n0
)
(65)
= D
(
P̂W1W 2Z|s‖P unifW1W 2 × P̂Z|s
)
+
1
2
(αn + κn)
2χ2(β)n+O((αn + κn)
3n) (66)
(a)
= D
(
P̂W1W 2Z|s‖P unifW1W 2 × P̂Z|s
)
+
1
2
α2nχ2(β)n+ o(α
2
nn) (67)
(b)
6 V
(
P̂W1W 2Z|s,P
unif
W1W 2 × P̂Z|s
)
log(M1M2) +Hb
(
2V
(
P̂W1W 2Z|s,P
unif
W1W 2 × P̂Z|s
))
+
1
2
α2χ2(β)n+ o(α
2
nn) (68)
(c)
6 V
(
P̂W1W 2Z|s,P
unif
W1W 2 × P̂Z|s
)O(n) + log e
2V
(
P̂W1W 2Z|s,P
unif
W1W 2
× P̂Z|s
)
+ 1
2
α2nχ2(β)n+ o(α
2
nn). (69)
E be the event {s /∈ S(M1,M2,M3)}. By convexity of
variational distance, we have
V
(
P̂W1W2Z|s,P
unif
W1W2 × P̂Z|s
)
6 V
(
P̂W1W 2Z|Es,P
unif
W1W 2 × P̂Z|Es
)
P(E)
+ V
(
P̂W1W 2Z|Ecs,P
unif
W1W 2 × P̂Z|Ecs
)
P(Ec)
6 n−4 + 2−ξκnn′+1
6 n−4 + 2−ω(logn).
(70)
Hence, for large enough n, we have S(C|s)+C(C|s) 6 n−2 +
1
2α
2
nχ2(β)n+ o(α
2
nn), which is vanishing.
c) Rate analysis: The covert rate of the protocol is
logM1√
nC(C|s) >
logM1√
n
(
n−2 + 12α
2
nχ2(β)n+ o(α
2
nn)
) . (71)
Moreover, by (63), with probability at least 2−ω(logn), we
have (73). Finally, the required amount of secret common ran-
domness for sharing K, sharing J, and one-time-padding β̂ is
logU = O(log n), n′Hb (κn) = O(n′κn log 1κn ) = o(n
′αn),
and O(log n), respectively. Since all three terms are o(n′αn),
and the amount of the generated key is Ω(n′αn), the amount
of secret common randomness is negligible.
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9logM1√
n
(
n−2 + 12α
2
nχ2(β)n+ o(α
2
nn)
) > (1− ζ)(I(X;Y )− ζαn)n− (1 + ζ)αn(βI1 + (1− β)I0 + ζ)n− ζαnn√
n
(
n−2 + 12α
2
nχ2(β)n+ o(α
2
nn)
) (72)
=
√
2
D
(
(1− β)P 01 + βP 11 ‖P0
)− ((1− β)I0 + βI1)√
χ2(β)
− o(1)−O(ζ). (73)
APPENDIX A
PROOF OF LEMMA 1
We first use the additivity of probability measures for
disjoint events to split the probability into two parts, i.e.,
P
(∣∣∣∣ 11 +∑ni=1Xi − 1(n+ 1)p
∣∣∣∣ > (n+ 1)p
)
(74)
= P
(
1
1 +
∑n
i=1Xi
− 1
(n+ 1)p
> 
(n+ 1)p
)
+ P
(
1
1 +
∑n
i=1Xi
− 1
(n+ 1)p
6 − 
(n+ 1)p
)
(75)
= P
(
n∑
i=1
Xi 6
(n+ 1)p
1 + 
− 1
)
+ P
(
n∑
i=1
Xi >
(n+ 1)p
1−  − 1
)
(76)
6 P
(
n∑
i=1
Xi 6
(n+ 1)p
1 + 
)
+ P
(
n∑
i=1
Xi >
np
1−  − 1
)
(77)
= P
(
n∑
i=1
Xi 6
(
1− −
1
n
1 + 
)
np
)
+ P
(
n∑
i=1
Xi >
(
1 +

1−  −
1
np
)
np
)
(78)
(a)
6 P
(
n∑
i=1
Xi 6
(
1− 
2(1 + )
)
np
)
+ P
(
n∑
i=1
Xi >
(
1 +

2(1− )
)
np
)
(79)
(b)
6 P
(
n∑
i=1
Xi 6
(
1− 
4
)
np
)
+ P
(
n∑
i=1
Xi >
(
1 +

2
)
np
)
, (80)
where (a) follows since  > 2np , and (b) follows since
 ∈ [0, 1]. To upper-bound the above terms, we use known
Chernoff bounds [22, Exercise 2.10] stating that for µ ∈]0, 1[,
we have
P
(
n∑
i=1
Xi 6 (1− µ)np
)
6 exp
(
−npµ
2
2
)
, (81)
P
(
n∑
i=1
Xi > (1 + µ)np
)
6 exp
(
−npµ
2
3
)
. (82)
Therefore, we obtain
P
(
n∑
i=1
Xi 6
(
1− 
4
)
np
)
6 exp
(
−np
2
32
)
, (83)
and
P
(
n∑
i=1
Xi >
(
1 +

2
)
np
)
6 exp
(
−np
2
12
)
. (84)
Combining these two inequalities completes the proof of (17).
To prove (18), we first define the event E ,{∣∣∣ 11+∑ni=1Xi − 1(n+1)p ∣∣∣ > (n+1)p}. By the law of total prob-
ability,
E
(∣∣∣∣ 11 +∑ni=1Xi − 1(n+ 1)p
∣∣∣∣)
= E
(∣∣∣∣ 11 +∑ni=1Xi − 1(n+ 1)p
∣∣∣∣ ∣∣E)P(E)
+ E
(∣∣∣∣ 11 +∑ni=1Xi − 1(n+ 1)p
∣∣∣∣ ∣∣Ec)P(Ec)
6
(
1 +
1
(n+ 1)p
)
e−
np2
32 +

(n+ 1)p
.
APPENDIX B
PROOF OF LEMMA 2
By definition of our universal decoder and the construction
of messages W1 and W2, we have
P
(
W1 6= Ŵ1
)
(85)
=
∑
x,y,y˜,w1,w2
PXY (x, y)Q
⊗M1M2
Y (y˜)PW1W2|Y Y˜(w1, w2|y, y˜)
× 1{∃w′′1 6= w1 : ν(x, y˜w′′1w2) > ν(x, y˜w1w2)} (86)
(a)
= M1M2
∑
x,y,y˜
PXY (x, y)Q
⊗M1M2
Y (y˜)PW1W2|Y Y˜(1, 1|y, y˜)
× 1{∃w′′1 6= 1 : ν(x, y˜w′′1 1) > ν(x, y˜11)} (87)
(b)
6 M1M2
∑
x,y,y˜:
∑
w′1w′2
1
{
y=y˜w′1w′2
}
6=0
PXY (x, y)Q
⊗M1M2
Y (y˜)
× 1{y = y˜11}∑
w′1w
′
2
1
{
y = y˜w′1w′2
}
× 1{∃w′′1 6= 1 : ν(x, y˜w′′1 1) > ν(x, y˜11)}
+
∑
y
PY (y)(1−QY (y))M1M2 (88)
(c)
= M1M2
∑
x,y˜
PXY (x, y˜11)Q
⊗M1M2
Y (y˜)
10
× 1
{∃w′′1 6= 1 : ν(x, y˜w′′1 1) > ν(x, y˜11)}∑
w′1w
′
2
1
{
y˜11 = y˜w′1w′2
}
+
∑
y
PY (y)(1−QY (y))M1M2 , (89)
where (a) follows since Q⊗M1M2Y is i.i.d., (b) follows since
the probability that for all w′1 and w
′
2, we have Y 6= Y˜w′1w′2
is
∑
y PY (y)(1−QY (y))M1M2 , and (c) follows since we can
replace y by y˜11 because of the term 1{y = y˜11}. We upper-
bound the first term in (89) in two steps. Using Lemma 1,
we first bound the difference between (89) and the same
expressions when replacing
∑
w′1w
′
2
1
{
y˜11 = y˜w′1w′2
}
by its
expected value M1M2QY (y). This follows from (90) at the
top of next page, where (a) follows by applying Lemma 1
when y˜11 is fixed and other components of Y˜ are i.i.d.
according to QY . We now upper-bound∑
x,y˜
PXY (x, y˜11)Q
⊗M1M2
Y (y˜)
× 1
{∃w′′1 6= 1 : ν(x, yw′′1 1) > ν(x, y11)}
QY (y˜11)
=
∑
x,y˜11
PXY (x, y˜11)
∑
y˜\{y˜11}
Q⊗M1M2Y (y˜)
× 1
{∃w′′1 6= 1 : ν(x, yw′′1 1) > ν(x, y11)}
QY (y˜11)
6
∑
x,y˜11
PXY (x, y˜11) min (1,
∑
y˜\{y˜11}
Q⊗M1M2Y (y˜)
∑
w′′1 6=1 1
{
ν(x, yw′′1 1) > ν(x, y11)
}
QY (y˜11)

6
∑
x,y
PXY (x, y) min(1,M1q(x, y)).
Finally, to simplify our upper-bound on the average probability
of error, we bound the second term in (89) as∑
y
PY (y)(1−QY (y))M1M2 6 (1− µQ)M1M2 (91)
= eln(1−µQ)M1M2 (92)
6 e−
µQ
1−µQM1M2 (93)
6 e− 132µQM1M2δ2 , (94)
which can be combined with (90) to obtain the desired result.
APPENDIX C
PROOF OF LEMMA 3
To simplify our notation, we treat PW1Z as a random PMF
depending on Y˜, i.e.,
PW1Z(w1, z) ,
∑
y
PY Z(y, z)
∑
w2
1
{
y = Y˜w1w2
}
∑
w′1w
′
2
1
{
y = Y˜w′1w′2
} (95)
when
∑
w′1w
′
2
1
{
y = Y˜w′1w′2
}
6= 0 and PW1Z(w1, z) ,
PZ(z)
1
M1
otherwise. We can then write
V
(
PW1ZY˜, P
unif
W1 × PZY˜
)
= EY˜
(
V
(
PW1Z , P
unif
W1 × PZ
))
. (96)
We first define PW1Z as
PW1|Y (w1|y) ,
1
M1M2QY (y)
∑
w2
1
{
y = Y˜w1w2
}
, (97)
PW1Z(w1, z) ,
∑
y
PY Z(y, z)PW1|Y (w1|y), (98)
which is not necessarily a PMF because the sum over all
(w1, z) may be less than one. Note that
EY˜
(‖PW1Z − PW1Z‖1)
=
∑
w1,z
EY˜
(∣∣∣∣∣∑
y
PY Z(y, z)
(
PW1|Y (w1|y)− PW1|Y (w1|y)
)∣∣∣∣∣
)
6
∑
w1,z,y
PY Z(y, z)EY˜
(∣∣PW1|Y (w1|y)− PW1|Y (w1|y)∣∣)
=
∑
w1,y
PY (y)EY˜
(∣∣PW1|Y (w1|y)− PW1|Y (w1|y)∣∣)
(a)
= M1
∑
y
PY (y)EY˜
(∣∣PW1|Y (1|y)− PW1|Y (1|y)∣∣),
where (a) follows since Q⊗M1M2Y is i.i.d.. We also have (99)
on the top of next page, where the derivation of (a) is similar
to that of (94). We can now use Lemma 1, for a particular y
and 2M1M2QY (y) < δ < 1 to obtain
E
∣∣∣∣∣∣ 1M1M2QY (y) − 11 +∑w′1w′2 6=(1,1) 1{y = Y˜w′1w′2}
∣∣∣∣∣∣

6 δ
M1M2QY (y)
+
(
1 +
1
M1M2QY (y)
)
e−
(M1M2−1)QY (y)δ2
32
6 δ
M1M2QY (y)
+
(
1 +
1
M1M2QY (y)
)
e−
(M1M2−1)µQδ2
32 .
Therefore, we obtain
EY˜
(‖PW1Z − PW1Z‖1) 6 δ+(1+M1M2)e− (M1M2−1)µQδ232
+
∑
y
PY (y)(1−QY (y))M1M2 . (100)
We next decompose PW1Z into two components and define
P
1
W1Z(w1, z) ,
∑
y
PY Z(y, z)PW1|Y (w1|y)
× 1{PY Z(y, z) > γPZ(z)QY (y)} , (101)
P
2
W1Z(w1, z) ,
∑
y
PY Z(y, z)PW1|Y (w1|y)
× 1{PY Z(y, z) < γPZ(z)QY (y)} , (102)
11
∣∣∣∣∣∣
∑
x,y˜
PXY (x, y˜11)Q
⊗M1M2
Y (y˜)1
{∃w′′1 6= 1 : ν(x, y˜w′′1 1) > ν(x, y˜11)}
(
1
M1M2QY (y˜11)
− 1∑
w′1w
′
2
1
{
y˜11 = y˜w′1w′2
})
∣∣∣∣∣∣
6
∑
x,y˜
PXY (x, y˜11)Q
⊗M1M2
Y (y˜)
∣∣∣∣∣ 1M1M2QY (y˜11) − 1∑w′1w′2 1{y˜11 = y˜w′1w′2}
∣∣∣∣∣
=
∑
y˜
PY (y˜11)Q
⊗M1M2
Y (y˜)
∣∣∣∣∣ 1M1M2QY (y˜11) − 1∑w′1w′2 1{y˜11 = y˜w′1w′2}
∣∣∣∣∣
(a)
6
∑
y˜11
PY (y˜11)QY (y˜11)
(
δ
M1M2QY (y˜11)
+
(
1 +
1
M1M2QY (y˜11)
)
e−
(M1M2−1)QY (y˜11)δ2
32
)
=
∑
y˜11
PY (y˜11)
(
δ
M1M2
+
(
QY (y˜11) +
1
M1M2
)
e−
(M1M2−1)QY (y˜11)δ2
32
)
6 1
M1M2
(
δ + (1 +M1M2)e
− (M1M2−1)µQδ
2
32
)
.
(90)
EY˜
(∣∣PW1|Y (1|y)− PW1|Y (1|y)∣∣)
6
∑
w2
EY˜
1{y = Y˜1w2}
∣∣∣∣∣∣ 1M1M2QY (y) − 1∑
w′1w
′
2
1
{
y = Y˜w′1w′2
}
∣∣∣∣∣∣
∣∣∣∣ ∑
w′1w
′
2
1
{
y = Y˜w′1w′2
}
6= 0

× PY˜
∑
w′1w
′
2
1
{
y = Y˜w′1w′2
}
6= 0
+ 1
M1
PY˜
∑
w′1w
′
2
1
{
y = Y˜w′1w′2
}
= 0

= M2EY˜
1{y = Y˜11}
∣∣∣∣∣∣ 1M1M2QY (y) − 1∑
w′1w
′
2
1
{
y = Y˜w′1w′2
}
∣∣∣∣∣∣
∣∣∣∣ ∑
w′1w
′
2
1
{
y = Y˜w′1w′2
}
6= 0

× PY˜
∑
w′1w
′
2
1
{
y = Y˜w′1w′2
}
6= 0
+ 1
M1
PY˜
∑
w′1w
′
2
1
{
y = Y˜w′1w′2
}
= 0

= M2QY (y)EY˜\{Y˜11}
∣∣∣∣∣∣ 1M1M2QY (y) − 11 +∑w′1w′2 6=(1,1) 1{y = Y˜w′1w′2}
∣∣∣∣∣∣
+ 1
M1
PY˜
∑
w′1w
′
2
1
{
y = Y˜w′1w′2
}
= 0

= M2QY (y)EY˜\{Y˜11}
∣∣∣∣∣∣ 1M1M2QY (y) − 11 +∑w′1w′2 6=(1,1) 1{y = Y˜w′1w′2}
∣∣∣∣∣∣
+ 1
M1
(1−QY (y))M1M2
(a)
6 M2QY (y)EY˜\{Y˜11}
∣∣∣∣∣∣ 1M1M2QY (y) − 11 +∑w′1w′2 6=(1,1) 1{y = Y˜w′1w′2}
∣∣∣∣∣∣
+ 1
M1
e−
1
32µQM1M2δ
2
.
(99)
for which we upper-bound E
(
‖P 1W1Z − E
(
P
1
W1Z
)
‖1
)
and
E
(
‖P 2W1Z − E
(
P
2
W1Z
)
‖1
)
as
E
(
‖P 1W1Z − E
(
P
1
W1Z
)
‖1
)
(103)
6 E
(
‖P 1W1Z‖1
)
+ ‖E
(
P
1
W1Z
)
‖1 (104)
= 2
∑
w1,z
E
(
P
1
(w1, z)
)
(105)
= 2
∑
w1,z
E
∑
y
PY Z(y, z)
∑
w2
1
{
y = Y˜w1w2
}
M1M2QY (y)
 (106)
= 2
∑
y,z
PY Z(y, z)1{PY Z(y, z) > γPZ(z)QY (y)} , (107)
12
and
E
(
‖P 2W1Z − E
(
P
2
W1Z
)
‖1
)
(108)
6
∑
w1,z
E
(∣∣∣P 2W1Z(w1, z)− E(P 2(w1, z))∣∣∣) (109)
6
∑
w1,z
√
Var
(
P
2
(w1, z)
)
(110)
6
∑
w1,z
√√√√∑
y
PY Z(y, z)2M2QY (y)
M21M
2
2QY (y)
2
1{PY Z(y, z) < γPZ(z)QY (y)}
(111)
6
∑
w1,z
√√√√∑
y
PY Z(y, z)γPZ(z)QY (y)M2QY (y)
M21M
2
2QY (y)
2
(112)
=
√
γ
M2
. (113)
Therefore, by the triangle inequality, we obtain
E
(‖PW1Z − E(PW1Z)‖1)
6 2
∑
y,z
PY Z(y, z)1{PY Z(y, z) > γPZ(z)QY (y)}+
√
γ
M2
.
(114)
Combining (100) and (114) and noting that E
(
PW1Z
)
=
P unifW1 × PZ completes the proof.
APPENDIX D
PROOF OF LEMMA 4
Applying Lemma 2 to (W1,W3) and W2 for a fixed s, we
obtain
EF,Φ(Pe(F,Φ|s)) (115)
6
∑
x,y
Q⊗nX (x)W
⊗n
Y |XS(y|xs) min(1,M1M3q(x,y))
+ δ + (2 +M1M2M3)e
− (M1M2M3−1)µ
n
0 δ
2
32 (116)
=
∑
x,y
Q⊗nXY |S(x,y|s) min(1,M1M3q(x,y))
+ δ + (2 +M1M2M3)e
− (M1M2M3−1)µ
n
0 δ
2
32 , (117)
where
q(x,y) ,
∑
y˜
P ⊗n0 (y˜)1{I(x ∧ y) 6 I(x ∧ y˜)} . (118)
To upper-bound q(x,y), let VX and VY |X be the type of x
and the conditional type of y given x, respectively. Then, we
have∑
y˜
P ⊗n0 (y˜)1{I(x ∧ y) 6 I(x ∧ y˜)}
=
∑
V˜Y |X
P ⊗n0 (TV˜Y |X (x))
× 1
{
I(VX , V˜Y |X) > I(VX , VY |X)
}
(a)
6
∑
V˜Y |X∈Pn(Y|X )
2−nD(V˜Y |X‖P0|VX)
× 1
{
I(VX , V˜Y |X) > I(VX , VY |X)
}
6 (n+ 1)|X ||Y|
× 2−nminV˜Y |X :I(VX,V˜Y |X )>I(VX,VY |X ) D(V˜Y |X‖P0|VX)
= (n+ 1)|X ||Y|
× 2−nminV˜Y |X :I(VX,V˜Y |X )>I(VX,VY |X ) I(VX ,V˜Y |X)+D(V˜Y |X◦VX‖P0)
6 (n+ 1)|X ||Y|2−nminV˜Y |X :I(VX,V˜Y |X )>I(VX,VY |X ) I(VX ,V˜Y |X)
= (n+ 1)|X ||Y|2−nI(VX ,VY |X)
= (n+ 1)|X ||Y|2−nI(VX|S◦QS ,VY |XS◦QS),
where (a) follows from [18, Lemma 2.6]. Substituting
the above upper-bound in the first term of the right
hand side of (117) and using Q⊗nXY |S(TVXY |S (s)|s) 6
2−nD(VXY |S‖QXY |S |QS) [18, Equation (2.8)], we have (125)
on the top of next page, where (a) follows because
D
(
VXY |S‖QXY |S |QS
)
> D(VXY ‖QXY ) by convexity of
the KL-divergence, and (b) follows from (29). We next state
a result that shows that, for all VXY , D(VXY ‖QXY ) and
[I(VX , VY |X) − (1 − ζ)I(QX , QY |X)]+ cannot be simulta-
neously small.
Lemma 6. For a PMF VXY with D(VXY ‖QXY ) 6 , we
have
I(VX , VY |X) >
(
α−
√
2α
) (
D
(
QY |X=1‖QY |X=0
)
−
√

α−√2α
B + 1
2
log
1√

α−√2α
−(α+√2)2 |Y|
µ0 −
√

1−α˜
,
where α , QX(1), µ0 , miny QY |X(y|0), and B is a
constant that depends only on |Y| and µ0.
Proof: See Appendix E.
To lower-bound the exponent in (125),
nmin
VXY
(D(VXY ‖QXY ) + [I(VX , VY |X)
− (1− ζ)I(QX , QY |X)]+ −O(log n)/n), (126)
we consider two cases for VXY . For {n}n>1 = ω
(
logn
n
)
∩
o(αn) and D(VXY ‖QXY ) > n, we have
D(VXY ‖QXY ) + [I(VX , VY |X)− (1− ζ)I(QX , QY |X)]+
−O(log n)/n > n +O
(
log n
n
)
(a)
= ω
(
log n
n
)
, (127)
where (a) follows since n = ω(log n/n). For the case when
D(VXY ‖QXY ) 6 n, applying Lemma 6, we obtain
D(VXY ‖QXY ) + [I(VX , VY |X)
− (1− ζ)I(QX , QY |X)]+ −O(log n/n)
(128)
> [I(VX , VY |X)− (1− ζ)I(QX , QY |X)]+ −O(log n/n)
(129)
13
∑
x,y
Q⊗nX (x)W
⊗n
Y |XS(y|xs) min(1,M1M3q(x,y)) (119)
6
∑
VXY |S∈Pn(X×Y|S)
2−nD(VXY |S‖QXY |S |QS) min
(
1,M1M3(n+ 1)
|X ||Y|2−nI(VX|S◦QS ,VY |XS◦QS)
)
(120)
=
∑
VXY |S∈Pn(X×Y|S)
2−nD(VXY |S‖QXY |S |QS)2−n[I(VX|S◦QS ,VY |XS◦QS)−logM1M3/n−O(logn)/n]
+
(121)
6 (n+ 1)2|X ||Y|2−nminVXY |S (D(VXY |S‖QXY |S |QS)+[I(VX|S◦QS ,VY |XS◦QS)−logM1M3/n−O(logn)/n]
+) (122)
6 2−nminVXY |S (D(VXY |S‖QXY |S |QS)+[I(VX|S◦QS ,VY |XS◦QS)−logM1M3/n]
+−O(logn)/n) (123)
(a)
6 2−nminVXY (D(VXY ‖QXY )+[I(VX ,VY |X)−logM1M3/n]
+−O(logn)/n) (124)
(b)
6 2−nminVXY (D(VXY ‖QXY )+[I(VX ,VY |X)−(1−ζ)I(QX ,QY |X)]
+−O(logn)/n). (125)
>
[(
αn −
√
2nαn
) (
D
(
QY |X=1‖QY |X=0
)
−
√
n
αn −
√
2nαn
B + 1
2
log
1√
n
αn−
√
2nαn

−
(
αn +
√
2n
)2 |Y|
µ0 −
√
n
1−α˜n
− (1− ζ)I(QX , QY |X)
+ (130)
−O(log n/n)
(131)
(a)
= [αn(1− o(1))
(
D
(
QY |X=1‖QY |X=0
)− o(1))− o(αn)
− (1− ζ)I(QX , QY |X)]+ −O(log n/n)
(132)
= [αnD
(
QY |X=1‖QY |X=0
)− (1− ζ)I(QX , QY |X)
− o(αn)]+ −O(log n/n) (133)
(b)
> [αnD
(
QY |X=1‖QY |X=0
)− (1− ζ)αn
× D(QY |X=1‖QY |X=0)− o(αn)]+ −O(log n/n)
(134)
= (1− o(1))ζαnD
(
QY |X=1‖QY |X=0
)
(135)
= ω
(
log n
n
)
, (136)
where (a) follows since
√
2nαn = o(αn),
√
n
αn−
√
2nαn
=
o(1), and
(
αn +
√
2n
)2
= o(αn), and (b) follows from [7,
Lemma 1]. Therefore, we conclude that
nmin
VXY
(D(VXY ‖QXY ) + [I(VX , VY |X)
− (1− ζ)I(QX , QY |X)]+ −O(log n)/n) = ω(log n),
(137)
and∑
x,y
Q⊗nX (x)W
⊗n
Y |XS(y|xs) min(1,M1M3q(x,y)) 6 2−ω(logn).
(138)
Furthermore, the choice δ = 2−
1
3 ζn log
1
µ0 satisfies
2
M1M2M3µn0
6 δ < 1 for large n and we obtain
δ + (2 +M1M2M3)e
− (M1M2M3−1)µ0δ232
6 2
− 13 ζ log 1µ0 n
1− 2− 13 ζ log 1µ0 n
+
(
2 + 2d(1+ζ)n log
1
µ0
e
)
e−
2
1
2
ζ log 1
µ0
n
32 ,
(139)
which is less than e−ζ
′n for large enough n and ζ ′ > 0
independent of n.
To analyze the secrecy, we fix s ∈ Sn with wt(s) = βn and
define the PMF PYZ(y, z) ,
∑
xQ
⊗n
X (x)W
⊗n
Y Z|XS(yz|xs),
by Lemma 3, we have
EF,Φ(S(F,Φ|s)) 6 PPYZ
(
n∑
i=1
log
PYi|Zi(Yi|Zi)
P0(Yi)
> log γ
)
+
1
2
√
γ
M3
+
1
2
δ +
1
2
(2 +M1M2M3)e
− (M1M2M3−1)µ
n
0 δ
2
32 .
Moreover, for t , γ −∑ni=1 E(log PYi|Zi (Yi|Zi)P0(Yi) ) > 0 and
C , max
y,z
(
log
∑
xQX(x)WY Z|XS(y, z|x, 0))
P0(y)
, log
∑
xQX(x)WY Z|XS(y, z|x, 1))
P0(y)
)
= O(1), (140)
Bernstein’s inequality yields that for
PPYZ
(
n∑
i=1
log
PYi|Zi(Yi|Zi)
P0(Yi)
> log γ
)
6 exp
 t2∑n
i=1 Var
(
log
PYi|Zi (Yi|Zi)
P0(Yi)
)
+ 13Ct
. (141)
By [15, Lemma 2], we also have EPYiZi
(
log
PYi|Zi (Yi|Zi)
P0(Yi)
)
=
I(Yi;Zi)+D(PYi‖P0) = αnIsi +O(α2n), where Is is defined
in the statement of Theorem 2. Thus, by choosing γ = (1 +
ζ/2)αn
(
βI1 + (1− β)I0), we obtain that EF,Φ(S(F,Φ|s)) 6
2−ξn for some ξ > 0 small enough.
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APPENDIX E
PROOF OF LEMMA 6
For a fixed VXY and QXY , we first define
α , QX(1), α˜ , VX(1), (142)
P0 , QY |X=0, P˜0 , VY |X=0, (143)
P1 , QY |X=1, P˜1 , VY |X=1, (144)
Ps , sQY |X=1 + (1− s)QY |X=0, (145)
P˜s , sVY |X=1 + (1− s)VY |X=0. (146)
By [7, Lemma 1], we have
I(VXY ) = α˜D
(
P˜1‖P˜0
)
− D
(
P˜α˜‖P˜0
)
(147)
> α˜D
(
P˜1‖P˜0
)
− α˜2χ2(P˜1‖P˜0). (148)
Moreover, by the chain rule for relative entropy, we can write
D(VXY ‖QXY ) as
D(VXY ‖QXY )
= D(VX‖QX) + D
(
VY |X‖QY |X |VX
)
= D(α˜‖α) + α˜D
(
P˜1‖P1
)
+ (1− α˜)D
(
P˜0‖P0
)
,
(149)
where D(p‖q) , p log(p/q) + (1 − p) log((1 − p)/(1 − q)).
Since all terms in terms in (149) are positive, our assumption
that D(VXY ‖QXY ) 6  implies that
D(α˜‖α) 6 , (150)
D
(
P˜1‖P1
)
6 
α˜
, (151)
D
(
P˜0‖P0
)
6 
1− α˜ . (152)
Using the inequalities D(p‖q) > (p− q)2/(2q) for p 6 q and
D(p‖q) > (p− q)2/(2p) for q 6 p, we obtain
α−
√
2α 6 α˜ 6 α+
√
2. (153)
Furthermore, Pinsker’s inequality yields that V
(
P˜1, P1
)
6√

α˜ and V
(
P˜0, P0
)
6
√

1−α˜ . Hence,
D
(
P˜1‖P˜0
)
(154)
= D(P1‖P0) + D
(
P˜1‖P˜0
)
− D(P1‖P0) (155)
> D(P1‖P0)−
√

α−√2α
×
 log(|Y| − 1)
2
+ |Y| log 1
µ0
+
|Y|2
µ0 −
√

α−√2α

−Hb

√

α−√2α
2
 (156)
> D(P1‖P0)−
√

α−√2α
(
log(|Y| − 1)
2
+ |Y|
× log 1
µ0
+
|Y|2
µ0 −
√

α−√2α
+
1
2
log
2e√

α−√2α
 (157)
= D(P1‖P0)−
√

α−√2α
B + 1
2
log
1√

α−√2α
,
(158)
where B depends only on µ0 and |Y|. Also because
χ2(P˜1‖P˜0) 6 |Y| 1µ˜0 and µ˜0 > µ0 −
√

1−α˜ , we have
I(VXY ) = α˜D
(
P˜1‖P˜0
)
− D
(
P˜α˜‖P˜0
)
(159)
> α˜D
(
P˜1‖P˜0
)
− α˜2χ2(P˜1‖P˜0) (160)
>
(
α−
√
2α
)(
D(P1‖P0)−
√

α−√2α
×
B + 1
2
log
1√

α−√2α
− (α+√2)2
× |Y| 1
µ0 −
√

1−α˜
(161)
= αD(P1‖P0)−
√
2αD(P1‖P0)
−
√

(
α−
√
2α
)B + 1
2
log
1√

α−√2α

−
(
α+
√
2
)2
|Y| 1
µ0 −
√

1−α˜
. (162)
