Recent deep learning models achieve impressive results on 3D scene analysis tasks by operating directly on unstructured point clouds. A lot of progress was made in the field of object classification and semantic segmentation. However, the task of instance segmentation is less explored. In this work, we present 3D-BEVIS, a deep learning framework for 3D semantic instance segmentation on point clouds. Following the idea of previous proposal-free instance segmentation approaches, our model learns a feature embedding and groups the obtained feature space into semantic instances. Current point-based methods scale linearly with the number of points by processing local sub-parts of a scene individually. However, to perform instance segmentation by clustering, globally consistent features are required. Therefore, we propose to combine local point geometry with global context information from an intermediate bird's-eye view representation.
Introduction
The recent progress in deep learning techniques along with the rapid availability of commodity 3D sensors has allowed the community to leverage classical tasks such as semantic segmentation and object detection from the 3D image space into the 3D world. In this work, we tackle the joint tasks of semantic segmentation and instance segmentation of 3D point clouds. Specifically, given a 3D reconstruction of a scene in the form of a raw point cloud, our goal is not only to estimate for each point a semantic label but also to identify every object instance. A number of computer vision applications such as automatic scene parsing, robot navigation and virtual-or augmented-reality can benefit from progress in these challenging tasks.
Currently, there are two main basic concepts to tackle semantic instance segmentation. Proposal-based methods look for interesting regions first and then segment the main object in the detected proposal [19, 8, 11] . Alternatively, proposal-free approaches learn a feature space for the pixels within the image. The pixels are subsequently grouped into instances according to their feature vector [1, 13, 24] . In this work, we follow the latter direction as only here it is possible to jointly perform semantic-and instance-segmentation for every point int the scene. There are two fundamental issues that need to be addressed to solve proposal-free instance segmentation on point clouds: First, we need to learn instance features, i.e., a point representation that allows us to group object instances. Although some attempts have been made to learn such instance features for 2D instance segmentation [24, 3, 1] , it remains unclear what is the best path for learning instance features on 3D point clouds.
This strongly relates to the second issue, which deals with the scale of point clouds. A typical point cloud can have multiple millions of points along with high dimensional features, including position, color and normals. The usual approach to process large scenes consists of splitting the point cloud into chunks that are processed separately [20, 21, 28] . This is problematic for instance segmentation, as large instances can extend over multiple chunks. The alternative consists in downsampling the original point cloud to a manageable size [26] , which leads to obvious drawbacks (e.g. loss of details) and can still fail with very large point clouds, such as in dense outdoor scenes.
In this work, we introduce a hybrid network architecture (see Figure 1 ) that learns global instance features on a 2D representation of the full scene and then propagates the learned features onto subsets of the full 3D point cloud. In order to achieve this effect, we need a network architecture that supports propagation over unstructured data. Graph neural networks became very popular [27, 16, 22, 29] and are an adequate choice for this purpose. We present results for our model on the Stanford Indoor 3D scenes dataset [2] and the more recent ScanNet dataset [6] .
Model
In the following, we will present the architecture of our model for semantic instance segmentation on 3D point clouds as visualized in Figure 2 . Our model consumes a point cloud P = {x i } N i=1 i.e. a set of points x i ∈ R F where F is the dimension of the input point features e.g. F = 6 for XYZ-position and RGB-color. The model predicts semantic
with f i ∈ R E , which are grouped to extract the semantic instance labels I = {I i } N i=1 . The entire framework consists of the three stages, as explained next.
2D Instance Feature Network. To efficiently process the entire scene at once, we consider an intermediate representation B in the form of a bird's-eye view projection of the point cloud P (see Figure 3 ). In contrast to previous methods [28] which independently process small chunks of the full point cloud, we are thereby able to learn instance features, which are globally consistent across the point cloud.The 2D representation B ∈ R H×W ×F B is the input to a fully convolutional network (FCN) [25] , which predicts the instance feature map B ∈ R H×W ×E . The FCN can process rooms of changing size during test. We utilizes a simple encoder-decoder architecture inspired by U-Net [23] . There are two output branches, one for semantic segmentation and one for instance segmentation. The corresponding losses are L 2D inst and L 2D sem . L 2D sem is the crossentropy loss for semantic segmentation. The instance segmentation loss L 2D inst is based on a similarity measure for pairs of pixels: s i,j = x i − x j 2 . From this, we define the entire loss as
with L var = C c=1 xi,xj ∈Sc s i,j ,
This ensures feature vectors of points belonging to the same object to be similar while encouraging a large distance in the feature space between features corresponding to different instances. To compute the instance loss, we use the same sampling strategy as applied in [9, 18] . Instead of comparing all pairs of feature vectors, we sample a subset S c containing M pixels for each instance c. The projections B are precomputed offline. We use color and height-aboveground as input features, thus F B = 4.
3D Feature Propagation Network. At this stage, we have instance features B for all the points P B ⊂ P visible in B. These features are globally consistent and can thus be used as a basis for later grouping. Due to occlusion in the bird's-eye view projection, a fraction of the points was unregarded so far. Therefore, in the next step, we use a graph neural network to propagate existing features and predict instance features for all points in P . Specifically, we concatenate the initial point cloud features x i with the learned instance features from B to obtain P . When generating B, we keep track of point indices to map the learned instance features back to the point cloud P. The instance feature of unseen points in P \ P B is set to zero. As graph neural network, we use the architecture from DGCNN [29] which was originally presented for learning a semantic segmentation on point clouds. Similar to the 2D instance feature network, the graph neural network has two output branches, each with an assigned loss function. The semantic segmentation loss L 3D sem is again the cross-entropy loss. The instance segmentation loss L 3D inst is defined as:
where F target ∈ R N ×E are target instance features. The target instance feature for a point x i is the mean over all instance features in B which lie in the same ground truth instance I j .
Instance Grouping. The last component obtains the final instance labels I by clustering the predicted instance features F inst using the MeanShift [4] algorithm. MeanShift does not require a pre-determined number of clusters and is thus suited for the task of instance segmentation with an arbitrary number of instances. As a final post-processing step, we found it beneficial to split up instances with an inconsistent semantic labeling. This helps to distinguish between objects from different classes that are hardly identified from the bird's-eye view like windows and walls.
Experiments
We evaluate our method using two benchmark datasets on which we conduct experiments on the task of semanticand instance-segmentation. We show qualitative and quantitative results on both tasks. Stanford Large-Scale 3D Indoor Spaces (S3DIS) [2] . contains dense 3D point clouds from 6 large-scale indoor areas consisting of 271 rooms from 3 different buildings. The points are annotated with 13 semantic classes and grouped into instances. We follow the usual 6-fold cross validation strategy for training and testing as used in [2, 20] .
ScanNet v2 [6] . Metrics. For semantic segmentation, we adopt the predominant metrics from the field: intersection over union and overall accuracy. To report scores on instance segmentation we follow the ScanNet [6] benchmark evaluation metric, which is adapted from the CityScapes [5] evaluation. We report the mean average precision (AP [10] ) and AP with overlap of 50 % and AP with 25 % overlap.
Baselines. We compare our method to SGPN [28] , the only published work so far in the field of semantic instance segmentation operating directly on point clouds. SGPN uses PointNet [20] as initial feature extraction network. We conducted an additional baseline experiment SGPN DGCNN which replaces PointNet by DGCNN [29] .We used the source code provided by the authors of [28] , although it required some modifications to run and reproduce the numbers provided in their paper. Further, we present a naive baseline Conn.Comp. where we conduct a connected component analysis on a semantically labeled point cloud. We use the semantic labels from PointNet and DGCNN. Two points are connected in the same instance if they have the same semantic label and their relative distance is below a threshold τ d = 6 cm. We set the minimal number of points in an instance to n min = 50 points. A similar baseline is presented in [28] called Seg-Cluster.
Main Results. We present quantitative and qualitative results for semantic instance segmentation. Table 1 summarizes all our results. Our method outperforms all baselines and SGPN on both datasets. We see that DGCNN is a powerful method, it can help to significantly improve existing approaches.Combined with Conn.Comp. it even outperforms the original SGPN. Please note that our scores differ from the ones reported in SGPN [28] as we use the stricter ScanNet metric for all evaluations. Specifically, this metric penalizes wrong semantic labels even if the instance labels are predicted correctly. This is not the case in [28] . Also, we evaluate on all semantic classes including 'clutter' and 'other furniture'.
In Table 2 , we report our scores on the ScanNet v2 benchmark instance segmentation challenge. We get decent results compared to our baseline SGPN. Other recently submitted scores are included as well.
We show qualitative results of our method and SGPN [28] for instance and semantic segmentation on ScanNet [6] in Figure 4 and S3DIS [2] in Figure 5 .
Discussion
The bird's-eye view used in this work has proven to be very powerful to compute globally consistent features. However, there are intrinsic limitations e.g. vertically oriented objects are not well visible in this 2D representation. The same is true for scenes including numerous occluded objects. An obvious extension could be to include multiple 2D views of the scene. Compared to previous work [28] , our model is able to learn global instance features which are consistent over a full scene. Thus, the presented method overcomes the necessity for a heuristic post-processing step to merge instances.
Conclusion
In this work, we explored the relatively new field of instance segmentation on 3D point clouds. We have proposed a 2D-3D deep learning framework combining a U-shaped fully convolution network to learn globally consistent instance features from a bird's-eye view in combination with a graph neural network to propagate and predict point features in the 3D point cloud. Future work could look at alternative 2D representations to overcome the limitations of the bird's-eye view.
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GT Label SGPN Label Our Label GT Instance SGPN Instance Our Instance Figure 4 . Qualitative results on ScanNet [6] . We compare our method to SGPN for instance and semantic label prediction. For semantic segmentation, both methods produce visually similar results. On instance segmentation merging problems for SGPN become obvious for large instances such as floor. This could be due to the block merging algorithm which has problems combining large instances that extend over multiple blocks. Our method produces globally consistent instance segmentations. Still, our method is not always able to separate neighboring instances such as the chairs in the above examples. Figure 5 . Qualitative results on S3DIS [6] . We compare our method to SGPN for instance and semantic label prediction. For semantic segmentation, both methods predict reasonable results. They both have problems identifying the door and the column in the lower example. On instance segmentation both methods have difficulties distinguishing between the two tables next to each other. Our method performs better on identifying multiple instances of chairs. On the upper example, block artifacts become apparent from SGPN's merging step.
