We prove that, for matrices A, B, vectors a, b, bounded domains E, F, and every p > 0 which is not an even integer, the space L
(F ) if and only if the matrices A and B have equal signatures, and the domains E and F coincide up to a natural mapping which in the most cases is affine. We use the extension method for L p -isometries which reduces the problem to the question of which weighted composition operators carry solutions of the equation D A f = 0 in E to solutions of the equation D B f = 0 in F.
Introduction
Let n ≥ 2, A = (a ij ) n i,j=1 be a real symmetric matrix, a = (a i ) n i=1 ∈ R n . Consider the differential operator
Let E be a bounded domain in R n , p > 0. Denote by L p D A (E) the space of real functions f ∈ C 2 (E) for which D A f = 0 and
where m is Lebesgue measure in R n .
Suppose that, for different matrices A, B, vectors a, b, and bounded domains E, F, the space L We shall answer this question in positive and show that, for every p > 0 which is not an even integer, there is a close connection between the geometry of the space L The case of the spaces of harmonic functions was considered by A.Plotkin [8] . He proved that, for n ≥ 3, p = 2k, k ∈ N and p = 2n/(n − 2), the space L p ∆ (E) is isometric to a subspace of L p ∆ (F )(∆ is the Laplace operator) if and only if the domains E and F are similar (coincide up to the composition of a translation, rotation, reflection and homothety). If p = 2n/(n − 2) one can add an inversion to the composition. For n = 2, E and F must be similar. In [5] , Plotkin's result was extended to the case of elliptic operators D A and D B .
The result of this paper generalizes Plotkin's theorem to the case of arbitrary differential operators D A and D B . Our main tool is the extension method for L pisometries based on the following Extension Theorem. (A.Plotkin [9, 10] , C.Hardin [3] ) Let p > 0, where p is not an even integer, (X 1 , σ 1 ) and (X 2 , σ 2 ) be finite measure spaces, Y a subspace of L p (X 1 ) containing the constant function 1(x) ≡ 1, and let T be an ar-
Here Ω 0 is the minimal σ-algebra making the functions from Y measurable.
By the Extension Theorem, every isometry
(E 2 ) can be extended to the whole space L p (E 1 ). By the classical characterizations of the isometries of L p -spaces due to S.Banach [1] and J.Lamperti [7] , the extension is a weighted composition operator. Therefore, our problem can be reduced to the following question: Which weighted composition operators carry functions from L
In [6] , one can find references to other applications and generalizations of the extension method.
The main result
We start with necessary definitions and notation. Let A = (a ij ) n i,j=1 , detA = 0 be a real symmetric matrix. There exists a matrix M diagonalizing the matrix A in the sense that M * AM = I ℓ for some integer ℓ, 0 ≤ ℓ ≤ n where I ℓ = (ℓ ij ) n i,j=1 stands for the matrix with ℓ ij = 0, i = j, ℓ ii = 1, 1 ≤ i ≤ ℓ and ℓ ii = −1, ℓ + 1 ≤ i ≤ n. We call the number 2ℓ − n a signature of the matrix A.
We denote by D ℓ the differential operator corresponding to the matrix I ℓ :
For two bounded domains E 1 and E 2 in R n with int(clE 1 ) = E 1 and a mapping τ : E 2 → cl(E 1 ) of the class C 1 , we say that E 1 and E 2 coincide up to τ if
stands for the Jacobi matrix of τ at the point x, and τ ′ (x) = We say that τ is ℓ-conformal at a point x if J * (x)I ℓ J(x) = C(x)I ℓ where C(x) ∈ R. A mapping is ℓ-conformal in a domain if it is ℓ-conformal at every point of the domain.
For z 0 ∈ R n , the ℓ-inversion with center z 0 is the mapping
A homothety with center z 0 and coefficient t ∈ R is the mapping z → t(z − z 0 ) + z 0 , z ∈ R n . We call ℓ-similarity a mapping which is the composition of a homothety and a mapping preserving the metric z 2 ℓ (all such mappings are affine, [2] ).
The following characterization of ℓ-conformal mappings was given by Liouville in 1850 for the mappings of the class C 3 . In 1958 the result was extended by Hartman [4] to the C 2 -mappings and, finally, Reshetnyak [11] formulated and proved it without any smoothness assumptions.
Liouville's Theorem. Let D be a domain in R n , n ≥ 3 and τ a ℓ-conformal
Then τ is the composition of a ℓ-similarity and a ℓ-inversion.
We are ready to formulate the main result of the paper. 
(E 2 ) if and only if the domains M E 1 and N E 2 coincide up to a ℓ-similarity τ. For p = 2n/(n − 2), the domains M E 1 and N E 2 may coincide up to the composition of a ℓ-similarity and a ℓ-inversion.
(iii) If ℓ = m and a = 0, 
In the case n = 2 the result is different. The reason is that the Liouville Theorem 
In these formulas α, β, γ, δ, k are real numbers (if γ and k are both present in a formula, one of them must be non-zero). We use ± and ∓ as follows: first read the text with the upper signs everywhere, and then read it for the second time with the
Weighted composition operators
We start with two facts whose simple proofs we leave to the reader. The first one shows that, for all subspaces of L p we are going to deal with, the σ-algebra Ω 0 appearing in the Extension Theorem is, in fact, the σ-algebra of all Borel sets.
Lemma 1. Let E be a bounded open set in R
n , H a family of continuous functions on E containing the function 1(x) ≡ 1 and separating the points of E (for every x, y ∈ E, there exists f ∈ H such that f (x) = f (y).) Then the minimal σ-algebra of subsets of E making functions from H measurable is the σ-algebra of all Borel subsets of E.
The second fact reduces the main question of this paper to the case where the matrices A and B are equal to I ℓ and I m , respectively. Lemma 2. Let n ≥ 2, E 1 , p, A, a, M, ℓ be as in Theorem 1, and
Now we can apply the Extension Theorem to the space
and p is not an even integer, ℓ ∈ N, 1 ≤ ℓ ≤ n, α ∈ R n , and define H by (1) .
Then, for every isometry T :
, there exists a mapping
Proof. Clearly, the function 1(x) ≡ 1 belongs to the space L p H (E 1 ). Besides, the space L p H (E 1 ) separates the points of E 1 . To see that, take two different points y, z ∈ R n . There exists k such that
and separates y and z. If α k = 0 then one of the functions u(x) = exp(−α k x k ) and v(x) = exp(α k x k ) belongs to L p H (E 1 ) and separates the points.
By the Extension Theorem and Lemma 2, the isometry T can be extended to an isometryT from the whole space
. By the classical result of J.Lamperti [7] , there exists an isometric homomorphism φ from the algebra
For the functions f k (x) = x k , put φf k = u k and consider a mapping τ : E 2 → R n defined by τ (x) = (u 1 (x), ..., u n (x)). We are going to prove that τ satisfies the conditions (i)-(iii). Since φ is a homomorphism of algebras, for every polynomial P (x 1 , ..., x n ),T P = F P (τ ). Polynomials form a dense subset in L p (E 1 ) and, therefore, we have (iii).
The function F = T 1 belongs to the class C 2 (E 2 ). Since one of the functions
, and it follows that τ is a mapping of the class C 2 on E 2 \ {x ∈ E 2 : F (x) = 0}.
Let us prove that τ (E 2 ) ⊂ cl(E 1 ). Suppose that there exists x 0 ∈ E 2 for which
where we choose A > 0 so that P is positive on E 1 . Then,
and we get a contradiction. Let χ be the characteristic function of the set E 1 \ τ (E 2 ). ThenT χ = F χ(τ ) = 0. SinceT is an isometry we get χ = 0 which means that m(E 1 \ τ (E 2 )) = 0, and the domains E 1 , E 2 coincide up to τ. We have proved (ii).
To finish the proof of (i), note that, for every function f ∈ L p (E 1 ),
(We made a change of variables y = τ (x).) Since f is an arbitrary function and m(E 1 \τ (E 2 )) = 0 we get |τ ′ | = |F | p , which completes the proof of the theorem.
Part (iii) of Theorem 3 shows that every isometry from
is generated by a mapping τ. Now we are going to choose those mappings for which the images of functions from L p H (E 1 ) are solutions of another differential equation.
We need the following elementary fact.
Suppose that a real symmetric matrix B = (b ij ) n i,j=1 , a vector a ∈ R n , and a number c ∈ R satisfy the following: for any choice of complex numbers s 1 , ..., s n , the equality
Then the matrices B and I ℓ differ by a constant multiple only.
mapping of the class C 2 , α ∈ R n , and H the differential operator defined by (1) .
Consider any real functions b ij (x), b i (x), i, j = 1, ..., n on E 2 and denote by D B the differential operator
Suppose that there exists a function
has the signature 2l − n.
(ii) there exists a real function C : E 2 → R such that, for every x ∈ E 2 \ {x ∈ E 2 : F (x) = 0},
On the other hand, if
Since (2) implies (3) for every vector a, the coefficients at a k 's must be proportional. It means that , for every x ∈ E 2 , there exists c(x) ∈ R such that, for each k = 1, ..., n,
Consider the function exp(x, s) where s = (s 1 , ...s n ) is a n-tuple of complex numbers and (x, s) stands for the scalar product. Clearly, H(exp(x, s)) = 0 if and only if
On the other hand, D B (F exp(τ (x), s)) = 0 and using (4) and the fact that
Thus, for any choice of complex numbers s 1 , ..., s n , (5) implies (6) . It means that, for every x ∈ E 2 \ {x ∈ E 2 : F (x) = 0}, the matrix J * (x)B(x)J(x) satisfies the conditions of Lemma 3. Therefore, there exists a function C :
We used (8) and the fact that F ∈ L p G (N E 2 ). Starting from this point we consider the cases n ≥ 3 and n = 2 separately.
The case n ≥ 3. It follows from (8) that τ is a ℓ-conformal mapping on N E 2 \ E. By Liouville's theorem, the mapping τ is either a ℓ-similarity or the composition of a ℓ-similarity and a ℓ-inversion on every connected subset U of N E 2 \ E. The Jacobian of the ℓ-inversion with center x 0 is equal to x − x 0 −2n ℓ (see [2] ) and the Jacobian of any ℓ-similarity is a constant, so we have τ
The function F is continuous, so cl(U )∩E = ∅ for every connected subset U of N E 2 \ E. This is possible only if E = ∅. Thus, the mapping τ is either a ℓ-similarity or the composition of a ℓ-similarity and a ℓ-inversion on the whole set N E 2 .
Suppose that τ is the composition of a ℓ-similarity and a ℓ-inversion on N E 2 . Since the function
for every x ∈ N E 2 . It is easy to see that (10) implies p = 2n/(n − 2) and d = 0. Simple calculations show that, for
ℓ (these are the coordinate functions for ℓ-inversion),
Now (9) implies c = 0. Thus, the mapping τ can contain a ℓ-inversion only if p = 2n/(n − 2) and c = d = 0. On the other hand, if p = 2n/(n − 2), c = d = 0 and τ is the composition
We have proved part (ii) of the theorem. If p = 2n/(n − 2) or one of the vectors c, d is non-zero the mapping τ is a ℓ-similarity. Therefore, F = |τ ′ | 1/p is a constant function, and the coordinate functions u k of the mapping τ are affine. The equality (9) implies
.., n. It means that Jd = |τ ′ | 2/n c which proves (iii) and, besides,
shows that an isometric embedding does not exist if one of the vectors c, d is zero and another is non-zero. We have proved Theorem 1.
The case n = 2. In this case, Liouville's theorem is no longer valid. We consider the cases ℓ = 2 and ℓ = 1 separately. First, let ℓ = 2. It follows from (8) that the mapping τ is either holomorphic or antiholomorphic, and
(Read this formula and the following text with the upper signs first, and then read it for the second time with the lower signs.)
The equality (9) shows that, for k = 1, 2,
We get from (11) and (12) that , for k = 1, 2,
Solving this system of equations with respect to F we get
Since F ∈ L p G (N E 2 ) we get using (11), (13) and (14) that
If c = 0, d = 0 we get from the latter equality that |τ ′ | is constant.(Note that, by (13), F is non-zero at every point.) Clearly, τ is a similarity, and we get Jd = |τ ′ |c in the same way as in the case n ≥ 3. If one of the vectors c, d is zero and another is non-zero, (15) Let ℓ = 1. Then, instead of (11), we get
and τ ′ = ±((
We get from (9) that, for k = 1, 2,
It follows from (16) and (17) that
, and we can calculate F :
Similarly to the case ℓ = 2 we get ±(c 
2 ) 1/p we can write (18) in the following form: 
If we found a function u 1 satisfying (21) and defined u 2 so that (16) holds then the mapping τ = (u 1 , u 2 ) would generate an isometry from L 
Integrating the second equalities in (22) and (23) Similarly, one can calculate u 1 and u 2 for all other cases considered in the third part of Theorem 2. Note that, in every case, one gets the first solution if (16) holds with positive signs and the second solution appears if we have (16) with negative signs. We have proved Theorem 2.
