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Chapter 1
Introduction
The #eld of information theory was founded by Claude E. Shannon in the 1940s. One im-
portant measure de#ned by him is channel capacity, used to quantify themaximum amount
of information that can be reliably transmitted over a noisy channel. According to Shan-
non’s theorem [102], there exists a class of channel codes, allowing an almost error-free
communication as long as the data rate is below the channel capacity. With rising demands
not only for high data rates but also for reliable wireless communication, researchers have
strived to search for such channel codes.
According to the guideline from Claude E. Shannon, randomly structured channel
codes with very long codeword lengths are promising candidates. To decode a randomly
chosen block code, the complexity of optimal maximum likelihood (ML) decoding grows
exponentially with the codeword length [7], making such a channel code unusable for
practical applications. According to [62], a channel code is considered to be practical if it
can be encoded and decoded in polynomial time.
An important step in the right direction towards the design of practical capacity-
approaching channel codes was made by Forney in the 1960s. In his thesis [34], he intro-
duced the idea of concatenating relatively simple channel codes to form a powerful overall
channel code. Since then, concatenated codes have become very popular in many commu-
nication systems. In 1993, Berrou et al. proposed a concatenated code (called turbo code
by them) that unprecedentedly approaches the Shannon limit. More speci#cally, the turbo
code introduced in [8] is a so-called parallel concatenated convolutional code (PCCC). It
consists of two constituent convolutional codes (CCs) connected in parallel via an inter-
leaver, which introduces randomness into the code structure. For constituent CCs, we can
decode them by exploiting their Markov properties. Connecting two CCs by an inter-
leaver, their local Markov properties cannot be preserved by the global PCCC. As a result,
the optimal ML decoding algorithm for PCCCs is prohibitively complex. Instead of try-
ing to decode PCCCs based on the ML decoding criterion, Berrou et al. novelly proposed
a heuristic iterative decoding algorithm labeled as turbo decoding. In the turbo decoding
algorithm, the global decoding task is accomplished by performing convolutional decod-
ing locally on the constituent CCs and then iteratively exchanging information. As the
complexity of convolutional decoding grows linearly with the codeword length, the turbo
decoder working with a limited number of iterations also has a decoding complexity linear
in the codeword length. To assess the e&ciency of turbo decoding as an approximate ML
1
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decoding algorithm, the authors of [25,32,91,92] have compared its decoding performance
with analytical upper bounds on the error probability of ML decoding for PCCCs. The ob-
servations in [25, 32, 91, 92] have demonstrated the excellent capability of turbo decoding
in achieving near-ML decoding performance. Therefore, PCCCs are practical capacity-
approaching channel codes. Many other types of turbo code have appeared after PCCCs,
e.g., serially concatenated convolutional codes (SCCCs) [6].
The invention of turbo codes and iterative turbo decoding has motivated intensive re-
search e$orts during the following two decades. One important research result is low-
density parity-check (LDPC) codes initially presented by Gallager in early 1960s [36] were
re-discovered in 1996 [61, 107] and ever since are competing with turbo codes for applica-
tions in common communication standards. Another important research result is in the
#eld of receiver designs. The conventional receiver structure consists of multiple func-
tional units, performing distributed processing. Following the principle of turbo decoding,
i.e., the turbo principle, these functional units, e.g., synchronization, channel estimation,
detection and equalization, and decoding units, iteratively pass information between each
other for achieving an improved decoding performance.
Given the fact that iterative turbo decoding was invented in an ad-hoc way and the fact
that theory is still behind practice, the intent of this thesis is to investigate the connection
between the iterative turbo decoding algorithm and the optimal ML decoding problem.
This is important to understand its near-ML decoding performance that was observed
in [25, 32, 91, 92] and validate the usability of the turbo principle in designing iterative
receivers. Furthermore, the discovered connection can help us #nd a systematic way to
derive approximate ML decoding algorithms for multi-concatenated coding systems, e.g.,
a multiple-input multiple-output (MIMO) system using bit-interleaved turbo-coded mod-
ulation.
1.1 Prior Work
In the literature, there have been di$erent works that aim to theoretically explain themech-
anism behind the turbo decoding algorithm. The common framework is the identi#cation
of turbo decoding as an instance of amessage passing algorithm, namely belief propagation
(BP) [66]. BP was #rst proposed by Pearl in [81] to compute the marginals of a function,
whose graphical representation is tree-structured. Later, it was empirically shown to be a
powerful approximate algorithm on general graphs, which can contain loops. Turbo de-
coding is one of such instances. The empirical success of BP in yielding good approximate
marginals has motivated further investigation into its nature. In the literature, one class of
works connects it to the Bethe approximation of free energy in physics, e.g., in [41,80,126].
Speci#cally, #xed-points of BP are shown to correspond to stationary points of the con-
strained Bethe free energy, while stable #xed-points coincide with local minima. Another
class of works is devoted to rephrase BP as an iterative information projection algorithm
using information geometry, e.g., in [1,38,46,72,85,118]. The most recent work [118] sum-
marized the former works and presented a state-of-the-art geometric interpretation of BP.
Namely, by formulating the marginalization of a function as a two-step information pro-
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jection, BP was rephrased as a modi#ed Dykstra’s algorithm [31] to approximately realize
the two-step projection in a computational e&cient way.
Apart from explaining the mechanism behind turbo decoding, there are two typical
approaches in the literature to analyze the performance of turbo decoding. One is to model
the decoding process as a discrete-time nonlinear dynamical system [85]. The other is a
statistical approach called density evolution [86,87]. Extrinsic information transfer (EXIT)
chart developed by ten Brink in [113] is a common tool to track the density evolution by a
one-dimensional parameter.
The fact that turbo decoding was not invented as a solution to an optimal decoding
criterion, e.g., the ML or maximum a-posteriori (MAP) criterion, renders its interpretation
and also the analysis of its convergence di&cult. Being in line with the systematic ap-
proach of deriving decoding algorithms based on optimal decoding criteria [69], the works
in [2, 93, 94, 119] attempted to link iterative decoding to the classic ML decoding problem.
Speci#cally, iterative turbo decoding was derived in [93, 94, 119] as an approximate itera-
tive solution to a global optimization problem, whose global optimizer is provably linked
to the ML solution. In contrast to [93, 94, 119], the authors of [2] #rst approximately de-
composed the global ML decoding criterion into a set of suboptimal decoding criteria. And
then, iterative decoding was viewed as an outcome of applying a distributed optimization
strategy. Due to the approximations made in [2, 93, 94, 119], the existence of a #xed-point
of turbo decoding that actually corresponds to the ML solution remains unclear. For more
comprehensive review of [2, 93, 94, 119], we refer the reader to Chapter 3.
1.2 Objectives and Outline
The general objective of the present thesis is to obtain an enhanced understanding on the
near-ML decoding performance achieved by turbo decoding, and more generally achieved
by iterative algorithms following the turbo principle in concatenated coding systems with
complete and incomplete channel state information (CSI). So, this work on the one hand
should provide a proved connection between a #xed-point of turbo decoding and the ML
solution, and also show turbo decoding attempts to converge to such #xed-point. On the
other hand, it should deliver a systematic approach to derive approximate ML decoding
algorithms in practical systems using concatenated codes.
Chapter 2 provides four di$erent sorts of background material for the works in subse-
quent chapters.
In Chapter 3, two types of turbo-coded system considered in this thesis are introduced.
They are the PCCC- and SCCC-coded systems. For each type of system, we recapitulate
the corresponding iterative turbo decoding algorithm. The subsequent part of Chapter 3
is to review the prior works [2, 93, 94, 119] that attempted to link turbo decoding to ML
decoding. Important issues that were initially overlooked in them are pointed out.
Motivated by the connection between turbo decoding and BP, and also the connection
between BP and Bethe free energy in physics, we link the ML decoding problem to a con-
strained Bethe free energy minimization problem in Chapter 4. Su&cient conditions on
the global minimizer of the constrained Bethe free energy corresponds to the ML solution
is derived. Furthermore, based on a novel interpretation of the constrained Bethe free en-
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ergy minimization problem, algorithms originally developed to minimize the constrained
Bethe free energy are tailored for approximate ML decoding. The iterative turbo decod-
ing algorithm is shown to be one of such algorithms. Additionally, we also investigate
a convergent iterative algorithm in statistical physics to minimize the constrained Bethe
free energy. By comparing it with turbo decoding, more insights in the nature of turbo
decoding are gained.
Chapter 5 and 6 are devoted to the ML decoding problem in a more complex but prac-
tical system, i.e., the MIMO system using bit-interleaved turbo-coded modulation. Treat-
ing the modulation as a degenerated channel code, such system is a multi-concatenated
coding system, consisting of parallel and serially concatenated codes. For decoding bit-
interleaved coded modulation (BICM), the turbo principle implies the iterative processing
between the MIMO detector and the channel decoder, i.e., BICM with iterative detection
(BICM-ID) [57]. With the use of turbo codes, the channel decoder itself performs inner
turbo decoding iterations. The heuristic combination of BICM-ID and turbo decoding is
a natural decoding algorithm for bit-interleaved turbo-coded modulation based systems.
Based on the results obtained from Chapter 4, Chapter 5 contributes to systematically de-
rive such combination as an approximate iterative solution to the ML decoding problem.
Furthermore, we theoretically derive upper bounds on the error probability of ML decod-
ing in MIMO systems. The obtained upper bounds provide baselines for assessing the
e&ciency of any approximate ML decoding algorithm in approaching the ML decoding
performance. Since the combination of BICM-ID and turbo decoding results in a receiver
structure with two nested iteration loops, the scheduling issue of such doubly iterative
MIMO receiver is investigated in Chapter 6. Based on the knowledge of channel statistics,
an ant colony optimization (ACO) based method is developed and adopted for identifying
the optimal execution order of the inner and outer iterations.
In Chapter 7, we extend our consideration to the ML decoding problem with incom-
plete CSI. By formalizing the target problem as a joint channel density estimation and ML
decoding problem, two di$erent iterative algorithms are systematically derived. They are
further compared to state-of-the-art iterative channel estimation and decoding algorithms
in the literature.
Finally, we conclude and summarize the thesis in Chapter 8.
1.3 Notations and Mathematical Operations
In general, letters in normal type stand for scalars, e.g., x, y, s, h, n, r, a and w. Some
letters, e.g., i, k, l and alsoN are only for integers. Lower case letters in bold type represent
vectors, e.g., x, y, s, h and n, where m, c, c˜, e as well as α and β are reserved as vector
representations for binary bit sequences. 0N stands for the all zero vector with length N .
Bold letters in upper case denote matrices, e.g., X, S, H and Σ, where IN represents the
N × N identity matrix. If not given explicitly, the length of vectors and also the size of
matrices are assumed to be determined based on the context.
Suppose we have a set of scalars {x1, x2, . . . , xN}, which can be alternatively de-
noted as {xi}Ni=1. For a given integer set I ⊆ {1, 2, . . . , N}, {xi}i∈I denotes the sub-
set of {x1, x2, . . . , xN} that embraces the scalars with their subscripts belonging to I .
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The relative complement of {xi}i∈I with respect to {x1, x2, . . . , xN} can be expressed as
{xi}Ni=1\{xi}i∈I , which is equal to {xi}i∈{1,2,...,N}\I aswell. For a discrete set, e.g., I , we use
|I| to denote its cardinality. For compactly representing a scalar sequence x1, x2, . . . , xN
as a vector, we use (xi)
N
i=1. De#ning x
∆
= (xi)
N
i=1, then [x]I represents the subvector of x
that is constructed by keeping the entries in x that are also elements of the set {xi}i∈I . For
a matrixX, we denote its (i, k)th entry as [X]i,k. If we form a submatrix ofX by selecting
all its rows and the columns with the indices belonging to the set I , the resulting submatrix
is denoted as [X]·,I . By analogy, [X]I,· represents the submatrix of X formed by selecting
the rows with the indices in the set I and all the columns, while [X]I,I represents the
submatrix by selecting the rows and also the columns with their indices belonging to I . A
diagonal matrix is a type of matrix whose o$-diagonal entries are equal to zero. Based on
a vector x, we can construct a diagonal matrix by assigning the entries of x to its diagonal
entries. The resulting matrix is denoted as diag(x). ‖x‖ is the Euclidean norm of x. We
denote the conjugate complex, the vector transpose and the conjugate transpose of x as
x∗, xT and xH , respectively. For a matrix X, XT and XH stand for the matrix transpose
and the conjugate transpose ofX. The vectorization ofX, denoted as vec(X), is a column
vector obtained by stacking the columns of X on top of one another. If X is a square ma-
trix, its trace and determinant are denoted as tr(X) and det(X), respectively. If X is also
invertible,X−1 represents its inverse matrix.
The following functions are frequently used in the thesis, namely, the natural logarithm
ln(·), the exponential function exp(·), the sign function sgn(·), the Dirac delta function δ(·)
as well as the indicator function IG(·) given as
IG(x) =
{
1, if x ∈ G
0, otherwise.
(1.1)
For a random variable x ∈ S with the probability density function (pdf) p(x), the Laplace
transform of p(x) is an expected value, i.e.,
Φx(s) =
∫
S
p(x) exp (−sx) dx = Ex {exp (−sx)} (1.2)
where Ex{· · · } denotes the expectation. The argument of Φx(s) is a complex number, i.e.,
s, with its real and imaginary part, i.e., Re{s} and Im{s}, denoted as c andw, respectively.
In this thesis, the variables used in the Laplace transform are tailored in the Euler Faktur
font. If the random variable x follows complex Gaussian distribution, its pdf can be written
as CN (x;µx, σ2x), where µx and σ2x are the mean and variance of x. Suppose g(e) is a
function of a binary bit sequence e with length Ne. The sum
∑
e∈S g(e) is calculated by
adding the values of g(e) attained at the realizations of e in a setS ⊆ {0, 1}Ne . After further
limiting the bit ei to take on the value e ∈ {0, 1}, the sum
∑
e∈S:ei=e
g(e) corresponds to∑
e∈S:ei=e
g(e) =
∑
e∈{e′|e′∈S,e′i=e}
g(e) (1.3)
where the operator
∑
e∈S:ei=e
can be reduced to
∑
e:ei=e
if S is clear from the context.
With S = {0, 1}Ne , the sum in the above is e$ectively equal to the marginal of g(e) with
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respect to ei. For two real numbers x and y, the operation min{x, y} yields the minimum
between x and y, while the maximum between them is described as max{x, y}.
The set of all complex numbers is denoted as C and j =
√−1 denotes the imaginary
unit. The set of all real numbers is denoted as R, where R+ represents the set of all non-
negative real numbers. The relative complement of R+ with respect to R, i.e., R\R+, is
the set of all strictly negative real numbers R−−. Similarly, the set of all non-positive real
numbersR− and the set of all strictly positive real numbersR++ are mutually complement
with respect to R, i.e., R = R− ∪ R++.
Chapter 2
Preliminaries
Section 2.1 brie*y introduces CCs and the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm, as
they are the essential parts of turbo codes and turbo decoding. Afterwards, Section 2.2 and
Section 2.3 present some basics of extended real number system and Bethe free energy,
respectively. The knowledge of them is needed for expounding the connection between
turbo decoding and the ML decoding problem in Chapter 3 and Chapter 4. The last section
describes a classic depth-#rst tree search based algorithm to solve a typical shortest path
search problem in graph theory. This algorithm will have two di$erent applications in
Chapter 5. The #rst application is for realizing MIMO detection. The second application
is to ease the evaluation of the analytical upper bounds on the error probability of ML
decoding derived in Chapter 5.
2.1 Convolutional Codes (CCs)
In general, there are two types of CCs, which are systematic and non-systematic CCs. If
the information bits being encoded are also part of the output code bits, such CC is known
as a systematic CC. Otherwise, it is non-systematic.
Fig. 2.1(a) shows a rate-1/2 systematic CC. For each information bit, the encoder gen-
erates two code bits, i.e., the systematic bit cs,i and the parity bit cp,i. The systematic bit cs,i
equals the input information bitmi, while the generation of the parity bit cp,i is character-
ized by the feed-forward generator [1 1 1] (i.e., 7 in octal) and the feedback generator [1 0 1]
(i.e., 5 in octal). As a compact notation, {1, 7/5}o stands for the generator polynomial of
the systematic CC in Fig. 2.1(a).
In contrast with the systematic CC, the non-systematic CC in Fig. 2.1(b) has no sys-
tematic branch but two branches for each parity bit, i.e., cp1,i and cp2,i. The generator
polynomial for the CC in Fig. 2.1(b) is {5, 7}o.
Using Si to denote the state of the encoder at the time instant i, the trellis diagrams
in Fig. 2.1 show the input-output relation of the encoder. A sequence of information bits
with length equal toNm can be uniquely mapped to a speci#c progression of the state, i.e.,
S1, S2, . . . , SNm+1. For more descriptions of CCs, we refer the reader to [48].
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(a) a rate-1/2 systematic CC with the generator polynomial {1, 7/5}o
(b) a rate-1/2 non-systematic CC with the generator polynomial {5, 7}o
Figure 2.1: Two rate-1/2 CCs and their corresponding trellis diagrams.
2.1.1 BCJR Algorithm
Now, we exemplarily adopt a systematic CC for transmission over a binary-input mem-
oryless channel, e.g., a binary-input AWGN channel. At the output of the binary-input
memoryless channel, we receive {ys,i, yp,i}Nmi=1, where (ys,i, yp,i) are the observations with
respect to (cs,i, cp,i).
In order to apply the bitwise MAP decoding, we need to be aware of the a-posteriori
log-probability ratio for any i ∈ {1, 2, . . . , Nm}, i.e.,
ln
[
p
(
mi = 1|{ys,i, yp,i}Nmi=1
)
p
(
mi = 0|{ys,i, yp,i}Nmi=1
)
]
= ln
[∑
m:mi=1
p
(
m|{ys,i, yp,i}Nmi=1
)∑
m:mi=0
p
(
m|{ys,i, yp,i}Nmi=1
)
]
(2.1)
where m is the vector representation of the information bits {mi}Nmi=1. Let us use T mm to
denote the set of transitions in the trellis diagram that corresponds to the information bit
with the bit value equal to m ∈ {0, 1}. For instance, the transition from the state (0, 0)
to the state (1, 0) in Fig. 2.1(a) is a member of T 1m . Using T 1m and T 0m , the a-posteriori log-
probability ratio in the above can be alternatively written as
ln
[
p
(
mi = 1|{ys,i, yp,i}Nmi=1
)
p
(
mi = 0|{ys,i, yp,i}Nmi=1
)
]
= ln
[∑
(Si,Si+1)∈T 1m
p
(
Si, Si+1|{ys,i, yp,i}Nmi=1
)
∑
(Si,Si+1)∈T 0m
p
(
Si, Si+1|{ys,i, yp,i}Nmi=1
)
]
(a)
= ln
[∑
(Si,Si+1)∈T 1m
p
(
Si, Si+1, {ys,i, yp,i}Nmi=1
)
∑
(Si,Si+1)∈T 0m
p
(
Si, Si+1, {ys,i, yp,i}Nmi=1
)
]
(2.2)
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where the equality at (a) is obtained by multiplying both the numerator and denominator
with a common factor p
({ys,i, yp,i}Nmi=1).
In 1974, Bahl, Cocke, Jelinek and Raviv introduced an e&cient recursive algorithm
in [4] for computing (2.2). The algorithm is therefore named as BCJR. The BCJR algorithm
exploits theMarkov property of the encoding process of CCs. More explicitly, if the state Si
is known, the symbols received after the time instant i, i.e., {ys,i′ , yp,i′}Nmi′=i+1 is independent
of all previously received symbols {ys,i′ , yp,i′}ii′=1. Based on this property, the a-posteriori
log-probability ratio in (2.2) can be re-written as
ln
[
p
(
mi = 1|{ys,i, yp,i}Nmi=1
)
p
(
mi = 0|{ys,i, yp,i}Nmi=1
)
]
= ln


∑
(Si,Si+1)∈T 1m
αFF,i(Si)γi(Si, Si+1)βFB,i(Si+1)∑
(Si,Si+1)∈T 0m
αFF,i(Si)γi(Si, Si+1)βFB,i(Si+1)

 (2.3)
where the terms αFF,i(Si), γi(Si, Si+1) and βFB,i(Si+1) are respectively given as
αFF,i(Si)
∆
= p
(
Si, {ys,i′ , yp,i′}i−1i′=1
)
(2.4)
γi(Si, Si+1)
∆
= p
(
ys,i, yp,i, Si+1|Si
)
(2.5)
βFB,i(Si+1)
∆
= p
({ys,i′ , yp,i′}Nmi′=i+1|Si+1) . (2.6)
As the computation of the a-posteriori log-probability ratio for the information bit mi
requires the knowledge of αFF,i(Si), γi(Si, Si+1) and βFB,i(Si+1), their computations are
introduced as follows.
The Computation of αFF,i(Si) By the de#nition of αFF,i(Si), we have
αFF,i(Si) =
∑
Si−1
p
(
Si−1, Si, {ys,i′ , yp,i′}i−1i′=1
)
=
∑
Si−1
p
(
Si−1, {ys,i′ , yp,i′}i−2i′=1
)
p
(
Si, ys,i−1, yp,i−1|Si−1, {ys,i′ , yp,i′}i−2i′=1
)
(a)
=
∑
Si−1
p
(
Si−1, {ys,i′ , yp,i′}i−2i′=1
)
p
(
Si, ys,i−1, yp,i−1|Si−1
)
=
∑
Si−1
αFF,i−1(Si−1)γi−1(Si−1, Si) (2.7)
where the equality at (a) is due to the Markov property. Suppose the starting state of the
CC encoder is S1 = (0, 0), then αFF,1(S1) is initialized as
αFF,1(S1) =
{
1, if S1 = (0, 0)
0, otherwise.
(2.8)
As long as we know γi′(Si′ , Si′+1) for i
′ = 1, 2, . . . , i − 1, αFF,i(Si) can be recursively
computed.
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The Computation of βFB,i(Si) By analogy to (2.7), we have
βFB,i(Si+1) =
∑
Si+2
p
(
Si+2, {ys,i′ , yp,i′}Nmi′=i+1|Si+1
)
=
∑
Si+2
p
(
Si+2, ys,i+1, yp,i+1|Si+1
)
p
({ys,i′ , yp,i′}Nmi′=i+2|Si+2)
=
∑
Si+2
γi+1(Si+1, Si+2)βFB,i+1(Si+2). (2.9)
The recursive computation for βFB,i(Si) is from the tail of the state sequence {Si}Nm+1i=1 . This
requires the knowledge of the ending state of the encoding process. In the literature, there
are several ways to obtain this information. For instance, the zero-tail termination method
appends several bits to the information bit sequence to ensure the encoder ends in the all-
zero state. As these extra tail bits are non-informational bits, zero-tailed encoding incurs a
rate loss. A more advanced but also more complex method is the tail-biting convolutional
coding [60], which ensures the starting state of the encoder is the same as its ending state.
The Computation of γi(Si, Si+1) Following Bayes’ rule, we have
γi(Si, Si+1) =
{
0, if Si and Si+1 are not connected
p
(
ys,i, yp,i|Si+1, Si
)
p (Si+1|Si) , otherwise.
(2.10)
For a given pair (Si, Si+1), the output code bits cs,i and cp,i are #xed. Therefore, we have
p
(
ys,i, yp,i|Si+1, Si
)
= p
(
ys,i, yp,i|cs,i, cp,i
)
= p (ys,i|cs,i) p
(
yp,i|cp,i
)
(2.11)
where p (ys,i|cs,i) and p
(
yp,i|cp,i
)
depend on the transition probability of the underlying
channel. Conditional on Si, the transition probability p (Si+1|Si) equals the a-priori prob-
ability of the information bitmi that enables such transition.
Concluding from the above, the computation of the a-posteriori log-probability ratios
for the information bit sequence {mi}Nmi=1 consists of two steps: 1) computing βFB,i(Si+1) for
i = Nm, Nm− 1, . . . , 1 according to (2.9) and 2) generating the a-posteriori log-probability
ratio for the information bitmi as long as both αFF,i(Si) and γi(Si, Si+1) are ready. Fig. 2.2
shows the whole computation procedure in which the trellis has to be traversed twice. For
an in-depth study on the hardware implementation of the BCJR algorithm, we refer the
reader to [23,97]. If the a-posteriori log-probability ratios of the code bits are of interest, the
BCJR algorithm is usable as well. For instance, the a-posteriori log-probability ratio of the
code bit cp,i can be computed by replacing T 0m and T 1m in (2.3) by T 0c,p and T 1c,p, respectively.
Here, T cc,p with c ∈ {0, 1} embraces all possible transitions in the trellis diagram that yield
the parity bit with the bit value equal to c.
2.2 Extended Real Number System
We shall be very familiar with real numbers. A common symbol for the set of real numbers
is R. In mathematics, we label the quantity without any limit as in!nity and denote it as
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Figure 2.2: A schematic diagram of the BCJR algorithm.
∞. The a&nely extended real number system (cf. [40]) is obtained by adding∞ and −∞
(read as positive in#nity and negative in#nity) to R, i.e., R¯
∆
= R ∪ {±∞}.
In the extended real number system, we have the usual order −∞ < ∞ and −∞ <
x < ∞ for any real number x ∈ R. Many of the operations applied to real numbers can
be extended to the extended real number system by using the following rules:
∞+∞ =∞, ∞×∞ =∞, ±∞+ x = ±∞, x±∞ = 0. (2.12)
However, the following operations
∞−∞, 0× (±∞), ±∞±∞ (2.13)
are left undetermined due to their indeterminate forms. In general, the rules for arithmetic
operations with∞ are modeled based on the limits to in#nity. For instance,∞−∞ is an
indeterminate form because limx→∞,y→∞ x− y could converge to any number, or diverge
to ±∞, depending on the relation between x and y. On the contrary, limx→∞,y→∞ x + y
equal to∞ is independent of their relation and thus∞+∞ is de#ned in the extended real
number system.
Functions de#ned in the real number system can be continuously extended by taking
limits, e.g.,
exp(∞) = lim
x→∞
exp(x) =∞, exp(−∞) = lim
x→−∞
exp(x) = 0
ln(∞) = lim
x→∞
ln(x) =∞, ln(0) = lim
x→0+
ln(x) = −∞.
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However, not all continuous functions in the real number system can be fully extended to
the extended real number system. For example, the function exp(x+y)with two variables
(x, y) is unde#ned when x = +∞ and y = −∞, or when x = −∞ and y = +∞, but is
de#ned and also continuous elsewhere in R¯× R¯.
2.3 Bethe Free Energy
This part reviews some basics of the Bethe free energy in physics that are needed in this
thesis. Given its use in the #eld of thermodynamics, we will start by explaining some
relevant quantities, i.e., the Boltzmann distribution and the Helmholtz free energy.
2.3.1 Boltzmann Distribution and Helmholtz Free Energy
Consider a discrete-state system with N particles, i.e., {xi}Ni=1, each of which has two
possible values, i.e., {0, 1}. Using x = [x1, x2, . . . , xN ] to denote the state of the discrete-
state system, x can have 2N possible values, i.e., x ∈ {0, 1}N . Suppose each realization of
x has a corresponding energy E(x).
In physics, it can be shown that if such discrete-state system is in thermal equilibrium
with a large reservoir, the probability of x having a particular realization is given by the
Boltzmann distribution [53]:
pB(x;T )
∆
=
1
Z(T )
exp
(
−E(x)
T
)
. (2.14)
where T is the fundamental temperature of the system and Z(T ) is the partition function
given as
Z(T )
∆
=
∑
x∈{0,1}N
exp
(
−E(x)
T
)
(2.15)
Without the normalization term Z(T ), exp
(
−E(x)
T
)
by itself is known as the Boltzmann
factor. The fundamental temperature T is usually bound to be non-negative. Under the
assumption T ∈ R+, the most probable state of the discrete-state system corresponds to
the one having the lowest energy, i.e., argminx∈{0,1}N E(x). Throughout this thesis, we
simply refer to fundamental temperature as temperature.
The Helmholtz free energy of the discrete-state system equals
FH,T = −T lnZ(T ). (2.16)
By knowing FH,T , many thermodynamical properties of the system can be subsequently
derived. Therefore, it is a fundamentally important quantity in physics. Introducing a
trial probability mass function (pmf) b(x), the Helmholtz free energy can be alternatively
formalized as
FH,T = T ·

minb(x) ∑
x
b(x) ln

 b(x)
exp
(
−E(x)
T
)



 (2.17)
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where the equality holds because of
∑
x
b(x) ln

 b(x)
exp
(
−E(x)
T
)

 =∑
x
b(x) ln
[
b(x)
pB,T (x)Z(T )
]
=
{∑
x
b(x) ln
[
b(x)
pB(x;T )
]}
− lnZ(T ) (2.18)
≥ − lnZ(T ). (2.19)
By noting that the #rst term on the RHS of (2.18) is the Kullback-Leibler divergence be-
tween the Boltzmann distribution and the trial pmf, its minimal value equals zero and thus
the above lower bound is achieved by setting b(x) = pB(x;T ).
2.3.2 Bethe Approximation
The reformulation in (2.17) does not prescribe a practical way to computeFH,T , as the min-
imization is conducted over the exponentially large domain of the pmf b(x). However, on
this basis, physicists have devoted considerable e$ort to look for a function that is tractable
and also its minimal value is a good approximation to FH,T . One option is the so-called
mean !eld (MF) approximationwhich restricts the trial pmf b(x) to be fully factorizable, i.e.,
b(x) =
∏N
i=1 bi(xi). Compared to the MF approximation, the Bethe approximation based
on the cluster variation method [51, 73] often yields a better approximation. However, it
works e&ciently under the assumption that the energy function E(x) can be written as
the sum of several simple component energy functions, e.g.,
E(x) =
K∑
k=1
Ek([x]IE,k) (2.20)
where Ek([x]IE,k) represents the kth component energy function and its argument [x]IE,k is
a subvector of x, whose entries are the particles with their subscripts belonging to IE,k ⊆
{1, 2, . . . , N}. Note that a particular particle, e.g., xi can be the argument of multiple
component energy functions. Let us de#ne the notation Ni to represent the number of
component energy functions that have the particle xi as their argument, i.e., Ni equal to
the cardinality of the set {k|k ∈ {1, 2, . . . , K}, i ∈ IE,k}. In the following, a detailed-
description of the Bethe approximation is presented.
We #rst de#ne the Bethe free energy with respect to the discrete-state system. Fol-
lowing [126], let us associate each component energy function with an auxiliary pmf
bEk([x]IE,k) with k ∈ {1, 2, . . . , K}. And also, for each particle, we introduce the auxil-
iary pmf bi(xi) with i ∈ {1, 2, . . . , N}. To compactly represent the domain of these pmfs,
we introduce the vector b, whose entries are the values of the pmfs. As [x]IE,k has 2
|IE,k|
possible realizations, the pmf bEk([x]IE,k) has 2
|IE,k| values accordingly. By analogy, the pmf
bi(xi) for each particle has two values, each of which is associated to a di$erent element
in {0, 1}. As such, the vector b should have dimension equal to∑k 2|IE,k| + 2N . In the
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following, we will use b interchangeably with the auxiliary pmfs. In terms of b, the Bethe
free energy of the system at the temperature T is de#ned to be the function
FB(b, T ) ∆= UB(b)− THB(b) (2.21)
where the Bethe average energyUB(b) and the Bethe entropyHB(b) are respectively given
as
UB(b) ∆=
K∑
k=1
∑
[x]IE,k
bEk([x]IE,k)Ek([x]IE,k) (2.22)
HB(b) ∆= −
K∑
k=1
∑
[x]IE,k
bEk([x]IE,k) ln bEk([x]IE,k) +
N∑
i=1
(Ni − 1)
∑
xi
bi(xi) ln bi(xi). (2.23)
Fixing the temperature T , the domain of the Bethe free energy is R
∑
k 2
|IE,k|+2N
+ .
Subsequently, we introduce a set of linear constraints on b. As b is associated to the
auxiliary pmfs, it must satisfy the normalization constraints
∀k
∑
[x]IE,k
bEk([x]IE,k) = 1, ∀i
∑
xi
bi(xi) = 1. (2.24)
Additionally, it is required to ful#ll the following marginalization consistency constraints
∀k ∀i ∈ IE,k ∀x ∈ {0, 1}
∑
[x]IE,k :xi=x
bEk([x]IE,k) = bi(xi = x). (2.25)
Note that the above-mentioned normalization constraints and marginalization consistency
constraints are linearly dependent. Under the normalization constraints, it is su&cient to
keep the marginalization consistency constraints for x = 1
∀k ∀i ∈ IE,k
∑
[x]IE,k :xi=1
bEk([x]IE,k) = bi(xi = 1) (2.26)
and ignore the remaining ones for x = 0.
Finally, under the constraints in (2.24) and (2.26), the minimum of the constrained
Bethe free energy is often used as a good approximation to the Helmholtz free energy
−T lnZ(T ), i.e.,
FH,T = −T lnZ(T ) ≈ min
b∈R
∑
k 2
|IE,k|+2N
+ , s.t. (2.24) and (2.26)
FB(b, T ). (2.27)
For the motivation of using the Bethe approximation, we refer the reader to [126, 129]. In
this thesis, our objective is to study the connection between the global minimal solution
of the constrained Bethe free energy minimization problem and the most probable state of
the system, i.e., argmaxx∈{0,1}N pB(x;T ) = argminx∈{0,1}N E(x).
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(a) A tree graph (b) Depth-#rst tree traversal
Figure 2.3: An illustration of depth-#rst tree search. The nodes in the graph are explored
in the order: A B D E I J F C G H K L M.
So far, we have looked at a discrete-state system. For systems in which the particles
{xi} are continuous variables, the partition function becomes
Z(T ) =
∫
D
exp
(
−E(x)
T
)
dx (2.28)
where D is the domain of the energy function E(x). The Bethe approximation for
−T lnZ(T ) can be analogously determined after changing the pmfs to pdfs and replac-
ing the sum by the integral.
2.4 Depth-First Tree Search
Depth-#rst tree search is a well-known algorithm for traversing a tree. Fig. 2.3(a) depicts
a tree with four levels. The node on the top level, i.e., A, is the root node, while the nodes
without children, i.e., {D,F,G, I, J,K, L,M}, are the leaf nodes. Depth-#rst tree traversal
implies we start from the root node and explore a path all the way to a leaf node before
backtracking and trying another path. The dashed line in Fig. 2.3(b) shows after visiting
A, B and D, the search backtracks and tries another path expanded from B. Note that,
both E and F are child of B. After backtracking to B, we can actually proceed to either of
them. The visiting order of them depends on how we enumerate the sibling nodes. In the
exemplar path depicted in Fig. 2.3(b), we visit the sibling nodes from the left to the right
hand side. The tree traversal terminates if all leaf nodes are visited once.
One important application of the depth-#rst tree search in graph theory is to #nd the
shortest path in a tree. For instance, aiming at the shortest path in the tree depicted in
Fig. 2.3(a), a depth-#rst tree search based algorithm works as follows. First, we de#ne a
metric dmin to denote the shortest path length and it is initialized to in#nity. During the
tree traversal, whenever a new leaf node is reached and its distance to the root node is
smaller than the up-to-date value of dmin, we assign the new path length to dmin. After
the termination of the tree traversal, the #nal value of dmin and its associated path are
the solution to the shortest path problem. If the length of any edge in Fig. 2.3(a) is non-
negative, we may not need to visit all the leaf nodes in Fig. 2.3(a) for #nding the shortest
path. Suppose we arrive the node C and detect the partial distance between A and C
is already larger than the up-to-date value of dmin. With the argument that the partial
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distance to A is incremental as we explore the subtree expanded from C , visiting the leaf
nodes belonging to the subtree cannot yield any update for dmin. Therefore, the step-down
to it is unnecessary. In other words, the subtree expanded from C can be pruned once we
detect the partial distance between A and C is larger than the up-to-date value of dmin.
Tree pruning is an important technique for constraining the space that is explored by the
depth-#rst tree search. A tight tree pruning criterion is particularly critical when we need
to #nd the shortest path in a tree graph with a large number of nodes.
Chapter 3
Convolutional Codes Concatenated By
Interleavers
In coding theory, turbo codes are a class of high-performance error correcting codes, being
able to support almost error free communication at signal-to-noise ratios (SNRs) very close
to the theoretical Shannon bound. In this chapter, we consider two common types of turbo
codes, which are PCCCs and SCCCs.
The task of a channel encoder is to encode the information bit sequencem = (mi)
Nm
i=1 ∈
{0, 1}Nm into a binary codeword c = (ci)Nci=1 with length denoted as Nc. The code rate
is de#ned as rc = Nm/Nc. Fig. 3.1(a) shows a typical encoding process of PCCCs. The
codeword c generated by a PCCC encoder is made up from the outputs of two component
CCs. Let us group the indices of the code bits generated by the #rst CC encoder into a set
and denote it as I1. Then, the code bits generated by the #rst CC encoder can be compactly
denoted as [c]I1 . Analogously, [c]I2 with I2 = {i}Nci=1\I1 corresponds to the output of
the second CC encoder. In contrast to a PCCC, a SCCC encoder encodes the message m
by using two serially concatenated CCs, see Fig. 3.1(b). The codeword c corresponds to
the output of the inner CC encoder, whose input is generated by the outer CC encoder.
Denoting the code rate of the outer CC as rc1 , the length of its output codeword cc1 equals
Nm/rc1 .
After channel encoding, the codeword c is mapped to a sequence of data symbols. In
the present chapter, BPSK signaling is assumed. Namely, the code bit ci is mapped to
(1−2ci)
√
Es, where Es stands for the energy per transmitted data symbol. As we haveNc
bits per codeword, the resulting data symbol sequence has its length Ns equal to Nc.
Transmitting data symbols over a temporally uncorrelated and frequency-*at Rayleigh
fading channel, the symbol received at the time instant k is given as
yk = (1− 2ck)
√
Eshk + nk (3.1)
where the channel coe&cient hk has unit power and nk is temporally uncorrelated proper
complex Gaussian noise with zero-mean and variance E[|nk|2] = N0. One de#nes the
information-bit-energy-to-noise ratio as Eb/N0 = Es/(rcN0).
Throughout this chapter, the knowledge of CSI is assumed to be perfect at the receiver.
Based on y
∆
= [y1, y2, . . . , yNs ]
T and h
∆
= [h1, h2, . . . , hNs ]
T , the task of receiver is to re-
cover the transmitted messagem. Assuming one codeword per frame, the minimal frame
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(a) PCCC-coded System
(b) SCCC-coded System
Figure 3.1: Turbo coded system with BPSK signaling.
error rate (FER) can be achieved by ML decoding. In Section 3.1, the ML decoding prob-
lem is #rst formalized. Given the huge complexity required for ML decoding, the practical
iterative turbo decoding algorithm is presented in Section 3.2 for PCCCs and SCCCs. Al-
though turbo decoding was invented in an ad-hoc way, its capability of approaching the
ML decoding performance has been empirically demonstrated in the literature. For under-
standing the near-ML decoding performance achieved by turbo decoding, we review the
initial works in the literature that attempted to link turbo decoding to the ML decoding
problem in Section 3.3.
3.1 ML Decoding Problem
The goal of ML decoding is to #nd the information bit sequence that maximizes the log-
likelihood function ln p (y|h,m). Formally, the ML decoding problem is de#ned as1
mˆ = arg max
m∈{0,1}Nm
ln p (y|h,m) . (3.2)
The complexity of ML decoding depends on the structure of the adopted channel code.
When the channel code has a regular structure, an e&cient ML decoding algorithm often
exists, e.g., the Viterbi algorithm [117] for CCs. Here, turbo codes are under the considera-
tion. Connecting CCs via a random-like interleaver, the resulting code structure is far too
complex. Approximations must be made to enable real-time decoding.
1Strictly speaking, the ML solution mˆ may not be unique. Whenever this situation happens, we are in
general unable to successfully recover the transmitted information bit sequence. Therefore, the cases in
which the ML solution is unique are of interest in this thesis.
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3.2 Iterative Turbo Decoding Algorithm
The general idea of iterative turbo decoding comes from the fact that turbo codes are made
up from simple channel codes and also from the fact that simple optimal decoding algo-
rithms exist for these codes. By performing optimal decoding locally on the component
codes, iterative turbo decoding is a procedure of unifying the local decoding results into a
global one.
In this section, we will start from the de#nition of log-probability ratios, which are
the messages exchanged between the component decoders. And then, we will proceed to
describe the iterative turbo decoding algorithm for both PCCCs and SCCCs.
3.2.1 Log-Probability Ratio
Consider a random bit α ∈ {0, 1} following a Bernoulli distribution. Its pmf can be pa-
rameterized by a number λα as follows
p(α;λα) =
exp(αλα)
1 + exp(λα)
. (3.3)
By noting
λα = ln
[
p(α = 1;λα)
p(α = 0;λα)
]
(3.4)
the number λα is e$ectively the log-probability ratio ofα. When the probability ofα taking
the bit value 0 or 1 equals zero, the log-probability ratio λα has an in!nite large absolute
value. Given this fact, it is an extended real number, i.e., λα ∈ R¯. In Section 2.2, a short
description of the extended real number system has been presented.
3.2.2 Parallel Concatenated Convolutional Codes (PCCCs)
For decoding a PCCC, let us #rst recall its encoding process, see Fig. 3.1(a). The codeword
c consists of two parts, i.e. [c]I1 and [c]I2 . The BPSK symbols mapped from [c]Iν with
ν ∈ {1, 2} are a$ected by the fading channel coe&cients that are the entries of hν ∆= [h]Iν .
At the receiver, the corresponding received symbols are the entries of yν
∆
= [y]Iν .
Following the principle of iterative turbo decoding originally introduced in [8], there
shall be two component decoders at the receiver, see Fig. 3.2. The #rst CC decoder aims at
recovering the transmitted messagem based on y1 and h1. The second one takes y2 and
h2 as its inputs for making its own decision. In order to unify their decoding results, the
information aboutm obtained by the #rst(second) CC decoder is used as a-priori knowl-
edge ofm at the second(#rst) CC decoder. Speci#cally, the a-priori probability ofm used
at the #rst and second CC decoder are parameterized by the log-probability ratio vector
λα
∆
= [λα,1, λα,2, . . . , λα,Nm ]
T ∈ R¯Nm andλβ ∆= [λβ,1, λβ,2, . . . , λβ,Nm ]T ∈ R¯Nm , respectively
p(m;λα) =
Nm∏
i=1
p(mi;λα,i) and p(m;λβ) =
Nm∏
i=1
p(mi;λβ,i). (3.5)
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Figure 3.2: Schematic diagram of iterative turbo decoding in PCCC-coded systems.
Initializing λ[0]α = λ
[0]
β = 0Nm , the log-probability ratio vectors λα and λβ are iteratively
updated according to
λ
[l+1]
β,i = ln

∑m:mi=1 p(y1|h1,m)p
(
m;λ[l]α
)
∑
m:mi=0
p(y1|h1,m)p
(
m;λ[l]α
)

− λ[l]α,i i = 1, 2, . . . , Nm
λ
[l+1]
α,i = ln

∑m:mi=1 p(y2|h2,m)p
(
m;λ
[l+1]
β
)
∑
m:mi=0
p(y2|h2,m)p
(
m;λ
[l+1]
β
)

− λ[l+1]β,i i = 1, 2, . . . , Nm
(3.6)
where l indicates the iteration number. After performing (3.6) several times, the decoded
message mˆturbo is generated based on the update-to-date values of λα and λβ , i.e., for
i = 1, 2, . . . , Nm,
mˆturboi =
{
0, if λ
[l+1]
α,i + λ
[l+1]
β,i ≤ 0
1, otherwise.
(3.7)
To gain some insights into the turbo decoding algorithm, we take the update equation
for λ
[l+1]
β,i in (3.6) as an example and note the following equalities
λ
[l+1]
β,i = ln

∑m:mi=1 p(y1|h1,m)p
(
m;λ[l]α
)
∑
m:mi=0
p(y1|h1,m)p
(
m;λ[l]α
)

− λ[l]α,i
(a)
= ln


∑
m:mi=1
p(y1|h1,m)
[∏Nm
i′=1,i′ 6=i p
(
mi′ ;λ
[l]
α,i′
)]
exp(λ
[l]
α,i)
1+exp(λ
[l]
α,i)∑
m:mi=0
p(y1|h1,m)
[∏Nm
i′=1,i′ 6=i p
(
mi′ ;λ
[l]
α,i′
)]
1
1+exp(λ
[l]
α,i)

− λ[l]α,i
= ln
[∑
m:mi=1
p(y1|h1,m)
∏Nm
i′=1,i′ 6=i p(mi′ ;λ
[l]
α,i′)∑
m:mi=0
p(y1|h1,m)
∏Nm
i′=1,i′ 6=i p(mi′ ;λ
[l]
α,i′)
]
(b)
= ln

p
(
y1|mi = 1,h1; [λ[l]α ]\i
)
p
(
y1|mi = 0,h1; [λ[l]α ]\i
)

 (3.8)
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Figure 3.3: Schematic diagram of iterative turbo decoding in SCCC-coded systems.
where the equality at (a) holds due to (3.5) and (3.3); and the equality at (b) is the outcome
of marginalization with respect to mi. From (3.8), λ
[l+1]
β,i is e$ectively the log-likelihood
ratio (LLR) of mi based on y1, h1 and the a-priori log-probability ratios {λ[l]α,i′}Nmi′=1 except
λ
[l]
α,i, i.e., [λ
[l]
α ]\i. Interpreting λ
[l+1]
β,i as the additional information about mi introduced by
the #rst component CC, it is labeled as the extrinsic LLR in [19]. Analogously, the additional
information aboutmi introduced by the second component CC is conveyed by the extrinsic
LLR λ
[l+1]
α,i .
3.2.3 Serially Concatenated Convolutional Codes (SCCCs)
According to the encoding process of the SCCC illustrated in Fig. 3.1(b), the codeword cc1 ∈
{0, 1}Nm/rc1 generated by the outer CC encoder is interleaved and then used as the input bit
sequence to the inner CC. In accordance with such encoding process, the log-probability
ratios λα and λβ exchanged between the component decoders (see Fig. 3.3) represent the
a-priori information of cc1 , which has length equal to Nm/rc1 . At each iteration, they are
updated according to
λ
[l+1]
α,i = ln

∑cc1 :cc1,i=1 p(y|h, cc1)p(cc1 ;λ[l]β )∑
cc1 :cc1,i=0
p(y|h, cc1)p(cc1 ;λ[l]β )

− λ[l]β,i i = 1, . . . , Nm/rc1
λ
[l+1]
β,i = ln
[∑
cc1 :cc1,i=1
IG[1](cc1)p(cc1 ;λ
[l+1]
α )∑
cc1 :cc1,i=0
IG[1](cc1)p(cc1 ;λ
[l+1]
α )
]
− λ[l+1]α,i i = 1, . . . , Nm/rc1
(3.9)
where the function IG[1](cc1) indicates the membership of a bit sequence cc1 ∈ {0, 1}Nm/rc1
in the codebook G [1] ⊆ {0, 1}Nm/rc1 of the outer CC in Fig. 3.1(b), i.e.,
IG[1](cc1) =
{
1, if cc1 ∈ G [1]
0, otherwise.
(3.10)
After (l+1) iterations, the hard decision on the information bitmi can be made as follows
mˆturboi =


0, if ln
[∑
m:mi=1
p(cc1 = G [1](m);λ[l+1]α )∑
m:mi=0
p(cc1 = G [1](m);λ[l+1]α )
]
≤ 0
1, otherwise.
(3.11)
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where G [1](·) stands for the encoding function associated to the outer CC in Fig. 3.1(b).
3.3 Link to Optimal ML Decoding
In the literature, there have been several works that aim at establishing the connection
between turbo decoding and ML decoding. The approach introduced in [2] #rst approxi-
mates the ML decoding criterion by a suboptimal decoding criterion, which can be further
decomposed into a set of local optimization criteria. After such decomposition, each step of
iterative decoding can be formalized as attempting to solve an individual local optimization
criterion. However, the feasibility and capability of the whole iterative decoding process
to solve the global suboptimal decoding criterion was not illustrated in [2].
As opposed to [2], the works in [93, 94, 119] have focused on identifying the global
optimization problem that turbo decoding attempts to solve, rather than identifying the
local optimization criteria that each step of turbo decoding attempts to solve. Speci#cally,
the approaches adopted in [93, 94, 119] consist of two key steps:
1. construct an optimization problem equivalent to the primal ML decoding problem;
2. interpret the iterative turbo decoding algorithm as an iterative method to solve that
equivalent optimization problem.
Here by equivalent, we mean there exists a deterministic relation between the global op-
timizer2 of the constructed optimization problem and the ML solution. In [119], Walsh
et al. #rst constructed an equivalent constrained optimization problem. For solving the
equivalent constrained optimization problem, they further applied the method of Lagrange
multipliers, meaning that a Lagrange function associated to that constrained optimization
problem is formalized. For identifying iterative turbo decoding as an algorithm to #nd
stationary points of the Lagrange function, the authors #xed the values of the Lagrange
multipliers at−1. As far as we know, the values of the Lagrange multipliers shall be chosen
to ensure the stationary points of the Lagrange function satisfy the given constraints. A
direct consequence of #xing their values at−1 is the convergence point of turbo decoding
may not be a feasible solution of the constrained optimization problem. Therefore, it is
not rigorous to consider turbo decoding as an iterative algorithm to solve the constrained
optimization problem. Inspired by the work [119], Schmitt et al. constructed an equivalent
unconstrained optimization problem in [93, 94]. For solving it, Schmitt et al. constructed a
set of stationary point equations3, whose solution set includes the interior local minima,
maxima or saddle-points of the unconstrained optimization problem. Applying the block
Gauss-Seidel-type #xed-point iteration to #nd a solution of the stationary point equations,
the iterative turbo decoding algorithm can be identi#ed as an outcome of approximating
the update equations for meeting hardware constraints.
In the presentation of [93, 94], we notice two important issues, which have not been
carefully expounded by the authors. First, if the global optimal solution is a boundary
2Multiple global optimizers may exist.
3In [93,94], Schmitt et al. label the equations as critical point equations rather than stationary point equa-
tions. Given the fact that the equations are constructed by searching for stationary points of the objective
function, we name them as stationary point equations for being more precise.
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Figure 3.4: Alternative formulation of the PCCC encoding process.
point, whether the solution set of the stationary point equations contains the global op-
timal solution remains unclear. Second, turbo decoding was obtained based on certain
approximation. The penalty of using the approximation has not been well investigated.
Therefore, in this section, we will follow the approach introduced in [93, 94] to derive the
iterative turbo decoding algorithm. During the derivation, we will pay particular attention
on these two issues which were initially overlooked in [93, 94].
3.3.1 Construction of an Equivalent ML Decoding Problem
The ML decoding problem de#ned in (3.2) is a discrete optimization problem. In this part,
we will form an equivalent continuous optimization problem.
Let us take the PCCC-coded system depicted in Fig. 3.1(a) as an example. The #rst step
is to re-formulate the encoding process according to the idea in [93,94,119]. By noting the
observation y1 conditional on h1 andm are independent to the observation y2 conditional
on h2 andm, the likelihood function p (y|h,m) used in (3.2) can be factorized as
p (y|h,m) = p(y1|h1,m)p(y2|h2,m). (3.12)
In accordance with the factorization in the above, we introduce two auxiliary bit sequences
α ∈ {0, 1}Nm and β ∈ {0, 1}Nm . By treating them as two copies of the message m, the
encoding process can be alternatively represented as given in Fig. 3.4. With respect to
such alternative formulation, we can consider y1 and y2 as the observations of α and β,
respectively. Using the likelihood functions p(y1|h1,α) and p(y2|h2,β), the ML decoding
criterion given in (3.2) can be equivalently written as
{αˆ, βˆ} = arg max
α,β∈{0,1}Nm
ln [p(y1|h1,α)p(y2|h2,β)I(α,β)] (3.13)
where the indicator function I(α,β) is given by
I(α,β)
∆
=
{
1, if α = β
0, otherwise.
(3.14)
Due to the presence of I(α,β) in (3.13), we must have β = α for maximizing the objective
function, otherwise the objective function equals −∞. Letting β be equal to α, αˆ shall be
chosen to maximize
ln [p(y1|h1,α)p(y2|h2,β = α)] = ln p (y|h,α) .
24 Chapter 3. Convolutional Codes Concatenated By Interleavers
By the de#nition of mˆ given in (3.2), it is evident αˆ = βˆ = mˆ.
In the context of the equivalent ML decoding problem given in (3.13), we can e$ectively
treat α and β as two random bit sequences independently sampled from {0, 1}Nm at the
transmitter. The fact that they have identical realizations is used as the side information
available at the receiver for recovering them.
Next, we convert the equivalent ML decoding problem in (3.13) to a continuous opti-
mization problem by estimating the density functions of α and β rather than searching
for their most probable realizations. To this end, we introduce two log-probability ratio
vectors λα
∆
= [λα,1, λα,2, . . . , λα,Nm ]
T ∈ R¯Nm and λβ ∆= [λβ,1, λβ,2, . . . , λβ,Nm ]T ∈ R¯Nm for
parameterizing the pmfs of α and β, i.e.,
p(α;λα) =
Nm∏
i=1
p(αi;λα,i) and p(β;λβ) =
Nm∏
i=1
p(βi;λβ,i). (3.15)
And also, a joint pmf of (α,β) conditional on the event α equal toβ is de#ned for a strictly
positive probability of such event, i.e., P (α = β;λα,λβ) > 0. In equations, we have
p(α = α′,β = β′|α = β;λα,λβ)
= p(α = α′;λα) · p(β = β′;λβ) · I(α = α′,β = β′) · C (3.16)
where α′ and β′ respectively represent realizations of the random bit sequence α and β.
The indicator function I(α,β) is de#ned as
I(α = α′,β = β′)
∆
=
{
1, if α′ = β′
0, otherwise.
(3.17)
In (3.16), the constant C is a normalization term to guarantee the following equality∑
α′∈{0,1}Nm
∑
β′∈{0,1}Nm
p(α = α′,β = β′|α = β;λα,λβ) = 1. (3.18)
Therefore, it is equal to
C =
1∑
α′
∑
β′ p(α = α
′;λα) · p(β = β′;λβ) · I(α = α′,β = β′)
=
1∑
α′ p(α = α
′;λα)p(β = α′;λβ)
. (3.19)
Here, we note that the denominator in (3.19) e$ectively equals the probability of the event
α equal to β, i.e.,
P (α = β;λα,λβ) =
∑
α′
p(α = α′;λα)p(β = α
′;λβ). (3.20)
Substituting (3.19) back into (3.16), we obtain
p(α = α′,β = β′|α = β;λα,λβ) = p(α = α
′;λα)p(β = β
′;λβ)I(α = α
′,β = β′)∑
α′ p(α = α
′;λα)p(β = α′;λβ)
.
(3.21)
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By the de#nition of the indicator function I(α = α′,β = β′) given in (3.17), the numerator
in the above equation can be alternatively expressed as
p(α = α′;λα)p(β = β
′;λβ)I(α = α
′,β = β′)
=
{
p(α = α′;λα)p(β = β
′;λβ), if α
′ = β′
0, otherwise
=
{
p(α = α′;λα)p(β = α
′;λβ), if α
′ = β′
0, otherwise
= p(α = α′;λα)p(β = α
′;λβ)I(α = α
′,β = β′) (3.22)
which subsequently yields an alternative expression of the conditional joint pmf in (3.21)
p(α = α′,β = β′|α = β;λα,λβ)
=
p(α = α′;λα)p(β = α
′;λβ)I(α = α
′,β = β′)∑
α′ p(α = α
′;λα)p(β = α′;λβ)
(a)
= I(α = α′,β = β′)
∏Nm
i=1 p(αi = α
′
i;λα,i)p(βi = α
′
i;λβ,i)∏Nm
i=1
∑
α′i
p(αi = α′i;λα,i)p(βi = α
′
i;λβ,i)
(b)
= I(α = α′,β = β′)
Nm∏
i=1
exp(α′iλα,i)
1+exp(λα,i)
· exp(α′iλβ,i)
1+exp(λβ,i)∑
α′i
exp(α′iλα,i)
1+exp(λα,i)
· exp(α′iλβ,i)
1+exp(λβ,i)
(c)
= I(α = α′,β = β′)
Nm∏
i=1
exp(α′iλα,i) exp(α
′
iλβ,i)
1 + exp(λα,i + λβ,i)
(d)
= I(α = α′,β = β′)
Nm∏
i=1
p(αi = α
′
i;λα,i + λβ,i) (3.23)
where the equality at (a) is because of (3.15); the equalities at (b) and (d) are based on (3.3);
and the equality at (c) is obtained by canceling out the common factors in the numerator
and denominator. Using the conditional joint pmf in (3.23), a continuous optimization
problem can be constructed as
{λˆα, λˆβ} = arg max
λα∈R¯Nm ,λβ∈R¯Nm
LP-ML(λα,λβ) (3.24)
subject to P (α = β;λα,λβ) > 0
where the objective function LP-ML(λα,λβ) is given by
LP-ML(λα,λβ)
∆
= ln

∑
α′
∑
β′
p(y1|h1,α = α′)p(y2|h2,β = β′)p(α = α′,β = β′|α = β;λα,λβ)


= ln [p (y1,y2|h1,h2,α = β;λα,λβ)] . (3.25)
26 Chapter 3. Convolutional Codes Concatenated By Interleavers
We note that∑
α′
∑
β′
p(y1|h1,α = α′)p(y2|h2,β = β′)p(α = α′,β = β′|α = β;λα,λβ)
(a)
=
∑
α′
p(y1|h1,α = α′)p(y2|h2,β = α′)p(α = α′,β = α′|α = β;λα,λβ)
(b)
≤ p(y1|h1,α = αˆ)p(y2|h2,β = αˆ)
[∑
α′
p(α = α′,β = α′|α = β;λα,λβ)
]
(c)
= p(y1|h1,α = αˆ)p(y2|h2,β = αˆ) (3.26)
where the equality at (a) holds because of p(α = α′,β = β′|α = β;λα,λβ) = 0 if α′ 6=
β′, see (3.23); the inequality at (b) is because maxα′ p(y1|h1,α = α′)p(y2|h2,β = α′) is
attained at α′ = αˆ by the de#nition of αˆ given in (3.13); and the last equality at (c) is due
to
∑
α′ p(α = α
′,β = α′|α = β;λα,λβ) = 1. If we have λα and λβ to satisfy
p(α = α′,β = β′|α = β;λα,λβ) =
{
1, if α′ = β′ = αˆ
0, otherwise
(3.27)
the upper bound in (3.26) is achievable. According to (3.23) and also based on the relation
αˆ = mˆ, the condition in (3.27) is equivalent to
∀i ∈ {1, 2, . . . , Nm} λα,i + λβ,i =
{
+∞, if mˆi = 1
−∞, if mˆi = 0. (3.28)
As such, any (λα,λβ) satisfying (3.28) must be a global maximizer ofLP-ML(λα,λβ), mean-
ing that the ML solution can be found by solving the problem in (3.24).
Note that, the conditional joint pmf given in (3.23) is unde#ned for (λα,λβ) ∈ R¯Nm ×
R¯
Nm violating the condition P (α = β;λα,λβ) > 0. Therefore, the objective function
LP-ML(λα,λβ) is not de#ned on R¯Nm × R¯Nm , but on the feasible solution set of the problem
in (3.24). For solving the problem in (3.24), the unde#ned values of LP-ML(λα,λβ) are im-
material. In [93,94], the optimization problem constructed by the authors is fairly identical
to the problem in (3.24), but without the constraint P (α = β;λα,λβ) > 0. Rigorously
speaking, if we want to remove the constraint, we have to extend the domain of the objec-
tive function LP-ML(λα,λβ) to R¯Nm× R¯Nm . Namely, we have to manually de#ne the values
of LP-ML(λα,λβ) for all (λα,λβ) ∈ R¯Nm × R¯Nm yielding P (α = β;λα,λβ) = 0. For in-
stance, we can arti#cially set them to−∞, since we aim at the maximum of LP-ML(λα,λβ).
3.3.2 Fixed-Point Iteration Method
Targeting the stationary points of the objective function LP-ML(λα,λβ), a set of stationary
point equations is constructed in [93, 94]. And then, the #xed-point iteration method is
applied to solve the stationary point equations. Before going into details, we want to note
the following point. In order to argue that the #xed-point iteration method is able to #nd
a global optimizer, we need to show LP-ML(λα,λβ) has vanishing derivative at the global
optimizer.
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Construction of the Stationary Point Equations
The objective function LP-ML(λα,λβ) is continuously di$erentiable within RNm ×RNm . Its
#rst-order derivative with respect to (λα,i, λβ,i) is given by
∂LP-ML(λα,λβ)
∂λα,i
= p (αi = 1|y1,y2,h1,h2,α = β;λα,λβ)− p(αi = 1;λα,i + λβ,i)
∂LP-ML(λα,λβ)
∂λβ,i
= p (βi = 1|y1,y2,h1,h2,α = β;λα,λβ)− p(βi = 1;λα,i + λβ,i).
(3.29)
By the de#nition of stationary point, it must satisfy the following equations
p (αi = 1;λα,i + λβ,i) = p (αi = 1|y1,y2,h1,h2,α = β;λα,λβ) ∀i (3.30)
p (βi = 1;λα,i + λβ,i) = p (βi = 1|y1,y2,h1,h2,α = β;λα,λβ) ∀i (3.31)
which therefore are labeled as the stationary point equations. If a global optimal solution
is within RNm × RNm , it must be a stationary point, i.e., a solution to (3.30) and (3.31).
However, if a global optimal solution is a boundary point, being a stationary point is no
longer a necessary condition for it to be optimal.
The condition in (3.28) informs us that any global optimal solution must have |λα,i +
λβ,i| = ∞ for i = 1, 2, . . . , Nm. The fact |λα,i + λβ,i| = ∞ implies at least one of the
two magnitudes |λα,i| and |λβ,i| equals∞, meaning that the global optimal solutions of the
problem (3.24) reside in R¯Nm×R¯Nm\RNm×RNm , i.e., the relative complement ofRNm×RNm
with respect to R¯Nm × R¯Nm . Since ±∞ is considered to be attainable in the extended
real number system, we can treat R¯Nm × R¯Nm as a closed-region, whose interior region
is RNm × RNm . As such, the global optimal solutions are boundary points and hence may
not need to satisfy (3.30) and (3.31). In order to use the arguments in [93, 94] that the
problem (3.24) can be tackled by solving the equations in (3.30) and (3.31), it is necessary
to demonstrate the #rst-order derivative of LP-ML(λα,λβ) vanishes on the global optimal
solutions. This can be done as follows. First, we can suppose λα,i + λβ,i = ∞ without
loss of generality. As such, the terms on the LHS of (3.30) and (3.31) are both equal to one.
Next, we will show the terms on the RHS of (3.30) and (3.31) have value equal to one as
well. Taking the term on the RHS of (3.30) as an example, we can re-write it as follows:
p (αi = 1|y1,y2,h1,h2,α = β;λα,λβ)
(a)
=
p (y1,y2|αi = 1,h1,h2,α = β;λα,λβ) p(αi = 1|αi = βi;λα,i, λβ,i)
p (y1,y2|h1,h2,α = β;λα,λβ)
(b)
=
p (y1,y2|αi = 1,h1,h2,α = β;λα,λβ) p(αi = 1|αi = βi;λα,i, λβ,i)∑
α′i
p (y1,y2|αi = α′i,h1,h2,α = β;λα,λβ) p(αi = α′i|αi = βi;λα,i, λβ,i)
(c)
=
p (y1,y2|αi = 1,h1,h2,α = β;λα,λβ) p(αi = 1;λα,i + λβ,i)∑
α′i
p (y1,y2|αi = α′i,h1,h2,α = β;λα,λβ) p(αi = α′i;λα,i + λβ,i)
(d)
=
p (y1,y2|αi = 1,h1,h2,α = β;λα,λβ) p(αi = 1;λα,i + λβ,i)
p (y1,y2|αi = 1,h1,h2,α = β;λα,λβ) p(αi = 1;λα,i + λβ,i)
= 1 (3.32)
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where the equalities at (a) and (b) are obtained by using Bayes’ rule and also because of
p(αi|h1,h2,α = β;λα,λβ) = p(αi|αi = βi;λα,i, λβ,i); the equality at (c) is due to
p(αi = 1|αi = βi;λα,i, λβ,i) = p(αi = 1, αi = βi;λα,i, λβ,i)
P (αi = βi;λα,i, λβ,i)
=
p(αi = 1;λα,i)p(βi = 1;λβ,i)∑
α′i
p(αi = α′i;λα,i)p(βi = α
′
i;λβ,i)
=
exp(λα,i)
1 + exp(λα,i)
· exp(λβ,i)
1 + exp(λβ,i)∑
α′i
exp(α′iλα,i)
1 + exp(λα,i)
· exp(α
′
iλβ,i)
1 + exp(λβ,i)
= p(αi = 1;λα,i + λβ,i) (3.33)
the equality at (d) holds because of p(αi = 1;λα,i+λβ,i) = 1 and p(αi = 0;λα,i+λβ,i) = 0
with λα,i+λβ,i =∞. Proving the term on the RHS side of (3.31) equal to one is analogous.
Concluding from the above derivations, any (λα,λβ) ∈ R¯Nm × R¯Nm yielding
λα,i + λβ,i ∈ {±∞} (3.34)
for any i ∈ {1, 2, . . . , Nm} must have a vanished #rst-order derivative just as the interior
stationary points located in RNm × RNm . One illustrative example is shown in Fig. 3.5,
where the bit sequence length Nm equals 2. The #rst-order derivative of LP-ML(λα,λβ)
indeed vanishes as λ∗α,1 + λ
∗
β,1 → ±∞ and λ∗α,2 + λ∗β,2 → ±∞.
Fixed-Point Iteration to Solve the Stationary Point Equations
As the random bit αi and βi can only have two possible values, i.e., {0, 1}, we compute
the log-probability ratios of the terms on both sides of (3.30) and (3.31). And then, the
equations given in (3.30) and (3.31) are converted to
ln
[
p(αi = 1;λα,i + λβ,i)
p(αi = 0;λα,i + λβ,i)
]
= ln
[
p (αi = 1|y1,y2,h1,h2,α = β;λα,λβ)
p (αi = 0|y1,y2,h1,h2,α = β;λα,λβ)
]
(3.35)
ln
[
p(βi = 1;λα,i + λβ,i)
p(βi = 0;λα,i + λβ,i)
]
= ln
[
p (βi = 1|y1,y2,h1,h2,α = β;λα,λβ)
p (βi = 0|y1,y2,h1,h2,α = β;λα,λβ)
]
(3.36)
Due to
ln
[
p(αi = 1;λα,i + λβ,i)
p(αi = 0;λα,i + λβ,i)
]
= ln
[
p(βi = 1;λα,i + λβ,i)
p(βi = 0;λα,i + λβ,i)
]
= λα,i + λβ,i, (3.37)
we reach to
λβ,i = ln
[
p (αi = 1|y1,y2,h1,h2,α = β;λα,λβ)
p (αi = 0|y1,y2,h1,h2,α = β;λα,λβ)
]
− λα,i ∀i (3.38)
λα,i = ln
[
p (βi = 1|y1,y2,h1,h2,α = β;λα,λβ)
p (βi = 0|y1,y2,h1,h2,α = β;λα,λβ)
]
− λβ,i ∀i. (3.39)
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(a) First, we #x λ∗α,1 = λ
∗
β,1 = −∞ and then the #rst-order derivative of
LP-ML(λ∗α,1, ·, λ∗β,1, ·) vanishes as λα,2 + λβ,2 → ±∞.
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(b) Secondly, we #x λ∗α,2 = λ
∗
β,2 = +∞ and then the #rst-order derivative of
LP-ML(·, λ∗α,2, ·, λ∗β,2) vanishes as λα,1 + λβ,1 → ±∞.
Figure 3.5: One example: the #rst-order derivative of LP-ML(λα,λβ) vanishes as λ∗α,1 +
λ∗β,1 → ±∞ and λ∗α,2 + λ∗β,2 → ±∞.
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Due to the block-like structure, the system of the equations in (3.38) and (3.39) is well suited
to adopt the method of non-linear block Gauss-Seidel-type #xed-point iteration [78]. This
implies we #rst update {λβ,i}Nmi=1 concurrently and then the obtained {λβ,i}Nmi=1 are used to
update {λα,i}Nmi=1. The above two-step updates can be performed iteratively until certain
condition is met. Formally, the recursion is given as
λ
[l+1]
β,i = ln

p
(
αi = 1|y1,y2,h1,h2,α = β;λ[l]α ,λ[l]β
)
p
(
αi = 0|y1,y2,h1,h2,α = β;λ[l]α ,λ[l]β
)

− λ[l]α,i ∀i (3.40)
λ
[l+1]
α,i = ln

p
(
βi = 1|y1,y2,h1,h2,α = β;λ[l]α ,λ[l+1]β
)
p
(
βi = 0|y1,y2,h1,h2,α = β;λ[l]α ,λ[l+1]β
)

− λ[l+1]β,i ∀i (3.41)
where l is the iteration index. By applying Bayes’ rule, the update equations in (3.41) can
be re-written as
λ
[l+1]
β,i = ln


∑
α:αi=1,β
I(α,β)p(y1|h1,α)p(y2|h2,β)
∏
i′=1,i′ 6=i
p(αi′ ;λ
[l]
α,i′)p(βi′ ;λ
[l]
β,i′)∑
α:αi=0,β
I(α,β)p(y1|h1,α)p(y2|h2,β)
∏
i′=1,i′ 6=i
p(αi′ ;λ
[l]
α,i′)p(βi′ ;λ
[l]
β,i′)


+ λ
[l]
α,i + λ
[l]
β,i − λ[l]α,i
= ln


∑
α:αi=1,β
I(α,β)p(y1|h1,α)p(y2|h2,β)
∏
i′=1,i′ 6=i
p(αi′ ;λ
[l]
α,i′)p(βi′ ;λ
[l]
β,i′)∑
α:αi=0,β
I(α,β)p(y1|h1,α)p(y2|h2,β)
∏
i′=1,i′ 6=i
p(αi′ ;λ
[l]
α,i′)p(βi′ ;λ
[l]
β,i′)


+ λ
[l]
β,i (3.42)
λ
[l+1]
α,i = ln


∑
α,β:βi=1
I(α,β)p(y1|h1,α)p(y2|h2,β)
∏
i′=1,i′ 6=i
p(αi′ ;λ
[l]
α,i′)p(βi′ ;λ
[l+1]
β,i′ )∑
α,β:βi=0
I(α,β)p(y1|h1,α)p(y2|h2,β)
∏
i′=1,i′ 6=i
p(αi′ ;λ
[l]
α,i′)p(βi′ ;λ
[l+1]
β,i′ )


+ λ
[l]
α,i (3.43)
Example: a PCCC with Nm = 1
Under the assumption that the information bit sequence lengthNm equals one, the update
equations in (3.42) and (3.43) can be simpli#ed as
λ
[l+1]
β,1 = ln
[
p(y1|h1, α1 = 1)
p(y1|h1, α1 = 0)
]
︸ ︷︷ ︸
∆
=L1
+ ln
[
p(y2|h2, β1 = 1)
p(y2|h2, β1 = 0)
]
︸ ︷︷ ︸
∆
=L2
+λ
[l]
β,1
λ
[l+1]
α,1 = L1 + L2 + λ
[l]
α,1 (3.44)
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Using a vector-matrix representation to describe the above recursion, we have[
λ
[l+1]
α,1
λ
[l+1]
β,1
]
︸ ︷︷ ︸
∆
=λ[l+1]
=
[
1 0
0 1
]
︸ ︷︷ ︸
∆
=A
·
[
λ
[l]
α,1
λ
[l]
β,1
]
︸ ︷︷ ︸
λ[l]
+(L1 + L2) ·
[
1
1
]
︸ ︷︷ ︸
∆
=B
. (3.45)
From the feedback system given in (3.45), the response for λ[0] = [0, 0]T equals
λ[l+1] =
l+1∑
k=1
Ak−1B(L1 + L2) = (l + 1) · (L1 + L2) · B. (3.46)
The limit of λ[l+1] as l →∞ is
lim
l→∞
λ[l+1] =
[
sgn(L1 + L2)
sgn(L1 + L2)
]
· ∞. (3.47)
The task of ML decoding is to choose the information bit m1 ∈ {0, 1} that maximizes
the likelihood function p(y1,y2|h1,h2,m1). By noting
ln
[
p(y1,y2|h1,h2,m1 = 1)
p(y1,y2|h1,h2,m1 = 0)
]
= ln
[
p(y1|h1,m1 = 1)
p(y1|h1,m1 = 0)
]
+ ln
[
p(y2|h2,m1 = 1)
p(y2|h2,m1 = 0)
]
= L1 + L2 (3.48)
the sign information of L1 + L2 re*ects the ML solution, i.e.,
mˆ1 =
{
1, if L1 + L2 > 0
0, otherwise.
(3.49)
As such, the Gauss-Seidel-type #xed-point iteration converges to the ML solution
lim
l→∞
p
(
m1 = mˆ1;λ
[l+1]
α,1 + λ
[l+1]
β,1
)
= 1. (3.50)
3.3.3 Low Complexity Approximation
The computational complexity of the sums involved in (3.42) and (3.43) grows exponen-
tially with the codeword length. For practical PCCCs with codeword lengths varying from
a few hundred to several thousand, approximations are necessary to enable real-time im-
plementation. In [93, 94], the condition α = β is ignored for obtaining an implementable
iterative algorithm, namely
ln

p
(
αi = 1|y1,y2,h1,h2,α = β;λ[l]α ,λ[l]β
)
p
(
αi = 0|y1,y2,h1,h2,α = β;λ[l]α ,λ[l]β
)


≈ ln

p
(
αi = 1|y1,y2,h1,h2;λ[l]α ,λ[l]β
)
p
(
αi = 0|y1,y2,h1,h2;λ[l]α ,λ[l]β
)


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(a)
= ln

p
(
αi = 1|y1,h1;λ[l]α
)
p
(
αi = 0|y1,h1;λ[l]α
)


(b)
= ln

∑α:αi=1 p (y1|h1,α) p
(
α;λ[l]α
)
∑
α:αi=0
p (y1|h1,α) p
(
α;λ[l]α
)

 (3.51)
ln

p
(
βi = 1|y1,y2,h1,h2,α = β;λ[l+1]α ,λ[l]β
)
p
(
βi = 0|y1,y2,h1,h2,α = β;λ[l+1]α ,λ[l]β
)


≈ ln

p
(
βi = 1|y1,y2,h1,h2;λ[l+1]α ,λ[l]β
)
p
(
βi = 0|y1,y2,h1,h2;λ[l+1]α ,λ[l]β
)


(c)
= ln

p
(
βi = 1|y2,h2;λ[l]β
)
p
(
βi = 0|y2,h2;λ[l]β
)


(d)
= ln

∑β:βi=1 p (y2|h2,β) p
(
β;λ
[l]
β
)
∑
β:βi=0
p (y2|h2,β) p
(
β;λ
[l]
β
)

 (3.52)
where the equalities at (a) and (c) hold because α and β are modeled as two mutually
independent bit sequences4; and the equalities at (b) and (d) are outcomes of applying
Bayes’ rule. Based on the approximations given in (3.51) and (3.52), the recursion in (3.40)
and (3.41) can be simpli#ed as
λ
[l+1]
β,i = ln

∑α:αi=1 p (y1|h1,α) p
(
α;λ[l]α
)
∑
α:αi=0
p (y1|h1,α) p
(
α;λ[l]α
)

− λ[l]α,i ∀i
λ
[l+1]
α,i = ln

∑β:βi=1 p (y2|h2,β) p
(
β;λ
[l+1]
β
)
∑
β:βi=0
p (y2|h2,β) p
(
β;λ
[l+1]
β
)

− λ[l+1]β,i ∀i
. (3.53)
By exploiting the Markov property of CCs, the BCJR algorithm [4] (cf. Section 2.1) is very
e&cient in computing (3.53). Furthermore, the update equations in (3.53) happen to be
identical to that of the iterative turbo decoding algorithm in PCCC-coded systems. Under
such identi#cation, the iterative turbo decoding algorithm is consequently interpreted as
an approximate block Gauss-Seidel-type #xed-point iteration for solving the equivalentML
decoding problem in (3.24) [93, 94].
4When we formulate the ML decoding problem in (3.13), α and β are modeled as two mutually inde-
pendent bit sequences and the equality constraint α = β is used as the side information at the receiver.
Based on such modeling, the observation y2 is considered to contain the information of h2 and β, and thus
is independent of αi without the conditionα = β. By analogy, y1 is independent of β without the condition
α = β.
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Penalty of Ignoring the Condition α = β
Iterative turbo decoding is a consequence of ignoring the condition α = β in (3.40) and
(3.41). In the following, we will investigate the penalty of doing so. The recursion given in
(3.53) is equivalent to
λ
[l+1]
β,i = ln

∑α:αi=1 p (y1|h1,α)∏Nmi′=1,i′ 6=i p
(
αi′ ;λ
[l]
α,i′
)
∑
α:αi=0
p (y1|h1,α)
∏Nm
i′=1,i′ 6=i p
(
αi′ ;λ
[l]
α,i′
)

 ∀i (3.54)
λ
[l+1]
α,i = ln

∑β:βi=1 p (y2|h2,β)∏Nmi′=1,i′ 6=i p
(
βi′ ;λ
[l+1]
β,i′
)
∑
β:βi=0
p (y2|h2,β)
∏Nm
i′=1,i′ 6=i p
(
βi′ ;λ
[l+1]
β,i′
)

 ∀i. (3.55)
In order to have |λ[l+1]β,i | → ∞ as l →∞, one of the following two terms
∑
α:αi=1
p (y1|h1,α)
Nm∏
i′=1,i′ 6=i
p
(
αi′ ;λ
[l]
α,i′
)
and
∑
α:αi=0
p (y1|h1,α)
Nm∏
i′=1,i′ 6=i
p
(
αi′ ;λ
[l]
α,i′
)
has to approach zero. For any bit value α ∈ {0, 1}, we have
∑
α:αi=α
p (y1|h1,α)
Nm∏
i′=1,i′ 6=i
p
(
αi′ ;λ
[l]
α,i′
)
≤
[
max
α:αi=α
p (y1|h1,α)
]
·
[ ∑
α:αi=α
Nm∏
i′=1,i′ 6=i
p
(
αi′ ;λ
[l]
α,i′
)]
(a)
= max
α:αi=α
p (y1|h1,α)
(3.56)∑
α:αi=α
p (y1|h1,α)
Nm∏
i′=1,i′ 6=i
p
(
αi′ ;λ
[l]
α,i′
)
≥
[
min
α:αi=α
p (y1|h1,α)
]
·
[ ∑
α:αi=α
Nm∏
i′=1,i′ 6=i
p
(
αi′ ;λ
[l]
α,i′
)]
(b)
= min
α:αi=α
p (y1|h1,α)
(3.57)
where the equalities at (a) and (b) are based on the fact that the total probability for all
possible values of [α]\i must equal one, i.e.,
∑
α:αi=α
[
Nm∏
i′=1,i′ 6=i
p
(
αi′ ;λ
[l]
α,i′
)]
=
Nm∏
i′=1,i′ 6=i

 ∑
αi′∈{0,1}
p
(
αi′ ;λ
[l]
α,i′
) = Nm∏
i′=1,i′ 6=i
1 = 1. (3.58)
With respect to the noisy Gaussian channel under the consideration, the likelihood func-
tion p (y1|h1,α) is strictly positive and bounded (except for a realization of {y1,h1} with
probability equal to zero). This implies the bounds in (3.56) and (3.57) are always strictly
larger than zero no matter at which iteration. As a result, the log-probability ratio λ
[l+1]
β,i
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generated based on (3.54) can only be a #nite real number in R, even the iteration index l
goes to in#nity. By analogy, the log-probability ratio λ
[l+1]
α,i generated based on (3.55) is a
#nite real number as well.
In summary, the recursion of turbo decoding can only have #xed-points locating in
R
Nm ×RNm . Duan and Rimoldi [29] have proven the existence of such #xed-points. Given
the fact that the global optimal solutions of the problem in (3.24) are boundary points
within the region R¯Nm × R¯Nm\RNm × RNm , no #xed-point of turbo decoding actually cor-
responds to a global optimal solution. In other words, turbo decoding can never converge
to a global optimal solution. This is caused by ignoring α = β.
Example: a PCCC with Nm = 1
Let us recall the example given at the end of Section 3.3.2. With the recursion of turbo
decoding, the update equations for λ[l+1] becomes
λ[l+1] =
[
0 0
0 0
]
λ[l] +
[
L1
L2
]
=
[
L1
L2
]
. (3.59)
As l → ∞, λ[l+1] is bounded all the time. This is totally di$erent to the outcome in the
previous example, where the magnitudes of the entries of λ[l+1] approach∞.
Although the turbo decoder fails to #nd a global optimal solution, we can still extract
the ML solution mˆ1 based on λ
[l+1] in the present case
mturbo1 =
{
1, if λ
[l+1]
α + λ
[l+1]
β = L1 + L2 > 0
0, otherwise
}
= mˆ1. (3.60)
SCCC-Coded Systems
For the sake of completeness, we show in this part how the iterative turbo decoding algo-
rithm for SCCCs can be derived from an equivalentML decoding problem. The general pro-
cedure is very similar to that for PCCCs, namely 1) constructing an equivalent continuous
optimization problem and 2) applying the #xed-point iteration method to approximately
solve the equivalent optimization problem.
Let us recall the SCCC-coded system depicted in Fig. 3.1(b). As the information bit
sequences in the set {0, 1}Nm are one-to-one mapped to the codewords in the codebook of
the outer CC (denoted as G [1]), the ML decoding problem (3.2) can also be expressed as
cˆc1 = arg max
cc1∈{0,1}
Nm/rc1
ln [IG[1](cc1)p (y|h, cc1)] (3.61)
where cˆc1 represents the most probable codeword in the codebook G [1]. Given the bijec-
tive relation between m and codeword cc1 ∈ G [1], the ML solution mˆ can be uniquely
determined based on the knowledge of cˆc1 . By noting that the objective function in (3.61)
has two factor functions, i.e., IG[1](cc1) and p (y|h, cc1), the SCCC encoding process can be
alternatively formalized as given in Fig. 3.4. In contrast to the reformulation depicted in
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Figure 3.6: Alternative formulation of the SCCC encoding process.
Fig. 3.6 for PCCCs, the bit sequences α and β are treated as two copies of cc1 . Using them,
the ML criterion in (3.61) can be re-written as
{αˆ, βˆ} = arg max
α,β∈{0,1}Nm/rc1
ln [IG[1](α)p (y|h,β) I(α,β)] (3.62)
where both αˆ and βˆ must be identical to cˆc1 given in (3.61).
In treating α and β as two mutually independent bit sequences and their pmfs param-
eterized by λα ∈ R¯Nm/rc1 and λβ ∈ R¯Nm/rc1 , the discrete optimization problem in (3.62)
can be converted to a continuous optimization problem
{λˆα, λˆβ} = arg max
λα,λβ∈R¯
Nm/rc1
LS-ML(λα,λβ) (3.63)
subject to P (α = β;λα,λβ) > 0.
The objective function LS-ML(λα,λβ) expressed as
LS-ML(λα,λβ)
∆
= ln

∑
α′
∑
β′
IG[1](α = α
′)p (y|h,β = β′) p(α = α′,β = β′|α = β;λα,λβ)


(3.64)
is de#ned on the feasible solution set of the problem (3.63). The relation between {λˆα, λˆβ}
and cˆc1 is given by
p(cc1 ; λˆα + λˆβ) =
{
1, if cc1 = cˆc1
0, otherwise.
(3.65)
The proof of the relation is analogous to that for (3.27).
Comparing the two optimization problems in (3.24) and (3.63), they are e$ectively iden-
tical after interchanging IG[1](α) and p (y|h,β) with p(y1|h1,α) and p(y2|h2,β), respec-
tively. This observation suggests the interchange p(y1|h1,α) and p(y2|h2,β)with IG[1](α)
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and p (y|h,β) in (3.53) to obtain an iterative algorithm for solving the problem in (3.63),
i.e.,
λ
[l+1]
β,i = ln

∑α:αi=1 IG[1](α)p
(
α;λ[l]α
)
∑
α:αi=0
IG[1](α)p
(
α;λ[l]α
)

− λ[l]α,i i = 1, 2, . . . , Nm/rc1
λ
[l+1]
α,i = ln

∑β:βi=1 p (y|h,β) p
(
β;λ
[l+1]
β
)
∑
β:βi=0
p (y|h,β) p
(
β;λ
[l+1]
β
)

− λ[l+1]β,i i = 1, 2, . . . , Nm/rc1
. (3.66)
By noting the resulting #xed-point iteration is identical to turbo decoding for SCCCs, we
successfully link iterative turbo decoding to the ML decoding problem for SCCCs.
The recursion in (3.66) can be alternatively written as
λ
[l+1]
β,i = ln

∑α:αi=1 IG[1](α)∏Nm/rc1i′=1,i′ 6=i p
(
αi′ ;λ
[l]
α,i′
)
∑
α:αi=0
IG[1](α)
∏Nm/rc1
i′=1,i′ 6=i p
(
αi′ ;λ
[l]
α,i′
)

 i = 1, 2, . . . , Nm/rc1 (3.67)
λ
[l+1]
α,i = ln

∑β:βi=1 p (y|h,β)∏Nm/rc1i′=1,i′ 6=i p
(
βi′ ;λ
[l+1]
β,i′
)
∑
β:βi=0
p (y|h,β)∏Nm/rc1i′=1,i′ 6=i p(βi′ ;λ[l+1]β,i′ )

 i = 1, 2, . . . , Nm/rc1 . (3.68)
Due to p (y|h,β) > 0 for any β ∈ {0, 1}Nm/rc1 in a noisy Gaussian channel, the term
on the RHS of (3.68) is always a #nite real number by following the approach that used to
show the recursion in (3.54) yields a bounded and real-valued log-probability ratio. On this
basis, the log-probability ratios {λ[l+1]α,i } must be real numbers in RNm/rc1 , yielding strictly
positive and bounded probabilities, i.e.,
0 < Pα,min ≤ p
(
αi;λ
[l+1]
α,i
)
≤ Pα,max < 1. (3.69)
Unlike p (y|h,β), the indicator function IG[1](α) is only a non-negative function. There-
fore, we cannot use the same approach to show the RHS of (3.67) is a bounded real number.
Alternatively, based on (3.69), we have
∑
α:αi=α
IG[1](α)
Nm/rc1∏
i′=1,i′ 6=i
p
(
αi′ ;λ
[l]
α,i′
)
≤

 Nm/rc1∏
i′=1,i′ 6=i
Pα,max

 ·
[ ∑
α:αi=α
IG[1](α)
]
(3.70)
∑
α:αi=α
IG[1](α)
Nm/rc1∏
i′=1,i′ 6=i
p
(
αi′ ;λ
[l]
α,i′
)
≥

 Nm/rc1∏
i′=1,i′ 6=i
Pα,min

 ·
[ ∑
α:αi=α
IG[1](α)
]
(3.71)
for α ∈ {0, 1}. In order to have positive bounds in (3.70) and (3.71), we simply need to
prove the term
[∑
α:αi=α
IG[1](α)
]
is strictly positive. This relies on the following property
of IG[1](α)
∀i ∀α ∈ {0, 1}, {α|α ∈ {0, 1}Nm/rc1 , IG[1](α) = 1, αi = α} 6= ∅. (3.72)
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In words, there always exist two valid codewords in the codebook G [1] such that the bit
value of their ith bit is di$erent, where i can be any bit position in the bit sequence.
For a properly designed codebook, this property should be true in general. If this is not
true, all codewords in the codebook must have #xed bit values at some bit positions. As
such bit positions cannot convey informational bits, the bandwidth allocated to them is
wasted. Hence, the codebook is not properly designed. With the positive upper and lower
bound in (3.70) and (3.71), the term on the RHS of (3.67) is clearly a bounded real number.
Hence, {λ[l+1]β,i } are always bounded and located in RNm/rc1 . In summary, any #xed-point
of iterative turbo decoding in SCCC-coded systems must locate in the interior region of
R¯
Nm/rc1 × R¯Nm/rc1 . A similar statement has been made for PCCC-coded systems.
3.4 Summary
We conclude this section by making a number of important observations. To theoreti-
cally explain and also understand the near-ML decoding performance achieved by turbo
decoding, the main task of this chapter is to link iterative turbo decoding to the ML de-
coding problem. For accomplishing this task, we have followed the approach introduced
in [93,94]. Namely, we have constructed a continuous optimization problem, whose global
optimal solution has a deterministic relation with the ML solution. Moreover, we have
demonstrated that iterative turbo decoding as an approximative iterative solution to that
continuous optimization problem. However, during the derivations, we have observed two
important issues: 1) the global optimal solution of the continuous optimization problem is
always a boundary point and 2) iterative turbo decoding can only converge to an interior
local extremum. These two observations indicate that turbo decoding can never #nd the
global optimal solution that is proved to re*ect the ML solution. As such, the connection
between the #xed-point of turbo decoding and the ML solution remains unclear. Further
investigations on the connection will be done in the next chapter.
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Chapter 4
Approximate Algorithms for
ML Decoding
We continue the work of linking turbo decoding to the ML decoding problem in this chap-
ter. Particularly, this chapter contributes to the derivation of su&cient conditions on the
existence of a #xed-point of turbo decoding that re*ects the ML solution. Di$erent to the
approach in [93,94], we try to accomplish this task by connecting theML decoding problem
to a constrained Bethe free energy minimization problem, which is commonly studied by
physicists. The motivation of doing so relies on the following two results in the literature:
• Turbo decoding has been identi#ed as an instance of the BP algorithm in [66].
• Consider a system with a factorizable Boltzmann distribution (cf. Section 2.3). At
unit temperature, #xed-points of BP operating on the factor graph of the Boltzmann
distribution correspond to stationary points of the constrained Bethe free energy of
the underlying system [126].
Using a constrained Bethe free energy minimization problem as the relay (see Fig. 4.1),
turbo decoding can be linked to the ML decoding problem by illustrating the following
two connections:
1. The connection between theML solution and the global minimizer of the constrained
Bethe free energy.
2. The connection between turbo decoding and the constrained Bethe free energy min-
imization problem.
Note that the above-mentioned two results in [66, 126] are inadequate to demonstrate the
second connection. The reason is simple. In general, the global optimal solution of an
optimization problem can be a boundary point rather than a stationary point. Attempting
to establish the two connections with mathematical proofs and theoretical derivations, we
take the following procedure in this chapter:
• For the #rst connection, we start from formulating a constrained Bethe free energy
based on the ML decoding criterion and then derive the relation between the ML
39
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Figure 4.1: The constrained Bethe free energy minimization problem is used as a relay to
connect the turbo decoding algorithm and the ML decoding problem.
solution and the global minimizer of the constrained Bethe free energy at zero tem-
perature. By proving the continuity property of the global minimizer over the tem-
perature, we eventually establish the connection between the ML decoding prob-
lem and the constrained Bethe free energy minimization problem for general non-
negative temperatures. Regalia and Walsh tried to establish such a connection at a
speci#c temperature, i.e., unit temperature. However, their results obtained in [84]
have relied on several mathematical unorthodox arguments1. Our approach is totally
di$erent to theirs and the results are valid for general temperatures.
• In the previous chapter, we have interpreted turbo decoding as the block Gauss-
Seidel-type #xed-point iteration to solve a set of stationary point equations. For the
second connection in Fig. 4.1, we prove that one solution to these stationary point
equations can yield the global minimizer of the constrained Bethe free energy at unit
temperature.
After establishing the two connections in Fig. 4.1, we proceed to investigate the follow-
ing two aspects related to turbo decoding:
1. Evidently, turbo decoding is not the only way to solve the constrained Bethe free
energy minimization problem at unit temperature. In the #eld of statistical physics,
the so-called double-loop iterative algorithm [42] is a popular algorithm, as it can
successively reduce a constrained Bethe free energy and is guaranteed to converge.
However, the application of the double-loop iterative algorithm for approximate ML
decoding requires high complexity and latency, making it unpractical for real-time
implementation. Therefore, we propose a low complexity approximation to it. By
comparing turbo decoding with the low complexity alternative, the discovered con-
nection helps us gain an enhanced understanding on the convergence behavior of
turbo decoding.
2. The connection between the ML decoding problem and the constrained Bethe free
energy minimization problem exists not only for temperature one, but also for other
1On the one hand, they constructed the so called pseudo-dual problem from the primal constrained Bethe
free energy minimization problem, but without demonstrating their relation. On the other hand, they con-
structed a constrained maximization problem equivalent to theML decoding problem and also formalized the
Lagrange function associated to that constrained maximization problem. With the argument that solving the
pseudo-dual problem is equivalent to maximizing the Lagrange function after #xing the values of Lagrange
multipliers at −1, they considered that the ML decoding problem is connected to the constrained Bethe free
energy minimization problem.
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positive temperatures. Therefore, we include the temperature parameter into the
conventional turbo decoding algorithm, and then study the temperature e$ect in its
decoding performance. By means of simulations, we notice the optimal temperature
for turbo decoding to achieve the minimal FER is case-speci#c.
4.1 ML Decoding Problem
Let us recall the PCCC- and SCCC-coded system depicted in Fig. 3.1. In terms of the in-
formation bit sequencem, the criterion for ML decoding of the PCCC in Fig. 3.1(a) can be
written as
mˆ = arg max
m∈{0,1}Nm
ln p (y|h,m)
= arg min
m∈{0,1}Nm
[− ln p (y1|h1,m)− ln p (y2|h2,m)] (4.1)
where the last equality holds because the two observation vectors, i.e., y1 and y2, are
mutually independent after conditioning on the channel coe&cients and the information
bit sequence. For ML decoding of the SCCC shown in Fig. 3.1(b), we express the criterion
in terms of cc1 , which is the codeword generated by the outer CC and further encoded by
the inner CC, see Fig. 3.1(b). Formally, we have
cˆc1 = arg max
cc1∈G
[1]
ln p (y|h, cc1)
= arg min
cc1∈{0,1}
Nm/rc1
[− ln IG[1](cc1)− ln p (y|h, cc1)] (4.2)
where the last equality holds because the logarithm of the indicator function IG[1](cc1)
equals zero if and only if cc1 ∈ G [1]; otherwise, it equals −∞. Since the encoding process
of the outer CC is a bijective function, we can uniquely determine mˆ based on cˆc1 .
The common feature of (4.1) and (4.2) is that their objective functions consist of two
component functions. To obtain a uni#ed formulation for (4.1) and (4.2), we introduce a
bit sequence e ∈ {0, 1}Ne with lengthNe and two factor functions Λα(e) and Λβ(e). They
are con#gured di$erently in the PCCC- and SCCC-coded system:
PCCC The bit sequence e represents the information bit sequencem. The factor func-
tion Λα(e) and Λβ(e) represent the likelihood function p (y1|h1,m) and p (y2|h2,m), re-
spectively, i.e.,


e ∈ {0, 1}Ne∆=Nm
Λα(e)
∆
= p (y1|h1,m = e) ∀e ∈ {0, 1}Ne
Λβ(e)
∆
= p (y2|h2,m = e) ∀e ∈ {0, 1}Ne
. (4.3)
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SCCC The bit sequence e represents the codeword cc1 attained at the output of the outer
CC. The factor functionΛα(e) andΛβ(e) represent the indicator function IG[1](cc1) and the
likelihood function p (y|h, cc1), respectively, i.e.,

e ∈ {0, 1}Ne∆=Nm/rc1
Λα(e)
∆
= IG[1](cc1 = e) ∀e ∈ {0, 1}Ne
Λβ(e)
∆
= p (y|h, cc1 = e) ∀e ∈ {0, 1}Ne
. (4.4)
In the above, we do not make the dependence of the function Λα(e) and Λβ(e) on the
observations {yk}, channel coe&cients {hk} and the knowledge of coding scheme, e.g.,
G [1] explicit for simplifying the notation. Furthermore, as we consider a noisy Gaussian
channel, the function Λβ(e) is strictly positive in both cases. On the contrary, the function
Λα(e) is positive in the PCCC-coded system and becomes non-negative in the SCCC-coded
system. Throughout this chapter, we generally take Λα(e) as a non-negative function and
take Λβ(e) as a positive function. In particular, the non-negative function Λα(e) has the
following property
∀i ∈ {1, 2, . . . , Ne} ∀e ∈ {0, 1} {e′|e′ ∈ {0, 1}Ne ,Λα(e′) > 0, e′i = e} 6= ∅ (4.5)
based on the explanation for (3.72) given at the end of Section 3.3.3. Using e, Ne, Λα(e)
andΛβ(e), the uni#ed formalism of the ML decoding problem in both types of turbo-coded
systems is given as
eˆ = arg min
e∈{0,1}Ne
[− ln Λα(e)− ln Λβ(e)] (4.6)
where eˆ is equivalent to mˆ in the PCCC-coded system and becomes identical to cˆc1 in the
SCCC-coded system. Throughout this chapter, we refer to the optimization problem in
(4.6) as the target ML decoding problem.
In the previous chapter, we have introduced an alternative representation of the en-
coding process respectively associated to PCCCs and SCCCs, see Fig. 3.4 and Fig. 3.6. In
accordance with them, the ML decoding problem in (4.6) can be alternatively expressed as
{αˆ, βˆ} = arg min
α,β∈{0,1}Ne
[− ln Λα(α)− ln Λβ(β)] (4.7)
subject to α = β. (4.8)
In words, {αˆ, βˆ} are chosen to minimize − ln Λα(α) − ln Λβ(β) under the equality con-
straint α = β.
4.2 Constrained Bethe Free Energy Minimization
Problem
In this section, we start from formalizing the constrained Bethe free energy minimization
problem at a given non-negative temperature T . After proving the existence of a global
minimum and also elucidating the continuity property of the global minima over T , the
constrained Bethe free energy minimization problem is linked to the ML decoding problem
(4.6) at the end of this section.
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4.2.1 Problem Formalization
Let us treat the objective function in (4.6) as the energy function of a discrete-state system2.
Then, the most probable state of the discrete-state system with respect to the Boltzmann
distribution is attained at the ML solution eˆ. More speci#cally, the discrete-state system
consists of Ne particles, i.e., {ei}Nei=1, each of which has two possible values, i.e., {0, 1}.
Denoting the system state as e
∆
= [e1, e2, . . . , eNe ], its realization is a member of {0, 1}Ne .
Using − ln[Λα(e)Λβ(e)] as the energy function and following Boltzmann’s law in physics
(cf. Section 2.3), the probability of e ∈ {0, 1}Ne at a given temperature T ∈ R+ equals
pB(e;T ) =
1
Z(T )
Λ
1
T
α (e)Λ
1
T
β (e) (4.9)
where Z(T )
∆
=
∑
e Λ
1
T
α (e)Λ
1
T
β (e) is the partition function. For those realizations of e such
that Λα(e) = 0, they have zero probability, i.e., pB(e;T ) = 0 due to in#nite energy, i.e.,
− ln 0 =∞. In general, we can assume there must exist an attainable realization that has
a #nite energy, i.e., Λα(e)Λβ(e) > 0. If Λα(e)Λβ(e) = 0 holds for any e ∈ {0, 1}Ne , there
is no need to search for the ML solution eˆ.
With respect to the above-de#ned discrete-state system, we introduce the pmfs bα(e)
and bβ(e) associated to Λα(e) and Λβ(e), respectively. In addition to them, we also intro-
duce the pmf bi(ei) for each particle. According to Section 2.3, the Bethe free energy of the
discrete-state system is a function of these auxiliary pmfs. For compactly representing the
pmfs, we introduce the vector b with 2Ne+1 + 2Ne entries, each of which corresponds to a
value of the pmfs, i.e., bα(e), bβ(e) and {bi(ei)}3. Throughout this chapter, we use b and
the pmfs bα(e), bβ(e) and {bi(ei)} interchangeably. Following Section 2.3, the Bethe free
energy is de#ned as
FB(b, T ) ∆= UB(b)− THB(b) (4.10)
where the Bethe average energy UB(b) and the Bethe entropyHB(b) are respectively de#ned
as
UB(b) ∆= −
∑
e
bα(e) ln Λα(e)−
∑
e
bβ(e) ln Λβ(e) (4.11)
HB(b) ∆= −
∑
e
bα(e) ln bα(e)−
∑
e
bβ(e) ln bβ(e) +
Ne∑
i=1
∑
ei
bi(ei) ln bi(ei). (4.12)
Remarks: The Bethe average energy de#ned in (4.11) is a linear function of b. Given the
fact that Λα(e) can equal zero at some realizations of e, the product bα(e) ln 0 needs to be
speci#ed. In the extended real number system, x ln 0 equals −∞ at x > 0 and equals∞
2Strictly speaking, the function − ln Λα(e) − ln Λβ(e) has to be non-negative in order to be used as an
energy function. Here, we can assume this is true in general, as we can always add a large enough positive
constant to the function for satisfying the non-negative condition. Adding such a constant will not change
the ML solution and the subsequent minimization of the constrained Bethe free energy.
3Both bα(e) and bβ(e) are functions de#ned on {0, 1}Ne . Therefore, each of them has 2Ne values. For
any i ∈ {1, 2, . . . , Ne}, bi(ei) yields a value for each ei ∈ {0, 1}. In total, we have 2Ne+1 + 2Ne values.
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at x < 0 based on the laws for in#nite limits (cf. Section 2.2). The remaining unde#ned
case, i.e., x ln 0 at x = 0 is often de#ned as 0 in probability theory. This is applied in this
thesis aswell. Concerning the Bethe entropy de#ned in (4.12), the term−∑e bα(e) ln bα(e)
and −∑e bβ(e) ln bβ(e) in (4.12) are the entropy of the random bit sequence e with the
pmf bα(e) and bβ(e), respectively, while
∑
ei
bi(ei) ln bi(ei) is the negative entropy of the
particle eiwith the pmf bi(ei). In probability theory, the function x ln x is de#ned onR+. At
x = 0, it equals zero (cf. [20]). In summary, the domain of the Bethe free energy FB(b, T )
at a given temperature is R2
Ne+1+2Ne
+ .
Given the correspondence between b and the pmfs, i.e., bα(e), bβ(e) and {bi(ei)}, b
being a non-negative vector is not su&cient. It is also required to satisfy the normalization
constraints, i.e.,∑
e
bα(e) = 1,
∑
e
bβ(e) = 1, ∀i ∈ {1, 2, . . . , Ne}
∑
ei
bi(ei) = 1. (4.13)
Besides the normalization constraints, the constrained Bethe free energy minimization
problem is de#ned subject to the marginalization consistency constraints as well
∀i ∈ {1, 2, . . . , Ne}
∑
e:ei=1
bα(e) = bi(ei = 1),
∑
e:ei=1
bβ(e) = bi(ei = 1). (4.14)
Formally, the constrained Bethe free energy minimization problem at a speci#c tempera-
ture is given as
min
b∈R2
Ne+1+2Ne
+
FB(b, T ) subject to (4.13) and (4.14). (4.15)
As b is supposed to represent the values of the pmfs, the feasible solution set of the above
minimization problem must be a subset of the unit hypercube [0, 1]2
Ne+1+2Ne , i.e., b ∈
[0, 1]2
Ne+1+2Ne . Being more speci#c, the feasible solution set is the intersection between
the compact set [0, 1]2
Ne+1+2Ne and the closed solution set of the 2+3Ne independent linear
equations in (4.13) and (4.14)4. Intersecting a compact set with a closed set, the resulting
set is still a compact set. Therefore, the feasible solution set is a compact subset of the unit
hypercube and it is evidently non-empty.
4.2.2 Existence of a Global Minimum
In this part, we #rst prove the existence of a global minimum of the constrained Bethe
free energy FB(b, T ) at any given temperature T ∈ R+. Afterwards, we elucidate some
important properties of the global minimizer attained at a positive temperature.
As Λα(e) can equal zero, the Bethe average energy UB(b) de#ned in (4.11) can diverge
to∞ so does the Bethe free energyFB(b, T ). Attempting to prove the existence of a global
minimum based on the extremum value theorem, we simply need to identify a non-empty
compact subset of the feasible solution set, denoted as SB such that the function FB(b, T )
is a real-valued continuous function within it, but diverges to∞ outside it.
4In (4.13), we have 2 +Ne linear equations, while there are 2Ne linear equations in (4.14).
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Since the entropy of a discrete random variable is always bounded, e.g.,
0 ≤ −
∑
e
bα(e) ln bα(e) ≤ Ne ln(2)
0 ≤ −
∑
e
bβ(e) ln bβ(e) ≤ Ne ln(2)
0 ≤ −
∑
ei
bi(ei) ln bi(ei) ≤ ln(2) ∀i ∈ {1, 2, . . . , Ne}
the Bethe entropy HB(b) given in (4.12) is bounded by real numbers within the feasible
solution set, i.e.,
−Ne ln(2) ≤ HB(b) ≤ 2Ne ln(2). (4.16)
As such, the identi#cation of SB depends on UB(b). According to the con#gurations of
Λα(e) and Λβ(e) in the PCCC- and SCCC-coded systems, Λα(e) and Λβ(e) are upper-
bounded by positive real numbers. Therefore, the Bethe average energy is bounded from
below within the feasible solution set, i.e.,
UB(b) = −
∑
e∈{0,1}Ne
bα(e) ln Λα(e)−
∑
e∈{0,1}Ne
bβ(e) ln Λβ(e)
≥ −
[
max
e
ln Λα(e)
]
·
[∑
e
bα(e)
]
−
[
max
e
ln Λβ(e)
]
·
[∑
e
bβ(e)
]
= −
[
max
e
ln Λα(e)
]
−
[
max
e
ln Λβ(e)
]
(4.17)
where the last equality holds due to the normalization constraints as in (4.13). Furthermore,
due to −bα(e) ln 0 = 0 only when bα(e) = 0; otherwise −bα(e) ln 0 = ∞, some values of
the pmf bα(e) must equal zero for ensuring UB(b) <∞, i.e.,
bα(e) = 0 ∀e ∈ SΛα=0 ∆=
{
e|e ∈ {0, 1}Ne , Λα(e) = 0
}
. (4.18)
Taking (4.18) as the linear constraints in addition to (4.13) and (4.14), we consequently
obtain SB by intersecting the unit hypercube [0, 1]2Ne+1+2Ne with the solution set of the
linear constraints (4.13), (4.14) and (4.18). We are aware of the existence of a bit sequence
e′ ∈ {0, 1}Ne that satis#es Λα(e′)Λβ(e′) > 0. Using e′, the feasible solution b constructed
as
bα(e) = bβ(e) =
{
1, if e = e′
0, otherwise
and ∀i bi(ei) =
{
1, if ei = e
′
i
0, otherwise
(4.19)
is located in SB. Therefore, SB is non-empty. Clearly, the Bethe free energy FB(b, T ) at a
#xed T is continuous everywhere in SB.
Concluding from the above, there must exist a global minimizer of the constrained
Bethe free energy and any global minimizer must belong to SB. As SB is a subset of the
feasible solution set, the minimization problem in (4.15) can be alternatively represented
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Figure 4.2: A conceptual illustration for the variation of bˆT over the temperature T .
asminb∈SB FB(b, T ). For later use, we label the global minimal value attained at the tem-
perature T as F∗B(T ), i.e.,
F∗B(T ) ∆= min
b∈SB
FB(b, T ). (4.20)
Since there may exist multiple global minimal solutions, we use Ω(T ) to represent the set
of global minimal solutions at T , i.e.,
Ω(T )
∆
= {b|b ∈ SB,FB(b, T ) = F∗B(T )} . (4.21)
In reference to an element in Ω(T ), we use bˆT , whose alternative representation is the
pmfs bˆα,T (e), bˆβ,T (e) and bˆi,T (ei) for i = 1, 2, . . . , Ne.
Proposition 4.1. Suppose bˆT is a global minimizer of the constrained Bethe free energy
minimization problem in (4.15) attained at a strictly positive temperature. For any entry of
bˆT that is associated to a value of the pmf bˆα,T (e) attained at a e ∈ SΛα=0, it is equal to zero.
The remaining entries of bˆT must have their values belonging to the open interval (0, 1). The
set SΛα=0 is de!ned in (4.18).
Proof. The proof is given in Appendix A.1.
Remarks: Proposition 4.1 excludes the possibility that bˆT>0 is located at a vertex of the
unit hypercube [0, 1]2
Ne+1+2Ne , i.e., bˆT>0 6∈ {0, 1}2Ne+1+2Ne . Note that this result is only
valid for strictly positive temperature, i.e., T > 0. At T = 0, the global minimizer bˆ0 may
be located at a vertex, i.e., bˆ0 ∈ {0, 1}2Ne+1+2Ne . An intuitive explanation for such di$er-
ence between bˆ0 and bˆT>0 is given as follows. By noting thatFB(b, T ) = UB(b)−THB(b),
we can intuitively treat bˆT as the outcome of balancing between two minimizations, i.e.,
minUB(b) andmin−HB(b). In the extreme case T = 0, the Bethe entropyHB(b) has no
impact on bˆ0. However, as T → ∞, the in*uence from HB(b) on the value of FB(b, T )
becomes stronger. Therefore, as T increases, bˆT is expected to gradually depart from
bˆ0 towards argmin−HB(b). Since we will be able to show that argmin−HB(b) lies in
the interior region of the unit hypercube, the presence of the Bethe entropy at a positive
temperature is the key reason for bˆT>0 being away from a vertex of the unit hypercube
[0, 1]2
Ne+1+2Ne and moving towards an interior point as T increases, see Fig. 4.2. The proof
for argmin−HB(b) being an interior point of the hypercube [0, 1]2Ne+1+2Ne is given as
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follows. Under the marginalization consistency constraints given in (4.14), the following
equalities hold
∑
e
bα(e) ln
[
Ne∏
i=1
bi(ei)
]
=
∑
e
bα(e) ·
[
Ne∑
i=1
ln bi(ei)
]
=
Ne∑
i=1
∑
e∈{0,1}
[∑
e:ei=e
bα(e)
]
· ln bi(ei = e)
=
Ne∑
i=1
∑
e∈{0,1}
bi(ei = e) ln bi(ei = e). (4.22)
By analogy, we also have
∑
e
bβ(e) ln
[
Ne∏
i=1
bi(ei)
]
=
∑
ei
bi(ei) ln bi(ei). (4.23)
Based on them, the term −HB(b) is equivalent to
∑
e
bα(e) ln
[
bα(e)∏Ne
i=1 bi(ei)
]
︸ ︷︷ ︸
A
+
∑
e
bβ(e) ln
[
bβ(e)∏Ne
i=1 bi(ei)
]
︸ ︷︷ ︸
B
+
Ne∑
i=1
∑
ei
bi(ei) ln bi(ei)︸ ︷︷ ︸
C
(4.24)
under the marginalization consistency constraints in (4.14). Note that, the term A is the
Kullback-Leibler divergence between two pmfs of e, i.e., bα(e) and
∏Ne
i=1 bi(ei), while the
term B is the Kullback-Leibler divergence between the pmf bβ(e) and
∏Ne
i=1 bi(ei). Both
terms can be concurrently minimized if and only if
bα(e) = bβ(e) =
Ne∏
i=1
bi(ei). (4.25)
With the argument that the entropy of the random bit ei with the pmf bi(ei) achieves the
maximum if bi(ei = 1) = bi(ei = 0) = 0.5, the term C is minimized by bi(ei = 1) =
bi(ei = 0) = 0.5 for any i ∈ {1, 2, . . . , Ne}. Concluding from the above, the minimal value
of −HB(b) is achieved by
∀i ∀ei bi(ei) = 0.5 and ∀e bα(e) = bβ(e) =
Ne∏
i=1
bi(ei) = 2
−Ne (4.26)
which is an interior point of the unit hypercube [0, 1]2
Ne+1+2Ne , i.e., argmin−HB(b) ∈
(0, 1)2
Ne+1+2Ne .
4.2.3 Continuity of Global Minima over the Temperature
In this part, we aim to reveal some continuity properties of the global minimal valueF∗B(T )
and the global minimal solution set Ω(T ) over the temperature T .
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Figure 4.3: The relation between the ML solution and the Bethe free energy minimization
problem.
Proposition 4.2. The functionF∗B(T ) of the temperature T is continuous everywhere inR+.
Proof. The proof is given in Appendix A.2.
Proposition 4.3. For a given temperature T ∈ R+, there must exist at least one element in
the global optimal solution set Ω(T ) that also minimizes the constrained Bethe free energy
at T +∆T , where ∆T represents an in!nitesimal positive temperature increment. Formally,
∀ε > 0, there exists δ > 0 such that 0 < ∆T < δ implies
Ω(T +∆T )
⋂ ⋃
bˆT∈Ω(T )
{
b
∣∣b ∈ SB, ‖b− bˆT‖2 < ε}

 6= ∅.
Proof. The proof can be found in Appendix A.3
Remarks: Proposition 4.3 demonstrates the existence of one global minimizer at the
temperature T , i.e., bˆT ∈ Ω(T ), that is also a global minimizer at T +∆T with∆T → 0+.
If the constrained Bethe free energy minimization problem has a unique global minimizer
at any T ∈ R+, then we can say that the global minimizer continuously varies over the
temperature.
4.2.4 Connection to the ML Decoding Problem
Based on the above proved continuity properties of the global minimal solution over the
temperature, we are now ready to illustrate the connection between the constrained Bethe
free energy minimization problem and the ML decoding problem. Brie*y, this will be done
via three steps. The #rst two steps are devoted to elucidate Fig. 4.3, while the third step
is to provide a complementary view of the constrained Bethe free energy minimization
problem in the context of ML decoding.
Connection at T = 0
With T = 0, the constrained Bethe free energy minimization problem in (4.15) reduces to
bˆ0 = arg min
b∈R2
Ne+1+2Ne
+
UB(b) subject to (4.13) and (4.14). (4.27)
As the Bethe average energy UB(b) is a linear function of b just as the constraints in
(4.13) and (4.14), the above minimization problem is e$ectively a linear programming (LP)
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problem. Following the approach in [120], we obtain the following su&cient condition on
bˆ0 being linked to the ML solution eˆ.
Proposition 4.4. Whenever a global optimal solution of the LP problem (4.27) is an integer-
valued vector, i.e., bˆ0 ∈ {0, 1}2Ne+1+2Ne , it has a deterministic relation with the ML solution
eˆ, i.e.,
bˆα,T=0(e) = bˆβ,T=0(e) =
{
1, if e = eˆ
0, otherwise
∀i bˆi,T=0(ei) =
{
1, if ei = eˆi
0, otherwise.
(4.28)
Proof. Under the assumption that the Bethe average energy is minimized by an element
in {0, 1}2Ne+1+2Ne , we can narrow the set R2Ne+1+2Ne+ in (4.27) to the set {0, 1}2Ne+1+2Ne
without loss of optimality. By doing so, the LP problem in (4.27) becomes an integer pro-
gramming (IP) problem, i.e.,
bˆ0 = arg min
b∈{0,1}2
Ne+1+2Ne
UB(b) subject to (4.13) and (4.14) (4.29)
as the entries of b can only take on the value 0 or 1.
Considering the normalization constraints in (4.13) within the set {0, 1}2Ne+1+2Ne , any
feasible pmf bα(e) and bβ(e)must have value 1 at one and only one bit sequence and have
value 0 for the other bit sequences, i.e.,
bα(e) =
{
1, if e = α
0, otherwise
and bβ(e) =
{
1, if e = β
0, otherwise
(4.30)
where α and β are two bit sequences in the set {0, 1}Ne . Substituting such structured pmf
bα(e) and bβ(e) back into the Bethe average energy, we obtain
UB(b) = − ln Λα(α)− ln Λβ(β) (4.31)
while the marginalization consistency constraints in (4.14) become
∀i bi(ei = 1) =
∑
e:ei=1
bα(e) =
{
1 if αi = 1
0 otherwise
(4.32)
∀i bi(ei = 1) =
∑
e:ei=1
bβ(e) =
{
1, if βi = 1
0, otherwise.
(4.33)
We note that satisfying both (4.32) and (4.33) is equivalent to satisfying the condition
α = β. We also note that minimization of UB(b) over b boils down to minimization
over (α,β). Under such identi#cation, the IP problem is e$ectively identical to the ML
decoding problem in (4.7). As such, the integer-valued bˆ0 is provably linked to the ML
solution in the form of (4.28).
Remarks: Generally speaking, the entries of bˆ0 can be integers within {0, 1} or frac-
tional numbers within the open interval (0, 1). When bˆ0 is fractional, there is no evidence
that the ML solution can be extracted from them. Therefore, the constrained Bethe free
energy minimization problem at zero temperature is only an approximation to the ML de-
coding problem. In Section 4.4, we will specify some circumstances under which the LP
problem tends to have an integer-valued global optimal solution.
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Connection at T > 0
In the following, we proceed to show the connection attained at a positive temperature.
Proposition 4.5. Suppose bˆ0 is a unique element in Ω(0) and it happens to be an integer-
valued vector, i.e., bˆ0 ∈ {0, 1}2Ne+1+2Ne . Then, there must exist a positive temperature thresh-
old Tthr such that ∆T ∈ (0, Tthr) implies the existence of an element in Ω(∆T ) that re"ects
the ML solution in the form of
∀i ∈ {1, 2, . . . , Ne}


ln
[
bˆi,∆T (ei = 1)
bˆi,∆T (ei = 0)
]
> 0, if eˆi = 1
ln
[
bˆi,∆T (ei = 1)
bˆi,∆T (ei = 0)
]
< 0, if eˆi = 0.
(4.34)
Proof. When bˆ0 ∈ Ω(0) is an integer-valued vector, there exists a deterministic relation
between bˆ0 and the ML solution eˆ (cf. Proposition 4.4). In particular, by computing the
log-probability ratio of the bit ei with respect to the pmf bˆi,0(ei), the relation given as
bˆi,0(ei) =
{
1, if ei = eˆi
0, if ei 6= eˆi
(4.35)
can be alternatively expressed as
ln
[
bˆi,0(ei = 1)
bˆi,0(ei = 0)
]
=

∞, if eˆi = 1−∞, if eˆi = 0. (4.36)
From the above, the ML solution eˆ can be found by detecting the sign information of the
log-probability ratios. In fact, the ML solution can be obtained based on any feasible solu-
tion b that attains the same sign information, i.e.,
∀i ∈ {1, 2, . . . , Ne} sgn
(
ln
[
bˆi,0(ei = 1)
bˆi,0(ei = 0)
])
= sgn
(
ln
[
bi(ei = 1)
bi(ei = 0)
])
. (4.37)
Based on the understanding in the above, we draw a hyper-sphere centered at bˆ0. The
radius ε for the hyper-sphere is determined to ensure any feasible solution within the
hyper-sphere, i.e., ‖b− bˆ0‖2 ≤ ε, satis#es (4.37). Under the assumption that bˆ0 is a unique
element in Ω(0), Proposition 4.3 allows us to use the constructed ε to #nd a temperature
threshold Tthr > 0 such that ∆T ∈ (0, Tthr) implies an element in Ω(∆T ) must reside in
the hyper-sphere and thus re*ects the ML solution in the form of (4.34).
Remarks: First, in order to use Proposition 4.3 for supporting the above proof, it is im-
portant bˆ0 is a unique element in Ω(0). If Ω(0) contains not only integer element but also
other fractional elements, the unfavorable case may happen, meaning that the common el-
ements in both Ω(0) and Ω(∆T ) are those fractional elements but not the wanted integer
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one. Second, the temperature threshold Tthr depends on the radius ε. Being more speci#c,
Tthr increases along with ε. As only the sign information of the log-probability ratios needs
to be preserved, see (4.37), the radius ε can be relatively high and so is its associated tem-
perature threshold Tthr. When Tthr is larger than one, we are able to #nd the ML solution by
minimizing the constrained Bethe free energy at unit temperature. Third, the assumption
in Proposition 4.5 forms a su#cient condition for being able to #nd the ML solution by min-
imizing the constrained Bethe free energy at a positive temperature. It remains possible
that bˆ0 is fractional and/or has no relation to the ML solution, but bˆ∆T ∈ Ω(∆T ) attained
at a positive temperature ∆T > 0 is linked to the ML solution in the form of (4.34).
Complementary View of the Constrained Bethe Free Energy Minimization
The whole concept of Bethe free energy originates from physics. In the following, we
provide a complementary view of it in the context of ML decoding.
Under the normalization constraints in (4.13) and also the following constraints
bα(e) = bβ(e) =
Ne∏
i=1
bi(ei) ∀e ∈ {0, 1}Ne (4.38)
the Bethe average energy is lower bounded by
UB(b) = −
∑
e
bα(e) ln Λα(e)−
∑
e
bβ(e) ln Λβ(e)
(a)
= −
∑
e
bα(e) ln Λα(e)−
∑
e
bα(e) ln Λβ(e)
= −
∑
e
bα(e) ln [Λα(e)Λβ(e)]
≥ −
{
max
e
ln [Λα(e)Λβ(e)]
}
·
[∑
e
bα(e)
]
(b)
= −
{
max
e
ln [Λα(e)Λβ(e)]
}
(4.39)
where the equality at (a) is because of the constraint (4.38) and the equality at (b) is due
to (4.13). By the de#nition of the ML solution, i.e., eˆ = argmax ln [Λα(e)Λβ(e)], the above
lower bound is attained at
bα(e) = bβ(e) =
Ne∏
i=1
bi(ei) =
{
1, if e = eˆ
0, otherwise
(4.40)
which has a deterministic relation to the ML solution eˆ. Based on this identi#cation, an
equivalent ML decoding problem can be constructed as follows
min
b∈R2
Ne+1+2Ne
+
UB(b) subject to (4.13) and (4.38). (4.41)
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Note that, the number of constraints given in (4.38) grows exponentially with the bit se-
quence length Ne. For cases of interest, the equivalent ML decoding problem in (4.41) is
far too complex. Therefore, approximations are necessary.
One approach is the constraint relaxation. For any b that satis#es the constraints given
in (4.38), it can also satisfy the marginalization consistency constraints in (4.14). Since
the converse does not hold, the marginalization consistency constraints in (4.14) can be
interpreted as an outcome of relaxing the constraints in (4.38). Replacing the constraints
in (4.38) by those in (4.14), the equivalent ML decoding problem in (4.41) becomes
min
b∈R2
Ne+1+2Ne
+
UB(b) subject to (4.13) and (4.14) (4.42)
which is formally identical to the constrained Bethe free energy minimization problem at
zero temperature. This identi#cation implies the constrained Bethe free energy minimiza-
tion problem at zero temperature can be viewed as an outcome of approximating the ML
decoding problem by means of the constraint relaxation.
On the basis of such constraint relaxation, we can improve the approximation by in-
volving a penalty term for the violation of (4.38) into the problem in (4.42). The term
−HB,1(b) de#ned as
−HB,1(b) ∆=
∑
e
bα(e) ln
[
bα(e)∏Ne
i=1 bi(ei)
]
︸ ︷︷ ︸
A
+
∑
e
bβ(e) ln
[
bβ(e)∏Ne
i=1 bi(ei)
]
︸ ︷︷ ︸
B
(4.43)
can be used as a measure of the violation of the constraints (4.38). By noting the term
A and B are the Kullback-Leibler divergence between the pmf bα(e) and
∏Ne
i=1 bi(ei), and
between the pmf bβ(e) and
∏Ne
i=1 bi(ei), the minimum of −HB,1(b) subject to (4.13) and
(4.14) equals zero and is achievable when the constraints (4.38) are not violated. Using
the temperature T as the penalty coe&cient, we obtain an improved approximation to the
equivalent ML decoding problem (4.42), i.e.,
min
b∈R2
Ne+1+2Ne
+
UB(b)− THB,1(b) subject to (4.13) and (4.14). (4.44)
It is worth to note that the global optimal solution of the problem in (4.44) may be
located at a vertex of the unit hypercube [0, 1]2
Ne+1+2Ne . For a vertex to be a global optimal
solution, being a stationary point is not a necessary condition. Hence, algorithms targeting
stationary points are not applicable for locating such global optimal solution. Furthermore,
due to a large number of vertexes, we are actually lack of e&cient algorithms to search for
the global optimal solution among them. To avoid the expensive search, we can add the
following term
HB,2(b) ∆=
Ne∑
i=1
∑
ei
bi(ei) ln bi(ei) (4.45)
to the objective function in (4.46), i.e.,
min
b∈R2
Ne+1+2Ne
+
UB(b)− THB,1(b) + T ′HB,2(b) subject to (4.13) and (4.14) (4.46)
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where T ′ is a weighting factor. Because the term HB,2(b) subject to (4.13) and (4.14) is
the negative of the entropy of the whole bit sequence e, any vertex maximizes it. As a
consequence, a su&ciently large T ′ can make the global minimizer of the problem in (4.46)
away from any vertex. For instance, with T ′ equal to T , the probability of any global
minimizer being located a vertex becomes zero. This is based on Proposition 4.1 after
noting the equivalence between THB(b) and −THB,1(b) + THB,2(b) subject to (4.13)
and (4.14), see (4.24), and also the equivalence between the constrained Bethe free energy
minimization problem and the optimization problem (4.46) with T ′ = T . Concluding from
the above, the constrained Bethe free energyminimization problem at T > 0 is an outcome
of approximating the equivalent ML decoding problem by means of a penalty method,
which also enables e&cient ways to solve the problem. In particular, the temperature T
has two roles: 1) weight the penalty term and 2) ensure the global minimizer being away
from a vertex. Due to its second role, the value of T is not the larger the better. According to
the remarks of Proposition 4.1, the global minimizer of the constrained Bethe free energy
approaches an interior point given as (4.26) as T → ∞. Since the pmf bi(ei) yields an
equal probability for the bit value 0 and 1, we become unable to extract the ML solution
by examining the sign information of the log-probability ratio of such pmf.
4.3 Iterative Algorithms to Minimize the Constrained
Bethe Free Energy
In order to solve the constrained Bethe free energy minimization problem in (4.15), the
method of Lagrange multipliers is a common way. In the #eld of statistical physics, there
also exists a group of convergent iterative algorithms, which are guaranteed to converge
to a local minimum of the constrained Bethe free energy. In this section, we will follow
both ways to solve the problem (4.15). Through the derivations, we will be able to answer
the following questions:
• How is turbo decoding connected to the constrained Bethe free energy minimization
problem in (4.15) ?
• Whether there exists a #xed-point of turbo decoding that corresponds to the global
minimizer of the constrained Bethe free energy ?
• What is the common part between the turbo decoding algorithm and the convergent
iterative algorithm in minimizing the constrained Bethe free energy ?
As the above questions will be addressed at unit temperature, for the sake of simplicity,
the notation for the constrained Bethe free energy at T = 1 is reduced from FB(b, T = 1)
to FB(b), while the global optimal solution at T = 1, i.e., bˆT=1 is simpli#ed to bˆ. Our
consideration will be extended to other positive temperatures in Section 4.4.
4.3.1 The Method of Lagrange Multipliers
In [126], the method of Lagrange multipliers was adopted to reveal certain correspondence
between #xed-points of BP and stationary points of constrained Bethe free energy. More
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speci#cally, with respect to a given discrete-state system, we can draw a factor graph of its
Boltzmann distribution and also de#ne a Bethe free energy subject to a set of normalization
and marginalization consistency constraints. At unit temperature, we set the derivative of
the Lagrange function of the constrained Bethe free energy equal to zero and then obtain a
set of stationary point equations. The BP algorithm operating on the factor graph is e$ec-
tively an instance of the #xed-point iteration method to solve these stationary point equa-
tions. In other words, the #xed-points of BP correspond to the solutions of the stationary
point equations. Note that being a solution to the stationary point equations is only neces-
sary for a local extremum assuming that the objective function and also the constraints are
continuously di$erentiable within an open set containing that local extremum [10]. There-
fore, in order to argue that one #xed-point of BP corresponds to a global minimizer of the
constrained Bethe free energy, one needs to prove the existence of an open set within the
domain of the Bethe free energy that actually contains the global minimizer, i.e., the exis-
tence of a global minimizer within the interior region of R2
Ne+1+2Ne
+ . The authors of [126]
proved this when the factor functions of the Boltzmann distribution are strictly positive.
Consider our target optimization problem given in (4.15). Since the factor function
Λα(e) of pB(e;T = 1) can equal zero at some realizations of e, the results in [126] are
inadequate. Based on the Lagrange multiplier theorem [10], our contribution in this part
is to construct a set of stationary point equations whose solution set provably includes
the global minimizer of the problem (4.15). Applying the block-wise #xed-point iteration
method to solve these equations, we obtain the recursion of turbo decoding.
Formalism of the Lagrange Function
From Proposition 4.1, we know the optimal pmf bˆα(e) must equal zero at any e ∈ SΛα=0.
Therefore, there is no loss if we null out {bα(e)}e∈SΛα=0 in the constrained Bethe free
energy minimization problem and focus on optimizing the remaining values of the pmf
bα(e). Let us useb
rem to denote the subvector ofbwhose entries correspond to the values of
bα(e) attainted at e ∈ SΛα 6=0 ∆= {0, 1}Ne\SΛα=0, the values of bβ(e) attained at e ∈ {0, 1}Ne ,
and also the values of {bi(ei)} attained at ei ∈ {0, 1} for any i. Then, the optimal solution
bˆrem is determined as
bˆrem = arg min
brem∈R
|SΛα 6=0
|+2Ne+2Ne
+
F˜B(brem) (4.47)
subject to
∑
e∈SΛα 6=0
bα(e) = 1,
∑
e∈{0,1}Ne
bβ(e) = 1, ∀i
∑
ei∈{0,1}
bi(ei) = 1
∀i
∑
e∈SΛα 6=0:ei=1
bα(e) = bi(ei = 1),
∑
e∈{0,1}Ne :ei=1
bβ(e) = bi(ei = 1)
where the objective function F˜B(brem) is obtained by nulling out {bα(e)}e∈SΛα=0 in the
Bethe free energy FB(b), i.e.,
F˜B(brem) ∆=
∑
e∈SΛα 6=0
bα(e) ln bα(e) +
∑
e∈{0,1}Ne
bβ(e) ln bβ(e)−
Ne∑
i=1
∑
ei∈{0,1}
bi(ei) ln bi(ei)
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−
∑
e∈SΛα 6=0
bα(e) ln Λα(e)−
∑
e∈{0,1}Ne
bβ(e) ln Λβ(e).
It is worth to note that the domain of the objective function F˜B(brem) is R|SΛα 6=0|+2
Ne+2Ne
+ .
According to [10, Section 3.1], the Lagrange multiplier theorem is only usable for locating
the local extrema within the interior region of R
|SΛα 6=0|+2
Ne+2Ne
+ , i.e., R
|SΛα 6=0|+2
Ne+2Ne
++ . In
other words, if the optimal solution bˆrem has zero-valued entries, we are unable to #nd it
by means of the Lagrange formalism.
In the previous section, bˆrem being located within (0, 1)|SΛα 6=0|+2
Ne+2Ne has been shown
in Proposition 4.1. This validates the usability of the method of Lagrange multipliers in
solving (4.47). Therefore, one de#nes the Lagrange function as
L˜B(brem) ∆= F˜B(brem) + γα

1− ∑
e∈SΛα 6=0
bα(e)

+ γβ

1− ∑
e∈{0,1}Ne
bβ(e)


+
Ne∑
i=1
γi
(
1−
∑
ei
bi(ei)
)
+
Ne∑
i=1
λα,i

bi(ei = 1)− ∑
e∈SΛα 6=0:ei=1
bα(e)


+
Ne∑
i=1
λβ,i

bi(ei = 1)− ∑
e∈{0,1}Ne :ei=1
bβ(e)


where {γα, γβ, γi} and {λα,i, λβ,i} are the Lagrange multipliers associated to the normal-
ization and marginalization consistency constraints, respectively.
Construction of the Stationary Point Equations
We have shown the global optimal solution bˆrem must be a stationary point of the Lagrange
function L˜B(brem). Let us now set the #rst-order derivatives of the Lagrange function with
respect to brem and also with respect to the Lagrange multipliers equal to zeros. By solving
the equations, we can express bˆrem as


bˆα(e) =
Λα(e) exp
(∑Ne
i=1 eiλα,i
)
∑
e∈SΛα 6=0
Λα(e) exp
(∑Ne
i=1 eiλα,i
) ∀e ∈ SΛα 6=0
bˆβ(e) =
Λβ(e) exp
(∑Ne
i=1 eiλβ,i
)
∑
e∈{0,1}Ne Λβ(e) exp
(∑Ne
i=1 eiλβ,i
) ∀e ∈ {0, 1}Ne
bˆi(ei) =
exp (eiλα,i + eiλβ,i)∑
ei∈{0,1}
exp (eiλα,i + eiλβ,i)
∀ei ∈ {0, 1} ∀i
(4.48)
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where the Lagrange multipliers {λα,i, λβ,i} must be a solution to the following equations
exp (λα,i + λβ,i)∑
ei
exp (eiλα,i + eiλβ,i)
=
∑
e∈SΛα 6=0:ei=1
Λα(e) exp
(∑Ne
i′=1 ei′λα,i′
)
∑
e∈SΛα 6=0
Λα(e) exp
(∑Ne
i′=1 ei′λα,i′
)
exp (λα,i + λβ,i)∑
ei
exp (eiλα,i + eiλβ,i)
=
∑
e∈{0,1}Ne :ei=1
Λβ(e) exp
(∑Ne
i′=1 ei′λβ,i′
)
∑
e∈{0,1}Ne Λβ(e) exp
(∑Ne
i′=1 ei′λβ,i′
)
∀i. (4.49)
Here, the Lagrange multipliers {γα, γβ, γi} are absent as they can be represented by means
of {λα,i, λβ,i}. We are aware of bˆα(e) = 0 for e ∈ SΛα=0. By noting Λα(e) = 0 for any e ∈
SΛα=0, the expression of bˆα(e) for any e ∈ SΛα 6=0 given in (4.48) can be straightforwardly
applied for expressing the values of the optimal pmf bˆα(e) for any e ∈ {0, 1}Ne . Therefore,
the optimal solution bˆ obtained by combining bˆrem with {bˆα(e)}e∈SΛα=0 equals

bˆα(e) =
Λα(e) exp
(∑Ne
i=1 eiλα,i
)
∑
e∈{0,1}Ne Λα(e) exp
(∑Ne
i=1 eiλα,i
) ∀e ∈ {0, 1}Ne
bˆβ(e) =
Λβ(e) exp
(∑Ne
i=1 eiλβ,i
)
∑
e∈{0,1}Ne Λβ(e) exp
(∑Ne
i=1 eiλβ,i
) ∀e ∈ {0, 1}Ne
bˆi(ei) =
exp (eiλα,i + eiλβ,i)∑
ei∈{0,1}
exp (eiλα,i + eiλβ,i)
∀ei ∈ {0, 1} ∀i
(4.50)
As the Lagrange multipliers {λα,i, λβ,i} that yield bˆ according to (4.50) must satisfy the
equalities in (4.49), a set of stationary point equations of {λα,i, λβ,i} can be constructed
based on (4.49). First, the fact that Λα(e) = 0 for any e ∈ SΛα=0 results in the following
equivalent representation of the equations in (4.49)
exp (λα,i + λβ,i)∑
ei
exp (eiλα,i + eiλβ,i)
=
∑
e∈{0,1}Ne :ei=1
Λα(e) exp
(∑Ne
i′=1 ei′λα,i′
)
∑
e∈{0,1}Ne Λα(e) exp
(∑Ne
i′=1 ei′λα,i′
)
exp (λα,i + λβ,i)∑
ei
exp (eiλα,i + eiλβ,i)
=
∑
e∈{0,1}Ne :ei=1
Λβ(e) exp
(∑Ne
i′=1 ei′λβ,i′
)
∑
e∈{0,1}Ne Λβ(e) exp
(∑Ne
i′=1 ei′λβ,i′
)
∀i. (4.51)
Next, with the argument that the equality x1
x1+x0
= y1
y1+y0
leads to the equality ln x1
x0
= ln y1
y0
for x1 ∈ R++, x0 ∈ R++, y1 ∈ R++ and y0 ∈ R++, the equations in (4.51) can be further
simpli#ed to
λα,i + λβ,i = ln

∑e∈{0,1}Ne :ei=1 Λα(e) exp
(∑Ne
i′=1 ei′λα,i′
)
∑
e∈{0,1}Ne :ei=0
Λα(e) exp
(∑Ne
i′=1 ei′λα,i′
)

 ∀i (4.52)
4.3. Iterative Algorithms to Minimize the Constrained Bethe Free Energy 57
λα,i + λβ,i = ln

∑e∈{0,1}Ne :ei=1 Λβ(e) exp
(∑Ne
i′=1 ei′λβ,i′
)
∑
e∈{0,1}Ne :ei=0
Λβ(e) exp
(∑Ne
i′=1 ei′λβ,i′
)

 ∀i. (4.53)
From the equations in the above, the following stationary point equations of {λα,i, λβ,i}
are straightforwardly obtainable
λβ,i = ln

∑e∈{0,1}Ne :ei=1 Λα(e) exp
(∑Ne
i′=1 ei′λα,i′
)
∑
e∈{0,1}Ne :ei=0
Λα(e) exp
(∑Ne
i′=1 ei′λα,i′
)

− λα,i ∀i (4.54)
λα,i = ln

∑e∈{0,1}Ne :ei=1 Λβ(e) exp
(∑Ne
i′=1 ei′λβ,i′
)
∑
e∈{0,1}Ne :ei=0
Λβ(e) exp
(∑Ne
i′=1 ei′λβ,i′
)

− λβ,i ∀i. (4.55)
One solution to the above equations can yield bˆ according to (4.50).
The Fixed-Point Iteration Method
Attempting to #nd the optimal solution by solving the stationary point equations of
{λα,i, λβ,i}, the #xed-point iteration method with the following recursion is applicable
λ
[l+1]
β,i = ln

∑e∈{0,1}Ne :ei=1 Λα(e) exp
(∑Ne
i′=1 ei′λ
[l]
α,i′
)
∑
e∈{0,1}Ne :ei=0
Λα(e) exp
(∑Ne
i′=1 ei′λ
[l]
α,i′
)

− λ[l]α,i
(a)
= ln

∑e∈{0,1}Ne :ei=1 Λα(e)∏Nei′=1 p
(
ei′ ;λ
[l]
α,i′
)
∑
e∈{0,1}Ne :ei=0
Λα(e)
∏Ne
i′=1 p
(
ei′ ;λ
[l]
α,i′
)

− λ[l]α,i
λ
[l+1]
α,i = ln

∑e∈{0,1}Ne :ei=1 Λβ(e) exp
(∑Ne
i′=1 ei′λ
[l+1]
β,i′
)
∑
e∈{0,1}Ne :ei=0
Λβ(e) exp
(∑Ne
i′=1 ei′λ
[l+1]
β,i′
)

− λ[l+1]β,i
(b)
= ln

∑e∈{0,1}Ne :ei=1 Λβ(e)∏Nei′=1 p
(
ei′ ;λ
[l+1]
β,i′
)
∑
e∈{0,1}Ne :ei=0
Λβ(e)
∏Ne
i′=1 p
(
ei′ ;λ
[l+1]
β,i′
)

− λ[l+1]β,i (4.56)
where the equality at (a) is obtained by #rst dividing both the numerator and denominator
by a common factor
∏Ne
i=1[1 + exp(λαi)] and then noting the following equality
exp(
∑Ne
i=1 eiλα,i)∏Ne
i=1[1 + exp(λαi)]
=
Ne∏
i=1
exp(eiλαi)
1 + exp(λαi)
= p(ei;λα,i). (4.57)
The equality at (b) can be analogously derived.
By interpreting the Lagrange multipliers {λα,i, λβ,i} as the log-probability ratios and
also associating Λα(e) and Λβ(e) to their con#gurations in PCCC- and SCCC-coded sys-
tems, see (4.3) and (4.4), the above recursion is formally identical to turbo decoding. This
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Figure 4.4: A conceptual illustration for the convergent iterative procedure that relies on
the construction of a convex upper bound. Based on the point one, a convex upper bound
is drawn. Using the minimum of the convex upper bound, the second point is reached and
followed by constructing a new convex upper bound. After several steps, a local minimum
of the primal non-convex function is arrived.
identi#cation suggests the existence of a #xed-point of turbo decoding that corresponds to
the global optimal solution bˆ. Certainly, the existence of such #xed-point does not imply
turbo decoding will converge to it by starting from arbitrary initialization conditions.
In the above, we have shown the global minimizer of the constrained Bethe free energy
at unit temperature is a #xed-point of turbo decoding. When the assumption in Proposi-
tion 4.5 holds for Tthr > 1, the global minimizer bˆ is provably linked to the ML solution.
This means there must exist a #xed-point of turbo decoding that corresponds to the ML
solution under the su&cient condition given in Proposition 4.5.
4.3.2 Convergent Double-Loop Iterative Algorithm
In [42], Heskes introduced a procedure to derive a convergent iterative algorithm to mini-
mize a constrained Bethe free energy. Conceptually, this type of iterative algorithms relies
on constructing a convex upper bound on the constrained Bethe free energy, since it is gen-
erally easier to deal with a convex optimization problem than a non-convex optimization
problem. In this type of iterative algorithms, a local minimum of the constrained Bethe
free energy can be found by iteratively #nding the minimum of the convex upper bound
and using it to re-construct a tighter upper bound, see Fig. 4.4. In the following, we follow
the approach in [42] to solve the problem in (4.15).
In terms of b and a new set of pmfs {qi(ei)}, one de#nes a function
FBU ,ǫ(b,q)
∆
= FB(b) + (1 + ǫ)
Ne∑
i=1
∑
ei
bi(ei) ln
[
bi(ei)
qi(ei)
]
︸ ︷︷ ︸
A
(4.58)
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=
∑
e
bα(e) ln bα(e) +
∑
e
bβ(e) ln bβ(e) + ǫ
Ne∑
i=1
∑
ei
bi(ei) ln bi(ei)
−
∑
e
bα(e) ln Λα(e)−
∑
e
bβ(e) ln Λβ(e)− (1 + ǫ)
Ne∑
i=1
∑
ei
bi(ei) ln qi(ei)
(4.59)
where q ∈ [0, 1]2Ne is the compact vector representation for the newly introduced pmfs
{qi(ei)} and the parameter ǫ is a positive real number. In the following, we will show
FBU ,ǫ(b,q) is a convex upper bound on the Bethe free energy FB(b) subject to the nor-
malization constraints and themarginalization consistency constraints. First, by noting the
term A in (4.58) is the Kullback-Leibler divergence between the pmf bi(ei) and qi(ei) and
also with the argument that the Kullback-Leibler divergence between two pmfs is always
non-negative, we have
FBU ,ǫ(b,q) ≥ FB(b). (4.60)
Second, by noting the upper boundFBU ,ǫ(b,q) is comprised of negative entropy functions
and also linear functions of b, it is convex with respect to b for any ǫ > 0. With ǫ = 1,
FBU ,ǫ=1(b,q) is identical to the convex upper bound that was adopted in [130] to derive a
convergent iterative algorithm.
Since the lower bound in (4.60) is achievable if and only if bi(ei) = qi(ei) for any
i ∈ {1, 2, . . . , Ne}, the constrained Bethe free energy minimization problem (4.15) can be
equivalently formalized as
{bˆ, qˆ} = min
b∈R2
Ne+1+2Ne
+ ,q∈R
2Ne
+
FBU ,ǫ(b,q) (4.61)
subject to (4.13), (4.14) and ∀i ∈ {1, 2, . . . , Ne}
∑
ei
qi(ei) = 1. (4.62)
Let us use bˆe to denote a subvector of bˆ, whose entries correspond to the values of the pmfs
{bˆi(ei)}with i = 1, 2, . . . , Ne. Then, we have the relation qˆ = bˆe. As opposed to the Bethe
free energy FB(b), the objective function in (4.61) is a convex function with respect to b.
This property will be subsequently exploited to derive a convergent iterative algorithm.
Following Fig. 4.4, the optimization problem (4.61) can be solved by two alternating
steps. Namely, #xing q, we !rst optimize b by solving a linearly constrained convex opti-
mization problem. Using the obtained b, we secondly update q according to
q← arg min
q∈R2Ne+ s.t. (4.62)
FBU ,ǫ(b,q) (4.63)
followed by going back to the #rst step. Based on the argument that the inequality at (4.60)
is satis#ed with equality if and only if q = be, we have
arg min
q∈R2Ne+ s.t. (4.62)
FBU ,ǫ(b,q) = be. (4.64)
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Algorithm 4.1 Iterative solution to the problem in (4.61)
1: Initialize ∀i∀ei q[0]i (ei) = 0.5 and the iteration index l with 1
2: repeat
3: b[l] = argmin
b∈R2
Ne+1+2Ne
+
FBU ,ǫ(b,q[l−1]) subject to (4.13) and (4.14)
4: q[l] = b
[l]
e
5: l← l + 1
6: until convergence
Concluding from the above, we obtain Algorithm 4.1 to solve the problem (4.61).
The key step of Algorithm 4.1 is to determine b[l] by solving a linearly constrained con-
vex optimization problem. The common approach for tackling such optimization problem
is to construct and solve its dual problem. Following the derivations in Appendix A.4, a
sequential iterative algorithm is derived to #nd b[l]. Using it at the step 3 of Algorithm 4.1,
the complete algorithm (see Algorithm 4.2) has two nested loops and thus is labeled as the
double-loop iterative algorithm. It is worth to note that the for-loop in Algorithm 4.2 cor-
responds to the sequential updates for the Lagrange multipliers {λα,i, λβ,i} per inner loop
iteration, while {µα,i, µβ,i} are the intermediate variables for updating {λα,i, λβ,i}.
Convergence Behavior of the Double-Loop Iterative Algorithm
Following Algorithm 4.1, the variation of FB(b[l]) over iterations is given as
FB(b[l−1]) (a)= FBU ,ǫ(b[l−1],q[l−1])
(b)
≥ FBU ,ǫ(b[l],q[l−1])
(c)
≥ FB(b[l])
where the equality at (a) holds because ofq[l−1] = b
[l−1]
e ; the inequality at (b) is because the
global minimal value of the constrained FBU ,ǫ(b,q[l−1]) is achieved with b[l]; and the in-
equality at (c) are due to (4.60). From the above inequalities, the double-loop iterative algo-
rithm successively reduces the constrained Bethe free energy over iterations and converges
as long as the inequalities at both (b) and (c) are satis#ed with =, implying q[l−1] = b
[l]
e .
In fact, the double-loop iterative algorithm is guaranteed to converge to a stationary
point of the constrained Bethe free energy, as it is an instance of the concave-convex pro-
cedure (CCCP) [131]. Brie*y, CCCP is an iterative procedure extensively used in machine
learning for solving the class of constrained non-convex optimization problems, whose
objective functions can be decomposed into the sum of concave and convex functions. In
particular, [132, Theorem 2,3] has stated that the convergence of CCCP to a stationary
point of such a constrained objective function is guaranteed. For a rigorous proof and
analysis on the convergence, we refer the reader to [108]. Here, the application of CCCP
for the constrained Bethe free energy minimization problem (4.15) relies on the following
decomposition of the Bethe free energy FB(b)
FB(b) = FB,vex(b) + FB,cave(b) (4.65)
where the convex function FB,vex(b) and the concave function FB,cave(b) are given as
FB,vex(b) ∆=
∑
e
bα(e) ln
[
bα(e)
Λα(e)
]
+
∑
e
bβ(e) ln
[
bβ(e)
Λβ(e)
]
+ ǫ
Ne∑
i=1
∑
ei
bi(ei) ln bi(ei)
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Algorithm 4.2 Double-loop iterative algorithm
1: Initialize ∀i∀ei q[0]i (ei) = 0.5 and the iteration index l with 1
2: repeat
3: Initialize ∀i λ[l]α,i = λ[l]β,i = 0
4: repeat
5: for i = 1→ Ne do
6: µ
[l]
α,i = ln

∑e:ei=1 Λα(e) exp
(∑Ne
i′=1 ei′λ
[l]
α,i′
)
∑
e:ei=0
Λα(e) exp
(∑Ne
i′=1 ei′λ
[l]
α,i′
)

− λ[l]α,i
7: µ
[l]
β,i = ln

∑e:ei=1 Λβ(e) exp
(∑Ne
i′j=1 ei′λ
[l]
β,i′
)
∑
e:ei=0
Λβ(e) exp
(∑Ne
i′=1 ei′λ
[l]
β,i′
)

− λ[l]β,i
8: λ
[l]
α,i =
(
1 + ǫ
2 + ǫ
)
ln
[
q
[l−1]
i (ei = 1)
q
[l−1]
i (ei = 0)
]
+
1
2 + ǫ
µ
[l]
β,i −
1 + ǫ
2 + ǫ
µ
[l]
α,i
9: λ
[l]
β,i =
(
1 + ǫ
2 + ǫ
)
ln
[
q
[l−1]
i (ei = 1)
q
[l−1]
i (ei = 0)
]
+
1
2 + ǫ
µ
[l]
α,i −
1 + ǫ
2 + ǫ
µ
[l]
β,i
10: end for
11: until convergence
12: b
[l]
α (e) ∝ Λα(e) exp
(∑Ne
i=1 eiλ
[l]
α,i
)
13: b
[l]
β (e) ∝ Λβ(e) exp
(∑Ne
i=1 eiλ
[l]
β,i
)
14: ∀i b[l]i (ei) ∝
(
q
[l−1]
i (ei)
)1 + ǫ
2 + ǫ exp

eiµ[l]α,i + eiµ[l]β,i
2 + ǫ


15: ∀i q[l]i (ei) = b[l]i (ei)
16: l← l + 1
17: until convergence
FB,cave(b) ∆= −(1 + ǫ)
Ne∑
i=1
∑
ei
bi(ei) ln bi(ei). (4.66)
Based on the decomposition in (4.65), CCCP implies that at the iteration l, we solve the
optimization problem
b[l] = arg min
b∈R2
Ne+1+2Ne
+ , s.t. (4.13) and (4.14)
FB,vex(b) + bT ∂FB,cave(b)
∂b
∣∣∣∣
b=b[l−1]
. (4.67)
By noting
∂FB,cave(b)
∂b
∣∣∣∣
b=b[l−1]
= −(1 + ǫ)
Ne∑
i=1
∑
ei
bi(ei) ln b
[l−1]
i (ei)− (1 + ǫ)Ne, (4.68)
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the objective function in (4.67) is equal to
FB,vex(b) + bT ∂FB,cave(b)
∂b
∣∣∣∣
b=b[l−1]
= FBU ,ǫ(b,q = b[l−1]e )− (1 + ǫ)Ne. (4.69)
Clearly, the term (1 + ǫ)Ne is a negligible constant. By further noting q
[l−1] = b
[l−1]
e in
Algorithm 4.1, the optimization problem in (4.67) is formally identical to the problem at the
step 3 of Algorithm 4.1. Given this connection, the double-loop iterative algorithm is the
outcome of applying CCCP for solving (4.15) and hence is guaranteed to #nd a stationary
point of the constrained Bethe free energy FB(b).
A stationary point can be a local minimum, local maximum and saddle-point. Given
the fact that the double-loop iterative algorithm reduces FB(b) over iterations, it shall
converge to a local minimum or a saddle-point. Exceptions may occur if it starts from a
local maximum satisfying q[0] = b
[1]
e . And then, it can be stuck to such a local maximum
from the very #rst iteration. Fortunately, we can avoid the convergence to a saddle-point
or a local maximum by imposing a perturbation on the #rst point of convergence and
then continuing the iterative procedure until convergence again. Since the constrained
Bethe free energy can have multiple local minima, there is no guarantee that the found one
corresponds to a global minimum. This strongly depends on the location of the starting
point q[0] relative to the global minimizer bˆ.
4.3.3 Connection between Two Approaches
In Section 4.3.1, we have derived the recursion of the #xed-point iteration method based
on a set of stationary point equations. Since a stationary point can be a local minimum,
a local maximum or even a saddle-point, the #xed-point iteration method can converge
to any one of them. As opposed to it, the double-loop iterative algorithm obtained in
Section 4.3.2 has been shown to aim at local minima. In the following, we will be able to
identify the #xed-point iteration method as an approximation of the double-loop iterative
algorithm. Based on this identi#cation, the two iterative algorithms are expected to behave
similarly, attempting to reduce the Bethe free energy over iterations.
The sequential updates for the Lagrange multipliers within the inner loop of Algo-
rithm 4.2 are themost computational intensive parts of the double-loop iterative algorithm.
In the cases of interest, the required processing complexity and also the latency prohibit
the real-time implementation of Algorithm 4.2. In the following, we propose to simplify it
via three ways:
1. Based on Fig. 4.4, a tighter upper bound onFB(b) is expected to yield a faster conver-
gent iterative algorithm. By the de#nition of FBU ,ǫ(b,q) given in (4.58), it is tighter
as ǫ → 0+. As we can see from Fig. 4.5, a faster convergence rate is observed as
ǫ → 0+. In order to reduce the number of iterations required for convergence, we
assign zero to ǫ.
2. Under the latency constraint, it is desired that {λ[l]α,i}Nei=1 and {λ[l]β,i}Nei=1 can be block-
wisely updated within the inner loop of Algorithm 4.2. In order to parallelize the
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Figure 4.5: One illustrative example: convergence behavior of the double-loop iterative
algorithm using various ǫ.
updates without compromising the stability of the inner loop processing, we intro-
duce a damping factor σλ into their original update equations, i.e.,
λ
[l]
α,i ← (1− σλ)λ[l]α,i + σλ
[
1 + ǫ
2 + ǫ
ln
[
q
[l−1]
i (ei = 1)
q
[l−1]
i (ei = 0)
]
+
µ
[l]
β,i − (1 + ǫ)µ[l]α,i
2 + ǫ
]
λ
[l]
β,i ← (1− σλ)λ[l]β,i + σλ
[
1 + ǫ
2 + ǫ
ln
[
q
[l−1]
i (ei = 1)
q
[l−1]
i (ei = 0)
]
+
µ
[l]
α,i − (1 + ǫ)µ[l]β,i
2 + ǫ
] . (4.70)
Evidently, with σλ → 0+, the parallelized iterative processing is more stable, while
it converges at a slower rate.
3. In Algorithm 4.2, the pmfs {qi(ei)} are updated according to
q
[l]
i (ei) ∝
(
q
[l−1]
i (ei)
)1 + ǫ
2 + ǫ exp
(
eiµ
[l]
α,i + eiµ
[l]
β,i
2 + ǫ
)
(4.71)
which is activated only after the convergence of the inner loop iteration. To speed up
the convergence of the double-loop iterative algorithm, we look for updating {qi(ei)}
jointly with {λβ,i, λβ,i}, i.e., collapsing the double-loop to a single-loop. According
to the suggestion given in [131], this can be done by solving for the log-probability
ratios of {qi(ei)} as function of {µα,i, µβ,i}. From (4.71), we have
ln
[
q
[l]
i (ei = 1)
q
[l]
i (ei = 0)
]
=
[
1 + ǫ
2 + ǫ
]
· ln
[
q
[l−1]
i (ei = 1)
q
[l−1]
i (ei = 0)
]
+
µ
[l]
α,i + µ
[l]
β,i
2 + ǫ
. (4.72)
Treating (4.72) as a #xed-point equation of the log-probability ratio of qi(ei), solving
it yields
ln
[
qi(ei = 1)
qi(ei = 0)
]
= µα,i + µβ,i. (4.73)
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Algorithm 4.3 (Synchronous) Single-loop iterative algorithm
1: Initialize ∀i λ[0]α,i = λ[0]β,i = 0, and l = 1
2: repeat
3: ∀i µ[l]α,i = ln

∑e:ei=1 Λα(e) exp
(∑Ne
i′=1 ei′λ
[l−1]
α,i′
)
∑
e:ei=0
Λα(e) exp
(∑Ne
i′=1 ei′λ
[l−1]
α,i′
)

− λ[l−1]α,i
4: ∀i µ[l]β,i = ln

∑e:ei=1 Λβ(e) exp
(∑Ne
i′=1 ei′λ
[l−1]
β,i′
)
∑
e:ei=0
Λβ(e) exp
(∑Ne
i′=1 ei′λ
[l−1]
β,i′
)

− λ[l−1]β,i
5: ∀i λ[l]α,i = (1− σλ)λ[l−1]α,i + σλµ[l]β,i
6: ∀i λ[l]β,i = (1− σλ)λ[l−1]β,i + σλµ[l]α,i
7: l← l + 1
8: until convergence or the maximum number of iterations is reached.
9: bα(e) ∝ Λα(e) exp
(∑Ne
i=1 eiλ
[l]
α,i
)
10: bβ(e) ∝ Λβ(e) exp
(∑Ne
i=1 eiλ
[l]
β,i
)
11: ∀i bi(ei) ∝ exp
(
eiµ
[l]
α,i + eiµ
[l]
β,i
)
Substituting (4.73) into the damped update equations (4.70), we obtain
λ
[l]
α,i ← (1− σλ)λ[l]α,i + σλµ[l]β,i
λ
[l]
β,i ← (1− σλ)λ[l]β,i + σλµ[l]α,i
(4.74)
which is no longer dependent of {qi(ei)}. As such, the double-loop iterative algo-
rithm is eventually reduced to an iterative algorithm with single loop.
The combination of the above three modi#cations consequently yields the single-loop
iterative algorithm as given in Algorithm 4.3. Since it is an approximation to the double-
loop iterative algorithm, it has no convergence guarantee. Therefore, in Algorithm 4.3,
we need to limit the maximum number of iterations. We also notice that both {λ[l]α,i}Nei=1
and {λ[l]β,i}Nei=1 are generated synchronously. Intuitively, we should expect to do better if
more up-to-date values are used when updating a variable. Many experimental results,
e.g., in [11], have supported this intuition. Therefore, we re-arrange the updating order of
{λα,i}Nei=1 and {λβ,i}Nei=1 following the idea of using as many up-to-date values as possible.
The resulting iterative algorithm is summarized in Algorithm 4.4.
Combining the step 3 ∼ 4 of Algorithm 4.4 into one step and combining the subsequent
two steps into one step, we obtain
λ
[l]
β,i = (1− σλ)λ[l−1]β,i + σλ

ln


∑
e:ei=1
Λα(e) exp
(
Ne∑
i′=1
ei′λ
[l−1]
α,i′
)
∑
e:ei=0
Λα(e) exp
(
Ne∑
i′=1
ei′λ
[l−1]
α,i′
)

− λ[l−1]α,i

 ∀i
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Algorithm 4.4 (Asynchronous) Single-loop iterative algorithm
1: Initialize ∀i λ[0]α,i = λ[0]β,i = 0, and l = 1
2: repeat
3: ∀i µ[l]α,i = ln

∑e:ei=1 Λα(e) exp
(∑Ne
i′=1 ei′λ
[l−1]
α,i′
)
∑
e:ei=0
Λα(e) exp
(∑Ne
i′=1 ei′λ
[l−1]
α,i′
)

− λ[l−1]α,i
4: ∀i λ[l]β,i = (1− σλ)λ[l−1]β,i + σλµ[l]α,i
5: ∀i µ[l]β,i = ln

∑e:ei=1 Λβ(e) exp
(∑Ne
i′=1 ei′λ
[l]
β,i′
)
∑
e:ei=0
Λβ(e) exp
(∑Ne
i′=1 ei′λ
[l]
β,i′
)

− λ[l]β,i
6: ∀i λ[l]α,i = (1− σλ)λ[l−1]α,i + σλµ[l]β,i
7: l← l + 1
8: until convergence or the maximum number of iterations is reached.
9: bα(e) ∝ Λα(e) exp
(∑Ne
i=1 eiλ
[l]
α,i
)
10: bβ(e) ∝ Λβ(e) exp
(∑Ne
i=1 eiλ
[l]
β,i
)
11: ∀i bi(ei) ∝ exp
(
eiµ
[l]
α,i + eiµ
[l]
β,i
)
λ
[l]
α,i = (1− σλ)λ[l−1]α,i + σλ

ln


∑
e:ei=1
Λβ(e) exp
(
Ne∑
i′=1
ei′λ
[l]
β,i′
)
∑
e:ei=0
Λβ(e) exp
(
Ne∑
i′=1
ei′λ
[l]
β,i′
)

− λ[l]β,i

 ∀i. (4.75)
Analogous to (4.56), we can use p(ei;λα,i) and p(ei;λβ,i) instead of exp(eiλα,i) and
exp(eiλβ,i) in the above equations, respectively. Setting σλ to one, we straightforwardly
obtain the recursion in (4.56), which corresponds to the #xed-point iteration method de-
rived in Section 4.3.1. Based on this identi#cation, the #xed-point iteration method can
be interpreted as an outcome of approximating the double-loop iterative algorithm by up-
dating the Lagrange multipliers in an aggressive way. Due to such aggressive updates, it
cannot preserve the convergence guarantee of the double-loop iterative algorithm.
Stability Analysis
With σλ = 1 in (4.75), we obtain the recursion of the #xed-point iteration given in (4.56).
Letting σλ also take on values belonging to (0, 1), a damped #xed-point iteration is ob-
tained. In the following, the stability of the #xed-point iteration in (4.75) is analyzed. It
depends on the value of σλ.
A full iteration in (4.75) can be interpreted as a 2Ne-dimensional nonlinear function
gσλ : R
2Ne 7→ R2Ne , which produces {λ[l]α,i, λ[l]β,i}Nei=1 based on {λ[l−1]α,i , λ[l−1]β,i }Nei=1. Denot-
ing {λα,i}Nei=1 and {λβ,i}Nei=1 compactly as λα and λβ , a #xed-point of convergence implies
there exists a (λ∗α,λ
∗
β) ∈ R2Ne such that (λ∗α,λ∗β) = gσλ(λ∗α,λ∗β). To access the stability
of a #xed-point (λ∗α,λ
∗
β), we shall resort to the Jacobian matrix of gσλ , i.e., Jgσλ , which
is parameterized by σλ. A condition for (λ
∗
α,λ
∗
β) being asymptotically stable is given as
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Figure 4.6: The upper bound on the spectral radius ρ
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)
in (4.76).
follows: The eigenvalues of the Jacobian matrix Jgσλ attained at (λ
∗
α,λ
∗
β) lie inside the
unit circle [79], i.e., the spectral radius of Jgσλ attained at (λ
∗
α,λ
∗
β), i.e., ρ
(
Jgσλ
∣∣
(λ∗α,λ
∗
β)
)
is strictly smaller than one. According to the derivations in Appendix A.5, we can upper
bound the spectral radius by
ρ
(
Jgσλ
∣∣
(λ∗α,λ
∗
β)
)
≤ (1− σλ) + σ
2
λ
2
ρ
(
Jgσλ=1
∣∣
(λ∗α,λ
∗
β)
)
+
σλ
2
√
σ2λρ
2
(
Jgσλ=1
∣∣
(λ∗α,λ
∗
β)
)
+ 4(1− σλ)ρ
(
Jgσλ=1
∣∣
(λ∗α,λ
∗
β)
)
(4.76)
which is also plotted in Fig. 4.6.
When the spectral radius attained at σλ = 1 is smaller than one, the upper bound
in (4.76) is smaller than one as well. This implies that if (λ∗α,λ
∗
β) is a stable #xed-point
without damping the recursion, it remains as a stable #xed-point after damping. However,
the reverse does not hold. As the upper bound on the spectral radius decreases as σλ →
0+, unstable #xed-points tend to become stable as the damping factor σλ goes to zero.
Therefore, the damped #xed-point iteration is expected to converge more frequently with
σλ → 0+, but also at a slower rate.
4.3.4 Application Examples
Applying damped #xed-point iteration for decoding PCCCs and SCCCs, its decoding per-
formance is simulated and analyzed in this part. Note that with σλ = 1, the recursion in
(4.75) is equivalent to that in (4.56). Based on the con#gurations of e, Λα(e) and Λβ(e)
in PCCC- and SCCC-coded systems, the recursion in (4.56) is formally identical to that of
turbo decoding. Therefore, we can label damped #xed-point iteration as damped turbo
decoding in the context of decoding PCCCs and SCCCs.
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Figure 4.7: The performance of damped turbo decoding with di$erent values of the damp-
ing factor σλ;
rate 1/3-PCCC code with the generator polynomial {1, 15/13}o and information bit se-
quence length Nm = 500.
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PCCC
The performance of damped turbo decoding in a PCCC-coded system is illustrated in
Fig. 4.7. Three di$erent choices of the damping factor σλ, i.e., σλ = 0.4, σλ = 0.8 and
σλ = 1 are examined. Fig. 4.7(a) depicts the FERs achieved by damped turbo decoding
at di$erent iterations. Fig. 4.7(b) re*ects the convergence behavior of damped turbo de-
coding at Eb/N0 = 2 dB. Being more speci#c, the function rconverge(l) plotted in Fig. 4.7(b)
shows the rate of frames for which damped turbo decoding requires at least l iterations to
converge, where l can take any integer value from 1 to 1.5 · 103.
In order to achieve a small FER, the decoding process should be able to converge in as
many frames as possible. Certainly, this is not enough. The decoding process should also
converge to the right #xed-point in as many frames as possible. Based on these two intu-
itions, we can explain Fig. 4.7(a) by reference to Fig. 4.7(b). When the number of iterations
is smaller than 20, e.g., l = 2 or l = 4, turbo decoding (i.e., σλ = 1) achieves the best
decoding performance, as it converges more frequently than the others. As the number
of iterations increases to 20, the damping factor σλ = 0.8 starts to replace σλ = 1 as the
optimal choice. As we can observe from Fig. 4.7(b), the heavy-tailed convergence func-
tion rconverge(l) associated to σλ = 1 (i.e., the red line) indicates that turbo decoding either
requires very few iterations to converge or needs to experience a long transient behavior
before converging to a #xed-point. According to [54], the long transient behavior is caused
by the chaotic non-attracting invariant set in the vicinity of that #xed-point. Damping is
one solution to reduce the lifetime of the transient behavior. By allowing 1500 iterations,
turbo decoding without damping eventually can converge almost as frequently as it with
damping. However, we can observe FER loss of damped turbo decoding, particularly at the
SNR range 1.6 ∼ 2.4 dB. This is because damped turbo decoding is more likely to converge
to wrong #xed-points or chaotic limit cycles. Based on the stability analysis in above, one
explanation for such observation is that the number of attracting #xed-points increases as
σλ decreases. Convergence to wrong attractors cannot be reversed by simply increasing
the number of iterations. As such, after a su&ciently large number of iterations, it becomes
the dominant reason for the FER gap between σλ < 1 and σλ = 1. However, such FER gap
does not exist at high SNRs, e.g., Eb/N0 = 3.5 dB. This is because the basin of attraction
of the desired #xed-point grows with the SNR [54]. In other words, as the SNR increases,
the chance of converging to a wrong #xed-point reduces, while the stability of an iterative
decoding algorithm becomes the key to the decoding performance.
SCCC
Based on the above-mentioned two intuitions, we can analogously explain observations in
Fig. 4.8. It is worth to note that the FER gain achieved by damped turbo decoding with 20
iterations is more signi#cant than that in the PCCC-coded system. In accordance with this
observation, we also note that the tail of rconverge(l) with respect to σλ = 1 in the SCCC-
coded system is heavier than that in the PCCC-coded system. In the following, we focus
on interpreting these observations.
First, we conjecture the reason is related to the con#guration of Λα(e) in SCCC-coded
systems. In PCCC-coded systems, Λα(e) is con#gured by a likelihood function, which is
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Figure 4.8: The performance of damped turbo decoding with di$erent values of the damp-
ing factor σλ;
rate 1/4-SCCC code with the generator polynomial {15, 13}o and information bit sequence
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positive in noisy Gaussian channels. However, in SCCC-coded systems, Λα(e) represents
the code constraints of the outer CC, meaning that Λα(e) yields one only for bit sequences
that are members of the codebook of the outer CC, i.e., G [1]; otherwise Λα(e) = 0. Com-
paring these two con#gurations, the decoding decision made based on Λα(e) is more un-
equivocal in the SCCC-coded system. Treating turbo decoding as a process in which an
agreed decision is gradually reached by both component decoders, a consensus is more
di&cult to be achieved when one component decoder insists its own decision too much,
particularly at the initial iterations in which the decision is often unreliable.
Attempting to validate our conjecture, we secondly propose a relaxation method in Ap-
pendix A.6. Brie*y, at initial iterations, the function Λα(e) yields a small positive value ξ
′
rather than zero for bit sequences not in G [1]. By further reducing the number ξ′ over iter-
ations, the function Λα(e) eventually becomes identical to the indicator function IG[1](e).
Exemplarily, we initialize ξ′ with 0.5 and reduce it over iterations by multiplying it with a
factor 0.99, i.e., ξ′ ← 0.99ξ′. By using such relaxed Λα(e), Fig. 4.9 shows the performance
improvement, particularly when the number of iterations equals 20.
4.4 Temperature E!ects
So far, we have focused on iterative algorithms tailored for minimizing the constrained
Bethe free energy at unit temperature. According to Proposition 4.5, global minimizers of
the constrained Bethe free energy at other positive temperatures can be linked to the ML
solution as well. Therefore, in this section, we aim to incorporate the temperature parame-
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ter T into turbo decoding. Labeling the resulting algorithm as temperature-controlled turbo
decoding, we will further study temperature e$ects in its decoding performance.
4.4.1 Temperature-Controlled Turbo Decoding
In Section 4.3.1, turbo decoding has been shown as an application of the block-wise #xed-
point iteration method to minimize the constrained Bethe free energy at unit temperature.
Following the same derivation procedure, temperature-controlled turbo decoding can be
analogously derived for solving the constrained Bethe free energy minimization problem
in (4.15) at any positive temperature. In equations, the recursion of temperature-controlled
turbo decoding is given as
λ
[l+1]
β,i = T ln

∑e:ei=1 Λ
1
T
α (e)
∏Ne
i′=1 p
1
T
(
ei′ ;λ
[l]
α,i′
)
∑
e:ei=0
Λ
1
T
α (e)
∏Ne
i′=1 p
1
T
(
ei′ ;λ
[l]
α,i′
)

− λ[l]α,i ∀i
λ
[l+1]
α,i = T ln

∑e:ei=1 Λ
1
T
β (e)
∏Ne
i′=1 p
1
T
(
ei′ ;λ
[l+1]
β,i′
)
∑
e:ei=0
Λ
1
T
β (e)
∏Ne
i′=1 p
1
T
(
ei′ ;λ
[l+1]
β,i′
)

− λ[l+1]β,i ∀i. (4.77)
In a PCCC-coded system, the function Λ
1
T
α (e) and Λ
1
T
β (e) are con#gured as follows:
Λ
1
T
α (e) = p
1
T (y1|h1,m = e) ∝
∏
k∈I1
exp
(
−|yk −
√
Es(2ck − 1)hk|2
N0T
)
(4.78)
Λ
1
T
β (e) = p
1
T (y2|h2,m = e) ∝
∏
k∈I2
exp
(
−|yk −
√
Es(2ck − 1)hk|2
N0T
)
(4.79)
where {ck} are the code bits generated by the PCCC encoder based on the information bit
sequencem equal to e. Let us de#ne a scaled noise variance, i.e., N ′0
∆
= N0T and also note
that p
1
T (ei;λα,i) and p
1
T (ei;λβ,i) as functions of ei are proportional to
p
1
T (ei;λα,i) ∝ exp
(
1
T
eiλα,i
)
∝ p (ei;λα,i/T )
p
1
T (ei;λβ,i) ∝ exp
(
1
T
eiλβ,i
)
∝ p (ei;λβ,i/T ) . (4.80)
Temperature-controlled turbo decoding can be e$ectively realized by a classic PCCC de-
coder, which takesN ′0 as the true noise variance and scales the input log-probability ratios
byT . By analogy, the standard SCCCdecoder is usable for realizing temperature-controlled
turbo decoding in SCCC-coded systems.
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Max-Log-MAP Criterion based Turbo Decoding
As the temperature approaches zero, i.e., T → 0+, the recursion of temperature-controlled
turbo decoding becomes
λ
[l+1]
β,i = lim
T→0+
T ln

∑e:ei=1 Λ
1
T
α (e)
∏Ne
i′=1 p
1
T
(
ei′ ;λ
[l]
α,i′
)
∑
e:ei=0
Λ
1
T
α (e)
∏Ne
i′=1 p
1
T
(
ei′ ;λ
[l]
α,i′
)

− λ[l]α,i ∀i
(a)
= ln
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maxe:ei=1 Λα(e)∏Nei′=1 p
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ei′ ;λ
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α,i′
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maxe:ei=0 Λα(e)
∏Ne
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(
ei′ ;λ
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α,i′
)

− λ[l]α,i ∀i (4.81)
λ
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α,i = lim
T→0+
T ln
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
− λ[l+1]β,i ∀i
(b)
= ln

maxe:ei=1 Λβ(e)∏Nei′=1 p
(
ei′ ;λ
[l+1]
β,i′
)
maxe:ei=0 Λβ(e)
∏Ne
i′=1 p
(
ei′ ;λ
[l+1]
β,i′
)

− λ[l+1]β,i ∀i (4.82)
where the equality at (a) and (b) can be obtained by following the derivations given in
Appendix A.7.
We shall be very familiar with the equations in the above. They corresponds to the
recursion of the Max-Log-MAP criterion based turbo decoding algorithm. Therefore, we
can interpret the Max-Log-MAP criterion based turbo decoding algorithm as an iterative
solution to solve the constrained Bethe free energy minimization problem in (4.15) at an
in#nitesimal positive temperature.
4.4.2 Decoding Performance Analysis
Applying temperature-controlled turbo decoding to decode a PCCC, Fig. 4.10 depicts the
FERs achieved by it at di$erent temperatures. With respect to each scenario, there exists
an optimal temperature (or optimal temperatures) at which temperature-controlled turbo
decoding achieves the minimal FER.
In general, the optimal temperature is in*uenced by the following two aspects:
1. Whether the global minimizer of the constrained Bethe free energy, i.e., bˆT , can
re*ect the ML solution in the form of (4.34).
2. Whether such bˆT can be found by temperature-controlled turbo decoding.
According to the complementary view of the constrained Bethe free energy minimization
presented in Section 4.2.4, the main reason for we may loose the ML solution by solving
the constrained Bethe free energy minimization problem in (4.15) at zero temperature has
been related to the constraint relaxation. By applying a penalty method, the constrained
Bethe free energy minimization problem at a positive temperature may serve as a better
approximation of the ML decoding problem.
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Figure 4.10: FER vs. temperature T for temperature-controlled turbo decoding;
rate 1/3-PCCC with the generator polynomial {1, 15/13}o.
From Fig. 4.10, we observe a small temperature is preferred by a short length codeword,
while the optimal temperature increases along with codeword length.
Another phenomenon that we can observe from Fig. 4.10 is as follows: At high SNRs,
the FERs attained at the temperatures that range from zero to an upper limit Tthr are sim-
ilar. By further increasing the SNR, the temperature range [0, Tthr] gets wider. Under the
assumption that bˆ0 re*ects the ML solution in the form of (4.28), Tthr is the temperature
threshold de#ned in Proposition 4.5 such that bˆT with T < Tthr can re*ect the ML solu-
tion as well, see (4.34). In the following, we will show bˆ0 is more likely to re*ect the ML
solution at high SNRs, while Tthr generally increases along with the SNR.
• By the de#nition of bˆ0, it is chosen to minimize the Bethe average energy UB(b)
subject to the normalization constraints (4.13) and the marginalization consistency
constraints (4.14). When the following condition
argmaxΛα(e) = argmaxΛβ(e) (4.83)
holds, the global minimizer bˆ0 on the one hand is evidently attained at
bˆα,0(e) = bˆβ,0(e) =
{
1, if e = argmaxΛα(e)
0, otherwise.
(4.84)
On the other hand, the ML solution eˆ by its de#nition must equal argmaxΛα(e).
As such, the global minimizer bˆ0 is guaranteed to re*ect the ML solution when the
condition in (4.83) holds. According to the con#gurations of Λα(e) and Λβ(e) in
PCCC-coded systems, they tend to peak at the same bit sequence, i.e., the transmitted
bit sequence, as the SNR increases. Given this fact, the condition in (4.83) is more
likely to be satis#ed at high SNRs. Therefore, bˆ0 is expected to re*ect theML solution
at high SNRs.
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• Suppose bˆ0 is related to the ML solution, then global minimizer bˆ∆T shall be sim-
ilar to bˆ0 provided that UB(b) still dominates the value of FB(b,∆T ) = UB(b) −
∆THB(b). Based on this understanding, we can intuitively interpret Tthr as the tem-
perature threshold beyond which bˆ∆T loses the desired feature of bˆ0. As opposed to
the Bethe entropy HB(b) that is irrelevant to the SNR, UB(b) depends on the SNR,
see its expression in the PCCC-coded system
UB(b) = −
∑
e
bα(e) ln p(y1|h1,m)−
∑
e
bβ(e) ln p(y2|h2,m)
= −
∑
e
bα(e) ·
[
−|I1| ln(πN0)−
∑
k∈I1
|yk −
√
Es(2ck − 1)hk|2
N0
]
−
∑
e
bβ(e) ·
[
−|I2| ln(πN0)−
∑
k∈I2
|yk −
√
Es(2ck − 1)hk|2
N0
]
(4.85)
Under the normalization constraint, i.e.,
∑
e bα(e) =
∑
e bβ(e) = 1, we have∑
e
bα(e)|I1| ln(πN0) = |I1| ln(πN0) (4.86)∑
e
bβ(e)|I2| ln(πN0) = |I2| ln(πN0) (4.87)
which are two constants irrelevant to b. For the remaining terms in UB(b), they
depend on b and also the noise variance N0. E$ectively, the noise variance N0 can
be viewed as a scaling parameter. At the same temperature, the impact of UB(b) on
the value of FB(b, T ) is more signi#cant with a smaller N0. This implies a larger
Tthr at a higher SNR. With a large Tthr, temperature-controlled turbo decoding is less
sensitive to the temperature setting. By means of Monte Carlo simulations, turbo
decoding was shown in [124] to be insensitive to the noise variance estimation er-
ror. In Section 4.4.1, we have shown temperature-controlled turbo decoding can be
realized by a turbo decoder using a scaled noise varianceN ′0 = N0T . With T 6= 1,N ′0
can be treated as an outcome of inaccurate noise variance estimation. And then, the
discussions in the above contribute to an explanation of the observations in [124].
In Fig. 4.10, we have set the iteration limit to 2·103. Now, we examine the FERs attained
at di$erent iterations, see Fig. 4.11. For each codeword length shown in Fig. 4.11, we are
interested in the convergence behavior of temperature-controlled turbo decoding operat-
ing at the optimal temperatures which are identi#ed from Fig. 4.10. Obviously, neither low
nor high temperature is the wise choice when the convergence speed is the concern. The
slow convergence speed at low temperatures is related to the observation that temperature-
controlled turbo decoding operated at low temperatures often exhibits chaotic oscillating
behaviors for reducing the Bethe free energy. This is particularly true for bit sequences
with short lengths. A higher temperature yields a smoother convergence behavior, but the
step size in reducing the Bethe free energy is relatively small. One illustrative example is
given in Fig. 4.12, where we try to decode a data frame at three di$erent temperatures and
use the Bethe free energy FB(b, T ) as the tracking metric.
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Figure 4.11: FER vs. temperature T for temperature-controlled turbo decoding;
rate 1/3-PCCC with the generator polynomial {1, 15/13}o.
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Figure 4.12: One illustrative example: the convergence behavior of temperature-controlled
turbo decoding at di$erent temperatures. Note that, at T = 0.5, temperature-controlled
turbo decoding converges to a solution which actually yields a larger FB(b, T ) than that
attained at an earlier iteration, e.g., l = 10. At a #rst glance, it seems the converged
solution is suboptimal. In fact, it is not the case, since any solution obtained before the
convergence may not satisfy the constraints. Therefore, it cannot be a minimizer of the
constrained Bethe free energy FB(b, T ).
We conclude this section bymaking a number of observations. The temperature param-
eter T a$ects not only the connection between the ML solution and the global minimizer
bˆT , but also the convergence behavior of temperature-controlled turbo decoding to #nd
bˆT . For achieving near-ML decoding performance, there exists an optimal temperature (or
optimal temperatures) for temperature-controlled turbo decoding. From the simulation re-
sults and also our analysis, the optimal temperature is case-speci#c and unit temperature
is not always the best choice.
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4.5 Summary
In this chapter, we have linked turbo decoding to the ML decoding problem by taking the
constrained Bethe free energy minimization problem as a relay, see Fig. 4.1. In particu-
lar, Proposition 4.5 has revealed a deterministic relation between the ML solution and the
global minimizer of the constrained Bethe free energy minimization problem when certain
conditions are satis#ed. Moreover, we have provided a complementary view of the con-
strained Bethe free energy in the context of ML decoding. Namely, we have treated the ML
decoding problem as a constrained LP problem. As the number of linear constraints grows
exponentially with the information bit sequence length, the constrained Bethe free energy
minimization problem at zero temperature has been explained as an outcome of constraint
relaxation. On this basis, the constrained Bethe free energy minimization problem at a
positive temperature has been eventually identi#ed as an outcome of applying a penalty
method to compensate for the loss caused by constraint relaxation. The temperature ef-
fectively serves as a penalty coe&cient.
Attempting to #nd the ML solution by solving the constrained Bethe free energy min-
imization problem, we have derived two iterative solutions to minimize the constrained
Bethe free energy. One is the #xed-point iteration method. Turbo decoding is an instance
of it. The other is the double-loop iterative algorithm, which is able to successively re-
duce the constrained Bethe free energy over iterations and is also guaranteed to converge.
Through the comparison between them, turbo decoding can be identi#ed as an outcome
of speeding up the double-loop iterative algorithm in reducing the Bethe free energy over
iterations. As a consequence, turbo decoding converges faster but may fail to converge.
Apart fromminimizing the constrained Bethe free energy at unit temperature, we have
incorporated the temperature parameter into the turbo decoding algorithm to solve the
constrained Bethe free energy at any positive temperature at the end of this chapter. Par-
ticularly, Max-Log-MAP criterion based turbo decoding has been obtained for an arbitrarily
small positive temperature. The temperature can a$ect many aspects of turbo decoding,
including whether a #xed-point of temperature-controlled turbo decoding corresponds to
the ML solution and whether temperature-controlled turbo decoding is able to converge
to the #xed-point. Simulation results have shown that when very short information bit se-
quences are in use, Max-Log-MAP criterion based turbo decoding outperforms Log-MAP
criterion based turbo decoding, i.e., turbo decoding at unit temperature, in the sense of
achieving a lower FER. As the bit sequence length increases, a higher temperature is bet-
ter. At high SNRs, a wide range of temperatures yield similar FERs.
Chapter 5
Bit-Interleaved Turbo-Coded
Modulations
Channel coding is a common technique to combat channel noise. Conceptually, the strat-
egy of a channel encoder is to add redundancy, i.e., some extra bits, to the transmitted
information bit sequence such that some errors caused by noise during the transmission
can be corrected at the receiver. However, the introduced redundancy results in bandwidth
expansion or data rate reduction. For achieving high data rates with limited spectral re-
source, coded-modulation that combines coding with bandwidth e&cient modulation is
an attractive technology. Arguably the two most famous coded-modulation schemes in
the literature are trellis coded-modulation (TCM) [116] and BICM [133]. The former was
proposed based on the concept that modulation and coding should be treated as a single en-
tity for improved performance, while the latter separates the coding from the modulation
through a bit-interleaver. It has been recognized by the author of [133] that bit-interleaving
rather than symbol-interleaving considerably increases the diversity order of the system.
Therefore, for communications over fading channels, BICM is more suitable than TCM.
Nowadays, BICM has been widely adopted by many standards, such as DVB-S2, Wireless
LAN and also LTE. In this chapter, BICM is applied together with a turbo code for trans-
mission over a frequency-*at Rayleigh fading channel.
Consider a spatially multiplexed Nt × Nr MIMO system using bit-interleaved turbo-
coded modulation as sketched in Fig. 5.1. The information bit sequence m ∈ {0, 1}Nm
is #rst encoded by a PCCC encoder with the code rate equal to rc. Following the en-
coding process of PCCC described at the beginning of Chapter 3, the codeword c =
[c1, c2, . . . , cNc ]
T with the codeword length Nc = Nm/rc consists of two parts, i.e., [c]I1
and [c]I2 , respectively generated by two component convolutional encoders. Using G ⊆
{0, 1}Nc to represent the set of bit sequences that can be generated by the given PCCC,
the codeword c must be a member of the codebook G. Before being passed through the
modulator (a.k.a. mapper), the codeword c is interleaved by a bit-interleaver Π. Let c˜ be
the interleaved codeword at the output of the interleaver Π and its ith bit correspond to
the code bit cΠ−1(i), i.e., cΠ−1(i) = c˜i. For the subsequent modulation unit, the modula-
tion alphabet is denoted as X and its cardinality equals 2Mc . This implies that each sym-
bol vector transmitted over the Nt antennas belongs to XNt and is mapped from NtMc
interleaved code bits. Speci#cally, let Nc = NsNtMc, then the interleaved codeword c˜
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Figure 5.1: A bit-interleaved turbo-coded modulation system.
can be split into Ns bit vectors of length NtMc bits each. In particular, the kth bit vector
[c˜(k−1)NtMc+1, c˜(k−1)NtMc+2, . . . , c˜kNtMc ]
T corresponds to the code bits {ci}i∈Is,k , where the
index set Is,k is given as
Is,k ∆=
{
Π−1 [(k − 1)NtMc + 1] ,Π−1 [(k − 1)NtMc + 2] , . . . ,Π−1 (kNtMc)
}
. (5.1)
The code bits {ci}i∈Is,k can also be represented as a bit subvector [c]Is,k . Using χ(·) to
represent the bit-vector-to-symbol-vector mapping rule, the kth symbol vector generated
based on [c]Is,k is written as sk = χ
(
[c]Is,k
) ∈ XNt . After modulation, the total Ns symbol
vectors, i.e., s1, s2, . . . , sNs , are successively transmitted over a frequency-*at, spatially and
temporally uncorrelated Rayleigh fading channel. The CSI at the time instant k is described
asHk ∈ CNr×Nt . Then, the received symbol vector yk is given as
yk = Hksk + nk (5.2)
where {nk} is temporally and spatially white proper complex Gaussian noise with zero-
mean and E[nkn
H
k ] = N0INr . We normalize the channel coe&cient power to one, i.e.,
E[|[Hk]ν,ϑ|2] = 1, where [Hk]ν,ϑ is the (ν, ϑ)th entry ofHk. Let E[sksHk ] = EsINt , then the
SNR per receive antenna is given as (NtEs)/N0.
For decoding BICM, the initial algorithm in the literature is BICM decoding introduced
in [133]. The general idea behind it is to treat the NtMc bits in a bit vector mutually
independent and then use a soft MIMO detector1 (a.k.a. MIMO demapper) to generate the
ML bit metrics for each code bit. For instance, the ML bit metric of the code bit ci taking
on the bit value c ∈ {0, 1} is given as
BMi(c) = p
(
yk(i)
∣∣Hk(i), ci = c)
=
∑
[c]Is,k(i)\i
p
(
yk(i)
∣∣Hk(i), [c]Is,k(i)\i, ci = c) p([c]Is,k(i)\i∣∣ci = c)
(a)
=
∑
[c]Is,k(i)\i
p
(
yk(i)
∣∣Hk(i), [c]Is,k(i)\i, ci = c) ∏
i′∈Is,k(i)\i
p (ci′)
1The conventional MIMO detector targets the bit vector that maximizes the likelihood function
p(yk|Hk, sk = χ([c]Is,k)). A soft MIMO detector, in contrast, computes the likelihood of each bit in the
bit vector.
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Figure 5.2: Conversion of BICM channel to a binary-input continuous-output channel.
(b)
=
1
2NtMc−1
∑
[c]Is,k(i)\i
p
(
yk(i)
∣∣Hk(i), [c]Is,k(i)\i, ci = c) (5.3)
where k(i) represents the time instant at which the code bit ci is transmitted; the equality
at (a) is due to the assumption that the NtMc bits in the bit vector [c]Is,k(i) are mutually
independent; and the equality at (b) is obtained by assuming equally likely code bits {ci}∏
i′∈Is,k(i)\i
p(ci′) =
∏
i′∈Is,k(i)\i
1
2
=
1
2|Is,k(i)|−1
=
1
2NtMc−1
. (5.4)
Based on the ML bit metrics {BMi(ci)}, the subsequent decoder at the receiver makes
decision according to
cbicm = argmax
c∈G
Nc∏
i=1
BMi(ci). (5.5)
This decoding criterion can be understood as the application ofML decoding for recovering
the transmitted codeword at the output of a binary-input continuous-output channel [15].
More speci#cally, we #rst de#ne the LLRs for each code bit
λBM,i = ln
[BMi(c = 1)
BMi(c = 0)
]
for i = 1, 2, . . . , Nc. (5.6)
And then, let us imagine them as the outputs of a virtual binary-input continuous-output
channel as shown in Fig. 5.2. With respect to such channel, the ML decoding criterion is
given as
cbicm = argmax
c∈G
Nc∏
i=1
p(λBM,i|ci). (5.7)
Under the assumption that the transition probability p(λBM,i|ci) is proportional to
p(λBM,i|ci) ∝ exp (ciλBM,i) ∝ BMi(ci) (5.8)
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the ML decoding criterion in (5.7) is equivalent to the decoding criterion in (5.5).
Since {λBM,i} are not su&cient statistics of {yk}, some information about c involved in
{yk} gets lost from the above-described processing on {yk}. Caire et al. provided in [15] a
comprehensive analysis of the information loss in variously con#gured BICM systems. For
single-input single-output (SISO) systems using Gray-mapped modulation schemes, the
corresponding information loss is inappreciable. However, it becomes non-negligible when
a more complicated system is under the consideration, e.g., MIMO systems or non-Gray-
mapped modulation schemes. This #nding indicates the suboptimality of BICM decoding
in general cases.
Treating the modulation as a degenerated channel code, BICM is e$ectively a serially
concatenated code. Following the turbo principle to decode such code, we reach to the
BICM-ID algorithm initially introduced in [57]. In the BICM-ID algorithm, the decoder
feeds back the soft information of the code bits to the soft MIMO detector for re-calculating
the ML bit metrics and their associated LLRs. Speci#cally, let the log-probability ratios
{λβ,i} represent the soft information delivered by the decoder, then the ML bit metrics are
re-calculated according to
BMi(c) =
∑
[c]Is,k(i)\i
p
(
yk(i)
∣∣Hk(i), [c]Is,k(i)\i, ci = c) ∏
i′∈Is,k(i)\i
p (ci′ ;λβ,i′)
=

 ∑
[c]Is,k(i) :ci=c
p
(
yk(i)
∣∣Hk(i), [c]Is,k(i)) ∏
i′∈Is,k(i)
p (ci′ ;λβ,i′)

 · 1
p(ci = c;λβ,i)
(5.9)
and followed by
λBM,i = ln
[BMi(c = 1)
BMi(c = 0)
]
= ln


∑
[c]Is,k(i) :ci=1
p
(
yk(i)
∣∣Hk(i), [c]Is,k(i))∏i′∈Is,k(i) p (ci′ ;λβ,i′)
∑
[c]Is,k(i) :ci=0
p
(
yk(i)
∣∣Hk(i), [c]Is,k(i))∏i′∈Is,k(i) p (ci′ ;λβ,i′)

− λβ,i (5.10)
(a)
= ln

p
(
ci = 1
∣∣yk(i),Hk(i); {λβ,i′}i′∈Is,k(i))
p
(
ci = 0
∣∣yk(i),Hk(i); {λβ,i′}i′∈Is,k(i))

− λβ,i (5.11)
(b)≈ ln


max
[c]Is,k(i) :ci=1
p
(
yk(i)
∣∣Hk(i), [c]Is,k(i))∏i′∈Is,k(i) p (ci′ ;λβ,i′)
max
[c]Is,k(i) :ci=0
p
(
yk(i)
∣∣Hk(i), [c]Is,k(i))∏i′∈Is,k(i) p (ci′ ;λβ,i′)

− λβ,i (5.12)
where the equality at (a) is obtained by using Bayes’ rule and the approximation at (b) is
the so-called max-log approximation. When the soft MIMO detector generates the LLRs
{λBM,i} according to (5.11), it is commonly referred to as the Log-MAP detector. For
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practical MIMO systems, the exact computation of the sums involved in (5.10) can be ex-
haustive. Replacing the sum-operations by the max-operations results in the so-called
Max-Log-MAP detector, see (5.12). To realize it, the sphere decoding (SD) algorithm intro-
duced in [110] is a well-known algorithm in the literature. Using the re-calculated LLRs
{λBM,i} at the subsequent decoding unit, the decoding outputs including the feedback log-
probability ratios {λβ,i} can then be re#ned. Performing BICM-IDmore than one iteration,
some performance improvements over BICM decoding (i.e., BICM-ID with single iteration)
can be achieved. With more powerful channel codes, the gains are expected to be more
pronounced [114, 115].
For decoding bit-interleaved turbo-coded modulation, a natural solution is to combine
BICM-ID with turbo decoding. However, the connection of such an iterative decoding al-
gorithm to the optimal ML decoding problem remains unclear. In this chapter, we start
from formulating the criterion for ML decoding bit-interleaved turbo-coded modulation
in Section 5.1. Aiming at e&cient decoding algorithms to #nd the ML solution, we will
extend the approach presented in the previous chapter to systematically derive an approx-
imation algorithm to the ML decoding problem. Namely, a constrained Bethe free energy
minimization problem will be formalized and will be shown as an approximation to the
ML decoding problem in Section 5.2. Section 5.3 will be devoted to derivation and realiza-
tion of an approximate ML decoding algorithm by minimizing the constrained Bethe free
energy. In particular, the concatenation of BICM-ID and turbo decoding will be identi#ed
as a special instance of the obtained algorithm. This identi#cation clari#es its connection
to the ML decoding problem. In Section 5.4, we will analyze the error probability of ML
decoding in BICM-MIMO systems. The obtained analytical results will be used as base-
lines for assessing the e&ciency of the obtained algorithm in approaching ML decoding
performance. This chapter will conclude with a short summary.
5.1 ML Decoding Problem
For the sake of simplicity, we group the channel coe&cient matrices a$ecting the same
codeword into a set, i.e., H ∆= {Hk}Nsk=1. Under the assumption that H is known perfectly
at the receiver, the ML decoder targets the codeword in the codebook G that maximizes
the log-likelihood function ln p (Y|H, c) with Y ∆= {yk}Nsk=1, i.e.,
cˆ = argmax
c∈G
ln p (Y|H, c) . (5.13)
Since the encoding process can be understood as a bijective function that gives an exact
pairing of the elements in the two sets {0, 1}Nm and G ⊆ {0, 1}Nc , the fact c ∈ G actually
implies the existence of one and only one information bit sequencem ∈ {0, 1}Nm such that
c = G(m), where G(·) stands for the encoding function de#ned by the employed PCCC.
Using the indicator function I (c,G(m)) given as
I (c,G(m)) =
{
1, if c = G(m)
0, otherwise
(5.14)
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to indicate the one-to-one correspondence between m ∈ {0, 1}Nm and c ∈ G, the ML
decoding problem in the above can be alternatively formalized as
{mˆ, cˆ} = arg max
m∈{0,1}Nm ,c∈{0,1}Nc
ln p (Y|H, c) + ln I (c,G(m)) (5.15)
where mˆ is the ML information bit sequence corresponding to the ML codeword cˆ, i.e.,
cˆ = G(mˆ). As mˆ and cˆ are essentially equivalent, the knowledge of one directly leads to
the other. They are hereafter collectively referred to as the ML solution.
By noting that the PCCC encoder in Fig. 5.1 is made of two convolutional encoders
whose encoding functions are respectively denoted as G1(·) and G2(·), the indicator func-
tion I (c,G(m)) can be factorized as
I (c,G(m)) =
2∏
ν=1
I ([c]Iν ,Gν(m)) . (5.16)
On this basis, the ML decoding problem in (5.15) can be equivalently written as
{mˆ, cˆ} = arg max
m∈{0,1}Nm ,c∈{0,1}Nc
ln p (Y|H, c) +
2∑
ν=1
ln I ([c]Iν ,Gν(m))
= arg min
m∈{0,1}Nm ,c∈{0,1}Nc
− ln p (Y|H, c)−
2∑
ν=1
ln I ([c]Iν ,Gν(m)) . (5.17)
5.2 Constrained Bethe Free Energy Minimization
Problem
A brute-force search for (mˆ, cˆ) is evidently infeasible at the receiver. Resorting to the code
structure, the presence of random-like interleavers in the encoding process introduces a
tremendous memory to the system. Therefore, some approximations to the ML decoding
problem are necessary to design computationally e&cient decoding algorithms. In this
section, we follow the idea in Chapter 4 to construct an approximate ML decoding prob-
lem. Namely, based on the objective function of the ML decoding problem in (5.17) and
also its arguments (m, c), we de#ne a discrete-state system. And then, the ML decoding
problem in (5.17) is linked to the constrained Bethe free energy minimization problem of
the underlying discrete-state system.
One de#nes a discrete-state system, whose state is described by (m, c) and whose en-
ergy function equals the objective function in (5.17). Following the Boltzmann distribution
(cf. Section 2.3), the probability of a state at a given temperature T is then given by
pB(m, c;T ) =
1
Z(T )
p
1
T (Y|H, c)
2∏
ν=1
I
1
T ([c]Iν ,Gν(m))
(a)
=
1
Z(T )
p
1
T (Y|H, c)
2∏
ν=1
I ([c]Iν ,Gν(m)) (5.18)
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where the partition function Z(T ) is de#ned as
Z(T )
∆
=
∑
m,c
p
1
T (Y|H, c)
2∏
ν=1
I ([c]Iν ,Gν(m)) (5.19)
and the equality at (a) holds due to the equality I
1
T ([c]Iν ,Gν(m)) = I ([c]Iν ,Gν(m)).
In accordance with the factorization of pB(m, c;T ), we introduce and associate the
pmfs bαν ([c]Iν ,m) and bβ(c) to the function I ([c]Iν ,Gν(m)) and p (Y|H, c), respectively.
In addition to them, the auxiliary pmfs {bmi(mi)}Nmi=1 and {bci(ci)}Nci=1 are intended to the
particles {mi}Nmi=1 and {ci}Nci=1 in the discrete-state system. As a function of the auxiliary
pmfs {bαν ([c]Iν ,m), bβ(c), bmi(mi), bci(ci)}, the Bethe free energy is de#ned as (cf. Sec-
tion 2.3)
FB(b, T ) ∆= UB(b)− THB(b) (5.20)
where the Bethe average energy UB(b) and the Bethe entropyHB(b) are given as
UB(b) ∆= −
2∑
ν=1
∑
m,[c]Iν
bαν ([c]Iν ,m) ln I ([c]Iν ,Gν(m))−
∑
c
bβ(c) ln p (Y|H, c) (5.21)
HB(b) ∆= −
2∑
ν=1
∑
m,[c]Iν
bαν ([c]Iν ,m) ln bαν ([c]Iν ,m)−
∑
c
bβ(c) ln bβ(c)
+
Nm∑
i=1
∑
mi
bmi(mi) ln bmi(mi) +
Nc∑
i=1
∑
ci
bci(ci) ln bci(ci). (5.22)
In the above de#nitions, the vector b as a compact representation of the pmfs
{bαν ([c]Iν ,m), bβ(c), bmi(mi), bci(ci)} is constructed by concatenating their values into a
vector. Therefore, its length equals2
Nb =
[
2∑
ν=1
2|Iν |+Nm
]
+ 2Nc + 2Nm + 2Nc. (5.23)
Fixing the temperature, the Bethe free energy FB(b, T ) as a function of b is de#ned
on RNb+ . Since the entries of b ∈ RNb+ correspond to the values of the auxiliary pmfs, they
need to satisfy the normalization constraints
∀ν ∈ {1, 2}
∑
m,[c]Iν
bαν ([c]Iν ,m) = 1,
∑
c
bβ(c) = 1;
∀i ∈ {1, 2, . . . , Nc}
∑
ci
bci(ci) = 1, ∀i ∈ {1, 2, . . . , Nm}
∑
mi
bmi(mi) = 1. (5.24)
2The pmf bαν ([c]Iν ,m) has 2
|Iν |+Nm values, each of which is associated to one realization of ([c]Iν ,m) in
the set {0, 1}|Iν |×{0, 1}Nm . The pmf bβ(c) has 2Nc values for all c ∈ {0, 1}Nc . The remaining (2Nm+2Nc)
entries of b are analogously associated to the values of the pmfs {bmi(mi)}Nmi=1 and {bci(ci)}Nci=1.
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By further adding the marginalization consistency constraints
∀ν ∈ {1, 2} ∀i ∈ Iν
∑
m,[c]Iν :ci=1
bαν ([c]Iν ,m) =
∑
c:ci=1
bβ(c) = bci(ci = 1)
∀i
∑
m:mi=1,[c]I1
bα1([c]I1 ,m) =
∑
m:mi=1,[c]I2
bα2([c]I2 ,m) = bmi(mi = 1) (5.25)
the minimal value of the constrained Bethe free energy, i.e.,
min
b∈R
N
b
+
FB(b, T ) subject to (5.24) and (5.25) (5.26)
is often of interest in physics. Here, we are interested in knowing the global min-
imal solution of the problem in (5.26) rather than its global minimal value, as the
global minimal solution can re*ect the ML solution (mˆ, cˆ) under certain condi-
tions. For notational convenience, let us denote the global minimal solution attained
at the temperature T as bˆT , whose alternative representation is the optimal pmfs
{bˆαν ,T ([c]Iν ,m), bˆβ,T (c), bˆmi,T (mi), bˆci,T (ci)}.
Proposition 5.1. Suppose bˆ0 is a global minimal solution of (5.26) attained at zero tem-
perature. If it happens to be an integer-valued vector, i.e., bˆ0 ∈ {0, 1}Nb , it must have a
deterministic relation with the ML solution, i.e.,
∀i ∈ {1, 2, . . . , Nm} bˆmi,0(mi) =
{
1, ifmi = mˆi
0, otherwise
(5.27)
and
∀i ∈ {1, 2, . . . , Nc} bˆci,0(ci) =
{
1, if ci = cˆi
0, otherwise.
(5.28)
Proof. At zero temperature, we have FB(b, T = 0) = UB(b) and then bˆ0 is e$ectively
determined as
bˆ0 = arg min
b∈R
N
b
+
UB(b) subject to (5.24) and (5.25).
As the Bethe average energy UB(b) and also the constraints in (5.24) and (5.25) are linear
functions of b, the above constrained minimization problem is a LP problem.
Under the assumption bˆ0 ∈ {0, 1}Nb , the search space for bˆ0 can be reduced from RNb+
to {0, 1}Nb , i.e.,
bˆ0 = arg min
b∈{0,1}Nb
UB(b) subject to (5.24) and (5.25). (5.29)
As the entries of b can only take the integer values from the set {0, 1}, the problem in
(5.29) is e$ectively an IP problem. By reference to the proof of Proposition 4.4, any feasible
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solution of the IP problem in (5.29) implies the existence of one and only one bit sequence
pair (m′, c′) ∈ {0, 1}Nm × {0, 1}Nc such that ∀ν ∈ {1, 2},
bαν ([c]Iν ,m) =
{
1, if [c]Iν = [c
′]Iν andm =m
′
0, otherwise
(5.30)
and
bβ(c) =
{
1, if c = c′
0, otherwise.
(5.31)
Using (5.30) and (5.31), the problem in (5.29) is equivalent to solve
min
(m′,c′)∈{0,1}Nm×{0,1}Nc
− ln p (Y|H, c′)−
2∑
ν=1
ln I ([c′]Iν ,Gν(m′))
where the minimal value is attained at (mˆ, cˆ) due to (5.17). Therefore, there exists a deter-
ministic connection between bˆ0 and the ML solution (mˆ, cˆ), i.e.,
∀ν ∈ {1, 2} bˆαν ,0([c]Iν ,m) =
{
1, if [c]Iν = [cˆ]Iν andm = mˆ
0, otherwise
(5.32)
and
bˆβ,0(c) =
{
1, if c = cˆ
0, otherwise.
(5.33)
Under the marginalization consistency constraints in (5.25), the equalities in (5.27) and
(5.28) hold as well. The proof is therefore complete.
Proposition 5.2. Suppose bˆ0 is a unique global optimal solution and also it belongs to
{0, 1}Nb . Then, there must exist a positive temperature threshold Tthr such that bˆ∆T with
∆T ∈ (0, Tthr) can re"ect the ML solution in the form of
∀i ∈ {1, 2, . . . , Nm}


ln
[
bˆmi,∆T (mi = 1)
bˆmi,∆T (mi = 0)
]
> 0, if mˆi = 1
ln
[
bˆmi,∆T (mi = 1)
bˆmi,∆T (mi = 0)
]
< 0, if mˆi = 0
(5.34)
and
∀i ∈ {1, 2, . . . , Nc}


ln
[
bˆci,∆T (ci = 1)
bˆci,∆T (ci = 0)
]
> 0, if cˆi = 1
ln
[
bˆci,∆T (ci = 1)
bˆci,∆T (ci = 0)
]
< 0, if cˆi = 0.
(5.35)
Proof. The proof is analogous to the proof of Proposition 4.5 given in Section 4.2.4, which
relies on the continuity property of bˆT over the temperature T .
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5.3 Temperature-ControlledDoubly Iterative Decoding
Attempting to #nd the ML solution by solving the problem in (5.26), we apply the method
of Lagrange multipliers for deriving an iterative algorithm in this section. And then, the
realization of the iterative algorithm in MIMO systems is addressed.
5.3.1 The Method of Lagrange Multipliers
According to [10, Section 3.1], the method of Lagrangemultipliers is only usable for #nding
local extrema of the constrained Bethe free energy that reside in the interior region of the
domain of the Bethe free energy, i.e., RNb++. Therefore, we need to distinguish the zero-
valued entries of bˆT from the positive entries before applying the method of Lagrange
multipliers.
Some Important Features of bˆT
Let us start from the necessary condition on b such that FB(b, T ) < ∞. According to
(5.20), the Bethe free energy FB(b, T ) is a real-valued function only if both the Bethe av-
erage energy UB(b) and the Bethe entropy HB(b) are real-valued. Since the entropy of
a discrete random variable is real-valued, the Bethe entropy HB(b) subject to the nor-
malization constraints and the marginalization consistency constraints is clearly a real-
valued function. As opposed to it, the Bethe average energy UB(b) may diverge to ∞
due to − ln I ([c]Iν ,Gν(m)) = − ln 0 for any [c]Iν 6= Gν(m). With the argument that
−bαν ([c]Iν ,m) ln 0 equals zero only if bαν ([c]Iν ,m) = 0; otherwise it diverges to∞, the
pmf bαν ([c]Iν ,m) must satisfy
bαν ([c]Iν ,m) = 0 if [c]Iν 6= Gν(m) (5.36)
to ensure −bαν ([c]Iν ,m) ln I ([c]Iν ,Gν(m)) < ∞. By expressing the joint pmf
bαν ([c]Iν ,m) as follows
bαν ([c]Iν ,m) = bαν (m)bαν ([c]Iν |m) (5.37)
the condition in (5.36) can be satis#ed if and only if we let the conditional pmf bαν ([c]Iν |m)
equal I ([c]Iν ,Gν(m)), which subsequently yields
bαν ([c]Iν ,m) = bαν (m)I ([c]Iν ,Gν(m)) . (5.38)
As we are interested in minimizing FB(b, T ) rather than maximizing it, the optimal
pmf bˆαν ,T ([c]Iν ,m) should have the form as given in (5.38). In other words, there exists a
pmf bˆαν ,T (m) such that
bˆαν ,T ([c]Iν ,m) = bˆαν ,T (m)I ([c]Iν ,Gν(m)) . (5.39)
Under this identi#cation, the determination of bˆαν ,T ([c]Iν ,m) boils down to the determi-
nation of bˆαν ,T (m). Substitute (5.38) back into the problem (5.26) and performing some
algebra, the Bethe free energy FB(b, T ) is reduced to
F˜B(brem, T ) ∆= −
∑
c
bβ(c) ln p (Y|H, c)
5.3. Temperature-Controlled Doubly Iterative Decoding 87
+ T
∑
c
bβ(c) ln bβ(c) + T
2∑
ν=1
∑
m
bαν (m) ln bαν (m)
− T
Nm∑
i=1
∑
mi
bmi(mi) ln bmi(mi)− T
Nc∑
i=1
∑
ci
bci(ci) ln bci(ci)
where brem is obtained by vectorizing the values of {bαν (m), bβ(c), bmi(mi), bci(ci)}. Using
F˜B(brem, T ) as the objective function, the problem in (5.26) is simpli#ed to
min
brem∈R2
Nm+1+2Nc+2Nm+2Nc
+
F˜B(brem, T ) (5.40)
subject to the normalization constraints:
∀ν ∈ {1, 2}
∑
m
bαν (m) = 1, ∀i ∈ {1, 2, . . . , Nm}
∑
mi
bmi(mi) = 1 (5.41)∑
c
bβ(c) = 1, ∀i ∈ {1, 2, . . . , Nc}
∑
ci
bci(ci) = 1, (5.42)
and the marginalization consistency constraints:
∀ν ∈ {1, 2} ∀i ∈ {1, 2, . . . , Nm}
∑
m:mi=1
bαν (m) = bmi(mi = 1) (5.43)
∀ν ∈ {1, 2} ∀i ∈ Iν
∑
m:[G(m)]i=1
bαν (m) = bci(ci = 1) (5.44)
∀i ∈ {1, 2, . . . , Nc}
∑
c:ci=1
bβ(c) = bci(ci = 1). (5.45)
Note that [G(m)]i appeared in (5.44) represents the ith code bit of the codeword generated
based on the information bit sequencem. If i ∈ I1, the ith code bit is e$ectively attained
at the output of the #rst convolutional encoder; otherwise it is generated by the second
convolutional encoder.
Proposition 5.3. For any T ∈ R+, there must exist at least one global minimum of the
problem in (5.40). Furthermore, when T is positive, the global minimal solution denoted as
bˆremT must be an element in (0, 1)
2Nm+1+2Nc+2Nm+2Nc ⊂ R2Nm+1+2Nc+2Nm+2Nc++ .
Proof. The existence of a global minimum can be proved by following the proof in Sec-
tion 4.2.2. Afterwards, we can prove bˆremT ∈ (0, 1)2Nm+1+2Nc+2Nm+2Nc by reference to the
proof of Proposition 4.1. For the details, we refer the reader to Appendix A.8.
Iterative Solution Method to the Optimization Problem in (5.40)
Based on Proposition 5.3 and also the fact that the objective function and the constraints
are all continuously di$erentiable within R2
Nm+1+2Nc+2Nm+2Nc
++ , we are now ready to apply
the method of Lagrange multipliers for determining bˆremT .
First, the Lagrange function is de#ned as
L˜B(brem,γ,λ;T ) ∆= F˜B(brem, T ) +
2∑
ν=1
γαν
(
1−
∑
m
bαν (m)
)
+ γβ
(
1−
∑
c
bβ(c)
)
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+
Nm∑
i=1
γmi
(
1−
∑
mi
bmi(mi)
)
+
Nc∑
i=1
γci
(
1−
∑
ci
bci(ci)
)
+
2∑
ν=1
Nm∑
i=1
λ
[m]
αν ,i
(
bmi(mi = 1)−
∑
m:mi=1
bαν (m)
)
+
Nc∑
i=1
λβ,i
(
bci(ci = 1)−
∑
c:ci=1
bβ(c)
)
+
2∑
ν=1
∑
i∈Iν
λ
[c]
α,i

bci(ci = 1)− ∑
m:[G(m)]i=1
bαν (m)

 (5.46)
where {γαν , γβ, γmi , γci} with the compact notation γ and {λ[m]αν ,i, λ[c]α,i, λβ,i} with the com-
pact notationλ are the Lagrange multipliers associated to the normalization and marginal-
ization consistency constraints, respectively.
Secondly, setting the #rst-order derivatives of the Lagrange function with respect to
(brem,γ,λ) to zero and solving the equations for brem, any stationary point of the con-
strained F˜B(brem, T ) within R2Nm+1+2Nc+2Nm+2Nc++ including bˆremT can be expressed as
bαν ,T (m) =
exp
(∑Nm
i=1
1
T
miλ
[m]
αν ,i
+
∑
i∈Iν
1
T
[G(m)]iλ[c]α,i
)
∑
m exp
(∑Nm
i=1
1
T
miλ
[m]
αν ,i
+
∑
i∈Iν
1
T
[G(m)]iλ[c]α,i
) ∀m ∀ν ∈ {1, 2}
bβ,T (c) =
p
1
T (Y|H, c) exp
(∑Nc
i=1
1
T
ciλβ,i
)
∑
c p
1
T (Y|H, c) exp
(∑Nc
i=1
1
T
ciλβ,i
) ∀c
bmi,T (mi) =
exp
(
1
T
mi(λ
[m]
α1,i
+ λ
[m]
α2,i
)
)
∑
mi
exp
(
1
T
mi(λ
[m]
α1,i
+ λ
[m]
α2,i
)
) ∀mi ∀i ∈ {1, 2, . . . , Nm}
bci,T (ci) =
exp
(
1
T
ci(λ
[c]
α,i + λβ,i)
)
∑
ci
exp
(
1
T
ci(λ
[c]
α,i + λβ,i)
) ∀ci ∀i ∈ {1, 2, . . . , Nc} (5.47)
where the Lagrange multipliers {λ[m]αν ,i, λ[c]α,i, λβ,i} are required to satisfy
exp
(
1
T
(λ
[m]
α1,i
+ λ
[m]
α2,i
)
)
∑
mi
exp
(
1
T
mi(λ
[m]
α1,i
+ λ
[m]
α2,i
)
) =
∑
m:mi=1
exp
(
Nm∑
i′=1
1
T
mi′λ
[m]
α1,i′
+
∑
i′∈I1
1
T
[G(m)]i′λ[c]α,i′
)
∑
m
exp
(
Nm∑
i′=1
1
T
mi′λ
[m]
α1,i′
+
∑
i′∈I1
1
T
[G(m)]i′λ[c]α,i′
)
(5.48)
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exp
(
1
T
(λ
[m]
α1,i
+ λ
[m]
α2,i
)
)
∑
mi
exp
(
1
T
mi(λ
[m]
α1,i
+ λ
[m]
α2,i
)
) =
∑
m:mi=1
exp
(
Nm∑
i′=1
1
T
mi′λ
[m]
α2,i′
+
∑
i′∈I2
1
T
[G(m)]i′λ[c]α,i′
)
∑
m
exp
(
Nm∑
i′=1
1
T
mi′λ
[m]
α2,i′
+
∑
i′∈I2
1
T
[G(m)]i′λ[c]α,i′
)
(5.49)
for i = 1, 2, . . . , Nm and also
exp
(
1
T
(λ
[c]
α,i + λβ,i)
)
∑
ci
exp
(
1
T
ci(λ
[c]
α,i + λβ,i)
) =
∑
m:[G(m)]i=1
exp
(
Nm∑
i′=1
1
T
mi′λ
[m]
αν(i),i
′ +
∑
i′∈Iν(i)
1
T
[G(m)]i′λ[c]α,i′
)
∑
m
exp
(
Nm∑
i′=1
1
T
mi′λ
[m]
αν(i),i
′ +
∑
i′∈Iν(i)
1
T
[G(m)]i′λ[c]α,i′
)
(5.50)
exp
(
1
T
(λ
[c]
α,i + λβ,i)
)
∑
ci
exp
(
1
T
ci(λ
[c]
α,i + λβ,i)
) =
∑
c:ci=1
p
1
T (Y|H, c) exp
(
Nc∑
i′=1
1
T
ci′λβ,i′
)
∑
c
p
1
T (Y|H, c) exp
(
Nc∑
i′=1
1
T
ci′λβ,i′
) (5.51)
for i = 1, 2, . . . , Nc. In the above equations of the Lagrange multipliers, G(m) is the code-
word mapped from the information bit sequencem and its i′th bit is denoted as [G(m)]i′ .
Furthermore, the function ν(i) de#ned as
ν(i)
∆
=
{
1, if i ∈ I1
2, if i ∈ I2 (5.52)
shows the index of the component convolutional encoder that generates the ith code bit.
Subsequently, we simplify the above equations of the Lagrange multipliers
{λ[m]αν ,i, λ[c]α,i, λβ,i} by noting the following equivalence for x1 > 0, y1 > 0 and y2 > 0
x1
1 + x1
=
y1
y1 + y2
≡ ln x1 = ln y1
y2
. (5.53)
For instance, the equation in (5.48) is equivalently converted to
λ
[m]
α1,i
+ λ
[m]
α2,i
T
= ln


∑
m:mi=1
exp
(
Nm∑
i′=1
1
T
mi′λ
[m]
α1,i′
+
∑
i′∈I1
1
T
[G(m)]i′λ[c]α,i′
)
∑
m:mi=0
exp
(
Nm∑
i′=1
1
T
mi′λ
[m]
α1,i′
+
∑
i′∈I1
1
T
[G(m)]i′λ[c]α,i′
)

 . (5.54)
Multiplying the terms on both sides of the above equality by T and moving λ
[m]
α1,i
from the
LHS to the RHS, we obtain
λ
[m]
α2,i
= T ln


∑
m:mi=1
exp
(
Nm∑
i′=1
mi′
λ
[m]
α1,i
′
T
+
∑
i′∈I1
[G(m)]i′
λ
[c]
α,i′
T
)
∑
m:mi=0
exp
(
Nm∑
i′=1
mi′
λ
[m]
α1,i
′
T
+
∑
i′∈I1
[G(m)]i′
λ
[c]
α,i′
T
)

− λ[m]α1,i ∀i. (5.55)
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By repeating the above simpli#cation for the other equations of the Lagrange multipliers,
we also have
λ
[m]
α1,i
= T ln


∑
m:mi=1
exp
(
Nm∑
i′=1
mi′
λ
[m]
α2,i
′
T
+
∑
i′∈I2
[G(m)]i′
λ
[c]
α,i′
T
)
∑
m:mi=0
exp
(
Nm∑
i′=1
mi′
λ
[m]
α2,i
′
T
+
∑
i′∈I2
[G(m)]i′
λ
[c]
α,i′
T
)

− λ[m]α2,i ∀i. (5.56)
and
λβ,i = T ln


∑
m:[G(m)]i=1
exp
(
Nm∑
i′=1
mi′
λ
[m]
αν,i′
T
+
∑
i′∈Iν
[G(m)]i′
λ
[c]
α,i′
T
)
∑
m:[G(m)]i=0
exp
(
Nm∑
i′=1
mi′
λ
[m]
αν,i′
T
+
∑
i′∈Iν
[G(m)]i′
λ
[c]
α,i′
T
)

− λ[c]α,i ∀ν ∀i ∈ Iν
(5.57)
λ
[c]
α,i = T ln


∑
c:ci=1
p
1
T (Y|H, c) exp
(
Nc∑
i′=1
ci′
λβ,i′
T
)
∑
c:ci=0
p
1
T (Y|H, c) exp
(
Nc∑
i′=1
ci′
λβ,i′
T
)

− λβ,i ∀i ∈ {1, . . . , Nc} (5.58)
Finally, given the block-like structure of the above stationary point equations,
the block-wise #xed-point iteration method is applicable to solve the equations for
{λ[m]α1,i, λ[m]α2,i, λ[c]α,i, λβ,i}, see Algorithm 5.1. Within the inner loop of Algorithm 5.1, the
recursion is derived from the equations in (5.55) and (5.56) to solve {λ[m]α1,i} and {λ[m]α2,i}. In
accordance with the equations in (5.57) and (5.58), the outer iteration of Algorithm 5.1 aims
at {λ[c]α,i} and {λβ,i}. When the initialization of such a doubly iterative algorithm is good
enough, the solution of convergence yields the global optimal solution bˆremT according to
(5.47). Given the connection between the global minimizer of the constrained Bethe free
energy and the ML solution, see Proposition 5.1 and 5.2, Algorithm 5.1 can also be treated
as an approximate ML decoding algorithm that tries to #nd the ML solution by minimizing
the constrained Bethe free energy. Due to the presence of the temperature parameter T ,
we hereafter label Algorithm 5.1 as temperature-controlled doubly iterative decoding.
Some Comments on Algorithm 5.1
To gain some insights into the temperature-controlled doubly iterative decoding algorithm,
two important observations are made as follows.
First, we aim to identify that the generation of λ
[c]
α,i at the step 3 of Algorithm 5.1 actually
corresponds to the task of soft MIMO detection. Based on the factorization p (Y|H, c) =∏Ns
k=1 p
(
yk|Hk, [c]Is,k
)
, we have
∑
c:ci=c
p
1
T (Y|H, c) exp
(
Nc∑
i′=1
1
T
ci′λβ,i′
)
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Algorithm 5.1 Temperature-Controlled Doubly Iterative Decoding Algorithm
1: Initialize ∀i ∈ {1, 2, . . . , Nc} λβ,i = 0 and ∀i ∈ {1, 2, . . . , Nm} λ[m]α1,i = 0
2: repeat
3: λ
[c]
α,i = T ln


∑
c:ci=1
p
1
T (Y|H, c) exp
(
Nc∑
i′=1
1
T ci′λβ,i′
)
∑
c:ci=0
p
1
T (Y|H, c) exp
(
Nc∑
i′=1
1
T ci′λβ,i′
)

− λβ,i for i = 1, . . . , Nc
4: for l = 1→ Ldec do
5: λ
[m]
α2,i
= T ln


∑
m:mi=1
exp
(
Nm∑
i′=1
1
Tmi′λ
[m]
α1,i′
+
∑
i′∈I1
1
T [G(m)]i′λ
[c]
α,i′
)
∑
m:mi=0
exp
(
Nm∑
i′=1
1
Tmi′λ
[m]
α1,i′
+
∑
i′∈I1
1
T [G(m)]i′λ
[c]
α,i′
)

 − λ[m]α1,i for i =
1, . . . , Nm
6: λ
[m]
α1,i
= T ln


∑
m:mi=1
exp
(
Nm∑
i′=1
1
Tmi′λ
[m]
α2,i′
+
∑
i′∈I2
1
T [G(m)]i′λ
[c]
α,i′
)
∑
m:mi=0
exp
(
Nm∑
i′=1
1
Tmi′λ
[m]
α2,i′
+
∑
i′∈I2
1
T [G(m)]i′λ
[c]
α,i′
)

 − λ[m]α2,i for i =
1, . . . , Nm
7: end for
8: λβ,i = T ln


∑
m:[G(m)]i=1
exp
(
Nm∑
i′=1
1
Tmi′λ
[m]
αν(i),i
′ +
∑
i′∈Iν(i)
1
T [G(m)]i′λ
[c]
α,i′
)
∑
m:[G(m)]i=0
exp
(
Nm∑
i′=1
1
Tmi′λ
[m]
αν(i),i
′ +
∑
i′∈Iν(i)
1
T [G(m)]i′λ
[c]
α,i′
)

− λ[c]α,i for i =
1, 2, . . . , Nc
9: until convergence or the maximum number of iterations is reached.
10: bmi,T (mi) =
exp
(
1
Tmi(λ
[m]
α1,i
+ λ
[m]
α2,i
)
)
∑
mi
exp
(
1
Tmi(λ
[m]′
α1,i
+ λ
[m]
α2,i
)
) ∀i ∈ {1, 2, . . . , Nm}
11: bci,T (ci) =
exp
(
1
T ci(λ
[c]
α,i + λβ,i)
)
∑
ci
exp
(
1
T ci(λ
[c]
α,i + λβ,i)
) ∀i ∈ {1, 2, . . . , Nc}
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=
∑
[c]Is,k(i) :ci=c
p
1
T
(
yk(i)|Hk(i), [c]Is,k(i)
)
exp

 ∑
i′∈Is,k(i)
1
T
ci′λβ,i′


·


∑
c:[c]Is,k(i)
Ns∏
k′=1,k′ 6=k(i)

p(yk′ |Hk′ , [c]Is,k′) exp

 Nc∑
i′∈Is,k′
1
T
ci′λβ,i′





︸ ︷︷ ︸
A
. (5.59)
By noting the term A is independent of the bit value c, it is a common factor with respect
to the numerator and denominator in the generation equation for λ
[c]
α,i at the step 3 of
Algorithm 5.1. Canceling the common factor, the generation equation becomes
λ
[c]
α,i = T ln


∑
[c]Is,k(i) :ci=1
p
1
T
(
yk(i)|Hk(i), [c]Is,k(i)
)
exp
( ∑
i′∈Is,k(i)
1
T
ci′λβ,i′
)
∑
[c]Is,k(i) :ci=0
p
1
T
(
yk(i)|Hk(i), [c]Is,k(i)
)
exp
( ∑
i′∈Is,k(i)
1
T
ci′λβ,i′
)

− λβ,i
(a)
= T ln


∑
[c]Is,k(i) :ci=1
p
1
T
(
yk(i)|Hk(i), [c]Is,k(i)
) ∏
i′∈Is,k(i)
p
1
T (ci′ ;λβ,i′)
∑
[c]Is,k(i) :ci=0
p
1
T
(
yk(i)|Hk(i), [c]Is,k(i)
) ∏
i′∈Is,k(i)
p
1
T (ci′ ;λβ,i′)

− λβ,i (5.60)
where the equality at (a) is obtained by #rst dividing the numerator and the denominator
by a common factor
∏
i′∈Is,k(i)
[1 + exp(λβ,i′)]
1
T and then noting the following equalities
exp
( ∑
i′∈Is,k(i)
1
T
ci′λβ,i′
)
∏
i′∈Is,k(i)
[1 + exp(λβ,i′)]
1
T
=
∏
i′∈Is,k(i)
[
exp(ci′λβ,i′)
1 + exp(λβ,i′)
] 1
T
=
∏
i′∈Is,k(i)
p
1
T (ci′ ;λβ,i′). (5.61)
Comparing with (5.10), the above computation of λ
[c]
α,i at unit temperature e$ectively corre-
sponds to the task of soft MIMO detection based on the Log-MAP criterion. The Lagrange
multipliers {λβ,i} can be equivalently viewed as the log-probability ratios fed back by the
decoder, while {λ[c]α,i} are the extrinsic LLRs of the code bits generated at the MIMO detec-
tion unit.
Second, we look at the processing within the inner loop of Algorithm 5.1. Take the step
5 as an example. By analogy to the derivation for obtaining the equality at (a) in (5.60),
the step 5 is equivalent to
λ
[m]
α2,i
= T ln


∑
m:mi=1
exp
( ∑
i′∈I1
1
T
ci′λ
[c]
α,i′
)
Nm∏
i′=1
p
1
T
(
mi′ ;λ
[m]
α1,i′
)
∑
m:mi=0
exp
( ∑
i′∈I1
1
T
ci′λ
[c]
α,i′
)
Nm∏
i′=1
p
1
T
(
mi′ ;λ
[m]
α1,i′
)

− λ[m]α1,i (5.62)
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Figure 5.3: A schematic diagram of Algorithm 5.1.
where {ci}i∈I1 are the code bits generated by the #rst convolutional encoder, i.e., [c]I1 =
[G(m)]I1 . In the previous step, {λ[c]α,i} has been identi#ed as the outputs of the soft MIMO
detector. Let us treat them as the outputs of the binary-input equivalent channel in Fig. 5.2,
which has the transition probability p(λ
[c]
α,i|ci) proportional to exp(ciλ[c]α,i). As such, the
generation of λ
[m]
α2,i
at unit temperature corresponds to the extrinsic LLR generation at the
#rst convolutional decoder, where the Lagrange multipliers {λ[m]α1,i} are the a-priori log-
probability ratios of the information bits {mi}. The step 6 of Algorithm 5.1 can be analo-
gously connected to the extrinsic LLR generation at the second convolutional decoder. The
whole processing within the inner loop corresponds to turbo decoding. After Ldec inner
iterations, the step 8 corresponds to the extrinsic LLR generation for the code bits at the
turbo decoding unit.
From the above two observations, Algorithm 5.1 at unit temperature is equivalent to
the combination of BICM-ID and turbo decoding. As Algorithm 5.1 is derived as an ap-
proximate ML decoding algorithm, this identi#cation links the combination of BICM-ID
and turbo decoding to the ML decoding problem (5.17). Furthermore, this identi#cation
also suggests the schematic diagram of Algorithm 5.1 as depicted in Fig. 5.3. To realize
Algorithm 5.1 in practical MIMO systems, the most challenging task is to perform soft
MIMO detection at any given positive temperature, i.e., the step 3 of Algorithm 5.1. For
temperature-controlled turbo decoding within the inner loop of Algorithm 5.1, its real-
ization has been addressed in the previous chapter. In the following, we focus on the
realization of soft MIMO detection at di$erent positive temperatures.
5.3.2 MIMO Detection at a Temperature Arbitrarily Close to Zero
Let us start fromMIMOdetection at an in#nitesimal positive temperature. AsT approaches
zero, the update equation for λ
[c]
α,i becomes
λ
[c]
α,i = lim
T→0+
T ln


∑
[c]Is,k(i) :ci=1
p
1
T
(
yk(i)|Hk(i), [c]Is,k(i)
) ∏
i′∈Is,k(i)
p
1
T (ci′ ;λβ,i′)
∑
[c]Is,k(i) :ci=0
p
1
T
(
yk(i)|Hk(i), [c]Is,k(i)
) ∏
i′∈Is,k(i)
p
1
T (ci′ ;λβ,i′)

− λβ,i
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= ln


max
[c]Is,k(i) :ci=1
p
(
yk(i)|Hk(i), [c]Is,k(i)
) ∏
i′∈Is,k(i)
p(ci′ ;λβ,i′)
max
[c]Is,k(i) :ci=0
p
(
yk(i)|Hk(i), [c]Is,k(i)
) ∏
i′∈Is,k(i)
p(ci′ ;λβ,i′)

− λβ,i (5.63)
where the last equality can be analogously obtained by following the derivation given in
Appendix A.7. Comparing (5.63) with (5.12), the calculation of λ
[c]
α,i according to (5.63)
corresponds to the task of MIMO detection based on the Max-Log-MAP criterion. In the
literature, di$erent algorithms have been developed for (approximately) calculating (5.63),
e.g., in [16,44,55,56,110,123]. Among them, we are particularly interested in the depth-#rst
tree search based sphere decoding (SD) algorithm [110]. The SD algorithm is famous for
being able to achieve the Max-Log-MAP optimality. In the following, some basics of it are
brie*y reviewed.
Some Preparations
Some notation simpli#cations and variable interchanges are helpful to ease the description
of the SD algorithm. First, we note that the entries of the bit vector [c]Is,k involved in
(5.63) are the code bits {ci}i∈Is,k . They are equal to the bit labels of the symbol vector sk
transmitted at the time instant k, as sk is mapped from [c]Is,k , i.e., sk = χ([c]Is,k). We
interchange the bit vector [c]Is,k with xk and then use xk,t,n to denote the nth bit label
of the tth entry of sk. By introducing a function µt,n(·) : XNt 7→ {0, 1} to describe the
relation between xk,t,n and sk, we have
xk,t,n = µt,n(sk). (5.64)
Based on the one-to-one correspondence between the code bits {ci}i∈Is,k and the bit la-
bels {xk,t,n} with t = 1, 2, . . . , Nt and n = 1, 2, . . . ,Mc, we secondly interchange the
LLRs {λβ,i} and {λ[c]α,i} associated to the code bits {ci} with {λβ,k,t,n} and {λ[c]α,k,t,n} asso-
ciated to the bit labels {xk,t,n}, respectively. Finally, using {xk,t,n, λβ,k,t,n, λ[c]α,k,t,n} instead
of {ci, λβ,i, λ[c]α,i}, the generation equation as given in (5.63) becomes
λ
[c]
α,k,t,n = ln


max
xk∈{0,1}NtMc :xk,t,n=1
p (yk|Hk,xk)
Nt∏
t′=1
Mc∏
n′=1
p (xk,t′,n′ ;λβ,k,t′,n′)
max
xk∈{0,1}NtMc :xk,t,n=0
p (yk|Hk,xk)
Nt∏
t′=1
Mc∏
n′=1
p (xk,t′,n′ ;λβ,k,t′,n′)

− λβ,k,t,n
(a)
= ln


max
sk∈XNt :µt,n(sk)=1
p (yk|Hk, sk)
Nt∏
t′=1
Mc∏
n′=1
p (µt′,n′(sk);λβ,k,t′,n′)
max
sk∈XNt :µt,n(sk)=0
p (yk|Hk, sk)
Nt∏
t′=1
Mc∏
n′=1
p (µt′,n′(sk);λβ,k,t′,n′)

− λβ,k,t,n
(5.65)
where the equality at (a) is due to the one-to-one correspondence between the symbol
vector sk ∈ XNt and its bit label vector xk ∈ {0, 1}NtMc . For designing an algorithm to
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compute (5.65), the time index k is not a concern. Therefore, we omit it for the sake of
simplicity, i.e.,
λ
[c]
α,t,n = ln


max
s∈XNt :µt,n(s)=1
p (y|H, s)
Nt∏
t′=1
Mc∏
n′=1
p (µt′,n′(s);λβ,t′,n′)
max
s∈XNt :µt,n(s)=0
p (y|H, s)
Nt∏
t′=1
Mc∏
n′=1
p (µt′,n′(s);λβ,t′,n′)

− λβ,t,n. (5.66)
By noting
p (µt′,n′(s);λβ,t′,n′) =
exp [µt′,n′(s)λβ,t′,n′ ]
1 + exp [µt′,n′(s)λβ,t′,n′ ]
p (y|H, s) = 1
πN0
exp
(
−‖y −Hs‖
2
N0
)
(5.67)
we can further simplify the equation in (5.66) by canceling the common factors involved
in both the numerator and denominator
λ
[c]
α,t,n = ln


max
s∈XNt :µt,n(s)=1
exp
(
−‖y −Hs‖
2
N0
+
Nt∑
t′=1
Mc∑
n′=1
µt′,n′(s)λβ,t′,n′
)
max
s∈XNt :µt,n(s)=0
exp
(
−‖y −Hs)‖
2
N0
+
Nt∑
t′=1
Mc∑
n′=1
µt′,n′(s)λβ,t′,n′
)

− λβ,t,n.
(5.68)
On the basis of (5.68), we introduce a function
ddet (s)
∆
=
‖y −Hs‖2
N0
+
Nt∑
t′=1
Mc∑
n′=1

−µt′,n′ (s)λβ,t′,n′ + λβ,t′,n′ + |λβ,t′,n′ |
2︸ ︷︷ ︸
A


︸ ︷︷ ︸
B
. (5.69)
Using ddet (s), the equation in (5.68) can be alternatively expressed as
λ
[c]
α,t,n = ln

 maxs∈XNt :µt,n(s)=1 exp (−ddet (s))
max
s∈XNt :µt,n(s)=0
exp (−ddet (s))

− λβ,t,n (5.70)
= min
s∈XNt :µt,n(s)=0
ddet (s)− min
s∈XNt :µt,n(s)=1
ddet (s)− λβ,t,n. (5.71)
We note that the term A in (5.69) is irrelevant to s. Therefore, it is a common factor with
respect to the numerator and denominator involved in (5.70). After canceling it, the equiv-
alence between the equations in (5.70) and (5.68) shall be straightforward. The reason of in-
volvingA is to ensure the termB is non-negative just as the Euclidean distance ‖y−Hs‖2.
The property of ddet (s) being non-negative will be exploited by the SD algorithm.
As the bit label µt,n(s) is either 0 or 1, one of the two minima in (5.71) must be
mins∈XNt ddet (s). Let us denote it as d
min
det and also let s
min be argmins ddet (s), while its
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associated bit label vector is denoted as xmin. With respect to xmin and dmindet , the extrinsic
counter-hypothesis metric d¯mindet,t,n is de#ned as
d¯mindet,t,n
∆
= min
s∈XNt :µt,n(s) 6=xmint,n
ddet (s)− (2xmint,n − 1)λβ,t,n. (5.72)
By means of xmin, dmindet and {d¯mindet,t,n}, we can consequently express λ[c]α,t,n as
λ
[c]
α,t,n =
(
d¯mindet,t,n − dmindet
) · (2xmint,n − 1) . (5.73)
To conclude from the above-described simpli#cations and variable interchanges, the
task of Max-Log-MAP criterion based MIMO detection boils down to the search for xmin,
dmindet and {d¯mindet,t,n} for t ∈ {1, 2, . . . , Nt} and n ∈ {1, 2, . . . ,Mc}.
Brief Introduction of the SD Algorithm in [110]
In the search for xmin, dmindet and {d¯mindet,t,n}, the SD algorithm introduced in [110] relies on the
following techniques for being computationally e&cient.
Computing Partial Distance (PD) The QR-decomposition H = QR results in ‖y −
Hs‖2 = ‖y′ − Rs‖2, where y′ ∆= QHy and the matrix R is upper triangular. Using
‖y′ −Rs‖2 instead of ‖y −Hs‖2, the metric ddet (s) can be decomposed as
ddet (s) =
Nt∑
t=1
[
|y′t −
∑Nt
t′=t[R]t,t′st′ |2
N0
−
Mc∑
n=1
(2µt,n(s)− 1)λβ,t,n − |λβ,t,n|
2
]
︸ ︷︷ ︸
A
. (5.74)
The term A has the following properties. First, it only depends on sNt if t equals Nt. With
decreasing t, the other entries in s one-by-one get involved in the computation of A. Sec-
ond, the term A is non-negative.
Based on the above two important observations, we build a tree that the |X | possible
values of the entry sNt de#ne its top level. On a lower level t, we can uniquely describe
each node by the partial symbol vector s[t] = [st, st+1, . . . , sNt ]
T ∈ XNt−t+1. The leaf
nodes {s[1]} correspond to all possible symbol vectors residing in the set XNt . In Fig. 5.4,
an exemplar tree graph is depicted for a 3× 3MIMO system using BPSK.
One the basis of the tree, we can recursively compute ddet (s) by tree traversing. We
start from the level Nt and compute the PD PNt(s
[Nt]) as
PNt(s
[Nt]) =
|y′Nt − [R]Nt,NtsNt |2
N0
−
Mc∑
n=1
(2µNt,n(s)− 1)λβ,Nt,n − |λβ,Nt,n|
2
. (5.75)
Based on PNt(s
[Nt]), the PDs on the lower levels can be recursively calculated
Pt(s
[t]) = Pt+1(s
[t+1]) + ∆Pt(s
[t]) (5.76)
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Figure 5.4: An exemplar tree graph for a 3×3MIMO system using BPSK modulation. This
illustrative example was initially given in [14].
where the non-negative increment ∆Pt(s
[t]) is given as
∆Pt(s
[t])
∆
=
|y′t −
∑Nt
t′=t[R]t,t′st′ |2
N0
−
Mc∑
n=1
(2µt,n(s)− 1)λβ,t,n − |λβ,t,n|
2
. (5.77)
Finally, when a leaf node at the bottom level is arrived, the PD of the leaf node, i.e., P1(s
[1])
equals ddet
(
s = s[1]
)
. This identi#cation implies the search for dmindet and {d¯mindet,t,n} is equiv-
alent to the search for the leaf nodes whose PDs are equal to them.
Depth-First Tree Traversal and Tree Pruning Criterion For #nding the leaf
nodes of interest, depth-#rst tree traversal (cf. Section 2.4) implies we start from a node
s[Nt] ∈ X on the top levelNt and explores as far as possible along each branch before back-
tracking. The initial values for dmindet and {d¯mindet,t,n} are set to in#nity and the bit vector xmin
can be initialized with any element in {0, 1}NtMc . During the tree traversal, their values
are successively updated whenever a leaf node is reached.
1. If a leaf node with P1(s
[1]) < dmindet is newly reached, such leaf node generates the
updates for xmin, dmindet and also {d¯mindet,t,n}. Suppose x is the bit label vector associated
to the leaf node. All extrinsic counter-hypothesis metrics {d¯mindet,t,n} for which xt,n 6=
xmint,n are #rst updated according to
d¯mindet,t,n ← dmindet − (2xt,n − 1)λβ,t,n (5.78)
followed by the updates dmindet ← P1(s[1]) and xmin ← x. In words, for any bit of xmin
that is changed in the above updating process, the former dmindet is used for generating
the new extrinsic counter-hypothesis metrics.
2. If a leaf node with P1(s
[1]) ≥ dmindet is reached, no change on xmin and dmindet is required,
while the extrinsic counter-hypothesis metrics for which xt,n 6= xmint,n are updated
according to
d¯mindet,t,n ← min{d¯mindet,t,n, P1(s[1])− (2xmint,n − 1)λβ,t,n}. (5.79)
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When the tree traversal is terminated, the obtained xmin, dmindet and {d¯mindet,t,n} are optimal.
Evidently, we cannot visit all leaf nodes due to its huge number. In fact, the visit to some
leaf nodes can be skipped in advance without compromising the optimality of xmin, dmindet
and {d¯mindet,t,n}. Suppose we arrive a node s[t] on the level t. Based on the current values of
xmin, dmindet and {d¯mindet,t,n}, we can de#ne a hyper-sphere parameterized by a radius r. If the PD
Pt(s
[t]) is larger than r, we can infer none of xmin, dmindet and {d¯mindet,t,n} can be updated by the
leaf nodes belonging to the subtree expanded from s[t]. By pruning such subtree, the search
space is then constrained to those leaf nodes which are promising candidates. According to
the update rules for {xmin, dmindet , d¯mindet,t,n}, the leaf nodes belonging to the subtree expanded
from s[t] can only yield updates for xmin, dmindet , d¯
min
det,t′,n′ for which t
′ ≥ t, n′ ∈ {1, 2, . . . ,Mc}
and xt′,n′ 6= xmint′,n′ and also d¯mindet,t′,n′ for which t′ < t and n′ ∈ {1, 2, . . . ,Mc}. Therefore, the
radius r shall be the largest element in the union A1(x[t]) ∪ A2(x[t]) ∪ {dmindet }, i.e.,
r = arg max
a∈A1(x[t])∪A2(x[t])∪{dmindet }
a (5.80)
where the set A1(x[t]) and A2(x[t]) are de#ned as
A1(x[t]) ∆=
{
d¯mindet,t′,n′ + (2x
min
t′,n′ − 1)λβ,t′,n′ |t′ ≥ t, ∀n′ ∈ {1, 2, . . . ,Mc}, xt′,n′ 6= xmint′,n′
}
(5.81)
A2(x[t]) ∆=
{
d¯mindet,t′,n′ + (2x
min
t′,n′ − 1)λβ,t′,n′ |t′ < t, ∀n′ ∈ {1, 2, . . . ,Mc}
}
. (5.82)
In general, the search space of SD shrinks as r reduces.
Enumeration Suppose we arrive a node s[t+1] with Pt(s
[t+1]) < r, then a step-down
to the subtree expanded from it is needed. As the node s[t+1] has 2Mc children, the enu-
meration for determining their visiting order needs to be done before proceeding to the
lower level. With the aim of speeding up the tree traversal, Schnorr-Euchner (SE) enu-
meration [96] that sorts the children in an ascending order of their associated PDs is an
attractive choice. However, the complexity required for implementing it is rather high.
Therefore, di$erent low complexity alternatives have been proposed in the literature to
yield approximate SE orders, e.g., in [58, 67, 68, 75]. Note that, enumeration has no impact
on the optimality of xmin, dmindet and {d¯mindet,t,n}, but a$ects the number of visited nodes (VNs)3
for attaining them. Moreover, the tree pruning criterion can be improved by exploring the
visiting order of sibling nodes, see examples in [58, 75, 122, 136].
LLR Clipping LLR clipping is a method to limit the tree search space at the expense
of the Max-Log-MAP optimality. With a pre-de#ned LLR clipping value Lmax, the di$er-
ence dmindet − d¯mindet,t,n is limited to the interval [−Lmax, Lmax]. As the exact value of extrinsic
counter-hypothesis metric yielding |dmindet − d¯mindet,t,n| > Lmax is not of interest, the leaf node
contributing for such an extrinsic counter-hypothesis metric can be excluded from the
3In this thesis, the number of VNs is de#ned as the number of nodes that are checked against the radius
during the tree search.
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search space. In [110], such tree search space reduction is realized by limiting {d¯mindet,t,n} as
follows:
d¯mindet,t,n ← min{d¯mindet,t,n, dmindet + Lmax}. (5.83)
5.3.3 MIMO Detection at Unit Temperature
At unit temperature, λ
[c]
α,t,n is generated according to
λ
[c]
α,t,n = ln


∑
x∈{0,1}NtMc :xt,n=1
p(y|H,x)
Nt∏
t′=1
Mc∏
n′=1
p (xt′,n′ ;λβ,t′,n′)
∑
x∈{0,1}NtMc :xt,n=0
p(y|H,x)
Nt∏
t′=1
Mc∏
n′=1
p (xt′,n′ ;λβ,t′,n′)

− λβ,t,n. (5.84)
Following the derivations for obtaining (5.71), the equation in the above can be alterna-
tively written as
λ
[c]
α,t,n = ln


∑
s∈XNt :µt,n(s)=1
exp (−ddet (s))∑
s∈XNt :µt,n(s)=0
exp (−ddet (s))

− λβ,t,n = Υ0t,n −Υ1t,n − λβ,t,n (5.85)
where the metric Υct,n with c ∈ {0, 1} is de#ned as
Υct,n
∆
= − ln

 ∑
s∈XNt :µt,n(s)=c
exp (−ddet (s))

 . (5.86)
The exact computation ofΥct,n can be exhaustive for some practical MIMO systems, e.g., the
cardinality of XNt equal to 216 = 65536 in a 4× 4MIMO system using 16QAM. Therefore,
approximations are necessary. The common solution in the literature is to adopt the max-
log approximation, namely
Υct,n ≈ − ln
[
max
s∈XNt :µt,n(s)=c
exp (−ddet (s))
]
= min
s∈XNt :µt,n(s)=c
ddet (s)︸ ︷︷ ︸
∆
= dmint,n(c)
. (5.87)
As such, the resulting approximation for λ
[c]
α,t,n is e$ectively the outcome of MIMO detec-
tion based on the Max-Log-MAP criterion, i.e.,
λ
[c]
α,t,n ≈ dmint,n (c = 0)− dmint,n (c = 1)− λβ,t,n =
(
d¯mindet,t,n − dmindet
) · (2xmint,n − 1) . (5.88)
For calculating (5.88), we have brie*y reviewed the SD algorithm [110]. To correct the out-
puts of SD towards the Log-MAP optimality, i.e., (5.85), a post-LLR correctionwas proposed
in [110].
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Figure 5.5: The probability of xt,n being 1 that is parameterized by the LLR λ
[c]
α,t,n.
Instead of using a post-LLR correction after SD, we novelly modify the SD algorithm
itself for achieving the Log-MAP optimality [134]. Before going through the details, the
idea is brie*y outlined as follows. Let us re-write the term Υct,n given in (5.86) as
Υct,n = d
min
t,n (c)− ln

 ∑
s∈XNt :µt,n(s)=c
exp
(
dmint,n (c)− ddet (s)
) . (5.89)
The above expression of Υct,n involves the sum of 2
NtMc−1 terms, each of which is attained
at a symbol vector in XNt with the bit label µt,n(s) equal to c. By the de#nition of dmint,n (c)
in (5.87), all terms involved in the sum are less than or equal to exp(0). The max-log ap-
proximation at (5.87) is obtained by only keeping the largest term, i.e., exp(0). In contrast
to it, we want to preserve more terms that are comparable to exp(0). Based on this intu-
ition, we introduce a non-negative threshold ∆1 in the modi#ed SD algorithm. For those
terms larger than exp(−∆1), they are preserved for approximating Υct,n. When zero is
assigned to ∆1, this is equivalent to the max-log approximation. By increasing ∆1, more
terms are involved and therefore the approximation error is reduced. Using a closely ap-
proximated Υct,n, an improved approximation for λ
[c]
α,t,n is eventually obtained. Certainly,
the computational complexity increases along with ∆1 as well. To limit the increment on
the computational complexity, such enhanced approximation is only applied for generat-
ing some of {λ[c]α,t,n}, while the others are still based on the max-log approximation, i.e.,
∆1 = 0. Given the fact that λ
[c]
α,t,n is used by the decoder for parameterizing the pmf of
xt,n, Fig. 5.5 indicates a good approximation for it is especially needed when the magni-
tude |λ[c]α,t,n| is small. De#ning a second threshold∆2, when the max-log approximation of
λ
[c]
α,t,n yields a value with the magnitude smaller than ∆2, i.e., |dmindet − d¯mindet,t,n| ≤ ∆2, we in-
fer the exact magnitude |λ[c]α,t,n| will be small as well. And then, the modi#ed SD algorithm
approximates λ
[c]
α,t,n using a positive ∆1.
In the following, the modi#ed SD algorithm will be presented in a more speci#c way.
First, it inherits the key elements that have been mentioned before from the original SD
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algorithm. In addition to that, we also introduce two new metrics, i.e., Υ˜1t,n and Υ˜
0
t,n for
each bit label xt,n. When the tree search involved in the modi#ed SD algorithm starts, we
initialize the new metrics {Υ˜1t,n, Υ˜0t,n} for t ∈ {1, 2, . . . , Nt} and n ∈ {1, 2, . . . ,Mc} to
in#nity just as the initialization for dmindet and {d¯mindet,t,n}. Whenever a leaf node s[1] with the
bit label vector x[1] is reached during the depth-#rst tree traversal, besides possible updates
for xmin, dmindet and {d¯mindet,t,n}, the metrics {Υ˜1t,n, Υ˜0t,n} are also updated, see
Υ˜
xt,n
t,n ← − ln
[
exp
(
−Υ˜xt,nt,n
)
+ exp
(−P1(s[1]))] . (5.90)
The log-sum operation can be realized via onemax{a, b} operation plus a correction term
from a small look up table given in [89]. If we were able to visit all leaf nodes, the #nal
value of Υ˜ct,n would exactly equalΥ
c
t,n as given (5.86). However, due to tree pruning, we are
unable to visit all leaf nodes. As a result, the obtained {Υ˜1t,n, Υ˜0t,n} are only approximations
to {Υ1t,n,Υ0t,n}. Using them just as {Υ1t,n,Υ0t,n} in (5.85), we obtain
λ
[c]
α,t,n ≈ Υ˜0t,n − Υ˜1t,n − λβ,t,n. (5.91)
Since the leaf nodes yielding dmindet and {d¯mindet,t,n} are guaranteed to be visited, they are def-
initely incorporated into the generation of {Υ˜1t,n, Υ˜0t,n}. Besides them, the other visited
leaf nodes also contribute for reducing the approximation error Υct,n − Υ˜ct,n. Therefore,
the above approximation is generally better than the max-log approximation in (5.88).
To further reduce the approximation error Υct,n − Υ˜ct,n for the bit label xt,n satisfying
|dmindet − d¯mindet,t,n| ≤ ∆2, the leaf nodes that have the bit label xt,n equal to c ∈ {0, 1} and
also the PD smaller than dmint,n (c) + ∆1 should be visited during the tree search. As such,
they will be included in the update process as given in (5.90). To realize this, the tree prun-
ing criterion needs to be loosened. Namely, during the tree traversal, the up-to-date values
of dmindet and {d¯mindet,t,n} can serve as estimates of {dmint,n (c)}, i.e., for c ∈ {0, 1}
dmint,n (c) ≈
{
dmindet , if x
min
t,n = c
d¯mindet,t,n + (2x
min
t,n − 1)λβ,t,n, if xmint,n 6= c. (5.92)
On this basis, the generation of the radius r is changed to
r = arg max
a∈A′1(x
[t])∪A′2(x
[t])∪A′′(x[t])
a (5.93)
where the set A′1(x[t]) and A′2(x[t]) are obtained by replacing d¯mindet,t,n in (5.81) and (5.82) by
˜¯dmindet,t,n
˜¯dmindet,t,n =
{
d¯mindet,t,n +∆1, if |dmindet − d¯mindet,t,n| ≤ ∆2
d¯mindet,t,n, otherwise
(5.94)
and the other set A˜(x[t]) is given as
A′′(x[t]) ∆= {dmindet +∆1|t′ ≥ t, ∀n′, xt′,n′ = xmint′,n′ , |dmindet − d¯mindet,t,n| ≤ ∆2} . (5.95)
From the above generation of r, its value and hence the complexity of the modi#ed SD
increase along with ∆2 and ∆1, while the approximation error Υ
c
t,n − Υ˜ct,n is reduced ac-
cordingly. Therefore, we face a trade-o$ in choosing∆2 and∆1. By setting them to zeros,
the radius determined in the above is the same as that in the standard SD algorithm [110].
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Figure 5.6: FER vs. SNR for temperature-controlled doubly iterative decoding at unit tem-
perature and in a 2× 2MIMO system using 16QAM (Gray);
rate 1/3-PCCC with the generator polynomial {1, 15/13}o, codeword length Nc = 6 · 103
and LLR clipping value Lmax = 8.
Comparison with the Post-LLR Correction in [110]
In this part, we compare the e&ciency of both the modi#ed SD algorithm and the con-
ventional SD algorithm working with the post-LLR correction [110] in approaching the
Log-MAP optimality. Exemplarily, we take a 2 × 2 MIMO system with a Gray-mapped
16QAM modulation scheme. In such a MIMO system, a brute-force computation of (5.85)
is still feasible. Therefore, the exact error performance of MIMO detection using the Log-
MAP criterion can be taken as the baseline for the comparison.
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(a) Computational Complexity of MIMO Detection
4.4 4.6 4.8 5 5.2 5.4 5.6 5.8 6 6.2 6.4 6.6 6.8
1
2
3
4
5
SNR [dB]
N
r.
o
f
it
er
a
ti
o
n
s
(b) Average Number of Detection-Decoding Iterations
Figure 5.7: Complexity vs. SNR for temperature-controlled doubly iterative decoding at
unit temperature and in a 2× 2MIMO system using 16QAM (Gray);
rate 1/3-PCCC with the generator polynomial {1, 15/13}o, codeword length Nc = 6 · 103,
LLR clipping value Lmax = 8 and 32-bit CRC stopping criterion.
Fig. 5.6 shows the FERs attained after #ve MIMO detection-turbo decoding iterations,
where each activation of the turbo decoder invokes two turbo decoding iterations. From
Fig. 5.6, the modi#ed SD algorithm outperforms the conventional SD algorithm working
with the post-LLR correction in [110]. With∆1 = 3 and∆2 ≥ 3, themodi#ed SD algorithm
is shown to be near-optimal.
Next, we compare the decoding complexity required by both approximate Log-MAP
MIMO detectors. Adopting a 32-bit cyclic redundancy check (CRC) stopping criterion,
Fig. 5.7(a) depicts the average cumulative number of VNs per symbol vector4. Since the
radius r is loosened in the modi#ed SD algorithm, an increase on the number of VNs is
observed. And also, the increment increases along with ∆1 and ∆2. Furthermore, we plot
the average number of MIMO detection-turbo decoding iterations required for recovering
4Over iterations we accumulatively count the number of VNs per symbol vector. After averaging over a
su&cient number of instances, we obtain the so-called average cumulative number of VNs per symbol vector.
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each codeword. As we can see from Fig. 5.7(b), the modi#ed SD algorithm requires less
iterations than the other. This directly implies a good approximation for the Log-MAP
criterion based LLR generation is advantageous to the convergence speed of the overall
iterative decoding process. A fast convergence has its advantages on 1) reducing the pro-
cessing time and 2) saving computational complexity at the turbo decoding unit. Therefore,
when we consider the computational complexity and processing time of the whole itera-
tive decoding process, the modi#ed SD algorithm may still be a better choice even it needs
more VNs at the MIMO detection unit.
From Fig. 5.6 and Fig. 5.7, (∆1, ∆2) = (3, 3) is a proper choice for themodi#ed SD algo-
rithm to approach the Log-MAP optimality in a computational e&cient manner. Therefore,
it is hereafter used as the default setting for the modi#ed SD algorithm.
5.3.4 MIMO Detection at Other Positive Temperatures
At any given positive temperature T , the generation equation for λ
[c]
α,t,n is given as
λ
[c]
α,t,n = T ln


∑
x∈{0,1}NtMc :xt,n=1
p
1
T (y|H,x)
Nt∏
t′=1
Mc∏
n′=1
p
1
T (xt′,n′ ;λβ,t′,n′)
∑
x∈{0,1}NtMc :xt,n=0
p
1
T (y|H,x)
Nt∏
t′=1
Mc∏
n′=1
p
1
T (xt′,n′ ;λβ,t′,n′)

− λβ,t,n
(a)
= T ln

∑s∈XNt :µt,n(s)=1 exp
(
−ddet(s)
T
)
∑
s∈XNt :µt,n(s)=0
exp
(
−ddet(s)
T
)

− λβ,t,n
= T ·

ln

∑s∈XNt :µt,n(s)=1 exp
(
−ddet(s)
T
)
∑
s∈XNt :µt,n(s)=0
exp
(
−ddet(s)
T
)

− λβ,t,n
T

 (5.96)
where the equality at (a) can be obtained by analogy to (5.85). By comparing (5.96) with
(5.85), we simply need to multiply the PDs by T−1. And then, the modi#ed SD algorithm
is directly applicable for computing (5.96).
Some remarks on the complexity required for operating the modi#ed SD algorithm
at di$erent temperatures are given as follows. At unit temperature, the modi#ed SD
algorithm approximates the log-sum ln
[∑
s∈XNt :µt,n(s)=c
exp (−ddet (s))
]
by keeping the
terms that satisfy exp(dmint,n (c) − ddet (s)) ≥ exp(−∆1). Extending this idea from
unit temperature to a general positive temperature, this means the terms that satisfy
exp[(dmint,n (c) − ddet (s))/T ] ≥ exp(−∆1) should be involved for approximating the log-
sum ln
[∑
s∈XNt :µt,n(s)=c
exp (−ddet (s) /T )
]
. For a #xed∆1, more terms are able to satisfy
such inequality as T increases. Therefore, the complexity of the modi#ed SD algorithm
increases with rising temperature.
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5.3.5 Application Examples
In this part, the decoding performance of temperature-controlled doubly iterative decoding
is simulated and analyzed. For demonstration purposes, a 4×4MIMO systemwith a Gray-
mapped 16QAM modulation scheme is used.
Temperature E!ects
Fig. 5.8 depicts the FERs attained at di$erent temperatures. Particularly, at zero temper-
ature, temperature-controlled doubly iterative decoding is formally identical to the con-
catenation of BICM-ID and turbo decoding based on the Max-Log-MAP criterion. Both
the MIMO detection and turbo decoding units change to use the Log-MAP criterion when
the temperature is increased to one.
In the examined cases, temperatures slightly higher than one are preferred. For in-
stance, in Fig. 5.8(b), temperature-controlled doubly iterative decoding requires 20 itera-
tions to reach the FER of 10−3 at unit temperature (markN). On the contrary, ten iterations
are su&cient to reach the same FER if it is performed at T = 1.2 (mark ⋆). For understand-
ing these observations, we shall recall the discussions on the convergence behavior of turbo
decoding in the previous chapter. More speci#cally, a BICM scheme is essentially a serially
concatenated channel code. In Section 4.3.4, we have observed iterative turbo decoding
exhibits long chaotic transient behavior for decoding SCCCs. The experiment given in
Section 4.3.4 have also shown the long transient behavior can be improved by weakening
the con#dence on the decoding decisions that are made by individual component decoding
units. Here, using a temperature higher than one achieves the same e$ect. After taking a
power of 1
T
, the likelihood function p(Y|H, c) gets *attened
p
1
T (Y|H, c) ∝
Ns∏
k=1
exp
(
−‖yk −Hkχ([c]Is,k)‖
2
TN0
)
. (5.97)
As such, the decision made by the MIMO detector based on p
1
T (Y|H, c) tends to be in-
decisive as T increases. Certainly, the temperature is not the larger the better. When the
temperature is beyond certain threshold, the global minimizer of the constrained Bethe
free energy no longer corresponds to the ML solution. As an iterative solution to #nd the
ML solution by minimizing the constrained Bethe free energy, the temperature-controlled
doubly iterative decoding algorithm should not be operated at very high temperatures.
Similar observations have been made and explained in Section 4.4.
Applying a 32-bit CRC stopping criterion, Fig. 5.9 shows the average cumulative num-
ber of VNs per symbol vector required by temperature-controlled doubly iterative decod-
ing. For realizing MIMO detection by means of the modi#ed SD algorithm, it is expected
that the cumulative number of VNs generally increases along with the temperature, at least
for initial iterations. By further increasing the number of iterations, the convergence be-
havior of temperature-controlled doubly iterative decoding plays a key role in determining
the cumulative number of VNs. As we can see from Fig. 5.9, the growth rate of the blue
curve associated to T = 0.8 does not approach zero, as the number of iterations increases.
This is related to the observation that temperature-controlled doubly iterative decoding
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Figure 5.8: FER vs. temperature T for temperature-controlled doubly iterative decoding in
a 4× 4MIMO system using 16QAM (Gray);
rate 1/3-PCCCwith the generator polynomial {1, 15/13}o, codeword lengthNc = 3.6·103,
modi#ed SD algorithm with ∆1 = ∆2 = 3 and without LLR clipping.
operated at low temperatures often fails to converge and thus fails to yield a bit sequence
that can pass the parity check involved in the CRC stopping criterion, i.e., no early termi-
nation. Contrarily, early termination occurs more frequently with T = 1 and T = 1.2.
From Fig. 5.9, we can see the curves associated to T = 1 and T = 1.2 saturate after #ve
iterations.
Temperature Adaptation
So far, we have focused on performing temperature-controlled doubly iterative decoding
at a #xed temperature. From observations in the above, temperatures close to zero result in
low complexity of MIMO detection, i.e., a small number of VNs, particularly at the initial
iterations. Temperatures slightly higher than one yield good decoding performance. To
jointly exploit the advantages of low and high temperatures, we propose to adjust the tem-
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Figure 5.9: Complexity vs. number of iterations for temperature-controlled doubly iterative
decoding on a 4× 4 *at Rayleigh fading MIMO channel;
rate 1/3-PCCCwith the generator polynomial {1, 15/13}o, codeword lengthNc = 3.6·103,
modi#ed SD algorithm with ∆1 = ∆2 = 3 and without LLR clipping, and 32-bit CRC
stopping criterion.
perature during the decoding process. The general idea is simple. Only when the decoding
process experiences di&culty in converging, the temperature is increased; otherwise, the
temperature remains low.
In [54], the entropy of information bit sequence with the pmf parameterized by the
a-posteriori LLRs was empirically shown to be a good reliability measure of the decoding
decision made by the turbo decoder. When the entropy approaches zero, the turbo decoder
is considered to be very con#dent on its decision. Additionally, if iterative turbo decoding
tends to converge, the entropy typically decreases over iterations; otherwise, the entropy
oscillates in either periodic or chaotic pattern. Now, for monitoring the convergence be-
havior of temperature-controlled doubly iterative decoding, we measure the entropy of the
information bits {mi}Nmi=1 with the pmfs {bmi,T (mi)} and also the entropy of the code bits
{ci}Nci=1 with the pmfs {bci,T (ci)}. The sum of these two entropies, denoted as E, is com-
puted after each iteration. The proposed temperature adaptation is based on the variation
of the sum over iterations. More speci#cally, if the sum at the current iterationE [cur] is less
than a% of E [pre] attained at the previous iteration, the temperature remains unchanged.
Whenever E [cur] > a% · E [pre] is detected, the temperature T is increased according to
T ← (T − Tmax + T 1/ρTmax )ρT (5.98)
where the temperature increment is controlled by ρT ∈ (0, 1] and Tmax is the maximum
allowable temperature. Fig. 5.10 depicts the temperature increasing function attained at
some exemplar con#gurations of ρT and Tmax.
Fig. 5.8 shows the optimal temperature at 6 dB to achieve the minimal FER equals 1.1.
By means of temperature adaptation, the same FER can be achieved even with a relatively
low initial temperature, see Fig. 5.11(a). Furthermore, Fig. 5.11(b) depicts the average cu-
mulative number of VNs per symbol vector. Instead of operating the iterative decoding
process at the #xed temperature T = 1.1, temperature adaptation with the initial tem-
perature Tint = 0.8 results in a 33% reduction on the number of VNs. Another important
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Figure 5.10: The temperature increasing function parameterized by ρT and Tmax.
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Figure 5.11: FER/Complexity vs. number of iterations for adaptively temperature-
controlled doubly iterative decoding at 6 dB;
rate 1/3-PCCCwith the generator polynomial {1, 15/13}o, codeword lengthNc = 3.6·103,
4× 4MIMO, 16QAM (Gray), modi#ed SD algorithm with ∆1 = ∆2 = 3 and without LLR
clipping, temperature adaptation with a% = 60%, Tmax = 1.2, and ρT = 0.4.
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Figure 5.12: FER vs. number of iterations for adaptively temperature-controlled doubly
iterative decoding at 6 dB (the same system parameters as that in Fig. 5.11).
observation from Fig. 5.11(b) is that the initial temperature should not be too small. A slow
convergence speed can still yield a high overall decoding complexity.
As the proposed rule for adjusting the temperature depends on the parameter a%
and ρT , we further examine their impacts on the convergence behavior of adaptively
temperature-controlled doubly iterative decoding. Aiming at a fast convergence speed, two
guidelines for temperature adaptation can be drawn based on the observations in Fig. 5.12:
• When the decoding process experiences di&culty in converging, it is important to
detect it at early iterations. This can be achieved by using a small a%.
• When the temperature needs to be increased, it is better to have a large one-time
temperature increment rather than slowly increasing the temperature step-by-step.
This can be achieved by using a small ρT , see Fig. 5.10.
5.4 Error Probability Analysis of ML Decoding
Although the optimal ML decoder is too complex to be implemented, its error probabil-
ity is still of interest, providing baselines for assessing the e&ciency of suboptimal de-
coding algorithms. Since the error probability of ML decoding is analytically intractable,
researchers often resort to its analytical bounds. For example, in SISO-BPSK systems,
110 Chapter 5. Bit-Interleaved Turbo-Coded Modulations
union bound and other tight upper bounds have been derived in the literature, e.g.,
in [25,32,91,101] and references therein. However, for BICM based systems, the error prob-
ability analysis of BICM decoding and BICM-ID has been the main research problem, see
e.g. [15,17,39,50,64,65,112], [33] and references therein. In this section, we contribute to the
error probability analysis of ML decoding in MIMO systems using bit-interleaved turbo-
codedmodulation. Analogous to the initial works for SISO-BPSK systems in [25,32,91,101],
bounds are of interest in general. We start from the union bound. Considering the practi-
cal constraints of #nite length codewords in MIMO systems, the calculation of the union
bound involves sums of a great number of terms. A brute-force summation is highly in-
e&cient. Therefore, we further loosen the union bound in a way that allows for a fast
evaluation, provided that the SNR interval in which the union bound is informative is re-
tained. Furthermore, we also apply Gallager’s #rst bounding technique [36] to obtain a
tighter upper bound. The enhanced upper bound has a closed-form expression and can be
linked to the Duman-Salehi bounding technique [30] originating from the Gallager’s sec-
ond bounding technique [35]. With the aid of the derived upper bounds, we consequently
obtain an optimistic estimate5 of the SNR loss caused by using the temperature-controlled
doubly iterative decoding algorithm for the ML decoding purpose.
5.4.1 FER of ML Decoding
Let us recall the ML decoding criterion given in (5.13). As ML decoding is optimal in the
sense of minimizing FER when each codeword in the codebook is equally probable, this
work will focus on analyzing the FER of ML decoding, while its bit error rate (BER) can be
analyzed by following the same procedure.
Consider a codeword pair (c, c′), where c is the transmitted codeword and c′ can be any
codeword in G other than c. Pairwise error event means between c and c′ the ML decoder
chooses c′ rather than c, i.e., ln p (Y|H, c) ≤ ln p (Y|H, c′). Let us de#ne a metric of (c, c′)
D(c, c′) ∆= ln
[
p (Y|H, c)
p (Y|H, c′)
]
=
Ns∑
k=1
ln
[
p(yk|Hk, sk)
p(yk|Hk, zk)
]
(5.99)
where {sk} and {zk} in the above represent the symbol vector sequences mapped from the
transmitted codeword c and the erroneous codeword c′, respectively. Then, whenever the
pairwise error event of (c, c′) occurs, we must haveD(c, c′) ≤ 0. And also, the occurrence
probability of such error event, i.e., pairwise error probability (PEP), equals the probability
of the event D(c, c′) ≤ 0 conditional on the transmitted codeword c and also the trans-
mission strategy, i.e., the interleaver Π and also the bit-vector-to-symbol-vector mapping
rule χ(·) : {0, 1}NtMc 7→ XNt .
5Comparing the decoding performance achieved by a suboptimal decoding algorithm with an upper
bound on the error probability of optimal ML decoding, the SNR loss identi#ed for achieving a target de-
coding performance is a lower bound on the exact SNR loss. Therefore, it is an optimistic estimate.
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By the de#nition of the ML solution cˆ, the existence of any pairwise error event implies
an erroneous detection, i.e., cˆ 6= c. Assuming each codeword in G is equally likely to be
the transmitted codeword, a general formula for the FER of ML decoding is then given by
P (c 6= cˆ|Π, χ) = 1|G|
∑
c∈G
P
( ⋃
c′∈G,c′ 6=c
(c→ c′)
∣∣∣∣c,Π, χ
)
︸ ︷︷ ︸
P
(5.100)
where (c → c′) denotes the pairwise error event of the codeword pair (c, c′). As the
MIMO channel under the consideration is non-symmetric, the probability P is codeword-
dependent. In typical packet-based transmission scenarios, the size of the codebook, i.e.,
|G| is too large to e&ciently evaluate (5.100).
To simplify the analysis, we here adopt the approach initially introduced in [15] for
easing the error probability analysis of BICM decoding. Namely, we utilize a uniformly
varied interleaver and a time-varying bit label mapping at the transmitter. In particular,
without changing the bit-vector-to-symbol-vector mapping rule χ(·), the time-varying bit
label mapping can be realized by introducing a random scrambler c˜scr ∈ {0, 1}Nc right
after the interleaver in Fig. 5.1. All scrambling bits in c˜scr are mutually independent and
uniformly distributed. Assume that the realizations of {Π, c˜scr} are perfectly known at
the receiver. After averaging the probability P in (5.100) over all possible realizations of
them, the resulting value is identical for any c in the codebook. Given this fact, we can
take the all-zero codeword c0 as the transmitted codeword without loss of generality and
then obtain
FERML =
1
|G|
∑
c∈G
EΠ,c˜scr
{
P
( ⋃
c′∈G,c′ 6=c
(c→ c′)
∣∣∣∣c,Π, c˜scr, χ
)}
(5.101)
= EΠ,c˜scr
{
P
( ⋃
c′∈G,c′ 6=c0
(c0 → c′)
∣∣∣∣c0,Π, c˜scr, χ
)}
= P
( ⋃
c′∈G,c′ 6=c0
(c0 → c′)
∣∣∣∣c0, χ
)
(5.102)
where the last equality is obtained by conditioning and averaging with respect to {Π, c˜scr}.
Due to the inclusion of the uniformly varied interleaver and scrambler, we note that the
FER of ML decoding as given in (5.102) is with respect to a BICM ensemble.
5.4.2 Union Bound
Let us start with the union bound based on Boole’s inequality, i.e., P (∪iAi) ≤
∑
i P (Ai)
for a countable set of events {Ai}. Based on the Hamming weight of each codeword in
the codebook G, we can partition G into Nc + 1 mutually disjoint subsets, i.e., Gd with
d = 0, 1, . . . , Nc, where Gd contains the codewords with the Hamming weight equal to d.
Using ∪dGd instead of G and repeatedly applying Boole’s inequality, we have
FERML = P
(⋃
d>0
⋃
c′∈Gd
(c0 → c′)
∣∣∣∣c0, χ
)
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≤
∑
d>0
P
( ⋃
c′∈Gd
(c0 → c′)
∣∣∣∣c0, χ
)
(5.103)
≤
∑
d>0
∑
c′∈Gd
P
(
c0 → c′
∣∣c0, χ) . (5.104)
where the term on the RHS of (5.104) is known as the union bound on FERML.
With the use of a random interleaver and scrambler, P
(
c0 → c′
∣∣c0, χ) in (5.104) de-
pends on the Hamming weight of c′ rather than c′ itself. Let us de#ne a function of Ham-
ming weight d
PEP(d)
∆
= P
(
c0 → cd
∣∣c0, χ)
= P
(D(c0, cd) ≤ 0∣∣c0, χ) (5.105)
where cd is an arbitrary element in Gd and (c0 → cd) implies D(c0, cd) ≤ 0 according to
the de#nition of theD-metric given in (5.99). Using PEP(d) in (5.104), the union bound can
then be compactly expressed as
FERML ≤
∑
d>0
|Gd|PEP(d). (5.106)
The cardinality of Gd, i.e., |Gd|, for any positive d can be computed based on the distance
spectrum of the employed channel code [21]. In the following, we will focus on the com-
putation of PEP (d).
Computation of PEP (d)
The value of D(c0, cd) depends on the location of error bits within the symbol vector se-
quence. If the codeword length Nc →∞ was assumed, e.g., in [15, 17, 39, 50, 65, 112], each
error bit would be carried by a di$erent symbol vector. However, we are interested in #-
nite length codewords in reality. Therefore, there are more than one error-bit-distribution
pattern. Following the approach in [127], an integer vector ̺d
∆
= [̺d,0, . . . , ̺d,NtMc ] is intro-
duced to characterize the error-bit-distribution pattern, meaning that the entry ̺d,v stands
for the number of symbol vectors carrying v error bits. With the given number of error
bits and the number of symbol vectors, i.e., d and Ns, the vector ̺d is required to satisfy∑NtMc
v=0 v̺d,v = d and
∑NtMc
v=0 ̺d,v = Ns. Grouping all feasible realizations of ̺d into a
set S̺d , each distribution of the d error bits over the Ns symbol vectors can be uniquely
mapped to a member of S̺d . From the above discussion, we can express PEP(d) as follows
PEP(d) =
∑
̺d∈S̺d
P (̺d)PEP (d|̺d) (5.107)
where the function PEP(d|̺d) is de#ned as
PEP(d|̺d) ∆= P
(D (c0, cd) ≤ 0∣∣̺d, c0, χ) . (5.108)
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Computing PEP (d|̺d) Denoting the pdf of D (c0, cd) conditional on {̺d, c0, χ} as
p (D|̺d, c0, χ), we have
PEP (d|̺d) =
∫ 0
−∞
p (D|̺d, c0, χ) dD =
1
2πj
∫
c+j∞
c−j∞
ΦD (s;̺d)
ds
s
(5.109)
where ΦD (s;̺d) is the Laplace transform of p (D|̺d, c0, χ), i.e.,
ΦD (s;̺d)
∆
=
∫ +∞
−∞
p (D|̺d, c0, χ) e−sDdD (5.110)
and the real number c is an element in the set Sc+ obtained by intersecting the region of
convergence (ROC) of ΦD (s;̺d)with the positive real line of the complex number s. Note
that here we use “; ” in ΦD (s;̺d) to indicate the Laplace transform is parameterized by
̺d, while its dependence on the #xed terms {c0, χ} is ignored for notational convenience.
Assuming the closed-form expression of the Laplace transform ΦD (s;̺d) is at hand, the
integral in (5.109) can then be numerically evaluated according to [15] or Appendix A.9.
Alternatively, the saddle-point approximation proposed in [65] yields a closed-form ap-
proximation for PEP (d|̺d).
From the above, the computation of PEP (d|̺d) boils down to the computation of
ΦD (s;̺d). Based on the probability density functions of {Y ,H,Π, c˜scr}, we obtain
ΦD (s;̺d) = EY,H,Π,c˜scr
{
exp (−sD) ∣∣̺d, c0, χ} (5.111)
=
NtMc∏
v=0
[Ωv(s)]
̺d,v (5.112)
withΩv(s)
∆
= Es,z
{[
1− s2−s
N0
‖s− z‖2
]−Nr ∣∣v} (cf. AppendixA.12). For computingΩv(s),
we need to know the conditional pmf p(s, z|v). Under the consideration of the uniform
interleaver and scrambler, the symbol vector s is uniformly sampled from XNt . For a given
s and v, the vector z is uniformly sampled from the set Ss,v ⊂ XNt containing all elements
in XNt , whose bit labels have v di$erent bits compared to that of s. The cardinality of Ss,v
equals
(
McNt
v
)
. On this basis, the conditional pmf p(s, z|v) is given by
p(s, z|v) = p(s)p(z|s, v) =
{ [
2NtMc
(
McNt
v
)]−1
, if s ∈ XNt and z ∈ Ss,v
0, otherwise.
(5.113)
We note that the computational e$ort required for Ωv(s) grows exponentially in the num-
ber of bits per symbol vectorNtMc. However, if we transform the expectation with respect
to (s, z) into the expectation with respect to ‖s− z‖2, its computation can be signi#cantly
eased.
Upper Bounding PEP(d) With NtMc > 4, the cardinality |S̺d | with respect to some
interesting values of d can be extremely large. In such cases, a brute-force computation of
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(5.107) is infeasible. To tackle this problem, we propose to construct a subset SUB̺d ⊆ S̺d
such that
min
̺d∈S
UB
̺d
P (̺d) ΦD (cˆ;̺d) ≥ max
̺d∈S̺d\S
UB
̺d
P (̺d) ΦD (cˆ;̺d) (5.114)
where cˆ is given as
cˆ = arg min
c∈S
c
+
ΦD (c;̺d) . (5.115)
In terms of SUB̺d , we can upper bound PEP(d) by
PEP(d) =

 ∑
̺d∈S
UB
̺d
P (̺d)PEP (d|̺d)

+

 ∑
̺d∈S̺d\S
UB
̺d
P (̺d)PEP (d|̺d)

 (5.116)
(a)
≤

 ∑
̺d∈S
UB
̺d
P (̺d)PEP (d|̺d)

+

 ∑
̺d∈S̺d\S
UB
̺d
P (̺d)ΦD (cˆ;̺d)


(b)
≤

 ∑
̺d∈S
UB
̺d
P (̺d)PEP (d|̺d)

+ |S̺d\SUB̺d | ·
[
min
̺d∈S
UB
̺d
P (̺d)ΦD (cˆ;̺d)
]
(5.117)
where the inequality at (a) is based on Cherno$ inequality (cf. Appendix A.9.1), i.e.,
PEP (d|̺d) ≤ ΦD (c;̺d) ∀c ∈ Sc+ (5.118)
and the inequality at (b) holds due to (5.114). The computation of (5.117) consists of the sum
of |SUB̺d |+1 terms. By properly constraining the size of SUB̺d , the upper bound in (5.117) shall
be easy to compute. As |SUB̺d | → |S̺d |, the tightness of the upper bound (5.117) improves
towards PEP(d) as given in (5.116), while the computational complexity increases as well.
For computing the upper bound in (5.117), we need to #nd all elements belonging to
SUB̺d . By noting that SUB̺d contains the elements in S̺d at which the |SUB̺d | largest values
of P (̺d) ΦD (cˆ;̺d) are attained, see (5.114), we propose to transform the construction
of SUB̺d as a shortest path search problem in graph theory and then use a depth-#rst tree
search based algorithm to solve the problem. Brie*y, we #rst use a tree graph to represent
S̺d . The tree has NtMc + 1 levels in total. The branches at the vth level are associated to
di$erent values of ̺d,v. Then, any path between the root node and a leaf node represents
one possible error-bit-distribution pattern ̺d ∈ S̺d . We subsequently quantify the length
of branches in the tree based on P (̺d) ΦD (cˆ;̺d). Speci#cally, with the use of a uniform
interleaverΠ, the pmf of ̺d is given as [127]
P (̺d) =

 Ns!
(
N
d
)−1 NtMc∏
v=0
(
McNt
v
)̺d,v · (̺d,v!)−1 , if̺d ∈ S̺d
0, otherwise.
(5.119)
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Togetherwith the closed-form expression ofΦD (c;̺d) as given in (5.112),P (̺d) ΦD (cˆ;̺d)
is proportional to
P (̺d) ΦD (cˆ;̺d) ∝ exp
(
−
NtMc∑
v=0
M(v, ̺d,v)
)
(5.120)
where the termM(v, ̺d,v) is given by
M(v, ̺d,v) ∆= ln[̺d,v!] + ̺d,v ln [(NtMc − v)!v!]− ̺d,v ln [Ωv(cˆ)] . (5.121)
Using M(v, ̺d,v) to quantify the branch length at the level v, the total length of a path
equals
∑NtMc
v=0 M(v, ̺d,v). The elements in SUB̺d are one-to-one correspondence to the |SUB̺d |
shortest paths in the tree graph. For later use, let us label the error-bit-distribution pattern
corresponding to the shortest path as the dominant error-bit-distribution pattern, i.e.,
ˆ̺d = arg min
̺d∈S̺d
NtMc∑
v=0
M(v, ̺d,v). (5.122)
Consequently, for #nding the |SUB̺d | shortest paths, we traverse the tree in depth-#rst order.
Plus a tight tree pruning criterion, the resulting depth-#rst tree search algorithm is very
e&cient in constructing the set SUB̺d for cases of interest. Fore more details, we refer the
reader to Appendix A.11.
Short Summary
In the above, the union bounding technique, i.e., Boole’s inequality, has been adopted for
upper bounding FERML, see (5.106). For calculating (5.106), the key quantity is PEP(d). To
ease its computation in practical MIMO systems, we have alternatively upper bounded it
according to (5.117), i.e., PEP(d) ≤ PEPU(d)
PEPU(d)
∆
=

 ∑
̺d∈S
UB
̺d
P (̺d)PEP (d|̺d)

+ |S̺d\SUB̺d | ·
[
min
̺d∈S
UB
̺d
P (̺d)ΦD (cˆ;̺d)
]
(5.123)
where the computation of PEP (d|̺d) and the closed-form expression of ΦD (cˆ;̺d) have
been addressed at the beginning of Section 5.4.2. Using PEPU(d) instead of PEP(d) into
(5.106), we obtain
FERML ≤
∑
d>0
|Gd|PEPU(d)︸ ︷︷ ︸
∆
= FERU:UBML
. (5.124)
Clearly, FERU:UBML is looser than the upper bound in (5.106). As |SUB̺d | → |S̺d |, their di$er-
ence, i.e., FERU:UBML −
∑
d>0 |Gd|PEP(d) becomes smaller, while the computational complexity
required for calculating FERU:UBML increases.
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5.4.3 Gallager’s First Bounding Technique based Upper Bound
De#ning
Pe(d)
∆
= P
[ ⋃
c′∈Gd
(c0 → c′)
∣∣∣∣c0, χ
]
(5.125)
the inequality at (5.103) is equivalent to
FERML ≤
∑
d>0
Pe(d). (5.126)
In the previous section, the application of the union bounding technique has yielded
Pe(d) ≤ |Gd|PEP(d). (5.127)
Due to the absence of an e&cient method to compute PEP(d), it has been further upper
bounded by PEPU(d). Then, we have
Pe(d) ≤ |Gd|PEPU(d). (5.128)
Union bound is generally rather loose, particularly when turbo-like codes are in use. In this
section, we apply theGallager’s #rst bounding technique for generating a newupper bound
on Pe(d). As long as it is tighter than |Gd|PEPU(d), we can use it instead of |Gd|PEPU(d) in
(5.124) for attaining a tightened upper bound on FERML.
De#ning a region Rd in the observation space CNrNs , Pe(d) can be written as the sum
of the following two terms
Pe,1(d,Rd) ∆= P
[ ⋃
c′∈Gd
(c0 → c′), (yk)Nsk=1 ∈ Rd
∣∣∣∣c0, χ
]
Pe,2(d,Rd) ∆= P
[ ⋃
c′∈Gd
(c0 → c′), (yk)Nsk=1 6∈ Rd
∣∣∣∣c0, χ
]
.
where (yk)
Ns
k=1 ∈ CNrNs is the vector obtained by concatenating the received symbol vec-
tors y1,y2, . . . ,yNs one after the other.
The application of the Gallager’s #rst bounding technique [36] for upper bounding
Pe(d) implies we loosen Pe,2(d,Rd) to P [U]e,2 (Rd) ∆= P
[
(yk)
Ns
k=1 6∈ Rd
∣∣c0, χ]. We further
apply Boole’s inequality for upper bounding Pe,1(d,Rd), i.e.,
Pe,1(d,Rd) ≤ P [U]e,1 (d,Rd) ∆=
∑
c′∈Gd
P
[
(c0 → c′), (yk)Nsk=1 ∈ Rd
∣∣c0, χ] .
After the above two steps, we obtain
Pe(d) = Pe,1(d,Rd) + Pe,2(d,Rd)
≤ Pe,1(d,Rd) + P [U]e,2 (Rd)
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≤ P [U]e,1 (d,Rd) + P [U]e,2 (Rd). (5.129)
The upper bound in (5.129) is characterized by the region Rd. When Rd is chosen to be
C
NrNs , it is identical to the union bound as given in (5.127).
To our best knowledge, the optimal region Roptd that minimizes the upper bound in
(5.129) remains unsolved even in simple SISO-BPSK systems. In the literature, the com-
mon suboptimal solutions were to specialize Rd into a form that can be described by a
few parameters. As such, the optimization with respect to Rd can be formalized as the
optimization with respect to the corresponding parameters. For SISO-BPSK systems, the
region de#ned by Divsalar and Biglieri in [25], denoted as RDBd , has been demonstrated
as one of the best ways. However, due to the matrix-vector operations involved in MIMO
systems, the extension of the Divsalar-Biglieri upper bound to aMIMO systemwith a high-
order modulation scheme has no closed-form expression. In this part, we propose a region
RGend on the basis of RDBd . Although its resulting upper bound may not be as tight as the
Divsalar-Biglieri upper bound in a SISO-BPSK system, it has a closed-form expression for
general MIMO systems.
De"nition ofRGend
Extending the Divsalar-Biglieri region for the SISO case to the MIMO case, we have
RDBd ∆=
{
(yk)
Ns
k=1
∣∣(yk)Nsk=1 ∈ CNrNs , Ns∑
k=1
φ‖yk − ǫHksk‖2 − ‖Hksk‖2 ≤ η
}
(5.130)
where the auxiliary real numbers φ, ǫ and η parameterize the regionRDBd . SimplifyingRDBd
by #xing ǫ at one, we propose to use the resulting region
RGend ∆=
{
(yk)
Ns
k=1
∣∣(yk)Nsk=1 ∈ CNrNs , Ns∑
k=1
φ‖yk −Hksk‖2 − ‖Hksk‖2 ≤ η
}
(5.131)
to generate an upper bound for general MIMO systems. By noting ‖yk−Hksk‖2 = ‖nk‖2,
the construction of RGend is e$ectively based on the ratio of the signal power to the noise
power.
New Upper Bound on Pe(d)
PluggingRGend in (5.129), we obtain
Pe(d) ≤ P [U]e,1 (d,RGend ) + P [U]e,2 (RGend ). (5.132)
In the following, we will apply Cherno$ inequality for deriving closed-form upper bounds
on P
[U]
e,1 (d,RGend ) and P [U]e,2 (RGend ), respectively. The combination of both Cherno$ upper
bounds eventually yields a new closed-form upper bound on Pe(d).
118 Chapter 5. Bit-Interleaved Turbo-Coded Modulations
Cherno! Upper Bound on P
[U]
e,1 (d,RGend ) We start from computing the #rst term on
the RHS of (5.132)
P
[U]
e,1 (d,RGend ) =
∑
c′∈Gd
P
[
(c0 → c′), (yk)Nsk=1 ∈ RGend
∣∣c0, χ]
(a)
=
∑
c′∈Gd
P
[D(c0, c′) ≤ 0,ZGend ≤ 0∣∣c0, χ]
(b)
=
∑
c′∈Gd
∑
̺d
P (̺d)P
[D(c0, c′) ≤ 0,ZGend ≤ 0∣∣̺d, c0, χ] (5.133)
where the equality at (a) is based on the de#nition of the D-metric in (5.99) and ZGend ∆=(∑Ns
k=1 φ‖yk −Hksk‖2 − ‖Hksk‖2
)
− η; and the equality at (b) is obtained by condi-
tioning and averaging with respect to the error-bit-distribution pattern ̺d. Let us use
ΦD,ZGend (s1, s2;̺d) to denote the two-dimensional Laplace transform of the probability
p (D(c0, cd),ZGend |̺d, c0, χ) and also use Sc+1 ,c+2 to denote the set obtained by intersect-
ing the ROC of ΦD,ZGend (s1, s2;̺d) with the positive real lines associated to the complex
number pair (s1, s2). With a pair of real numbers (c1, c2) in the set Sc+1 ,c+2 , the application
of Cherno$ inequality (cf. Appendix A.10) yields
P
[D(c0, cd) ≤ 0,ZGend ≤ 0∣∣̺d, c0, χ] ≤ ΦD,ZGend (s1 = c1, s2 = c2;̺d)
= exp(c2η) ·
NtMc∏
v=0
[
Ω˜v(c1, c2, φ)
]̺d,v
(5.134)
where the function Ω˜v(c1, c2, φ) for each v ∈ [0, NtMc] is given by
Ω˜v(c1, c2, φ)
∆
= Es,z
{[(
1 + c2φN0 − (c
2
1 − c1(1 + c2φN0))
N0
· ‖s− z‖2
)
· (1− c2‖s‖2)
−c2 (c
2
1 − c1(1 + c2φN0))
N0
· |sH(s− z)|2
]−Nr ∣∣∣∣v
}
. (5.135)
For obtaining the expression ofΦD,ZGend (c1, c2;̺d) as given in (5.134), we refer the reader to
Appendix A.13. Based on the pmf p(s, z|v) given in (5.113), Ω˜v(c1, c2, φ) can be e&ciently
computed after proper transformations of random variables.
By noting that ΦD,ZGend (c1, c2;̺d) depends on d rather than cd, we consequently have
P
[U]
e,1 (d,RGend ) = |Gd| ·

∑
̺d
P (̺d)e
c2η
NtMc∏
v=0
[
Ω˜v(c1, c2, φ)
]̺d,v (5.136)
with (c1, c2) ∈ Sc+1 ,c+2 .
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Cherno! Upper Bound on P
[U]
e,2 (RGend ) Let us next compute the second term on the
RHS of (5.132)
P
[U]
e,2 (RGend ) = P
[
(yk)
Ns
k=1 6∈ RGend
∣∣c0, χ]
= P
(ZGend ≥ 0∣∣c0, χ) . (5.137)
We bound P
[U]
e,2 (RGend ) based on Cherno$ inequality (cf. Appendix A.9.1), i.e.,
P
[U]
e,2 (RGend ) ≤ ΦZGend (s = c) (5.138)
where ΦZGend (s) is the Laplace transform of the conditional pdf p (ZGend |c0, χ) given as
ΦZGend (s)
∆
= EY,H,Π,c˜scr
{
exp
(−sZGend ) |c0, χ} (5.139)
and c can be any real number within the set Sc− obtained by intersecting the ROC of
ΦZGend (s) with the negative real line related to the complex number s. According to the
distributions of {Y ,H,Π, c˜scr}, we obtain
ΦZGend (c) = e
cη ·
{
1
2NtMc
∑
s∈XNt
[
(1− c‖s‖2)(1 + cφN0)
]−Nr}Ns
= ecη ·
[
Ω˜0(c1 = 0, c2 = c, φ)
]Ns
(5.140)
where the derivation is similar to that for (5.134) as given in Appendix A.13.
Up to now, we have upper bounded P
[U]
e,1 (d,RGend ) and P [U]e,2 (RGend ) in (5.132) by (5.136)
and (5.138), respectively. As a result, we reach to the following upper bound
Pe(d) ≤ |Gd| ·

∑
̺d
P (̺d)e
c2η
NtMc∏
v=0
[
Ω˜v (c1, c2, φ)
]̺d,v+ ecη ·
[
Ω˜0(0, c, φ)
]Ns
(5.141)
with (c1, c2) ∈ Sc+1 ,c+2 and c ∈ Sc− .
Optimization of {c1, c2, c, φ, η}
As the upper bound in (5.141) depends on {c1, c2, c, φ, η}, these parameters need to be
properly chosen for obtaining a tight upper bound.
Optimization of η Choosing η to minimize the upper bound in (5.141), we have the
optimal form for η
ηˆ =
1
c2 − c ln


−c ·
[
Ω˜0(0, c, φ)
]Ns
c2|Gd|
∑
̺d∈S̺d
P (̺d)
∏NtMc
v=0
[
Ω˜v(c1, c2, φ)
]̺d,v

 . (5.142)
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Plugging (5.142) back into (5.141), we obtain
Pe(d) ≤ eH(ρ) ·
[
Ω˜0 (0, c, φ)
]Ns(1−ρ) ·

 ∑
̺d∈S̺d
|Gd|P (̺d)
NtMc∏
v=0
[
Ω˜v (c1, c2, φ)
]̺d,v
ρ
(5.143)
with ρ
∆
= c/(c− c2) and H(ρ) ∆= −ρ ln ρ− (1− ρ) ln(1− ρ). Given the fact that (c1, c2) ∈
S
c
+
1 ,c
+
2
and c ∈ Sc− , the parameter c2 is positive while c is negative. As such, ρ is a real
number within the interval [0, 1].
Optimization of c1 In (5.143), the parameter c1 only appears in Ω˜v (c1, c2, φ). As 1 −
c2‖s‖2 > 0 for any s ∈ XNt and 1 + c2φN0 > 0 are required for de#ning the ROC of the
Laplace transform ΦD,ZGend (s1, s2;̺d) (cf. Appendix A.13), the minimum of Ω˜v (c1, c2, φ)
within S
c
+
1 ,c
+
2
is attained under the following relation
cˆ1 =
1 + c2φN0
2
. (5.144)
According to the description at the end of Appendix A.13, the feasible set for c2 derived
from S
c
+
1 ,c
+
2
based on the relation in (5.144) is given as
S
c
+
2
=
{
c2
∣∣c2 ≥ 0, 1 + c2φN0 > 0, 1− c2 · (max
s∈XNt
‖s‖2
)
> 0
}
. (5.145)
Using (5.144) in (5.143), the upper bound reduces to a function of {ρ, c2, φ}, where c is
deterministic based on ρ and c2, i.e., c = −c2ρ/(1− ρ).
Optimization of ρ, c2 and φ Due to the large cardinality of S̺d , a brute-force optimiza-
tion with respect to the remaining parameters ρ, c2 and φ is too complicated to be done.
For easing the task, we propose to select an element ̺d ∈ S̺d as the representative for
the others. The kept one is so-called dominant error-bit-distribution pattern ˆ̺d de#ned in
(5.122). On this basis, {c2, ρ, φ} are chosen to minimize the following function
eH(ρ) ·
[
Ω˜0 (0, c, φ)
]Ns(1−ρ) ·
{
|S̺d ||Gd|P (ˆ̺d)
NtMc∏
v=0
[
Ω˜v
(
1 + c2φN0
2
, c2, φ
)] ˆ̺d,v}ρ
(5.146)
subject to c2 ∈ Sc+2 , c = −(c2ρ)/(1−ρ) ∈ Sc− and ρ ∈ [0, 1]. This can be e&ciently tackled
with the aid of some optimization toolboxes, such as fminbnd in MATLAB.
Denoting the obtained parameters as {cˆ2, ρˆ, φˆ}, we #nally reach to
Pe(d) ≤ eH(ρˆ)
[
Ω˜0
(
0, cˆ, φˆ
)]Ns(1−ρˆ) ·

 ∑
̺d∈S̺d
|Gd|P (̺d)
NtMc∏
v=0
[
Ω˜v
(
cˆ1, cˆ2, φˆ
)]̺d,v
ρˆ
(5.147)
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with cˆ = −(cˆ2ρˆ)/(1− ρˆ) and cˆ1 = (1 + cˆ2φN0)/2. To ease the summation involved in the
evaluation of (5.147), we re-use the approach introduced in Section 5.4.2. Namely, we can
apply the depth-#rst tree search algorithm6 to construct a subset SG1̺d ⊆ S̺d such that
min
̺d∈S
G1
̺d
P (̺d)
NtMc∏
v=0
[
Ω˜v
(
cˆ1, cˆ2, φˆ
)]̺d,v ≥ max
̺d∈S̺d\S
G1
̺d
P (̺d)
NtMc∏
v=0
[
Ω˜v
(
cˆ1, cˆ2, φˆ
)]̺d,v
.
(5.148)
Using SG1̺d , we loosen the upper bound in (5.147) to
Pe(d) ≤eH(ρˆ) ·
[
Ω˜0
(
0, cˆ, φˆ
)]Ns(1−ρˆ) · Λρˆ (5.149)
where the term Λ is a compact representation of
Λ
∆
=
∑
̺d∈S
G1
̺d
P (̺d)
NtMc∏
v=0
[
Ω˜v
(
cˆ1, cˆ2, φˆ
)]̺d,v
+ |S̺d\SG1̺d | ·
{
min
̺d∈S
G1
̺d
P (̺d)
NtMc∏
v=0
[
Ω˜v
(
cˆ1, cˆ2, φˆ
)]̺d,v}
. (5.150)
Short Summary
With the use of the Gallager’s #rst bounding technique and also Cherno$ inequality, we
are able to upper bound Pe(d) as shown in (5.141). By properly choosing the parameters
involved in the upper bound and also taking its computational complexity into account,
we reach to the upper bound given in (5.149). Combining it with the upper bound given in
(5.128), we consequently obtain a new upper bound on FERML, i.e.,
FERU:G1ML
∆
=
∑
d>0
min
{
|Gd|PEPU(d), eH(ρˆ) ·
[
Ω˜0
(
0, cˆ, φˆ
)]Ns(1−ρˆ) · Λρˆ} . (5.151)
Comparing FERU:G1ML with FER
U:UB
ML given in (5.124), the former is clearly tighter.
5.4.4 Relation to the Duman-Salehi Bounding Technique
Introducing an arbitrary probability measure ψ(yk,Hk|sk), the application of the Duman-
Salehi bounding technique [30] yields
Pe(d) ≤
{∑
c′∈Gd
EΠ,c˜scr
[
Ns∏
k=1
∫
CNr
∫
CNrNt
ψ1−
1
ρ (yk,Hk|sk)p
1
ρ (yk,Hk|sk)
·
(
p(yk|Hk, zk)
p(yk|Hk, sk)
)λ
dykdvec(Hk)
]}ρ
(5.152)
6Here, we shall replaceΩv(c) by Ω˜v(cˆ1, cˆ2, φˆ) for quantifying the branch length during the tree construc-
tion.
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with ρ ∈ [0, 1], λ ≥ 0 and the symbol sequences {sk} and {zk} respectively correspond-
ing to c0 and c
′. For SISO-BPSK systems, the authors of [101] have demonstrated certain
connection exists between the Duman-Salehi bounding technique and the Gallager’s #rst
bounding technique. Following the approach in [101], we extend the connection to MIMO
cases by constructing ψ(yk,Hk|sk) as
ψ(yk,Hk|sk) = 1
Cψ
p(yk,Hk|sk)
[
exp
(
φ‖yk −Hksk‖2 − ‖Hksk‖2
)] αρ
1−ρ (5.153)
where φ and α are two real numbers, and the normalization term Cψ is given by and equal
to
Cψ
∆
=
∫
CNr
∫
CNrNt
p(yk,Hk|sk)
[
exp
(
φ‖yk −Hksk‖2 − ‖Hksk‖2
)] αρ
1−ρ dykdvec(Hk)
= Ω˜0
(
0,− αρ
1− ρ, φ
)
.
Plugging such constructed function ψ(yk,Hk|sk) into (5.152), we have
Pe(d) ≤
[
Ω˜0
(
0,− αρ
1− ρ, φ
)]Ns(1−ρ)
·
{∑
c′∈Gd
EΠ,c˜scr
[
Ns∏
k=1
∫
CNr
∫
CNrNt
[
exp
(
φ‖yk −Hksk‖2 − ‖Hksk‖2
)]−α
·p(yk,Hk|sk)
(
p(yk|Hk, zk)
p(yk|Hk, sk)
)λ
dykdvec(Hk)
]}ρ
=
[
Ω˜0
(
0,− αρ
1− ρ, φ
)]Ns(1−ρ)
·

|Gd|∑
̺d
P (̺d)
NtMc∏
v=0
[
Ω˜v (λ, α, φ)
]̺d,v
ρ
.
(5.154)
Comparing the above upper bound with that in (5.143), we on the one hand notice
their similar forms. Namely, if we respectively assign λ and α with c1 and c2 followed by
multiplying the term eH(ρ), the above upper bound becomes identical to that in (5.143).
On the other hand, we note that the upper bound in (5.143) is the outcome of optimizing
η involved in the Gallager’s #rst bounding technique based upper bound given in (5.141).
The key of the upper bound in (5.141) lies in the regionRGend de#ned in (5.131). Attempting
to connect ψ(yk,Hk|sk) as given in (5.153) toRGend , we obtain
RGend =
{
(yk)
Ns
k=1
∣∣(yk)Nsk=1 ∈ CNrNs , Ns∑
k=1
1− ρ
αρ
ln
[
ψ(yk,Hk|sk)
p(yk,Hk|sk)
]
≤ η
}
. (5.155)
which e$ectively de#nes the connection between the Duman-Salehi bounding technique
and the Gallager’s #rst bounding technique in MIMO systems.
Concluding from the above, the two upper bounds on Pe(d) as given in (5.154) and in
(5.143) are essentially equivalent except for the extra term eH(ρ) involved in (5.143). As
eH(ρ) is larger than one, the upper bound in (5.154) is tighter in general. This observation
suggests us to ignore eH(ρˆ) when computing FERU:G1ML according to (5.151).
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Figure 5.13: The upper bound FERU:UBML and FER
U:G1
ML obtained by using di$erent sizes of SUB̺d
and SG1̺d .
5.4.5 Numerical Results and Discussions
In this section, we evaluate and compare the above-derived upper bounds on FERML for
MIMO systems using bit-interleaved turbo-coded modulation. Using these bounds, we
further assess the e&ciency of the temperature-controlled doubly iterative decoding al-
gorithm in approaching the ML decoding performance. Exemplarily, we adopt a rate-1/3
PCCCwith the generator polynomial {1, 15/13}o and a Gray mapped 16QAMmodulation
scheme. Both the transmitter and receiver adopt 4 antennas, i.e., a 4× 4MIMO system.
Upper Bound Comparison
FERU:UBML given in (5.124) and FER
U:G1
ML given in (5.151) are two upper bounds on FERML. As
their tightness and also computational complexity depend on the cardinality of SUB̺d and
also the cardinality of SG1̺d , the #rst #gure in this part, i.e., Fig. 5.13, depicts FERU:UBML and
FERU:G1ML attained by constraining the cardinality ofSUB̺d andSG1̺d with di$erent values. Aswe
can see from Fig. 5.13, the cardinality equal to 10 results in a high error *oor. By increasing
it to 102, the error *oor is signi#cantly improved. As the improvement becomes marginal
by using 103, we will use 102 as a default value for calculating FERU:UBML and FER
U:G1
ML in the
following.
In the next #gure, i.e., Fig. 5.14, we can observe that the upper bound FERU:G1ML is tighter
than FERU:UBML in general. Particularly, as the codeword lengthNc increases, the gap between
them is enlarged. This indicates the Gallager’s #rst bounding technique is very e&cient in
tightening the union bound when the codeword length is large.
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Remark on the Error Floor (EF) Bound in [17]
Assuming asymptotically long codeword length, i.e., Nc →∞, the EF bound initially pro-
posed in [17] for estimating the error *oor of BICM-ID is essentially equivalent to the union
bound on the error probability of ML decoding. In the present context, the EF bound is ex-
pressed as
FEREFML
∆
=
Ns∑
d=1
|Gd|PEP (d|̺d = [Ns − d, d, 0, . . . , 0]) . (5.156)
As we have explained, when the codeword length Nc is #nite, the error-bit-distribution
pattern ̺d = [Ns − d, d, 0, . . . , 0] may not be the dominant one. As such, FEREFML may
not be an upper bound on FERML under practical constraints of #nite length codewords.
Fig. 5.15 shows the EF bound tends to underestimate the FER of ML decoding. At low SNRs,
it is even smaller than a lower bound on FERML given in [5], i.e.,
FERLML
∆
= 1− 1
rcNc
− Cmimo
rcNtMc
(5.157)
where Cmimo is the capacity of the MIMO channel with its input-output relation as de-
scribed in (5.2). In general, the relation of the EF bound to FERML, i.e., larger or smaller at
a speci#c SNR, remains unclear.
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Figure 5.15: The comparison of bounds on the FER of ML decoding with the codeword
length Nc = 432.
Comparison with the Gaussian Approximation (GA) based Tangential-Sphere
Bound (TSB) in [39]
In [39], the BICM channel was approximately converted to a binary-input AWGN channel
based on GA. The so-called TSB-GA bound was the result of computing TSB on the error
probability of ML decoding with respect to the approximate binary-input AWGN channel.
With the argument that the information loss introduced by such channel conversion is
relatively small when a Gray-mapped modulation scheme is used in a SISO system, the
TSB-GA bound can be treated as a good approximate upper bound on the error probability
of ML decoding. However, when non-Gray-mapped modulation schemes and/or MIMO
systems are employed, the corresponding information loss is no longer negligible. As a
result, the TSB-GA bound becomes a relatively loose upper bound.
E#ciency of Temperature-Controlled Doubly Iterative Decoding
With the aid of the upper bound FERU:G1ML , we now assess the e&ciency of temperature-
controlled doubly iterative decoding in achieving the near-ML decoding performance.
In Fig. 5.16, the blue lines are obtained by performing temperature-controlled doubly
iterative decoding at zero temperature, which is equivalent to the concatenation of BICM-
ID and turbo decoding using the Max-Log-MAP criterion. Targeting the FER of 10−3, the
SNR gap between the dashed line (temperature-controlled doubly iterative decoding) and
the solid line without marker (FERU:G1ML ) in Fig. 5.16(a) is about 2.5 dB, which is an optimistic
estimate of the SNR loss caused by applying temperature-controlled doubly iterative decod-
ing at zero temperature for approximate ML decoding. A similar SNR loss is also observed
in Fig. 5.16(b) for a longer codeword with the codeword length Nc = 6 · 103.
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As the temperature increases, the performance of temperature-controlled doubly iter-
ative decoding becomes better. At unit temperature, both MIMO detection and turbo de-
coding are based on the Log-MAP criterion. Compared to zero temperature, the observed
SNR loss is much smaller. Only 0.5 dB remains when targeting the FER of 10−3 with the
codeword lengthNc = 1.2 ·103. However, even at high SNRs, there always exists an appre-
ciable SNR loss. The high error *oor at high SNRs is not because temperature-controlled
doubly iterative decoding fails to converge, but because it converges to a suboptimal solu-
tion. Being inline with the well-accepted fact that iterative decoding performs particularly
well for long codewords, the error *oor is improved as the codeword length increases.
5.5 Summary
In Chapter 4, we have presented an approach for the systematic derivation of an approxi-
mate ML decoding algorithm to decode PCCCs and SCCCs. In this chapter, we have con-
#rmed the universality of the approach by showing how it applies to a multi-concatenated
coding system, i.e., a MIMO system using bit-interleaved turbo-coded modulation.
We have started from approximating the ML decoding problem by a constrained Bethe
free energy minimization problem. The conditions for the global minimizer of the con-
strained Bethe free energy at a positive temperature to correspond to the ML solution
have been given and proven. Attempting to #nd the ML solution by minimizing the con-
strained Bethe free energy at a speci#c positive temperature, an approximate ML decod-
ing algorithm has been derived by using the method of Lagrange multipliers. As the ob-
tained algorithm has two nested loops and also depends on the given temperature, it has
been labeled as the temperature-controlled doubly iterative decoding algorithm, see Al-
gorithm 5.1. We have noted that when the temperature-controlled doubly iterative algo-
rithm operates at unit temperature, it is equivalent to the concatenation of BICM-ID and
turbo decoding. Namely, the processing within its inner iteration loop corresponds to the
recursion of turbo decoding, while its outer iteration loop corresponds to the iteration be-
tween the MIMO detection unit and the turbo decoding unit (see the schematic diagram in
Fig. 5.3). As the concatenation of BICM-ID and turbo decoding was initially obtained by
heuristically plugging two algorithms that follow the turbo principle together, this iden-
ti#cation links it to the ML decoding problem. Furthermore, driven by this identi#cation,
we have tried to realize the temperature-controlled doubly iterative decoding algorithm
by incorporating the temperature parameter into MIMO detection and turbo decoding. As
temperature-controlled turbo decoding has been discussed in Chapter 4, we have focused
on modifying the SD algorithm to support MIMO detection at di$erent positive tempera-
tures. At unit temperature, MIMO detection is based on the Log-MAP criterion. Note that,
as Log-MAP criterion basedMIMO detection is far too complex in practical MIMO systems,
the max-log approximation is the common approximation adopted in the literature and it
results in Max-Log-MAP criterion based MIMO detection. The SD algorithm developed
in [110] is famous for being able to achieve the Max-Log-MAP optimality. In this chapter,
by modifying the SD algorithm, the Log-MAP optimality is nearly achievable, while the
required computational complexity, i.e., the number of VNs, is still comparable to that of
Max-Log-MAP criterion based MIMO detection.
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Figure 5.16: FER vs. SNR for temperature-controlled doubly iterative decoding in a 4 × 4
MIMO system using bit-interleaved turbo-coded modulation;
modi#ed SD algorithm with ∆1 = ∆2 = 3 and without LLR clipping.
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The temperature e$ect in the performance of the temperature-controlled doubly iter-
ative decoding algorithm has been investigated by means of simulations. A temperature
slightly higher than one is better in the sense of achieving lower FERs, while low tem-
peratures have their advantages in the decoding complexity. Instead of operating the
temperature-controlled doubly iterative decoding algorithm at a #xed temperature, we
have proposed a temperature adaptation procedure, meaning that the temperature param-
eter is adjusted in accordance with the convergence behavior of the decoding process. By
doing so, both the decoding performance and decoding complexity can be improved.
At the end of this chapter, we have analyzed the error probability of optimal ML decod-
ing. A computation method has been proposed for e&ciently evaluating the union bound
in MIMO systems under practical constraints of #nite codeword lengths. Given the fact
that the union bound is relatively loose when powerful channel codes such as turbo codes
are in use, we have further proposed an enhanced upper bound which is derived based
on the Gallager’s #rst bounding technique and has a closed-form expression. Using the
analytical upper bounds as baselines, the e&ciency of temperature-controlled doubly it-
erative decoding in approaching the ML decoding performance has been assessed. As an
approximate ML decoding algorithm, the temperature-controlled doubly iterative decod-
ing algorithm is particularly e&cient at temperatures slightly higher than one.
Chapter 6
Scheduling in Doubly Iterative
Receivers
In the previous chapter, the combination of BICM-ID and iterative turbo decoding was
shown to be a good approximate ML decoding algorithm for MIMO systems using bit-
interleaved turbo-coded modulation. According to its schematic diagram in Fig. 5.3, the
receiver has two nested loops, i.e., the inner iteration loop within the turbo decoding unit
and the outer iteration loop between the MIMO detection and turbo decoding units. For
such a doubly iterative receiver, scheduling is a natural question. Especially, both MIMO
detection and turbo decoding are computational intensive tasks at the receiver. Properly
scheduling the doubly iterative decoding process is important not only for the decoding
performance, e.g., in terms of FER, but also for meeting hardware constraints. This moti-
vates the work in the present chapter.
Generally speaking, the task of scheduling is to decide the execution order of the in-
ner and outer iterations that should be followed by the receiver to recover the transmitted
message. If the scheduling decision is made based on the knowledge of channel statistics
rather than the instantaneous channel state information, we refer to this type of schedul-
ing as static scheduling. The goal of optimal static scheduling is to keep the computational
energy consumption needed for the iterative decoding process to achieve the minimal FER
as small as possible. To this end, we need methods to e$ectively identify the optimal exe-
cution order with respect to given channel statistics.
In the literature, the initial method was based on the EXIT-function, see examples
in [13,103,128]. Without resorting to time-consuming simulations, the EXIT-function was
used in [13,103,128] to predict the performance of each possible execution order and then
pick the one that requires the minimal computational e$ort to achieve the best decod-
ing performance. However, as the generation of EXIT-function relies on the assumption
of asymptotically long codewords, the prediction is highly unreliable when the codeword
length varies from a few hundred to several thousand. This observation indicates that the
EXIT-function based method is not well suited to tackle the scheduling problem in packet-
based transmission scenarios.
This chapter contributes to apply ant colony optimization (ACO) for static schedul-
ing. Brie*y, we novelly model the optimal execution order search problem as the foraging
problem of an ant colony, meaning that the shortest path to the food source corresponds
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to the optimal execution order. Mimicking the cooperative behavior of an ant colony in
searching the shortest path to the food source, di$erent ACO algorithms in the literature,
e.g., in [26,27,111], are applicable. The so-called max-min ant system (MMAS) is a famous
one among them. In this chapter, it is therefore tailored for #nding the optimal execution
order, while its e$ectiveness is validated by means of Monte Carlo simulations.
On the basis of optimal static scheduling, we can further reduce the computational
energy consumption by means of selective processing [74, 98, 137]. Here, by selective pro-
cessing, it means a part of computations involved in each execution of MIMO detection
and turbo decoding is bypassed. With a properly designed selection rule, the computa-
tional energy consumption at both the MIMO detection and turbo decoding units can be
reduced without degrading the decoding performance. Exemplarily, we adopt a simple se-
lection rule together with optimal static scheduling. Such combination is considered as a
semi-static scheduling strategy, as the decision on which part of computations is bypassed
is made on-line and depends on the instantaneous channel realization.
This chapter is structured as follows. The goal of static scheduling is introduced in
Section 6.1. Based on the knowledge of channel statistics, the ACO based method to search
for the optimal execution order is presented in Section 6.2. Section 6.3 is devoted to semi-
static scheduling. This whole chapter is summarized in Section 6.4.
6.1 Goal of Static Scheduling
For quantifying the performance of a speci#c execution order, we take three metrics into
account. They are: 1) decoding performance, 2) computational energy consumption, and
3) processing time1.
Clearly, these three metrics depend on the algorithmic realization of MIMO detection
and turbo decoding. For demonstration purposes, we assume the task of MIMO detection
is realized by the SD algorithm [109], as it has been proven to be a suitable candidate for
hardware implementation [122]. For turbo decoding, its common realization in the liter-
ature consists of two convolutional decoders using the BCJR algorithm [4]. It is worth to
note that the computational energy consumption and processing time of the SD algorithm
vary over iterations and also over channel realizations as opposed to the BCJR algorithm.
Given this fact, the computational energy consumption and processing time of the outer
iteration, i.e., Coi and Toi, are case-speci#c. Contrarily, the inner iteration loop only in-
volving the turbo decoder has #xed computational energy consumption and processing
time, i.e., Cii and Tii. As the implementation of the SD algorithm and the BCJR algorithm
in hardware is beyond the scope of this thesis, we simply assume the knowledge of Cii and
Tii is available, while Toi is known for the worst case, i.e., Toi,wst.
With respect to the above-described three metrics, the goal of static scheduling is out-
lined as follows:
1The computational energy consumption and processing time can be two equivalent metrics, when their
ratio, i.e., the computational energy consumption per unit time, is identical at both the MIMO detection and
turbo decoding units. Given the fact that di$erent levels of parallel processing can be exploited for realizing
MIMO detection and turbo decoding in hardware, here we treat them individually for quantifying the cost
of the whole iterative decoding process.
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1. The processing time required by the doubly iterative decoding process to recover
each transmitted codeword must ful#ll the given latency constraint.
2. The achieved FER shall be as small as possible.
3. The computational energy consumption cannot be further reduced without compro-
mising the achieved FER.
Some remarks on the above-described goal of static scheduling are necessary. First, since
the latency constraint must be satis#ed in any cases, the knowledge of the processing time
of the inner iteration Tii and the processing time of the outer iteration in the worst case
Toi,wst can be used to pre-select a set of execution orders that are guaranteed to satisfy the
given latency constraint Ttot. Denoting the set as Ssch, the optimal execution order with
respect to given channel statistics must be an element of Ssch. Second, the evaluation of
the overall computational energy consumption of an iterative decoding process involves
the evaluation of the computational energy consumption at the outer and inner iterations,
i.e., Coi and Cii. According to [109], the computational complexity of SD is measured in
terms of the number of VNs, i.e.,Nvn. For the BCJR algorithm used for turbo decoding, the
feedback beta metrics {βFB,i(Si+1)} have to be #rst computed and stored in the memory
for the subsequent use (cf. the schematic diagram of the BCJR algorithm in Fig. 2.2). As
indicated in [97], the memory accesses for writing {βFB,i(Si+1)} to the memory and later
reading them from the memory consume much more computational energy than other
arithmetic computations involved in the BCJR algorithm. Given this fact, the number of
writing/reading operations for {βFB,i(Si+1)}, denoted as Nwr, is counted and used as an
indicator for the computational energy consumption of turbo decoding. Let us denote the
computational energy consumption per VN and the computational energy consumption
per writing/reading operation as Cvn and Cwr, respectively. Suppose we know their ratio,
i.e., ρvn/wr, the computational energy consumption of the outer and inner iterations, i.e.,
Coi and Cii can then be measured according to
Coi = Nvnρvn/wrCwr +NwrCwr and Cii = NwrCwr (6.1)
and their ratio, i.e., Coi/Cii depends on Nvn, Nwr and ρvn/wr. Without loss of generality, we
normalize Cwr to one. Third, we note that the computational energy consumption of an
iterative decoding process is alwaysmeasured under the presence of a stopping criterion, as
an error-free decoding may be achieved only after several initial inner and outer iterations.
6.2 Ant Colony Optimization (ACO) for
Static Scheduling
With respect to the above-mentioned goal of scheduling, a straightforward method to #nd
the optimal execution order is to simulate the performance of each candidate in Ssch and
then pick the optimal one. Obviously, such exhaustive search (ES) based method is inef-
#cient, especially when the system is relatively complex and the number of feasible exe-
cution orders is relatively large. Therefore, it is necessary to have more e&cient search
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Figure 6.1: Foraging behavior of an ant colony.
methods. In this section, we present an ACO based method2 to identify the optimal execu-
tion order based on the knowledge of channel statistics.
6.2.1 Some Basics of ACO
We start by introducing some basics of ACO. The initial idea of ACO algorithms was pro-
posed by Marco Dorigo in 1992 [26]. It was inspired by the foraging behavior of some ant
species. For example, the nest of an ant colony is connected to a food source as depicted
in Fig. 6.1. There are two di$erent paths to the food source. In such setting, ants #rst
start to explore the surroundings of their nest at random. Whenever an ant reaches the
food source, it returns its nest and deposits pheromone along the return way. Other ants
nearby the nest are inclined to search for food by following the pheromone trail. Over
time, the pheromone trail starts to evaporate. A path with low pheromone concentration
is less attractive to ants. As ants can complete more times round-trip travel along the short
path than the long one and can lay down more pheromone trails, the concentration of
pheromone trails on the short path becomes higher than that on the long one. Eventually,
the whole colony is in favor of the short path.
Consider the optimal solution of an optimization problem as the shortest path to the
food source. In ACO algorithms, a number of arti#cial ants is employed. Let them try
di$erent feasible solutions and also exchange the trial quality information via a commu-
nication scheme analogous to the pheromone attraction. Eventually, the most favorable
solution can be treated as the solution to the given optimization problem.
6.2.2 Problem Modeling
In order to model the optimal execution order search problem as a foraging problem of
an ant colony, we #rst represent the execution order candidate set Ssch as a directed tree
graph, see a simple example given in Fig. 6.2, where the up-limit on the total processing
time is exemplarily set as Ttot = 8Tii and the processing time of the outer iteration in
the worst case is assumed to be twice of the processing time of the inner iteration, i.e.,
Toi,wst = 2Tii. Speci#cally, there is a root node representing the starting point of any
execution order. As the #rst step can only be the outer iteration, the root node has one
expanded branch representing the outer iteration. After the #rst step, the following step
2It is an extension of our early work [135] in which the computational energy consumption of MIMO
detection was assumed to be case-independent.
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Figure 6.2: One illustrative example: a directed tree graphical representation of Ssch.
nodes typically have two expanded branches, respectively standing for the outer iteration
and the inner iteration. Exception may occur at the bottom of the tree due to the latency
constraint. As the processing time of the outer iteration is larger than that of the inner
iteration, some branches representing the outer iteration have to be pruned for meeting
the latency constraint, i.e., Ttot = 8Tii. Each path is terminated at a leaf node. The candidate
execution order in Ssch is one-to-one mapped to the path originated from the root node and
ended at a leaf node. Therefore, the cardinality of Ssch equals the number of leaf nodes.
Subsequently, we treat the root node as the nest of an ant colony and associate a
pheromone value to each branch in the tree graph. The path selection of ants depends
on the pheromone distribution. Starting from the nest, ants try di$erent paths to #nd the
food source. Here, they can only travel from the top to the bottom. No backtracking is
allowed. Furthermore, their decisions on which path to traverse are made based on the
concentration of pheromone trails. One ant trial suggests a path is traversed, which also
means the path associated execution order is adopted for decoding. The quality of each
ant trial depends on the required travel cost and also whether the food source is reached.
Here, the travel cost is quanti#ed by the decoding complexity. If the codeword recovered
by an ant has no error bits, we consider the ant #nds a food source along its traveled path.
Otherwise, the path is dead-end. Based on the trial result of each ant, the pheromone
values on branches are accordingly updated. It is noted that the same path may yield very
di$erent trial qualities under di$erent channel realizations. With respect to given channel
statistics, the path yielding the best trial quality in the statistical sense corresponds to the
optimal execution order. The table below summarizes the problem modeling in the above.
Foraging problem of an ant colony Optimal execution order search problem
Ant trial Decoding with an execution order
Trial cost Computational energy consumed by the
selected execution order
Food source Error free decoding
No food Erroneous decoding
Best trial in statistical sense Optimal execution order
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Figure 6.3: An iterative procedure to identify the optimal execution order.
6.2.3 Max-Min Ant System (MMAS)
Based on the problem modeling, we adopt one of the most successful ACO algorithms
labeled as MMAS for tackling the foraging problem. As shown in [27], the MMAS typically
has three phases: 1) construct ant solutions, 2) apply local search (optional), and 3) update
pheromone values. The realization of these three phases is problem-speci#c. Considering
the target optimal execution order search problem, the MMAS is tailored into an iterative
procedure to identify the optimal execution order, see the block diagram in Fig. 6.3. In the
following, we explain the functional units in Fig. 6.3 one-by-one.
Ant Trial Construction
We adopt M ants. Based on the up-to-date distribution of pheromone trails in the tree
graph, one ant selects the up-to-date dominant path. The others stochastically select paths.
Dominant Path Identi"cation Starting from the root node, whenever a step node with
out-degree two is reached, the branch with the higher pheromone value is selected to pro-
ceed. Until a leaf node is reached, the traversed path is the so-called dominant path. After
the iterative training process terminates, the execution order associated to the dominant
path is considered to be the solution to the optimal execution order search problem.
Stochastic Path Selection An ant starts its trip from the root node. Whenever a new
step node is reached, it chooses one of the expanded branches to proceed the travel. If the
step node has only one expanded branch, the decision is straightforward. When the step
node has out-degree two, it stochastically selects either branch to proceed according to
the pheromone values on both branches. When a leaf node is reached, the traveled path is
considered to be selected by the ant. Each ant makes its own decision independently.
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Speci#cally, the stochastic decision of ants made at each out-degree-two step node is
realized as follows. Assume the antm reaches a step node o with two expanded branches
representing the inner and outer iteration, i.e., B1,o and B2,o. The probability that the ant
m chooses Bk,o with k ∈ {1, 2} is set as
pk,o =
τk,o
τ1,o + τ2,o
(6.2)
where τk,o is the up-to-date pheromone value on the branch Bk,o. Between B1,o and B2,o,
the branch with higher pheromone value is more likely to be chosen than the other. The
pheromone values τ1,o and τ2,o are determined based on the trial quality of ants. For real-
izing stochastic selection, we employ a random number generator, which uniformly gen-
erates a random number within the region [0, 1]. If the generated number falls into the
interval [0, p1,o], the ant m will proceed to the next step node through the branch B1,o;
otherwise, the antm takes the branch B2,o.
Training Frame Generation
The information bit sequence is uniformly sampled from {0, 1}Nm followed by encoding
and modulation according to the given transmission strategy. With respect to the given
channel statistics, the fading channel coe&cients and also the additive white Gaussian
noise are generated accordingly. Each training frame is independently formed.
Trial Quality Evaluation
For evaluating the trial quality of the M ants, two aspects are taken into account. One
is whether an ant can #nd a food source along the selected path. We count the number
of training frames per training iteration that each ant fails to #nd the food source, where
the number associated to the antm is denoted as Nfail(m). Travel cost is the other aspect.
Denoting the travel cost of the ant m as C(m), it equals the cumulative computational
energy consumption of the execution order associated to the path selected by the antm.
Condition Check
The number of training frames that are generated within each training iteration should be
chosen to yield {Nfail(m), C(m)} such that a reliable comparison among theM ants can be
made. Let us denote the ant that selects the up-to-date dominant path asm[dom]. Based on
Nfail(m
[dom]), we here propose to terminate each training iteration if Nfail(m
[dom]) is larger
than a pre-de#ned threshold, i.e., Nthr.
Pheromone Update Rule
Taking the branchBk,o as an example, the standard pheromone update rule adopted in the
MMAS [27, 111] is given as
τk,o ← max{τmin,min{τmax, (1− ρ)τk,o +∆τk,o}} (6.3)
136 Chapter 6. Scheduling in Doubly Iterative Receivers
where ρ ∈ (0, 1) is the evaporation rate; ∆τk,o is the pheromone adjustment that can be
an increment or a decrement; and the parameter τmax and τmin are used to limit the value
of τk,o within the region [τmin, τmax]. Following the guidelines in [26, 82], the parameters
{ρ, τmax, τmin} in (6.3) can be determined based on the number of training iterations Niter
and the number of antsM
ρ = 1− Niter
√
1− M√0.05
(M
2
− 1) · M√0.05 , τmin =
τmax · (1− M
√
0.05)
(M
2
− 1) · M√0.05 . (6.4)
Let us normalize τmin to one and initialize the pheromone value on each branch with τmin.
For the setting of the pheromone adjustment ∆τk,o in MMAS, there is no #xed rule
in the literature. It needs to be tuned on the considered problem. Typically, it is ob-
tained in an empirical way. Here, we propose to determine ∆τk,o as follows. According to
{Nfail(m), C(m)}, we identify the good and also the bad ones among theM ants. Accord-
ing to the goal of scheduling, a good ant should achieve a small Nfail(m) at the cost of a
small C(m). In equations, the good ants belong to
Qgd ∆=
{
m
∣∣∣∣m ∈ Q′, C(m) =
[
min
m′∈Q′
C(m′)
]}
(6.5)
where the set of Q′ is de#ned as
Q′ ∆=
{
m
∣∣∣∣m ∈ {1, 2, . . . ,M}, ζ ·Nfail(m) ≤ minm′ Nfail(m′)
}
(6.6)
with the parameter ζ ∈ (0, 1]. Intuitively, the parameter ζ should equal one, as we are
interested in achieving the minimum FER. However, in reality, we often consider that two
decoding processes have identical decoding performance as long as the di$erence between
their FERs is inappreciable. For instance, the di$erence between the FER of 0.012 and 0.01
is negligible, although the former one is mathematically larger than the latter one. Given
this argument, the use of ζ in (6.6) is to identify some of {Nfail(m)} that can be considered
to have an inappreciable di$erence with the minimum of {Nfail(m)}. Here, we exemplarily
let it equal 0.86. In contrast to good ants, the set of bad ants is de#ned as
Qbd ∆=
{
m
∣∣∣∣m ∈ {1, 2, . . . ,M}, Nfail(m)C(m) > maxm′∈Qgd Nfail(m′)C (m′)
}
. (6.7)
Based on Qgd and Qbd, the pheromone adjustment is determined as follows:
• If the branch Bk,o is visited by any good antm
[gd] ∈ Qgd, we have
∆τk,o = max
m∈Qgd,m visits Bk,o
ρτmax ·
Nmedian +Nfail
(
m[dom]
)
Nmedian +Nfail (m)
· C
(
m[dom]
)
C (m)
. (6.8)
whereNmedian represents themedian of {Nfail (m)}. In the above equation, the incre-
ment is generated by comparing the trial quality of good ants with that of the ant
selecting the up-to-date dominant path. At initial iterations, the up-to-date domi-
nant path can be suboptimal. Namely, the product Nfail
(
m[dom]
)
C
(
m[dom]
)
can be
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larger thanNfail
(
m[gd]
)
C
(
m[gd]
)
. The correction on the concentration of pheromone
trails is done by adding a large increment onto the path associated to the good ant
at the present iteration. As the training process proceeds, we expect the up-to-date
dominant path becomes optimal or near optimal. By then, the increment is (approx-
imately) equal to ρτmax. From (6.3), we note that the pheromone value of any branch
is always upper bounded by τmax. As such, the following inequality must hold
(1− ρ)τk,o + ρτmax = τk,o + ρ · (τmax − τk,o) ≥ τk,o (6.9)
which means whenever a branch is visited by a good ant its pheromone value after
the update shall be greater than or equal to the value before the update. It is fur-
ther noted that if a branch is visited by more than one good ant we take the largest
possible increment on that branch.
• If the branch Bk,o is only visited by a bad antm
[bd] ∈ Qbd, we have
∆τk,o = max
m∈Qbd,m visits Bk,o
−ρτmax ·
(
1− maxm′∈Qgd Nfail(m
′)C(m′)
Nfail(m)C(m)
)
. (6.10)
The decrement is particularly large if the trial quality of the bad ant is much worse
than that of the good ants.
• For the branches not covered by the previous cases, we have ∆τk,o = 0.
In addition to the above-described pheromone update rule, we further introduce a post-
pheromone adjustment for the situation in which the two branches expanded from the
same step node have their pheromone values equal to the up limit τmax. In order to identify
which one of them is superior in the next training iteration, we simultaneously reduce the
pheromone values on both branches to (τmax + τmin)/2.
6.2.4 Performance Analysis
In this section, we evaluate the e&ciency of the ACO based method in #nding the optimal
execution order. For demonstration purposes, the MIMO system is con#gured as follows.
For channel coding and modulation at the transmitter, we adopt a rate 1/3-PCCC that con-
sists of two identical CCs with the generator polynomial {1, 15/13}o and a Gray mapped
16QAMmodulation scheme. The codeword lengthNc is set to 6 ·103. Both the transmitter
and the receiver adopt two antennas, i.e.,Nt = Nr = 2. The 2× 2MIMO fading channel is
frequency-*at, spatially uncorrelated but temporally correlated. The temporal correlation
is described by the normalized maximum Doppler frequency FD. The larger the value of
FD is, the faster the channel realization changes. When the normalized maximum Doppler
frequency FD equals 0.5, we have an i.i.d. fading channel. At the receiver, the latency
constraint on the processing time of the iterative decoding process is exemplarily set as
Ttot = 14 · Tii. The processing time of the outer iteration in the worst case is assumed to
be 1.6 times higher than the processing time of the inner iteration, i.e., Toi,wst = 1.6 · Tii.
Based on this setting, we can draw a tree graph to represent the execution order candidate
set Ssch, cf. the simple example in Fig. 6.2. By counting the number of leaf nodes in the tree
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graph, we notice there are 559 candidates in the set Ssch. The task of the ACO basedmethod
is to #nd the optimal execution order in Ssch with respect to given channel statistics, i.e.,
the normalized maximum Doppler frequency and the SNR.
Parameter Setting in the ACO based Method
The ACO based method is parameterized by the number of training iterations Niter, the
threshold Nthr used for the condition check, and the number of ants M . In the following,
we examine their impacts on the performance of the ACO based method. For visualizing
the variation of pheromone concentration on the up-to-date dominant path over training
iterations, we adopt the following de#nedmetric. At a step node owith out-degree two, the
uncertainty of the stochastic decision made by an ant can be quanti#ed by computing the
entropy Eo with respect to the pmf de#ned in (6.2). Averaging the entropies of the nodes
that have out-degree two and are involved in the up-to-date dominant path, the resulting
value is denoted as Edom. A small Edom implies the concentration of pheromone on the
up-to-date dominant path is high. Therefore, when the parameters are properly chosen,
Edom is expected to decrease over iterations until reaching a constant value.
Fig. 6.4 shows the variation of Edom over iterations. With more ants, the ACO based
method can converge at a faster rate. However, the complexity of each iteration increases
with the number of ants. Another observation in Fig. 6.4 is that the #nal value of Edom
decreases as the number of antsM increases. Normalizing the low limit on the pheromone
value τmin to one, the up limit τmax increases with the number of ants, see (6.4). As ameasure
of the concentration of pheromone trails on the dominant path, Edom is therefore expected
to be smaller for a largerM .
The threshold Nthr is used in the condition check unit in Fig. 6.3. According to the
description of the condition check unit given in Section 6.2.3, the number of training frames
that are generated within each training iteration generally increases along with Nthr. As a
result, the trial quality comparison among M ants tends to be more reliable as the value
of Nthr increases. By using di$erent Nthr, the ACO based method (with M = 15 and
Niter = 200) converges to di$erent solutions, which corresponds to di$erent execution
orders. Fig. 6.5 depicts the FERs of these execution orders. When the threshold Nthr is too
small, the ACO based method tends to #nd a suboptimal execution order.
In the following simulations, the ACO based method works with Niter = 200,M = 15
and Nthr = 5.
Comparison with the ES and EXIT-function based Methods
Four channel scenarios are examined in Fig. 6.6. For each scenario, the normalized maxi-
mum Doppler frequency FD and the SNR (NtEs)/N0 are jointly chosen to ensure an FER
of interest, i.e., 0.2%, is achievable. The ES, EXIT-function and ACO based methods are
applied for identifying the optimal execution order with respect to each scenario. Let us
simulate the performance of the execution orders identi#ed by them, respectively. Fig. 6.6
depicts the achieved FERs and also the corresponding computational energy consumptions.
As the ES based method is guaranteed to #nd the optimal execution order, the #gures in
Fig. 6.6 associated to “ES” are e$ectively baselines for the others. The ACO based method
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Figure 6.4: Number of ants vs. number of training iterations;
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Figure 6.5: Comparison among di$erent choices of the threshold Nthr;
normalized maximum Doppler frequency FD = 5 · 10−3 and SNR (NtEs)/N0 = 8 dB.
is near-optimal and evidently outperforms the EXIT-function based method. Moreover,
Fig. 6.6(a) on the one hand shows a large FER gap between “EXIT” and “ACO”, particu-
larly in fast fading channel scenarios. On the other hand, we observe from Fig. 6.6(b) that
the execution order identi#ed by the EXIT-function based method consumes nearly the
same computational energy as that identi#ed by the ACO based method. These two obser-
vations indicate the importance of using a proper execution order at the receiver, as the
energy e&ciency is crucial to the receiver design.
Taking FD = 5 · 10−2 and FD = 5 · 10−3 as two examples, Fig. 6.7 shows the perfor-
mance of the three methods at di$erent SNRs. The EXIT-function based method performs
particularly poor at high SNRs. This is because the EXIT-function is too optimistic in
predicting the decoding performance when the codeword length is not su&ciently long.
Furthermore, at a given SNR, the FER gap between “EXIT” and “ACO” reduces as the nor-
malized maximum Doppler frequency FD reduces. However, for targeting the same FER,
e.g., FER of 10−3, the SNR gap between “EXIT” and “ACO” observed in Fig. 6.7(b) is nearly
as large as that in Fig. 6.7(a). This means an appreciable SNR gain can still be achieved by
following the optimal execution order in slow fading channels.
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Figure 6.6: Comparison among the ES, EXIT-function and ACO based methods for identi-
fying the optimal execution order under di$erent channel statistics;
normalized computational energy consumption shown in the y-label is de#ned by normal-
izing the computational energy consumption to the information bit sequence length.
6.3 Semi-Static Scheduling
In the context of static scheduling, the execution order is optimized with respect to given
channel statistics. In good channel realizations, the optimal execution order may still con-
sume too high computational energy. To tackle this problem, we propose a semi-static
scheduling strategy. On the basis of the optimal execution order, we perform selective
processing within each execution of the inner and outer iterations. The decision on which
part of computations involved in the MIMO detection and turbo decoding units is skipped
is made on-line. To realize such a semi-static scheduling strategy, we need to design the
selection rule. Furthermore, we need to modify the MIMO detection and turbo decoding
units to support selective processing. In particular, the selection rule and also the modi#-
cation should not cause too much hardware overhead.
6.3. Semi-Static Scheduling 141
5 6 7 8 9
10−5
10−4
10−3
10−2
10−1
100
SNR: (NtEs)/N0 [dB]
F
E
R
ES
ACO
EXIT
(a) Norm. max. Doppler freq. FD = 5 · 10−2
5 6 7 8 9
10−5
10−4
10−3
10−2
10−1
100
SNR: (NtEs)/N0 [dB]
F
E
R
(b) Norm. max. Doppler freq. FD = 5 · 10−3
Figure 6.7: Comparison among the ES, EXIT-function and ACO based methods at di$erent
SNRs.
6.3.1 Selective Processing
The tasks of MIMO detection and turbo decoding are to update the extrinsic LLRs, which
are exchanged between them over iterations, see Fig. 5.3. Based on the input a-priori LLRs
and the previously calculated extrinsic LLRs, some re-calculations are avoidable. Bypass-
ing the corresponding computations, the overall computational energy consumed by the
MIMO detector and turbo decoder can be reduced. Certainly, such computational energy
savings should not be obtained at the expense of the decoding performance. In this part, we
introduce a simple way to inform the MIMO detector and the turbo decoder to selectively
update the extrinsic LLRs.
Informed Message Update (IMU) at the MIMO Detection Unit
The task of MIMO detection is to update the extrinsic LLRs of the code bits according to
λ
[c]
α,i = ln


∑
[c]Is,k(i) :ci=1
p
(
yk(i)|Hk(i), [c]Is,k(i)
) ∏
i′∈Is,k(i)
p (ci′ ;λβ,i′)
∑
[c]Is,k(i) :ci=0
p
(
yk(i)|Hk(i), [c]Is,k(i)
) ∏
i′∈Is,k(i)
p (ci′ ;λβ,i′)

− λβ,i
(a)≈ ln


max
[c]Is,k(i) :ci=1
p
(
yk(i)|Hk(i), [c]Is,k(i)
) ∏
i′∈Is,k(i)
p (ci′ ;λβ,i′)
max
[c]Is,k(i) :ci=0
p
(
yk(i)|Hk(i), [c]Is,k(i)
) ∏
i′∈Is,k(i)
p (ci′ ;λβ,i′)

− λβ,i (6.11)
where the max-log approximation at (a) is commonly adopted due to complexity con-
straints. Let us denote the extrinsic LLRs generated at the iteration l as {λ[c],[l]α,i }. Instead of
calculating λ
[c],[l]
α,i according to (6.11), we can also reuse its old value
λ
[c],[l]
α,i ← λ[c],[l−1]α,i (6.12)
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which is clearly much simpler than (6.11). To identify which part of {λ[c],[l]α,i } does not need
re-calculations, the selection rule is given as follows:
• If |λ[c],[l−1]α,i + λ[l]β,i| > η[l] and sgn(λ[c],[l−1]α,i + λ[l]β,i) = sgn(λ[c],[l−1]α,i ), the extrinsic LLR
λ
[c],[l]
α,i is generated according to (6.12);
• Otherwise, λ
[c],[l]
α,i is calculated according to (6.11).
In the above, η[l] is a pre-de#ned threshold. It can vary over iterations. Some remarks on
the above-de#ned selection rule are necessary. Note that the a-priori LLR λ
[l]
β,i input to
the MIMO detection unit at the iteration l is also the extrinsic LLR generated at the turbo
decoder, meaning that the sum λ
[c],[l−1]
α,i +λ
[l]
β,i is e$ectively the up-to-date a-posteriori LLR of
the code bit ci generated at the turbo decoding unit. In other words, the sign andmagnitude
of λ
[c],[l−1]
α,i + λ
[l]
β,i re*ect the up-to-date decoding decision on ci and the reliability of the
decoding decision, respectively. When the magnitude is larger than the threshold η[l], we
consider the sign information is reliable. If the equality sgn(λ
[c],[l−1]
α,i +λ
[l]
β,i) = sgn(λ
[c],[l−1]
α,i )
holds as well, we infer λ
[c],[l−1]
α,i is not yet out-dated and therefore can be reused.
After introducing the selection rule, let us proceed to realize such selective processing
at the MIMO detection unit. In the standard SD algorithm, the extrinsic LLRs for the whole
bit vector are computed via a single tree search. Therefore, some modi#cations in the SD
algorithm are necessary to enable the selective LLR updates per bit vector. According to
the short introduction of the SD algorithm in Section 5.3.2, the computation of the LLRs
relies on #nding xmin, dmindet and the counter-hypothesis metrics associated to each bit in
the bit vector. During the tree traversal, they are recursively updated. To limit the tree
search space, whenever we reach to a node, a step-down to the subtree expanded from
the node is made only if visiting the leaf nodes belonging to the subtree may result in
updates for any of xmin, dmindet and the counter-hypothesis metrics. If no update is possible,
the subtree is pruned. Now, assume we are only interested in the extrinsic LLR associated
to a speci#c bit. Then, we only need to use xmin, dmindet and the counter-hypothesis metric
associated to that bit. In short, this identi#cation suggests only a subset of the counter-
hypothesis metrics are of interest when LLR re-calculation is not needed for all bits in one
bit vector. Given this point, we can reduce the search space of SD by simply tightening the
tree pruning criterion such that a step-down to a subtree is only needed for updating any
of xmin, dmindet and the counter-hypothesis metrics that are of interest. Such change is simple,
as it has no impact on the depth-#rst tree traversal, the enumeration and other techniques
for complexity reductions, e.g., LLR clipping. With a fastened tree pruning process, the
number of VNs, i.e., Nvn reduces, so does the computational energy consumed by SD.
IMU at the Turbo Decoding Unit
Analogously, the above-described selection rule adopted in the MIMO detection unit
can be straightforwardly extended for informing the turbo decoder to selectively update
{λ[m]α1,i, λ[m]α2,i, λβ,i}. In the following, we focus on how to save the computational energy
consumption at the turbo decoding unit.
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At the turbo decoding unit, the extrinsic LLRs {λ[m]α1,i, λ[m]α2,i, λβ,i} are generated by fol-
lowing the BCJR algorithm, respectively. In the BCJR algorithm, the trellis diagram of
the CC needs to be traversed twice, cf. Section 2.1. For the #rst time, the beta metrics
{βFB,i(Si+1)} for i = Nm, Nm − 1, . . . , 1 are recursively calculated and saved for the next
step. During the second time of going through the trellis, the metrics {βFB,i(Si+1)} are
sequentially read from the memory and used for computing the LLRs. Suppose the re-
calculations for the LLRs associated to the stage i′ of the trellis diagram are skipped. Then,
themetric βFB,i′(Si′+1) is only needed for computing themetric βFB,i′−1(Si′) on the previous
stage. This implies βFB,i′(Si′+1) only needs to be calculated, used and overwritten immedi-
ately. By avoiding the writing/reading operation for βFB,i′(Si′+1), the realization of the IMU
at the turbo decoding unit results in a reduction on the number of writing/reading opera-
tions for {βFB,i(Si+1)}, i.e., Nwr. As the writing/reading operations for {βFB,i(Si+1)} con-
sume more computational energy than other arithmetic operations involved in the BCJR
algorithm [97], the employment of the IMU at the turbo decoding unit can be an e&cient
way for saving the computational energy.
Complexity Analysis
To support selective processing, some additional hardware costs are needed. First, for iden-
tifying the extrinsic LLRs to be re-calculated, the above-described selection rule requires
the following additional computational e$ort. Each magnitude check for an a-posteriori
LLR requires one real-valued addition and one real-valued comparison, while the sign
check only requires one logic comparison. In general, these operations are much simpler
than that required for VNs and writing/reading for beta metrics.
Another hardware requirement is related to the memory used for keeping the extrin-
sic LLRs. Take the extrinsic LLRs that are exchanged within the turbo decoding unit, i.e.,
{λ[m]α1,i} and {λ[m]α2,i} as an example. Within a sequential processing architecture, they can
share the samememory. Namely, the extrinsic LLRs {λ[m]α1,i} newly calculated by one convo-
lutional decoder can overwrite {λ[m]α2,i} that are generated by the other one at the previous
step. However, to support selective processing, {λ[m]α2,i} cannot be overwritten, since some
of them will be re-used. This implies {λ[m]α1,i} and {λ[m]α2,i} have to be stored separately. Sep-
arate memory for them is also needed in a parallel processing architecture. Compared to a
sequential processing architecture, a parallel one has the low latency advantage and spurs
a great research interest, e.g., in [139].
6.3.2 Application Example
Considering the same system con#gurations as that used for Fig. 6.7(b), Fig. 6.8 shows the
gain of using selective processing on the basis of the optimal execution order, i.e., semi-
static scheduling. As we can observe from Fig. 6.8, the use of such a semi-static scheduling
strategy yields a reduction on the computational energy consumption, while the decoding
performance is maintained. Targeting FERs of interest, i.e., 1% ∼ 0.1%, the achieved
reduction on the computational energy consumption is about 20%.
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Figure 6.8: Optimal static scheduling vs. semi-static scheduling with the selection rule
parameterized by η[1] = 2 and η[l] = 1.4 · η[l−1].
6.4 Summary
For an iterative receiver with two nested loops, the execution order of the inner and outer
iterations needs to be decided. With respect to given channel statistics, the execution order
that requires the minimal computational e$ort for achieving the minimal FER is of interest.
This chapter initially has applied ACO for #nding such execution order. As the ACO based
method has no pre-assumption on the system parameters, it is applicable for general cases.
In contrast, the EXIT-function based method in the literature has to rely on the assumption
of asymptotically long codewords. Under practical constraints on the codeword length, the
gain of using the ACO based method over the EXIT-function based method is pronounced.
In order to further reduce the computational energy consumed by following the opti-
mal execution order, we have subsequently introduced a semi-static scheduling strategy,
which enables selective processing on the basis of the optimal execution order. Such semi-
static scheduling strategy is able to reduce the computational energy consumption without
degrading the decoding performance.
Finally, we have some comments on the possible extension of the ACO based method
for solving the optimal execution order search problem in an iterative receiver with more
than two nested loops. In principle, the ACO based method shall be straightforwardly
extendable. We simply need to re#ne the tree graph of the execution order candidate set
by adapting the out-degree of nodes in the tree to the number of nested iteration loops at
the receiver. Based on the updated tree graph, the ACO algorithm labeled as MMAS is then
applicable for #nding the shortest path connected to the food source.
Chapter 7
ML Decoding with
Incomplete Channel Information
In the previous chapters, the ML decoding problem was studied under the assumption that
the instantaneous CSI is perfectly known by the receiver. Given the fact that in practice
the knowledge of CSI is imperfect at the receiver, we extend our consideration to the ML
decoding problem with incomplete channel information. Being more speci#c, we assume
the knowledge of channel statistics is present at the receiver, but the instantaneous chan-
nel realizations are unknown.
To accomplish the decoding task without knowing CSI completely, many typical re-
ceivers have relied on the principle of synchronized detection [69], meaning that estimates
of CSI are #rst calculated and then used as the actual CSI for coherent detection. For es-
timating CSI, we have options between data-aided and non-data-aided algorithms. The
estimation process of data-aided algorithms is based on pilot symbols. Non-data-aided al-
gorithms do not require pilot symbols, but su$er from low estimation accuracy particularly
at low SNRs [69]. In this chapter, pilot symbols are inserted into the data symbol sequence
at the transmitter to support channel estimation.
After the empirical success of turbo decoding, iterative receiver concepts have been
proposed, see, e.g., the editorials with the corresponding articles in [104, 105] and also the
special issues in [9, 49]. Following the turbo principle, channel estimation should rely not
only on pilot symbols, but also on the soft information acquired by the detector/decoder
on data symbols. Using re#ned channel estimates, improvements on the decoding perfor-
mance are permitted. The initial proposals for performing channel estimation and decod-
ing in an iterative manner were heuristically obtained. In past years, systematic receiver
designs have drawn many researchers’ attention. Being inline with the general approach
of designing an optimum receiver in [69], we are particularly interested in a framework
that allows us to systematically derive a receiver structure from the ML decoding problem.
Without knowing instantaneous CSI, the likelihood function that the ML decoder tries to
maximize typically has a complex form. In order to enable a real-time implementation of
receiver in hardware, approximations are needed. One well-known high-SNR approxima-
tion to the ML decoding problem is the joint MAP channel estimation and ML decoding
problem. In [95], we have derived an approximate iterative solution to solve it.
In the literature, another general approach of designing receiver is to treat receiver de-
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sign as attempting to solve a statistical inference problem. Following this approach, many
iterative receiver algorithms, e.g., in [18, 45, 52, 59, 63, 76, 77, 125, 140], have been invented
based on approximate inference algorithms, e.g., BP, expectation-maximization (EM), vari-
ational message passing (VMP) and expectation propagation (EP). Here, we brie*y note
that the EM algorithm initially introduced to solve the ML estimation problem [24] can
be viewed as a special instance of VMP, while VMP is a general purpose algorithm for
variational Bayesian (VB) inference based on the mean #eld (MF) approximation [22,121].
Using the EM approach for estimating a parameter, we obtain a hard estimate, namely, a
particular value that the parameter can take on. In contrast, VMP yields a soft estimate,
consisting of the hard estimate and also its reliability information. Furthermore, EP is a
generalization of BP and it is obtained by forcing some beliefs to be members of a speci#c
exponential family [70]. BP was applied in [125] for designing iterative receivers. How-
ever, BP is not well suited to accomplish tasks that involve continuous random variables,
e.g., channel estimation. Although the authors of [125] suggested to discretize the continu-
ous random variables, the resulting algorithm still requires high complexity for su&ciently
#ne quantization. By projecting some beliefs into an exponential family, the computational
intractability problem experienced by BP when dealing with continuous random variables
can be e&ciently resolved. Therefore, EP has been applied in [3] for channel estimation.
However, the complexity required by EP is higher than that of VMP. And also, the authors
of [3] encountered numerical issues while using EP. Therefore, VMP generally outperforms
EP for channel estimation.
The algorithm derived in [95] to solve the joint MAP channel estimation andML decod-
ing problem can be identi#ed as an outcome of combining EMwith BP. Namely, the task of
MAP channel estimation is based on the EM algorithm, while the iterative processing be-
tween the detection and decoding units is an application of BP. The systematic derivation
of such a hybrid message passing algorithm can be based on the generic message passing
framework from [71] or based on the free energy approach based framework from [88].
Based on these frameworks, we can also combine BP and VMP, i.e., BP-VMP, which is an
extension of BP-EM. The bene#t of applying BP-VMP for designing iterative receivers has
been empirically demonstrated in [99,100]. This motivates us to investigate its connection
to the ML decoding problem.
In this chapter, we exemplarily consider a communication system as sketched in Fig. 7.1
and introduced in Section 7.1. Afterwards, the ML decoding problem with incomplete CSI
is equivalently represented as a joint channel density estimation and ML decoding prob-
lem in Section 7.2, where the joint MAP channel estimation and ML decoding problem can
be identi#ed as a special approximation of it, see Section 7.2.1. Following the approach
introduced in the previous chapters, we further approximate the ML decoding problem
by a constrained Bethe free energy minimization problem in Section 7.2.2. Attempting to
#nd the ML solution by minimizing the constrained Bethe free energy, two approximate
iterative solutions are presented in Section 7.3. Comparing them with the state-of-the-art
hybrid message passing techniques, i.e., BP-EM and BP-VMP, the discovered connections
on the one hand can help us understand the success of hybrid message passing algorithms
in achieving near-ML decoding performance. On the other hand, they can con#rm the
universality of the Bethe free energy based approach to systematically derive e&cient al-
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Figure 7.1: A BICM based system under a frequency-*at Rayleigh fading SISO channel.
gorithms for approximate ML decoding. Simulation results are presented and discussed in
Section 7.4. The whole chapter is summarized in Section 7.5.
7.1 System Model
A BICM transmission system operating on a frequency-*at Rayleigh fading SISO channel
is shown in Fig. 7.1. The information bit sequence m is #rst encoded by a convolutional
encoder. The codebook of the employed CC is denoted as G. The output codeword c ∈ G
with length equal toNc is further interleaved and mapped onto the elements of a complex
modulation alphabet denoted as X . The resulting data symbols together with pilot sym-
bols are multiplexed into a single symbol sequence with length Ns, i.e., (sk)
Ns
k=1, where sk
represents the symbol transmitted at the time instant k. Let us group the time instants that
are allocated for transmitting pilot symbols into a set and denote it as Ipil. The remaining
time instants reserved for the data symbols are incorporated into the set Idat ∆= {k}Nsk=1\Ipil.
For a data symbol sk′ with k
′ ∈ Idat, it is mapped from Mc ∆= log2(|X |) code bits in the
codeword c. Grouping the indices of their bit positions in the codeword into a set Is,k′
and also describing the bits-to-symbol mapping rule as χ(·), we have sk′ = χ([c]Is,k′ ). The
transmit energy per symbol, i.e., E{|sk′ |2}, is denoted as Es.
At the receiver side, the received symbol at the time instant k equals
yk = hksk + nk (7.1)
where hk ∈ C is the channel coe&cient and nk ∈ C is additive white Gaussian noise.
For notational convenience, we introduce y, s, h and n as the vector representations of
{yk}Nsk=1, {sk}Nsk=1, {hk}Nsk=1 and {nk}Nsk=1, respectively. We assume {nk} is a temporally
white proper complex Gaussian noise sequence with zero-mean and E[|nk|2] = N0. The
fading process {hk} is stationary and zero-mean jointly proper Gaussian. The pdf of h is
given as p (h) = CN (h;0Ns ,Σh), where the mean vector 0Ns is a zero-valued vector with
length Ns and Σh is the channel covariance matrix.
7.2 ML Decoding Problem
Without the knowledge of the channel coe&cient vector h, the ML decoder seeks the in-
formation bit sequencem that maximizes the likelihood function p
(
y|spil,m
)
, where spil
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is the concatenation of all pilot symbols {sk}k∈Ipil . Given the one-to-one mapping between
the information bit sequencem in {0, 1}Nm and the codeword c in the codebook G, we can
equivalently consider the task of ML decoding is to #nd the codeword in G that maximizes
p
(
y|spil, c
)
, i.e.,
cˆ = argmax
c∈G
p
(
y|spil, c
)
(a)
= arg min
c∈{0,1}Nc
− ln IG(c)− ln p
(
y|spil, c
)
(7.2)
where the equality at (a) holds because of − ln IG(c) = 0 if and only if c ∈ G; otherwise,
− ln IG(c) = ∞. With respect to the considered zero-mean Gaussian channel, the analyt-
ical expression of ln p
(
y|spil, c
)
involves a term being quadratic in form [28]. Therefore,
the exact calculation of ln p
(
y|spil, c
)
is far too complex.
Alternatively, we propose to express ln p
(
y|spil, c
)
in a form attained by means of
Kullback-Leibler divergence. First, we de#ne a function of {h, c}
f (h, c)
∆
= p
(
y|h, spil, c
)
p (h) . (7.3)
Note that the function f (h, c) depends not only on {h, c}, but also on the observation
vector y and the pilot symbol vector spil. However, since the latter ones are known by the
receiver, we do not make the dependence explicit for the sake of simplicity. Secondly, an
auxiliary pdf of h is introduced. We denote it as q (h) to distinguish it from the pdf describ-
ing the channel statistics, i.e., p (h) = CN (h;0Ns ,Σh). The Kullback-Leibler divergence
between the two pdfs q (h) and p
(
h|y, spil, c
)
is given by
∫
CNs
q (h) ln
[
q (h)
p
(
h|y, spil, c
)] dh (a)= ∫
CNs
q (h) ln
[
q (h)
f (h, c)
]
dh+ ln p
(
y|spil, c
)
(b)
≥ 0 (7.4)
where the equality at (a) is obtained by following Bayes’ rule, i.e.,
p
(
h|y, spil, c
)
=
f (h, c)
p
(
y|spil, c
) (7.5)
and also by noting p
(
y|spil, c
)
is not a function of h, and where the equality at (b) is due to
the fact that Kullback-Leibler divergence between two pdfs is always non-negative. Since
the lower bound in (7.4) is achievable if and only if q (h) = p
(
h|y, spil, c
)
, the following
equality must hold [
min
q(h)
− ln Λβ(c, q)
]
+ ln p
(
y|spil, c
)
= 0 (7.6)
where the function Λβ(c, q) is de#ned as
Λβ(c, q)
∆
= exp
(
−
∫
CNs
q (h) ln
[
q (h)
f (h, c)
]
dh
)
. (7.7)
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Moving minq(h)− ln Λβ(c, q) to the RHS of (7.6), we obtain
ln p
(
y|spil, c
)
= −
[
min
q(h)
− ln Λβ(c, q)
]
. (7.8)
This alternative expression of ln p
(
y|spil, c
)
will be repeatedly used in this chapter.
Plugging (7.8) into (7.2), the ML decoding problem is equivalently converted to a joint
optimization problem, i.e.,
{cˆ, qˆ (h)} = arg min
c∈{0,1}Nc ,q(h)
− ln IG(c)− ln Λβ(c, q). (7.9)
As qˆ (h) is a density function of the channel coe&cient vectorh, we label the above problem
as a joint channel density estimation and ML decoding problem. Given the knowledge of
cˆ, the optimal pdf qˆ (h) is given as
qˆ (h) = p
(
h|y, spil, c = cˆ
)
. (7.10)
We note that in Gaussian channels the most likely state of h with respect to the pdf qˆ (h),
i.e., argmaxh qˆ (h), is e$ectively the MAP channel estimate of h based on the pilot symbol
vector spil, the ML solution cˆ and the observation vector y
1.
7.2.1 High-SNR Approximation
Using our notations, the joint MAP channel estimation and ML decoding problem given
in [69] on the one hand is formalized as
max
c∈{0,1}Nc ,h∈CNs
IG(c)f (h, c) . (7.11)
On the other hand, we restrict q (h) in the optimization problem (7.9) to be a Dirac delta-
function fully parameterized by a vector µ
[q]
h ∈ CNs , i.e., δ
(
h− µ[q]h
)
. Then, the ML de-
coding problem in (7.9) is reduced to
min
c∈{0,1}Nc ,µ
[q]
h ∈C
Ns
− ln IG(c)− ln f
(
µ
[q]
h , c
)
. (7.12)
By interchanging µ
[q]
h with h in (7.12) or vice versa in (7.11), we can easily notice the
equivalence between (7.11) and (7.12). As such, the joint MAP channel estimation and
ML decoding problem is a direct consequence of approximating the ML decoding problem
given in (7.9) by forcing the pdf q (h) to be a Dirac delta-function.
The penalty of assuming q (h) = δ
(
h− µ[q]h
)
is the reliability information about the
MAP channel estimate is no longer available. Therefore, we consider the MAP channel
estimate by itself as a hard channel estimate. From (7.10), qˆ (h) is expected to strongly
1Pilot-based MAP channel estimation only exploit the knowledge of pilot symbols at the receiver. Here,
the ML solution cˆ is treated as the transmitted codeword. The data symbols mapped from cˆ are used as
additional pilot symbols for channel estimation.
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peak at its most probable state as the SNR increases. This implies that qˆ (h) tends to be
a Dirac delta-function when the SNR is high enough. Therefore, the joint MAP channel
estimation and ML decoding problem is a high-SNR approximation of the ML decoding
problem in (7.9). This is inline with the results presented in [28].
The author of [28] has also proven in the special case that proper Gaussian fading
channel, proper Gaussian noise and also constant modulus signaling are under the con-
sideration the joint MAP channel estimation and ML decoding problem in (7.11) is not an
approximation but equivalent to the ML decoding problem (7.2) for all SNRs. To explain
this in the context of (7.9), it is equivalent to show in the special case we will not lose the
ML solution cˆ by forcing q(h) to be a Dirac delta-function. First, qˆ(h) given in (7.10) can
be alternatively written as
qˆ(h) =
p(y|h, spil, c = cˆ)p(h)
p(y|spil, c = cˆ) (7.13)
based on Bayes’ rule. In a Gaussian channel, both p(y|h, spil, c) and p(h) are Gaussian
functions of h. The product of them remains as a Gaussian function of h. As opposed to
the numerator in (7.13), the denominator is not a function of h and thus can be treated as
a normalization term. Overall, the term on the RHS of (7.13) is a Gaussian function of h,
meaning that the optimal pdf qˆ(h) can be fully described by amean vector and a covariance
matrix, i.e.,
qˆ(h) = CN
(
h;µ
[q]
h ,Σ
[q]
h
)
(7.14)
where the mean vector µ
[q]
h and the covariance matrix Σ
[q]
h depend on {y, spil, cˆ}. This
identi#cation suggests that, in the special case, there is no loss if we specialize the pdf
q (h) in the optimization problem (7.9) as a Gaussian function parameterized by a mean
vector µ
[q]
h and a covariance matrix Σ
[q]
h . After interchanging q(h) with CN (h;µ[q]h ,Σ[q]h )
in (7.9), the optimization with respect to {c, q(h)} in (7.9) is equivalently converted to the
optimization with respect to {c,µ[q]h ,Σ[q]h }. Particularly, the objective function becomes
− ln IG(c)− ln Λβ(c, q)
= − ln IG(c) +
∫
CNs
CN (h;µ[q]h ,Σ[q]h ) ln CN (h;µ[q]h ,Σ[q]h )dh
−
∫
CNs
CN (h;µ[q]h ,Σ[q]h ) ln f(h, c)dh
= − ln IG(c) +
∫
CNs
CN (h;µ[q]h ,Σ[q]h ) ln CN (h;µ[q]h ,Σ[q]h )dh
+ ln det (πΣh) +
∫
CNs
CN (h;µ[q]h ,Σ[q]h ) ·
(
hHΣ−1h h
)
dh
+Ns ln(πN0) +
Ns∑
k=1
∫
CNs
CN (h;µ[q]h ,Σ[q]h ) ·
[ |yk − hksk|2
N0
]
dh (7.15)
where {sk}k∈Idat is generated based on c. Subsequently, we examine the relation between
{c,µ[q]h ,Σ[q]h } and each term on the RHS of (7.15). It is evident that the #rst term− ln IG(c)
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only depends on c. As the second term is the negative of the di$erential entropy of h with
respect to the pdf CN (h;µ[q]h ,Σ[q]h ), it equals− ln det
(
eπΣ
[q]
h
)
, only depending on the co-
variance matrixΣ
[q]
h . The third term and also the #fth term are irrelevant to {c,µ[q]h ,Σ[q]h }.
The fourth term is the expectation of hHΣ−1h h based on the pdf CN (h;µ[q]h ,Σ[q]h )∫
CNs
CN (h;µ[q]h ,Σ[q]h ) ·
(
hHΣ−1h h
)
dh =
(
µ
[q]
h
)H
Σ−1h µ
[q]
h + tr
(
Σ
[q]
h Σ
−1
h
)
. (7.16)
For constant modulus signal, the last term equals
Ns∑
k=1
∫
CNs
CN (h;µ[q]h ,Σ[q]h ) ·
[ |yk − hksk|2
N0
]
dh =
Ns∑
k=1
|yk − [µ[q]h ]ksk|2 + [Σ[q]h ]k,k
N0
. (7.17)
In both (7.16) and (7.17), the mean vectorµ
[q]
h and the covariance matrixΣ
[q]
h are involved in
separate terms. Concluding from the above, the objective function− ln IG(c)− ln Λβ(c, q)
can be separated into two parts
− ln IG(c)− ln Λβ(c, q)
= − ln IG(c) +Ns ln(πN0) +
(
µ
[q]
h
)H
Σ−1h µ
[q]
h +
Ns∑
k=1
|yk − [µ[q]h ]ksk|2
N0︸ ︷︷ ︸
A
+ ln det (πΣh)− ln det
(
eπΣ
[q]
h
)
+ tr
(
Σ
[q]
h Σ
−1
h
)
+
Ns∑
k=1
[Σ
[q]
h ]k,k
N0︸ ︷︷ ︸
B
. (7.18)
The partA only involves {c,µ[q]h }, while the covariance matrixΣ[q]h is only involved in the
part B. This identi#cation suggests that {c,µ[q]h } and Σ[q]h can be individually optimized
to solve the problem in (7.9). As our ultimate target is to #nd cˆ, we just need to optimize
{c,µ[q]h }, while assigning any positive-de#nite matrix to Σ[q]h . For instance, using Σ[q]h =
εINs at ε→ 0+, CN (h;µ[q]h ,Σ[q]h ) approaches the Dirac delta-function δ(h−µ[q]h ) and this
results in the joint MAP channel estimation and ML decoding problem as given in (7.12).
7.2.2 Bethe Free Energy based Approximation
In Chapter 4, we have approximated the ML decoding problem (4.6) by a constrained Bethe
free energy minimization problem. Now, let us associate c, IG(c) and p
(
y|spil, c
)
respec-
tively to e, Λα(e) and Λβ(e). Then, the ML decoding problem in (7.2) is formally identical
to that in (4.6). As such, a Bethe free energy based approximation to the ML decoding
problem (7.2) can be analogously formalized as
bˆT = arg min
b∈R2
Nc+1+2Nc
+
UB(b)− THB(b)︸ ︷︷ ︸
∆
=FB(b,T )
(7.19)
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subject to
∑
c
bα(c) = 1,
∑
c
bβ(c) = 1, ∀i
∑
ci
bi(ci) = 1 (7.20)
∀i
∑
c:ci=1
bα(c) = bi(ci = 1)
∑
c:ci=1
bβ(c) = bi(ci = 1). (7.21)
The Bethe average energy and Bethe entropy in the present case are de#ned as
UB(b) ∆= −
∑
c
bα(c) ln IG(c)−
∑
c
bβ(c) ln p
(
y|spil, c
)
(7.22)
HB(b) ∆= −
∑
c
bα(c) ln bα(c)−
∑
c
bβ(c) ln bβ(c) +
∑Nc
i=1
∑
ci
bi(ci) ln bi(ci). (7.23)
The vector b is a compact representation of the pmfs bα(c), bβ(c) and {bi(ci)}. By noting
that the entries of b are one-to-one correspondence with the values of bα(c), bβ(c) and
{bi(ci)}, the length of b equals 2Nc+1 + 2Nc. As such, the Bethe free energy FB(b, T ) at a
given temperature is de#ned on R2
Nc+1+2Nc
+ .
A su&cient condition for the global minimal solution bˆT given in (7.19) to correspond
to the ML solution cˆ is formalized as follows, see Proposition 7.1. For more detailed dis-
cussions on the relation between bˆT and cˆ, we refer the reader to Section 4.2.4.
Proposition 7.1. Suppose the optimization problem (7.19) at zero temperature has a unique
and integer-valued optimal solution bˆ0, i.e., bˆ0 ∈ {0, 1}2Nc+1+2Nc . Then, there must exist a
positive temperature threshold Tthr such that bˆ∆T with∆T ∈ (0, Tthr) re"ects the ML solution
cˆ in the form of
∀i ∈ {1, 2, . . . , Nc}


ln
[
bˆi,∆T (ci = 1)
bˆi,∆T (ci = 0)
]
> 0, if cˆi = 1
ln
[
bˆi,∆T (ci = 1)
bˆi,∆T (ci = 0)
]
< 0, if cˆi = 0.
(7.24)
Proof. The proof is analogous to the proof of Proposition 4.5.
7.3 Two Approximate Iterative Solution Methods
Attempting to #nd the ML solution by solving the problem in (7.19), we can obtain the fol-
lowing expression for the global optimal solution based on the derivations in Section 4.3.1

bα(c) =
IG(c) exp
(∑Nc
i=1 ci
λα,i
T
)
∑
c′ IG(c
′) exp
(∑Nc
i=1 c
′
i
λα,i
T
) ∀c
bβ(c) =
p
1
T (y|spil, c) exp
(∑Nc
i=1 ci
λβ,i
T
)
∑
c′ p
1
T (y|spil, c′) exp
(∑Nc
i=1 c
′
i
λβ,i
T
) ∀c
bi(ci) =
exp
(
ci
λα,i+λβ,i
T
)
∑
c exp
(
c
λα,i+λβ,i
T
) ∀i ∀ci
(7.25)
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where {λα,i, λβ,i}Nci=1 is a solution to the equations given as
exp
(
λα,i+λβ,i
T
)
∑
ci
exp
(
ci
λα,i+λβ,i
T
) =
∑
c:ci=1
IG(c) exp
(∑Nc
i′=1 ci′
λα,i′
T
)
∑
c IG(c) exp
(∑Nc
i′=1 ci′
λα,i′
T
) ∀i (7.26)
exp
(
λα,i+λβ,i
T
)
∑
ci
exp
(
ci
λα,i+λβ,i
T
) =
∑
c:ci=1
p
1
T (y|spil, c) exp
(∑Nc
i′=1 ci′
λβ,i′
T
)
∑
c p
1
T (y|spil, c) exp
(∑Nc
i′=1 ci′
λβ,i′
T
) ∀i. (7.27)
Let us apply #xed-point iteration for solving the equations in the above. The corresponding
recursion is given as
λβ,i = T ln

∑c:ci=1 IG(c) exp
(∑Nc
i′=1 ci′
λα,i′
T
)
∑
c:ci=0
IG(c) exp
(∑Nc
i′=1 ci′
λα,i′
T
)

− λα,i ∀i (7.28)
λα,i = T ln

∑c:ci=1 p 1T (y|spil, c) exp
(∑Nc
i′=1 ci′
λβ,i′
T
)
∑
c:ci=0
p
1
T (y|spil, c) exp
(∑Nc
i′=1 ci′
λβ,i′
T
)

− λβ,i ∀i. (7.29)
Due to the computational intractability of the likelihood function p(y|spil, c) involved in
(7.29), some approximations are necessary for implementation. Two types of approxima-
tion are considered in the following part. Each of them yields an iterative solution method.
7.3.1 First Type of Approximation
In the problem (7.19), the function p
(
y|spil, c
)
is only involved in the Bethe average energy
UB(b), see (7.22). Based on (7.8), UB(b) can be alternatively expressed as
UB(b) (a)= −
∑
c
bα(c) ln IG(c) +
∑
c
bβ(c) ·
[
min
q(h)
− ln Λβ(c, q)
]
. (7.30)
Although the computation ofminq(h)− ln Λβ(c, q) is as di&cult as that of p
(
y|spil, c
)
, such
re-formulation gives a starting point for generating good approximations.
The #rst type of approximation is obtained by ignoring the codeword dependence. In
(7.30), the optimal pdf argminq(h)− ln Λβ(c, q) is codeword-dependent. By moving the
min-operation to the front of the sum-operation, we have
UB(b) ≤ −
∑
c
bα(c) ln IG(c) +
[
min
q(h)
−
∑
c
bβ(c) ln Λβ(c, q)
]
. (7.31)
Using the upper bound as an approximation to UB(b), the optimization problem (7.19)
becomes a constrained minimization problem with respect to both b and q(h). These two
problems are equivalent under the condition that the global optimal pdf bˆβ,T (c) of the
original problem (7.19) can only take the value 0 and 1. This is because the inequality
holds with = if the pmf bβ(c) yields 1 for one and only one bit sequence.
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Algorithm 7.1 An approximate iterative solution method based on (7.31)
1: Initialize ∀i λβ,i = 0
2: Initialize q (h) = p
(
h|ypil, spil
)
= CN
(
h;µ
[pil]
h ,Σ
[pil]
h
)
3: repeat
4: Λ˜β(c) =
∏
k∈Idat
exp
[∫
C
q(hk) ln p(yk|hk, [c]Is,k)dhk
]
5: for l = 1→ Ldec do
6: ∀i λα,i = T ln


∑
c:ci=1
Λ˜
1
T
β (c) exp
(∑Nc
i′=1 ci′
λβ,i′
T
)
∑
c:ci=0
Λ˜
1
T
β (c) exp
(∑Nc
i′=1 ci′
λβ,i′
T
)

− λβ,i
7: ∀i λβ,i = T ln

∑c:ci=1 IG(c) exp
(∑Nc
i′=1 ci′
λα,i′
T
)
∑
c:ci=0
IG(c) exp
(∑Nc
i′=1 ci′
λα,i′
T
)

− λα,i
8: end for
9: q (h) ∝ exp [∑c bβ(c) ln f (h, c)] with bβ(c) = Λ˜
1
T
β (c) exp
(∑Nc
i=1 ci
λβ,i
T
)
∑
c Λ˜
1
T
β (c) exp
(∑Nc
i=1 ci
λβ,i
T
)
10: until convergence or the maximum number of iterations is reached.
11: bα(c) =
IG(c) exp
(∑Nc
i=1 ci
λα,i
T
)
∑
c′ IG(c
′) exp
(∑Nc
i=1 c
′
i
λα,i
T
) , bβ(c) = Λ˜
1
T
β (c) exp
(∑Nc
i=1 ci
λβ,i
T
)
∑
c′ Λ˜
1
T
β (c
′) exp
(∑Nc
i=1 c
′
i
λβ,i
T
)
12: ∀i bi(ci) =
exp
(
ci
λα,i+λβ,i
T
)
∑
c exp
(
c
λα,i+λβ,i
T
)
A distributed optimization strategy is usable for solving the constrained minimization
over b and q(h). Namely, we optimize b and q(h) in an iterative manner. For each step,
one of them is optimized while #xing the other. Such strategy yields an iterative solution
method as shown in Algorithm 7.1. In the following, a detailed-description of the key steps
in Algorithm 7.1 is presented. First, #xing b, the global optimal pdf of h is determined as
q¯(h) = argmin
q(h)
−
∑
c
bβ(c) ln Λβ(c, q)
= argmin
q(h)
∫
CNs
q (h) ln
[
q (h)
exp [
∑
c bβ(c) ln f (h, c)]
]
dh. (7.32)
Let us de#ne a pdf as
q˜ (h)
∆
=
exp [
∑
c bβ(c) ln f (h, c)]
Zq
(7.33)
whereZq is the normalization constant independent of h. In terms of q˜(h) andZq, we have
q¯(h) = argmin
q(h)
∫
CNs
q (h) ln
[
q (h)
q˜ (h)
]
dh− lnZq. (7.34)
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Based on the argument that the minimal Kullback-Leibler divergence between two pdfs is
achievable if and only if two pdfs are identical, we must have q¯(h) = q˜ (h). Next, we set
q(h) equal to q¯(h) and optimize b by solving
min
b∈R2
Nc+1+2Nc
+
−
∑
c
bα(c) ln IG(c)−
∑
c
bβ(c) ln Λβ(c, q¯)− THB(b) (7.35)
subject to (7.20) and (7.21).
Comparing the above minimization problem with the problem in (7.19), their identical
forms imply the former one can be solved by means of #xed-point iteration with the re-
cursion as given in (7.28) and (7.29), while using Λβ(c, q¯) instead of p
(
y|spil, c
)
in (7.29).
In other words, the function Λβ(c, q¯) can be e$ectively treated as an approximation to
p
(
y|spil, c
)
. It has a friendly form to enable an e&cient implementation of the update
equation
λα,i = T ln

∑c:ci=1 Λ
1
T
β (c, q¯) exp
(∑Nc
i′=1 ci′
λβ,i′
T
)
∑
c:ci=0
Λ
1
T
β (c, q¯) exp
(∑Nc
i′=1 ci′
λβ,i′
T
)

− λβ,i. (7.36)
Speci#cally, the terms involved in Λβ(c, q¯) that are irrelevant to the codeword c are com-
mon factors with respect to the numerator and denominator. Therefore, such terms can be
safely ignored. By noting the following factorization
p(y|h, c, spil) =
{ ∏
k∈Idat
p
[
yk|hk, sk = χ([c]Is,k)
]} ·

∏
k∈Ipil
p(yk|hk, sk)

 . (7.37)
Λβ(c, q¯) as a function of c is proportional to
Λβ(c, q¯)
(a)∝ exp
{∫
CNs
q¯(h) ln
[ ∏
k∈Idat
p(yk|hk, [c]Is,k)
]
dh
}
=
∏
k∈Idat
exp
[∫
C
q¯(hk) ln p(yk|hk, [c]Is,k)dhk
]
︸ ︷︷ ︸
∆
= Λ˜β(c)
. (7.38)
For generating λα,i as given in (7.36), we thus use Λ˜β(c) instead of Λβ(c, q¯).
Some Remarks on Algorithm 7.1
Concerning the realization of Algorithm 7.1, we can follow the schematic diagram in
Fig. 7.2. Some remarks on the main functional units in Fig. 7.2 are given as follows.
Evaluation of q (h) at the Channel Estimation Unit We start from the evaluation of
the pdf q (h). At the initialization, q (h) is determined solely based on the pilot symbols,
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Figure 7.2: A schematic diagram of Algorithm 7.1.
i.e., q (h) = p
(
h|ypil, spil
)
. In the considered Gaussian channel, p
(
h|ypil, spil
)
is a Gaussian
function with the mean vector and covariance matrix given as
µ
[pil]
h
∆
= [Σh]·,Ipil
{
SHpilSpil[Σh]Ipil,Ipil +N0I|Ipil|
}−1
SHpilypil
Σ
[pil]
h
∆
= Σh − [Σh]·,Ipil
{
SHpilSpil[Σh]Ipil,Ipil +N0I|Ipil|
}−1
SHpilSpil[Σh]Ipil,· (7.39)
where Spil is a diagonal matrix with the entries of the pilot symbol vector spil on the
diagonal. Based on this identi#cation, we can express q (h) as CN
(
h;µ
[q]
h ,Σ
[q]
h
)
with
µ
[q]
h = µ
[pil]
h and Σ
[q]
h = Σ
[pil]
h . By further noting that the mean vector µ
[pil]
h and the matrix
Σ
[pil]
h are the MAP estimate of the channel coe&cient vector h and the covariance matrix
of the estimation error h− µ[pil]h , respectively, the pdf q (h) e$ectively corresponds to the
pilot-based MAP soft channel estimate.
According to the expression of f (h, c) given in (7.3), the update equation for q (h) at
the step 9 is equivalent to
q (h) ∝ p (h)

∏
k∈Ipil
exp
(
−|yk − hksk|
2
N0
)
·
∏
k∈Idat
exp

− ∑
[c]Is,k
bβ
(
[c]Is,k
) · |yk − hkχ([c]Is,k)|2
N0

 (7.40)
where bβ
(
[c]Is,k
)
is the marginal
∑
c:[c]Is,k
bβ(c) and χ([c]Is,k) is the data symbol mapped
from the code bits [c]Is,k . Let us de#ne two terms for each k ∈ Idat, i.e.,
s¯k
∆
=
∑
[c]Is,k
bβ
(
[c]Is,k
)
χ([c]Is,k) and σ
2
s,k
∆
=
∑
[c]Is,k
bβ
(
[c]Is,k
) |χ([c]Is,k)− s¯k|2 (7.41)
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where the #rst term is the soft symbol generated based on the pmf bβ
(
[c]Is,k
)
and the
second term represents its reliability. Using them in (7.40) and performing some algebra,
we have
q (h) ∝ CN (h;0Ns ,Σh) CN
(
h;µ
[obs]
h ,Σ
[obs]
h
)
(7.42)
where the mean vector µ
[obs]
h ∈ CNs and the diagonal covariance matrix Σ[obs]h ∈ RNs×Ns
are de#ned as
[µ
[obs]
h ]k
∆
=


yks
∗
k
|sk|2 , if k ∈ Ipil
yks¯
∗
k
|s¯k|2 + σ2s,k
, if k ∈ Idat
(7.43)
[Σ
[obs]
h ]k,k
∆
=


N0
|sk|2 , if k ∈ Ipil
N0
σ2s,k + |s¯k|2
, if k ∈ Idat.
(7.44)
The product of two Gaussian functions remains as a Gaussian function. Therefore, we
can still describe the pdf q (h) as CN
(
h;µ
[q]
h ,Σ
[q]
h
)
, where the mean vector µ
[q]
h and the
covariance matrix Σ
[q]
h are updated according to
µ
[q]
h = Σh(Σ
[obs]
h +Σh)
−1µ
[obs]
h and Σ
[q]
h = Σh −Σh(Σ[obs]h +Σh)−1Σh. (7.45)
Note that themean vectorµ
[q]
h corresponds to theMAP estimate ofh that is generated based
on both the soft data symbols and the pilot symbols. Accordingly, Σ
[q]
h is the estimate of
the covariance matrix of the estimation error h− µ[q]h .
Evaluation of Λ˜β(c) at the Detection Unit From the above calculation of q (h), q (h)
is always a Gaussian function, i.e., CN
(
h;µ
[q]
h ,Σ
[q]
h
)
. Based on this knowledge, let us
proceed to the evaluation of Λ˜β(c) at the step 4 in Algorithm 7.1, i.e.,
Λ˜β(c) =
∏
k∈Idat
exp
(∫
C
q(hk) ln p(yk|hk, [c]Is,k)dhk
)
=
∏
k∈Idat
1
πN0
· exp
(
−
∫
C
q(hk) ·
|yk − hkχ([c]Is,k)|2
N0
dhk
)
(7.46)
where the pdf q(hk) is the marginal of q(h) with respect to hk. After averaging the norm
|yk − hkχ([c]Is,k)|2 over hk with respect to the pdf q(hk), we obtain
Λ˜β(c) ∝
∏
k∈Idat
exp
(
− 1
N0γ¯
−1
h
·
∣∣∣∣yk ([µ[q]h ]k)∗ γ¯−1h − χ([c]Is,k)
∣∣∣∣2
)
(7.47)
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with γ¯h
∆
= [Σ
[q]
h ]k,k + |[µ[q]h ]k|2.
In the following, we will show the update equation of Λ˜β(c) can be interpreted in the
context of coherent detection. Being aware of the MAP estimate µ
[q]
h , coherent detection
should be based on the likelihood function p
(
y
∣∣µ[q]h , c, spil). Given its complex form, some
approximations must be made to enable an implementable detection algorithm
p
(
y
∣∣µ[q]h , c, spil) = ∫
CNs
p
(
y
∣∣h,µ[q]h , c, spil) p(h∣∣µ[q]h , c, spil) dh (7.48)
(a)≈
∫
CNs
p
(
y|h, c, spil
)
p
(
h
∣∣µ[q]h ) dh
(b)≈
∫
CNs
p
(
y|h, c, spil
) CN (h;µ[q]h ,Σ[q]h )︸ ︷︷ ︸
=q(h)
dh. (7.49)
The approximation at (a) is constructed by neglecting the correlation between the MAP
channel estimateµ
[q]
h and the noise vectorn, and also by neglecting the correlation between
{c, spil} and the channel coe&cient vector h conditional on its MAP estimate µ[q]h . The
approximation at (b) is obtained by noting Σ
[q]
h is the estimate of the covariance matrix
of the channel estimation error h − µ[q]h . Due to the temporal correlation of the channel
estimation errors, the integral in the above has a computationally intractable form. With
the use of Jensen’s inequality, i.e., E {exp [ln(·)]} ≥ exp {E [ln(·)]}, we reach to
p
(
y|µ[q]h , c, spil
)
≈
∫
CNs
exp
[
ln p
(
y|h, c, spil
)]
q (h) dh
' exp
{∫
CNs
ln
[
p
(
y|h, c, spil
)]
q (h) dh
}
. (7.50)
As a function of c, the term on the RHS of (7.50) is clearly proportional to Λ˜β(c) by fol-
lowing (7.38). Under this identi#cation, the generation of Λ˜β(c) in Algorithm 7.1 can be
interpreted an outcome of approximating p
(
y|µ[q]h , c, spil
)
based on Jensen’s inequality.
In accordance with the factorization of Λ˜β(c) as given in (7.47), we introduce
Λ˜β,k
(
[c]Is,k
) ∆
= exp
(
− 1
N0γ¯
−1
h
·
∣∣∣∣yk ([µ[q]h ]k)∗ γ¯−1h − χ([c]Is,k)
∣∣∣∣2
)
(7.51)
to simplify the update equation for λα,i with i ∈ Is,k, i.e.,
λα,i = T ln


∑
[c]Is,k :ci=1
Λ˜
1
T
β,k([c]Is,k) exp
(∑
i′∈Is,k
ci′
λβ,i′
T
)
∑
[c]Is,k :ci=0
Λ˜
1
T
β,k([c]Is,k) exp
(∑
i′∈Is,k
ci′
λβ,i′
T
)

− λβ,i
= T ln


∑
[c]Is,k :ci=1
Λ˜
1
T
β,k([c]Is,k)
∏
i′∈Is,k
p
1
T (ci′ ;λβ,i′)∑
[c]Is,k :ci=0
Λ˜
1
T
β,k([c]Is,k)
∏
i′∈Is,k
p
1
T (ci′ ;λβ,i′)

− λβ,i (7.52)
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where the last equality holds because of
exp
(
ci
λβ,i
T
)
∝ p 1T (ci;λβ,i). (7.53)
By interpreting the Lagrange multipliers {λβ,i} as the log-probability ratios and using
Λ˜β,k([c]Is,k) as a likelihood function of the bit vector [c]Is,k , the calculation of λα,i at T = 1
e$ectively corresponds to the task of soft detection. The generated extrinsic LLRs, i.e.,
{λα,i}, are inputs to the subsequent decoding unit. As such, the inner loop of Algorithm 7.1
e$ectively corresponds to BICM-ID, where {λβ,i} and {λα,i} are the extrinsic LLRs ex-
changed between the detection unit and the decoding unit.
Comparisons with Hybrid Message Passing Algorithms
In the above, we have identi#ed the generation of q(h) at the step 9 of Algorithm 7.1
involves the calculation of µ
[q]
h and Σ
[q]
h . In particular, µ
[q]
h is the MAP estimate of h based
on the pilot symbols and also the soft data symbols generated based on the soft information
delivered by the decoder. The matrix Σ
[q]
h can be treated as an estimate of the covariance
matrix of the channel estimation error h − µ[q]h . Treating Λ˜β(c) as a likelihood of the
codeword c, we have also identi#ed the inner loop of Algorithm 7.1 at unit temperature
corresponds to BICM-ID, which is commonly known as an instance of BP. In this part, we
compare Algorithm 7.1 with two hybrid message passing algorithms in the literature to
gain more insights.
Connection to BP-VMP At unit temperature, Algorithm 7.1 can be rephrased as an
instance of BP-VMP. More speci#cally, the update equations in the step 4 and 9 of Algo-
rithm 7.1 are based on VMP, while BP is applied within the inner loop of Algorithm 7.1. A
detailed-description of the message update rules of VMP and BP can be found in [3,99,100].
Connection to BP-EM Applying EM instead of VMP for channel estimation, only the
MAP channel estimate, i.e., µ
[q]
h is retained. This is equivalent to constrain the pdf q(h) in
Algorithm 7.1 to be a Dirac delta-function. Using q(h) = δ
(
h− µ[q]h
)
in the generation
of Λ˜β(c), we obtain
Λ˜β(c) =
∏
k∈Idat
p
(
yk|hk = [µ[q]h ]k, χ([c]Is,k)
)
. (7.54)
In accordance with the factorization of Λ˜β(c), the generation of λα,i with i ∈ Is,k at unit
temperature becomes
λα,i = ln


∑
[c]Is,k :ci=1
p
(
yk|hk = [µ[q]h ]k, χ([c]Is,k)
) ∏
i′∈Is,k
p (ci′ ;λβ,i′)
∑
[c]Is,k :ci=0
p
(
yk|hk = [µ[q]h ]k, χ([c]Is,k)
) ∏
i′∈Is,k
p (ci′ ;λβ,i′)

− λβ,i. (7.55)
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In the above, the channel estimate µ
[q]
h is used just as the true channel coe&cient vector,
while the channel estimation error is ignored for detection.
In summary, Algorithm 7.1 at unit temperature becomes an instance of BP-EM by re-
stricting the pdf q (h) to be a Dirac delta-function. According to Section 7.2.1, the joint
MAP channel estimation and ML decoding problem is obtained by constraining q (h) to be
a Dirac delta-function. Therefore, BP-EM is an iterative solution to the joint MAP channel
estimation and ML decoding problem [95].
7.3.2 Second Type of Approximation
In the second type of approximation, we again start from (7.30). Di$erent to the #rst
type of approximation, we do not straightforwardly ignore the dependence of q∗(h) =
argminq(h)− ln Λβ(c, q) on the codeword c. Instead, we examine the structure of q∗(h).
Using the acquired knowledge, the global minimal value, i.e.,minq(h)− ln Λβ(c, q), is equal
to (cf. Appendix A.14)
min
µα∈C
Ns ,µβ∈C
Ns ,σ2α∈R
Ns
++,σ
2
β∈R
Ns
++
− ln Λβ(c,µα,µβ,σ2α,σ2β) (7.56)
subject to − ∂ ln Λβ(c,µα,µβ,σ
2
α,σ
2
β)
∂µα
= 0, −∂ ln Λβ(c,µα,µβ,σ
2
α,σ
2
β)
∂µβ
= 0
− ∂ ln Λβ(c,µα,µβ,σ
2
α,σ
2
β)
∂σ2α
= 0, −∂ ln Λβ(c,µα,µβ,σ
2
α,σ
2
β)
∂σ2β
= 0
where the objective function − ln Λβ(c,µα,µβ,σ2α,σ2β) is given as
− ln Λβ(c,µα,µβ,σ2α,σ2β) ∆=
Ns∑
k=1
ln
[∫
C
CN (hk;µα,k, σ2α,k)CN (hk;µβ,k, σ2β,k)dhk
]
− ln
[∫
CNs
p
(
y|h, c, spil
) Ns∏
k=1
CN (hk;µα,k, σ2α,k)dh
]
− ln
[∫
CNs
p (h)
Ns∏
k=1
CN (hk;µβ,k, σ2β,k)dh
]
(7.57)
and {µα,µβ,σ2α,σ2β} are the compact vector representations of {µα,k, µβ,k, σ2α,k, σ2β,k}Nsk=1.
Intuitively, we can understand the optimal pdf q∗(h) has certain structure, which is pa-
rameterized by {µα,µβ,σ2α,σ2β}. As such, the minimization over q(h) can be converted
to the minimization over these representative parameters.
Let us denote the global minimal solution to the problem (7.56) as µˆα, µˆβ , σˆ
2
α and σˆ
2
β ,
which can vary over the codeword c. The second type of approximation is obtained by
further ignoring their codeword dependence, i.e.,
UB(b) = −
∑
c
bα(c) ln IG(c) +
∑
c
bβ(c) ·
[
min
q(h)
− ln Λβ(c, q)
]
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= −
∑
c
bα(c) ln IG(c)−
∑
c
bβ(c) ln Λβ(c, µˆα, µˆβ, σˆ
2
α, σˆ
2
β)
≈ −
∑
c
bα(c) ln IG(c)−
∑
c
bβ(c) ln Λβ(c, µ¯α, µ¯β, σ¯
2
α, σ¯
2
β). (7.58)
where µ¯α, µ¯β , σ¯
2
α and σ¯
2
β are obtained by solving
{µ¯α, µ¯β, σ¯2α, σ¯2β} =argmin−
∑
c
bβ(c) ln Λβ(c,µα,µβ,σ
2
α,σ
2
β) (7.59)
subject to −
∑
c
bβ(c)
∂ ln Λβ(c,µα,µβ,σ
2
α,σ
2
β)
∂µα
= 0
−
∑
c
bβ(c)
∂ ln Λβ(c,µα,µβ,σ
2
α,σ
2
β)
∂µβ
= 0
−
∑
c
bβ(c)
∂ ln Λβ(c,µα,µβ,σ
2
α,σ
2
β)
∂σ2α
= 0
−
∑
c
bβ(c)
∂ ln Λβ(c,µα,µβ,σ
2
α,σ
2
β)
∂σ2β
= 0.
In the above, the codeword dependence is averaged out with respect to the pmf bβ(c). Note
that the approximation in (7.58) is constructed by only ignoring the dependence of the
optimal pdf q∗(h) on the codeword that are involved in the parameters {µα,µβ,σ2α,σ2β}.
It is therefore expected to be a better approximation to UB(b) than the upper bound given
in (7.31), as the upper bound is obtained by ignoring the codeword dependence completely.
In other words, the second type of approximation shall yield an iterative solution method
with an improved performance.
For deriving the iterative solution method, the general procedure is similar to that for
obtaining Algorithm 7.1. However, there are still two parts that require attention. The #rst
part is to solve the problem in (7.59). The constraints, i.e., the stationary point equations
of the objective function, can be alternatively expressed as∑
c
bβ(c)
∫
CNs
qα (h|c)hkdh =
∫
C
qk(hk)hkdhk ∀k (7.60)∫
CNs
qβ (h)hkdh =
∫
C
qk(hk)hkdhk ∀k (7.61)∑
c
bβ(c)
∫
CNs
qα (h|c) |hk|2dh =
∫
C
qk(hk)|hk|2dhk ∀k (7.62)∫
CNs
qβ (h) |hk|2dh =
∫
C
qk(hk)|hk|2dhk ∀k (7.63)
where the expectations are with respect to the following pdfs
qk(hk) ∝ CN (hk;µα,k, σ2α,k)CN (hk;µβ,k, σ2β,k) (7.64)
qα (h|c) ∝ p
(
y|h, c, spil
) Ns∏
k=1
CN (hk;µα,k, σ2α,k) (7.65)
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qβ (h) ∝ p (h)
Ns∏
k=1
CN (hk;µβ,k, σ2β,k). (7.66)
By noting qβ (h) and qk(hk) are Gaussian functions independent of c, the equations in
(7.61) and (7.63) essentially imply the consistency on the mean and variance of hk with
respect to the pdf qβ (h) and qk(hk), i.e.,
[µq,β]k =
(
µα,k
σ2α,k
+
µβ,k
σ2β,k
)
·
(
1
σ2α,k
+
1
σ2β,k
)−1
∀k (7.67)
[Σq,β]k,k =
(
1
σ2α,k
+
1
σ2β,k
)−1
∀k (7.68)
where µq,β and Σq,β are the mean vector and covariance matrix of the Gaussian function
qβ (h) and they are given as
µq,β
∆
= Σh
[
Σh + diag
(
(σ2β,k)
Ns
k=1
)]−1 [
(µβ,k)
Ns
k=1
]
Σq,β
∆
= Σh −Σh
[
Σh + diag
(
(σ2β,k)
Ns
k=1
)]−1
Σh. (7.69)
Since the marginal distribution function of h obtained by marginalizing c out from the
joint distribution bβ(c)qα (h|c) is a mixture Gaussian function, the complexity required
for computing the terms on the RHS of (7.60) and (7.62) is relatively high. To ease the
task, we propose to approximate bβ(c)qα(h|c) by a joint probability distribution function
with the form g(c)g(h). With respect to g(c)g(h), the marginal distribution function of
h is easy to obtain. It simply equals g(h). In order to obtain a good approximation of
bβ(c)qα(h|c), we choose g(c)g(h) to minimize the following Kullback-Leibler divergence
∑
c
∫
CNs
g(c)g(h) ln
[
g(c)g(h)
bβ(c)qα(h|c)
]
dh
=
∑
c
∫
CNs
g(c)g(h) ln
[
g(c)
bβ(c)
]
dh+
∑
c
∫
CNs
g(c)g(h) ln
[
g(h)
qα(h|c)
]
dh
=
∑
c
g(c) ln
[
g(c)
bβ(c)
]
︸ ︷︷ ︸
A
·
∫
CNs
g(h)dh︸ ︷︷ ︸
=1
+
∫
CNs
g(h) ln
[
g(h)
exp [
∑
c g(c) ln qα(h|c)]
]
︸ ︷︷ ︸
B
dh
(7.70)
which is a measure of the di$erence between g(c)g(h) and bβ(c)qα(h|c). With the argu-
ment that the Kullback-Leibler divergence between two pmfs (or pdfs) is minimized if and
only if the two pmfs (or pdfs) are identical, the term A and B in the above are minimized
if g(c) = bβ(c) and g(h) ∝ exp (
∑
c bβ(c) ln qα(h|c)), i.e.,
g(c)g(h) ∝ bβ(c) · exp
(∑
c
bβ(c) ln qα(h|c)
)
. (7.71)
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Using such constructed g(c)g(h) instead of bβ(c)qα(h|c) in (7.60) and (7.62), we have
(
µα,k
σ2α,k
+
µβ,k
σ2β,k
)
·
(
1
σ2α,k
+
1
σ2β,k
)−1
=


yks¯
∗
k
N0
+
µα,k
σ2α,k
|s¯k|2 + σ2s,k
N0
+
1
σ2α,k
if k ∈ Idat
yks
∗
k
N0
+
µα,k
σ2α,k
|sk|2
N0
+
1
σ2α,k
if k ∈ Ipil
(7.72)
(
1
σ2α,k
+
1
σ2β,k
)−1
=


(
|s¯k|2 + σ2s,k
N0
+
1
σ2α,k
)−1
if k ∈ Idat(
|sk|2
N0
+
1
σ2α,k
)−1
if k ∈ Ipil
(7.73)
where s¯k and σ
2
s,k are the soft symbol and its variance respectively de#ned in (7.41). From
the above equations, we obtain
µβ,k
σ2β,k
=


yks¯
∗
k
N0
if k ∈ Idat
yks
∗
k
N0
if k ∈ Ipil
and
1
σ2β,k
=


|s¯k|2 + σ2s,k
N0
if k ∈ Idat
|sk|2
N0
if k ∈ Ipil
. (7.74)
Plugging (7.74) into (7.67) and (7.68), we can solve {µα,k, σ2α,k}. Note that the attained
{µα,k, σ2α,k, µβ,k, σ2β,k} may not be optimal due to the approximation bβ(c)qα(h|c) ≈
g(c)g(h). However, under complexity constraints, it is #ne to use the approximation
bβ(c)qα(h|c) ≈ g(c)g(h), provided that using the resulting {µα,k, σ2α,k, µβ,k, σ2β,k} instead
of the global minimizer as given in (7.59) can still yields a good approximation.
The second part is to use Λβ(c,µα,µβ,σ
2
α,σ
2
β) instead of p
(
y|spil, c
)
in the update
equation (7.29). As a function of c, it is proportional to
Λβ(c,µα,µβ,σ
2
α,σ
2
β) ∝
∫
CNs
p
(
y|h, c, spil
) Ns∏
k=1
CN (hk;µα,k, σ2α,k)dh
∝ Λ˜β(c) (7.75)
where the function Λ˜β(c) in the present case is de#ned as
Λ˜β(c)
∆
=
Ns∏
k=1
exp
(
− |yk − µα,kχ([c]Is,k)|
2
N0 + |χ([c]Is,k)|2σ2α,k
)
(a)≈
Ns∏
k=1
exp
(
−|yk − µα,kχ([c]Is,k)|
2
N0 + Esσ2α,k
)
. (7.76)
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The approximation at (a) is obtained by approximating the energy of each constellation
point in X as Es, i.e., |χ([c]Is,k)|2 ≈ Es for any [c]Is,k ∈ {0, 1}Mc . With constant modulus
signaling, the approximation at (a) becomes exact. For computing the log-ratio in (7.29),
using Λβ(c,µα,µβ,σ
2
α,σ
2
β) is equivalent to using Λ˜β(c). As such, we obtain the recursion
as shown in the inner loop of Algorithm 7.2. The the outer loop of Algorithm 7.2 is devoted
to the re-calculation of {µα,k, σ2α,k, µβ,k, σ2β,k} based on the up-to-date bβ(c).
Some Remarks on Algorithm 7.2
In this part, we explain Algorithm 7.2 by mapping its processing to the functional units in
the schematic diagram depicted in Fig. 7.2.
Processing at the Channel Estimation Unit According to the generation of µq,β and
Σq,β in Algorithm 7.2, they are identical to the mean vector µ
[q]
h and the covariance matrix
Σ
[q]
h given in (7.45), respectively. This indicates thatµq,β is theMAP estimate of the channel
coe&cient vector h and Σq,β is the estimate of the covariance matrix of the MAP channel
estimate error h− µ[q]h . Di$erent to Algorithm 7.1, µq,β and Σq,β are not directly used for
generating Λ˜β(c), which is needed for detection. They are re#ned according to the step 14
in Algorithm 7.2. The resulting estimate at the time instant k, i.e., µα,k, is e$ectively the
MAP estimate of hk that is generated based on all observations except for the one at the
same time instant. In short, µα,k is an outcome of interpolation rather than smoothing.
Processing at the Detection and Decoding Unit Treating Λ˜β(c) as a likelihood func-
tion of c, the step 6 in Algorithm 7.2 corresponds to the LLR generation at the detection
unit. And then, the step 7 is associated to the decoding unit. Overall, the inner loop of
Algorithm 7.2 corresponds to BICM-ID.
Re-writing the channel input-output relation as
yk = µα,ksk + (hk − µα,k)sk + nk (7.77)
we can e$ectively interpret Λ˜β(c) as an approximation to the likelihood function
p
(
y|(µα,k)Nsk=1, spil, c
)
. More speci#cally, let us treat (hk − µα,k)sk as an additional
interference that is independent of the noise nk
2. By further neglecting the temporal
correlation of channel estimation errors, we have
p
(
y|(µα,k)Nsk=1, spil, c
) ≈

∏
k∈Ipil
p(yk|µα,k, sk)

 ·
[ ∏
k∈Idat
p(yk|µα,k, [c]Is,k)
]
∝
∏
k∈Idat
exp
(
− |yk − µα,kχ([c]Is,k)|
2
N0 + |χ([c]Is,k)|2σ2α,k
)
= Λ˜β(c) (7.78)
where the last equality holds based on the de#nition of Λ˜β(c) given in (7.76).
2This assumption holds exactly only when µα,k is generated solely based on the pilot symbols.
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Algorithm 7.2 An approximate iterative solution based on (7.58)
1: Initialize ∀i λβ,i = 0
2: Initialize (µα,k)
Ns
k=1 and (σ
2
α,k)
Ns
k=1 based on the observations of pilot symbols, i.e., (µα,k)
Ns
k=1 =
µ
[pil]
h and σ
2
α,k = [Σ
[pil]
h ]k,k for all k ∈ {1, 2, . . . , Ns}.
3: repeat
4: Λ˜β(c) =
∏
k∈Idat
exp
(
− |yk − µα,kχ([c]Is,k)|
2
N0 + |χ([c]Is,k)|2σ2α,k
)
5: for l = 1→ Ldec do
6: ∀i λα,i = T ln


∑
c:ci=1
Λ˜
1
T
β (c) exp
(∑Nc
i′=1 ci′
λβ,i′
T
)
∑
c:ci=0
Λ˜
1
T
β (c) exp
(∑Nc
i′=1 ci′
λβ,i′
T
)

− λβ,i
7: ∀i λβ,i = T ln

∑c:ci=1 IG(c) exp
(∑Nc
i′=1 ci′
λα,i′
T
)
∑
c:ci=0
IG(c) exp
(∑Nc
i′=1 ci′
λα,i′
T
)

− λα,i
8: end for
9: ∀k ∈ Idat s¯k =
∑
[c]Is,k
bβ([c]Is,k)χ([c]Is,k), σ
2
s,k =
∑
[c]Is,k
bβ([c]Is,k)|χ([c]Is,k)− s¯k|2
with bβ(c) =
Λ˜
1
T
β (c) exp
(∑Nc
i=1 ci
λβ,i
T
)
∑
c Λ˜
1
T
β (c) exp
(∑Nc
i=1 ci
λβ,i
T
)
10: ∀k ∈ Ipil 1
σ2β,k
=
|sk|2
N0
and µβ,k =
yks
∗
k
|sk|2
11: ∀k ∈ Idat 1
σ2β,k
=
σ2s,k + |s¯k|2
N0
and µβ,k =
yks¯
∗
k
σ2s,k + |s¯k|2
12: µq,β = Σh
[
Σh + diag
(
(σ2β,k)
Ns
k=1
)]−1
vec
[
(µβ,k)
Ns
k=1
]
13: Σq,β = Σh −Σh
[
Σh + diag
(
(σ2β,k)
Ns
k=1
)]−1
Σh
14: ∀k 1
σ2α,k
=
1
[Σq,β ]k,k
− 1
σ2β,k
and µα,k =
σ2α,k[µq,β ]k
[Σq,β ]k,k
− σ
2
α,kµβ,k
σ2β,k
15: until convergence or the maximum number of iterations is reached.
16: bα(c) =
IG(c) exp
(∑Nc
i=1 ci
λα,i
T
)
∑
c IG(c) exp
(∑Nc
i=1 ci
λα,i
T
) and bi(ci) = exp
(
ci
λα,i+λβ,i
T
)
∑
ci
exp
(
ci
λα,i+λβ,i
T
)
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Connection to BP-VMP
At the end of the previous section, we have identi#ed Algorithm 7.1 as an instance of BP-
VMP. Given the similarity between Algorithm 7.1 and Algorithm 7.2, Algorithm 7.2 is also
an instance of BP-VMP. Namely, the inner loop of Algorithm 7.2 is an instance of BP, while
VMP is involved in channel density estimation. Di$erent to Algorithm 7.1, the generation
of Λ˜β(c) in Algorithm 7.1 follows the message update rule of BP rather than VMP.
Connection to BP-EP
Considering the complexity issue, the update equations of {µβ,k, σ2β,k} in Algorithm 7.2
are based on the approximation bβ(c)qα(h|c) ≈ g(c)g(h). Without using such approxi-
mation, the resulting update equations for {µβ,k, σ2β,k} follow the message update rules of
EP [3]. In other words, Algorithm 7.2 becomes an instance of BP-EP without adopting the
approximation bβ(c)qα(h|c) ≈ g(c)g(h).
7.4 Simulation Results
In this section, the decoding performance of Algorithm 7.1 and Algorithm 7.2 is simulated
and analyzed. As both algorithms have a double-loop structure, see Fig. 7.2, this raises a
natural question of scheduling. As scheduling is not the focus of the present chapter, we
will not go into detail3. Here, we simply combine the detection and decoding unit into
one functional unit and assume each activation of it invokes two BICM-ID iterations. And
then, iteration hereafter refers to the iteration between the channel estimation unit and
the detection/decoding unit. We note that with su&ciently many iterations the number of
inner detection and decoding iterations has an inappreciable in*uence on the #nal decod-
ing performance. Furthermore, we switch the conventional Gray mapping to a non-Gray
mapping labeled as set partitioning (SP) mapping [83]. The reason is that in SISO systems
we cannot gain much performance improvement over iterations by using Gray mapping.
For modeling the temporal correlation of the channel coe&cients {hk}, the Jakes’ spec-
trum in [47] is assumed and then the (ν, ϑ)th entry of the channel covariance matrix Σh
is given as
[Σh]ν,ϑ = J0 (2πFD(ν − ϑ)) (7.79)
where J0(·) is the zeroth-order Bessel function andFD stands for the normalizedmaximum
Doppler frequency. For initializing the channel estimation unit, pilot symbols are inserted
into the data symbol sequence to form the transmission symbol sequence s1, s2, . . . , sNs .
Speci#cally, we place two pilot symbols at the beginning and the end of each data symbol
sequence, respectively. Additional pilot symbols are periodically multiplexed into each
data symbol sequence with spacing parameterized by Ppil. In [37], such pilot structure is
labeled as Pre-/Mid-/Postamble (P-M-P) pilot structure. In order to compare two systems
3In general, the approaches introduced in Chapter 6 are usable to #nd a proper static or semi-static
scheduling for an iterative receiver with more than one loop. In [138], we have introduced IMU into the
channel estimation unit.
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using the same length of information bit sequence but di$erent pilot spacings, we keep
the transmit energy per information bit for both systems identical. Denoting the energy
per information bit to noise ratio as Eb/N0, the e$ective operating SNR for a system using
pilot symbols can be calculated according to
Es/N0 = (Eb/N0) · rc ·Mc · |Idat||Idat|+ |Ipil| (7.80)
where rc is the code rate,Mc is the number of bits per data symbol and |Idat|/(|Idat|+ |Ipil|)
is the ratio of data symbols in each transmission symbol sequence. A large pilot spacing
yields a high operating SNR Es/N0. However, for achieving low FERs, the pilot spacing
is not the larger the better. A small number of pilot symbols resulted from a large pilot
spacing degrades the performance of channel estimation, which can subsequently degrades
the decoding performance.
Decoding Performance at Unit Temperature
In this part, we operate both Algorithm 7.1 and Algorithm 7.2 at unit temperature. As such,
they are two di$erent instances of BP-VMP. If we restrict the pdf q(h) in Algorithm 7.1 to
be a Dirac delta-function, Algorithm 7.1 is identical to the algorithm in [95], which is an
instance of BP-EM and is derived for joint MAP channel estimation and ML decoding. The
decoding performance achieved by BICM-ID with perfect knowledge of CSI (p-CSI) is used
as base lines for comparison.
First, we can observe the gain of iterative processing in Fig. 7.3. Namely, as the num-
ber of iterations increases, we can increase the pilot spacing and thus increase the spectral
e&ciency. The second observation is that Algorithm 7.1 performs nearly identical to the
algorithm in [95]. They both perform worse than Algorithm 7.2, particularly with a large
pilot spacing and/or in fast fading channels. This observation suggests three points: 1) the
gain of modeling channel estimation error as an additional interference from the chan-
nel appears with unreliable initial channel estimation; 2) the way in which Algorithm 7.1
incorporates the channel estimation error into detection is not e$ective and 3) it is ad-
vantageous to use Algorithm 7.2 in fast fading channels as in such channels #ne channel
estimation requires a large number of pilot symbols.
Interpolation vs. Smoothing at the Channel Estimation Unit
According to remarks on Algorithm 7.2 given in Section 7.3.2, we have noticed the MAP
channel estimate used for detection in Algorithm 7.2 is an outcome of interpolation rather
than smoothing. More speci#cally, the channel estimate at a time instant k is generated
based on all observations except the one at the same time instant. Furthermore, the detector
in Algorithm 7.2 treats the residual channel estimation error as an additional inference,
which is further assumed to be independent of the additive Gaussian noise. Given the fact
that they are correlated, interpolation is a reasonable choice to keep their correlation as
small as possible. Fig. 7.4 demonstrates that the FER di$erence is only appreciable for very
fast fading channels. This is because only in such channels the observation at a time instant
can yield su&ciently signi#cant contribution to the channel estimate at the same time
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Figure 7.3: FERs vs. Ppil for iterative channel estimation and decoding;
rate 1/2-CC with generator polynomial {133, 171}o, Nc = 3 · 103, 64QAM (SP).
instant, meaning that the resulting channel estimation error becomes highly correlated
to the additive Gaussian noise. In the literature, e.g., in [90], the general concept that the
channel estimate at a speci#c time instant k used for coherent detection of the data symbol
sk shall not rely on the observation yk is considered to be inline with the so-called extrinsic
information involved in the turbo principle. Here, the systematically derived Algorithm 7.2
shares the same concept.
Temperature E!ect
In this part, we examine the temperature e$ect in the decoding performance of Algo-
rithm 7.1 and Algorithm 7.2. From the previous chapters, we have noticed the temperature
a$ects not only the relation between the global minimizer of the constrained Bethe free
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Figure 7.4: FER vs. Eb/N0 for iterative channel estimation and decoding;
rate 1/2-CC with the generator polynomial {133, 171}o, Nc = 3 · 103 and 64QAM (SP).
energy and the ML solution, but also the convergence of the iterative process. Here, with-
out knowing CSI perfectly, the temperature a$ects the performance of channel estimation
as well. Being more speci#c, the performance of channel density estimation depends the
quality of soft data symbols delivered by the decoder. According to (7.41), the soft data
symbol generation relies on the pmf bβ(c), which depends on the temperature T . On the
one hand, with a large temperature the pmf bβ(c) yields nearly identical values for all
possible bit sequences. This is equivalent to the case that no a-priori information of data
symbols is available for channel estimation. On the other hand, the pmf bβ(c) tends to
peak at the most probable bit sequence as the temperature T approaches zero, i.e.,
lim
T→0
bβ(c) = lim
T→0
Λ˜
1
T
β (c) exp
(∑Nc
i=1 ci
λβ,i
T
)
∑
c Λ˜
1
T
β (c) exp
(∑Nc
i=1 ci
λβ,i
T
)
=
{
1, if c = argmaxc Λ˜β(c) exp
(∑Nc
i=1 ciλβ,i
)
0, otherwise.
(7.81)
As such, soft symbol generation reduces to hard symbol generation in which the data
symbols mapped from the most probable bit sequence are fed back to support iterative
channel estimation.
In Fig. 7.5, we #rst note that both algorithms perform poor at low temperatures. The
quality of channel estimation depends on how accurate the knowledge of the data sym-
bols is. At temperatures close to zero, hard symbol feedbacks for channel estimation can
cause severe error propagation e$ect, degrading the quality of channel estimates and the
subsequent decoding performance.
Second, it is observed in Fig. 7.5 that the optimal temperature for Algorithm 7.1 to
achieve the minimal FER is higher than that for Algorithm 7.2. At unit temperature, we
have observed Algorithm 7.2 performs better than Algorithm 7.1, although both of them at-
tempt to incorporate the residual channel estimation error into detection. In Algorithm 7.2,
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the channel estimation error is treated as a cause of SNR degradation. Using a temperature
higher than one in Algorithm 7.1 is equivalent to increasing the noise variance used for
detection. Therefore, Algorithm 7.1 is in favor of a high temperature.
Third, the optimal temperature varies over the number of iterations. Under a tight
latency constraint, it is advantageous to adopt a temperature higher than one.
7.5 Summary
In this chapter, we have studied the ML decoding problem with incomplete CSI. First, the
ML decoding problem has been formalized as a joint channel density estimation and ML
decoding problem. Based on this formalism, the joint MAP channel estimation and ML
decoding problem as a high-SNR approximation to the ML decoding problem can be in-
terpreted as an outcome of simplifying channel density estimation to MAP channel esti-
mation. Afterwards, we have extended the approach presented in the previous chapters to
form a Bethe free energy based approximation to the ML decoding problem. To solve the
constrained Bethe free energy minimization problem, two iterative solution methods, i.e.,
Algorithm 7.1 and Algorithm 7.2, have been systematically derived. They both result in a
receiver structure with the channel estimation, detection and decoding unit, see Fig. 7.2.
Speci#cally, within the channel estimation unit, both algorithms perform channel density
estimation. Since the estimated density function is Gaussian, we not only have the MAP
channel estimates, but also the covariance matrix of the channel estimation errors. Model-
ing the channel estimation errors as additional interference from the channel, the detection
unit in Algorithm 7.1 approximates the likelihood function of c conditional on the channel
estimates based on Jensen’s inequality. In contrast to it, Algorithm 7.2 ignores the tem-
poral correlation of channel estimation errors and treats the residual channel estimation
error as an SNR degradation. Simulation results have shown Algorithm 7.2 outperforms
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Algorithm 7.1 when initial pilot-based channel estimates are unreliable. This observation
suggests the application of Algorithm 7.2 for communication over a fast fading channel.
In such channels, su&ciently #ne channel estimation has to rely on a signi#cant amount
of pilot symbols, which degrades the spectral e&ciency.
Both Algorithm 7.1 and Algorithm 7.2 have also been compared to the state-of-the-art
hybrid message passing algorithms in the literature. At unit temperature, they have been
identi#ed as di$erent instances of BP-VMP. If channel density estimation is replaced by
MAP channel estimation, BP-EM is equivalent to Algorithm 7.1 at unit temperature. Both
Algorithm 7.1 and Algorithm 7.2 are iterative solution methods to the constrained Bethe
free energy minimization problem that has a proved connection to the ML decoding prob-
lem. Given this fact, the hybrid message passing algorithms BP-VMP and BP-EM can be
linked to the ML decoding problem as well. Furthermore, this identi#cation also validates
the use of the constrained Bethe free energyminimization problem as a global optimization
criterion for the systematic derivation of good approximate ML decoding algorithms.
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Chapter 8
Conclusion and Outlook
Within this thesis, we have considered communication over fading channels using con-
catenated coding schemes to ensure reliable transmission. As optimal ML decoding for
concatenated codes at the receiver is far too complex, low-complexity, even though sub-
optimal, alternatives are of interest in reality. Today, the most prevailing strategy for de-
coding concatenated codes is the so-called turbo principle. It originates from the heuristic
iterative turbo decoding algorithm proposed by Berrou et al. in 1993 [8]. Observations that
algorithms following the turbo principle often show near-ML decoding performance have
motivated the work of this thesis to obtain a comprehensive understanding on the nature
of turbo decoding and the turbo principle for near-optimum receiver designs.
In contrast to works such as [1,71,118] that focus on interpreting the intent of each step
of turbo decoding, or more generally, each step of BP, we aim to identify the global crite-
rion that turbo decoding attempts to optimize. Furthermore, we are interested in knowing
the connection between the global optimization criterion and the ML decoding problem.
Chapter 4 contributes to the approximation of the ML decoding problem by a constrained
Bethe free energy minimization problem. More speci#cally, based on the ML decoding cri-
terion, we have formalized a constrained Bethe free energy minimization problem. In this
context, the constrained Bethe free energy minimization problem has been interpreted as
an outcome of simplifying the NP-hard ML decoding problem in a way such that com-
putationally e&cient iterative solution methods are obtainable. Note that the constrained
Bethe free energy minimization problem is parameterized by a temperature parameter. By
exploiting the continuity property of the global minimizer of the constrained Bethe free
energy over the temperature, we have derived su&cient conditions on a global minimizer
attained at a temperature within a certain temperature interval that corresponds to the ML
solution. Assuming that the su&cient conditions hold at unit temperature, we have aimed
to #nd the ML solution by minimizing the constrained Bethe free energy at unit tempera-
ture. The method of Lagrange multipliers results in the recursion of turbo decoding. As a
complement to the result that #xed-points of turbo decoding are stationary points of the
constrained Bethe free energy in the literature, the existence of a #xed-point of turbo de-
coding that corresponds to the global minimizer at unit temperature has been proven by
us. Besides turbo decoding, we have also applied the double-loop iterative algorithm [42]
for approximate ML decoding. The advantage of the double-loop iterative algorithm lies in
the convergence guarantee and in being able to successively reduce the constrained Bethe
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free energy over iterations. By revealing its connection to turbo decoding, we have gained
more insights into the stability and the convergence behavior of turbo decoding. In par-
ticular, we have shown that the recursion of turbo decoding can be obtained by enlarging
the step size of the double-loop iterative algorithm in reducing the constrained Bethe free
energy. This identi#cation justi#es the observation that turbo decoding often converges
with a fast rate at the expense of a convergence guarantee.
So far, turbo decoding has been linked to the constrained Bethe free energy minimiza-
tion problem at unit temperature. Extending this link for a general positive temperature,
we have incorporated a temperature parameter into the conventional turbo decoding algo-
rithm at the end of Chapter 4 and labeled the resulting algorithm as temperature-controlled
turbo decoding. It is interesting to note that temperature-controlled turbo decoding at an
in#nitesimal positive temperature is identical to common turbo decoding based on the
Max-Log-MAP criterion. By means of Monte Carlo simulations, we have noticed the tem-
perature a$ects not only the decoding performance, i.e., FER, but also the convergence
behavior of the iterative decoding process. The optimal temperature at which the minimal
FER is achieved is case-speci#c, depending on the codeword length and also the SNR. Op-
erating the iterative decoding process at unit temperature, i.e., Log-MAP criterion based
turbo decoding, is not always the optimal choice. At high SNRs or with long codeword
lengths, multiple optimal temperatures exist.
The connections among turbo decoding, the constrained Bethe free energy minimiza-
tion problem and the ML decoding problem discovered in Chapter 4 provide a theoretical
framework for designing approximate ML decoding algorithms. In Chapter 5, we have fol-
lowed along this line to derive an iterative algorithm for decoding a multi-concatenated
coding scheme, i.e., bit-interleaved turbo-coded modulation in MIMO systems. As the
resulting iterative algorithm has two nested loops, we have denoted it by temperature-
controlled doubly iterative decoding. At unit temperature, it is equivalent to the combina-
tion of turbo decoding and BICM-ID. Based on this identi#cation, we have further realized
it by incorporating the temperature parameter into MIMO detection and turbo decoding.
Temperature-controlled turbo decoding has been described in the previous chapter. There-
fore, one key contribution in Chapter 5 is to realize temperature-controlled MIMO detec-
tion by modifying the SD algorithm [110]. The SD algorithm was initially invented for
Max-Log-MAP criterion based MIMO detection which is equivalent to MIMO detection
at an arbitrarily small positive temperature. MIMO detection at unit temperature is for-
mally identical to Log-MAP criterion based MIMO detection. The modi#ed SD algorithm
at unit temperature can approach Log-MAP optimality with a reasonable complexity. Sub-
sequently, the temperature e$ect in the decoding performance of temperature-controlled
doubly iterative decoding has been studied. On the one hand, a temperature slightly higher
than one is advantageous for the convergence of the decoding process and thus results in
a low FER. On the other hand, the decoding complexity generally increases along with the
temperature. For balancing these two aspects, we have proposed a temperature adaptation
procedure in which a high temperature is only used if we detect the decoding process has
di&culty in converging. The bene#t of applying the temperature adaptation rather than
#xing the temperature is the improvement of both decoding performance and complexity.
Another key contribution in Chapter 5 is to derive analytical upper bounds on the er-
ror probability of ML decoding in MIMO systems using bit-interleaved turbo-coded mod-
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ulation. Besides the union bound, we have also applied the Gallager’s bounding tech-
nique [35, 36] to obtain a tighter upper bound. Using this tight upper bound as a baseline,
we can assess the e&ciency of any suboptimal decoding algorithm in achieving the opti-
mal ML decoding performance. For instance, the temperature-controlled doubly iterative
decoding algorithm has been demonstrated to be an e&cient approximate ML decoding
algorithm.
Since the temperature-controlled doubly iterative decoding algorithm results in an it-
erative receiver with two nested loops, a natural question is how to schedule the inner and
outer iterations. Based on the knowledge of channel statistics, we have targeted the execu-
tion order that requires the minimal computational e$ort for achieving the minimal FER in
Chapter 6. Speci#cally, by modeling the optimal execution order search problem as the for-
aging problem of an ant colony, an ACO based method has been developed. Its capability
of #nding the optimal execution order under di$erent channel scenarios has been shown
by means of simulations. On the basis of the optimal execution order, we have also modi-
#ed the MIMO detection and turbo decoding units to support selective processing within
each execution of the inner and outer iterations. By avoiding unnecessary computations
involved in MIMO detection and turbo decoding, the computation energy consumption of
the decoding process can be reduced without degrading the FER.
Finally, we have extended our consideration to the ML decoding problem with incom-
plete channel information at the receiver. Under the assumption that instantaneous CSI
is not known, but the channel statistics are known, the ML decoding problem can be al-
ternatively formalized as a joint channel density estimation and ML decoding problem.
The well-known joint MAP channel estimation and ML decoding problem is e$ectively a
high-SNR approximation of it. By analogy to Chapter 4 and Chapter 5, we have further
constructed a Bethe free energy based approximate ML decoding problem. Two di$erent
iterative algorithms have been derived to solve it, see Algorithm 7.1 and Algorithm 7.2.
Both algorithms yield a receiver structure, consisting of a channel estimation unit, a de-
tection unit and a decoding unit. In particular, channel density estimation is performed
within the channel estimation unit, meaning that besides the MAP channel estimates, the
covariance matrix of the MAP channel estimation errors is also estimated. To incorpo-
rate the residual channel estimation errors into detection, the channel estimation errors
are modeled as the additional interference from the channel. The bene#t of using soft
channel estimates in coherent detection has been shown by simulations. The gain is par-
ticularly pronounced in a fast fading channel. It is interesting to note that Algorithm 7.1
and Algorithm 7.2 operating at unit temperature are two di$erent instances of the hybrid
message passing technique, i.e., BP-VMP. Namely, both algorithms adopt VMP for channel
density estimation and adopt BP for decoding. For detection, Algorithm 7.1 incorporates
the residual channel estimation error by means of VMP and generates the LLRs by means
of BP, while BP is adopted in Algorithm 7.2 for both. In the examined cases, Algorithm 7.2
outperforms Algorithm 7.1. By simplifying channel density estimation to MAP channel
estimation, we obtain an instance of BP-EM. Given the empirical success of BP-VMP and
BP-EM as shown in the literature for iterative receiver designs, this identi#cation con#rms
the use of the Bethe free energy based approximation to the ML decoding problem as a
global optimization criterion for the systematic derivation of approximate ML decoding
algorithms.
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Outlook
Within this thesis, we have found a structured way to derive iterative algorithms for
achieving near-ML decoding performance in concatenated coding systems. The theoretical
basis we have relied on is the proved relation between the global minimizer of a constrained
Bethe free energy and the ML solution.
On this basis, there are open problems where further investigations can be done. For
instance, we have shown that the temperature at which the global minimizer of the con-
strained Bethe free energy is attained a$ects the relation between the global minimizer
and the ML solution. Therefore, it is desirable to have an analytical approach to deter-
mine the optimal temperature for achieving the minimal FER. Furthermore, the Bethe free
energy is known as a special case of the Kikuchi free energy in physics. By generalizing
the connection between the constrained Bethe free energy minimization problem and the
ML decoding problem to the connection in terms of Kikuchi free energy, we may #nd an
improved approximation to the ML decoding problem, which may subsequently allow for
more e$ective approximate ML decoding algorithms.
Appendix A
Derivations
A.1 Proof of Proposition 4.1
To prove Proposition 4.1, we need to use the following two lemmas.
Lemma A.1. For a positive temperature T ∈ R++, suppose bˆT is a global minimizer of the
constrained Bethe free energy minimization problem in (4.15). There must exist a bit sequence
e′ ∈ {0, 1}Ne such that bˆα,T (e′)bˆβ,T (e′) > 0.
Proof. Let us de#ne two sets
Sbˆα>0
∆
=
{
e|e ∈ {0, 1}Ne , bˆα,T (e) > 0
}
and Sbˆβ>0
∆
=
{
e|e ∈ {0, 1}Ne , bˆβ,T (e) > 0
}
.
Proving the lemma is equivalent to proving Sbˆα>0 ∩ Sbˆβ>0 6= ∅. To this end, we will show
that if Sbˆα>0 ∩ Sbˆβ>0 = ∅ was true, there would be a contradiction to the assumption that
bˆT is a global minimizer.
Based on bˆT , we construct a new b˜, which is a compact representation of the pmf b˜α(e),
b˜β(e) and {b˜i(ei)} given as
b˜α(e) = bˆα,T (e), b˜β(e) = εbˆα,T (e) + (1− ε)bˆβ,T (e), b˜i(ei) = bˆi,T (ei). (A.1)
With ε ∈ (0, 1), b˜ evidently satis#es the normalization constraints and the marginalization
consistency constraints. Hence, it is a feasible solution of the problem (4.15).
Suppose Sbˆα>0 ∩ Sbˆβ>0 = ∅, then we have Sbˆα>0 ⊆ Sbˆβ=0, where the set Sbˆβ=0 is the
relative complement of Sbˆβ>0 with respect to {0, 1}Ne . Analogously, we have Sbˆβ>0 ⊆
Sbˆα=0 as well. Based on these properties of bˆα,T (e) and bˆβ,T (e), the di$erence between
FB(b˜, T ) and FB(bˆT , T ) equals
FB(b˜, T )−FB(bˆT , T ) = T (1− ε) ln(1− ε) + Tε ln ε
+ Tε ·
[∑
e
bˆα,T (e) ln bˆβ,T (e)− bˆα,T (e) ln bˆβ,T (e)
]
+ ε
∑
e
[
bˆβ,T (e)− bˆα,T (e)
]
· ln Λβ(e). (A.2)
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Under the assumption ε ∈ (0, 1) and T ∈ R++, the #rst term on the RHS of the above
equation is negative. The remaining terms can be compactly expressed as ε (T ln ε+ C),
where C is a real number independent of ε. For any value of C , we can always #nd a
positive threshold εthr ∈ (0, 1) such that ε ∈ (0, εthr] implies T ln ε + C < 0. By showing
the existence of a ε ∈ (0, 1) such that the term on the RHS of the above equation is negative,
the feasible solution b˜ parameterized by such a ε yields
FB(b˜, T )−FB(bˆT , T ) < 0. (A.3)
Clearly, this violates the assumption that bˆT is a global minimizer of the constrained Bethe
free energy FB(b, T ). Therefore, the proof for Sbˆα>0 ∩ Sbˆβ>0 6= ∅ is complete.
LemmaA.2. For any i ∈ {1, 2, . . . , Ne}, the optimal pmf bˆi,T (ei)must be strictly positive. In
other words, bˆi,T (ei = 0) and bˆi,T (ei = 1) as two entries of bˆT must take on values belonging
to the open interval (0, 1).
Proof. To prove the lemma, it is equivalent to show that if the following de#ned set
Ibˆi=0
∆
=
{
i
∣∣i ∈ {1, 2, . . . , Ne}, bˆi,T (ei) ∈ {0, 1}}
was a non-empty set, there would exist a feasible solution b˜ such that FB(b˜, T ) <
FB(bˆT , T ), which violates the assumption that bˆT is the global minimizer of the con-
strained FB(bT , T ).
Suppose Ibˆi=0 is a non-empty set, then there exists a i′ ∈ {1, 2, . . . , Ne} such that
bˆi′,T (ei′ = 0) = 1 and bˆi′,T (ei′ = 1) = 0; or bˆi′,T (ei′ = 0) = 0 and bˆi′,T (ei′ = 1) = 1.
Without loss of generality, we can assume bˆi′,T (ei′ = 0) = 1 and bˆi′,T (ei′ = 1) = 0.
In the following, we will show a value smaller than FB(bˆT , T ) is actually attainable if
the value of bˆi′,T (ei′ = 1) is increased to a small positive number ε ∈ (0, 1), while the
value of bˆi′,T (ei′ = 0) is reduced to 1 − ε for satisfying the normalization constraint. For
constructing such a feasible solution b˜ based on bˆT , we take the following three steps.
According to the marginalization consistency constraints in (4.14), we must have∑
e:ei′=1
bˆα,T (e) = bˆi′,T (ei′ = 1) = 0 (A.4)
which also means bˆα,T (e) = 0 for any e ∈ {e′|e′ ∈ {0, 1}Ne , e′i′ = 1}. Aiming to construct
a feasible solution b˜ with b˜i′(ei′ = 1) = ε, the pmf b˜α(e) must be positive at some bit
sequences in {e′|e′ ∈ {0, 1}Ne , e′i′ = 1} under the constraint (A.4). Note that, the value
of b˜α(e) at the bit sequences in {e′|e′ ∈ {0, 1}Ne ,Λα(e′) = 0, e′i′ = 1} can only be zero
according to the argument for (4.18). As the set {e′|e′ ∈ {0, 1}Ne ,Λα(e′) > 0, e′i′ = 1} is
non-empty, we select a bit sequence e˜ from it and de#ne
b˜α(e) =


bˆα,T (e) + ε = ε, if e = e˜
bˆα,T (e)− ε, if e = eˇ
bˆα,T (e), otherwise
(A.5)
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where eˇ can be any bit sequence that satis#es bˆα,T (eˇ)bˆβ,T (eˇ) > 0. With a small enough ε,
b˜α(e) is a valid pmf.
Based on b˜α(e), the pmf b˜i(ei) is de#ned for satisfying the marginalization consistency
constraint as
b˜i(ei) =
∑
e:ei
b˜α(e) =
{
bˆi,T (ei) + ε(2I(ei, e˜i)− 1), if i ∈ Ie˜ 6=eˇ
bˆi,T (ei), otherwise
(A.6)
where the set Ie˜6=eˇ embraces the indices of the bit positions at which eˇ and e˜ have di$erent
bit values, and I(ei, e˜i) as an indicator function yields
I(ei, e˜i) =
{
1, if ei = e˜i
0, otherwise.
(A.7)
After constructing b˜α(e) and b˜i(ei), we now de#ne b˜β(e). With respect to the selected
eˇ, we denote the bit sequence which is identical to it except for the ith bit as eˇ[i]. Then,
b˜β(e) is constructed as
b˜β(e) =


bˆβ,T (e) + ε, if e ∈ {eˇ[i]}i∈Ie˜ 6=eˇ
bˆβ,T (e)− |Ie˜ 6=eˇ|ε, if e = eˇ
bˆβ,T (e), otherwise.
(A.8)
By analogy to (A.4), we note that bˆβ,T (e = eˇ
[i]) = 0 for any i ∈ Ie˜ 6=eˇ that satis#es bˆi,T (ei =
e˜i) = 0. As such, we have b˜β(eˇ
[i]) = ε for any i ∈ Ie˜ 6=eˇ that satis#es bˆi,T (e˜i) = 0.
Let us compare FB(b˜, T ) with FB(bˆT , T ) at a strictly positive temperature T . When
the set Ibˆi=0 is non-empty, their di$erence is upper bounded by1
FB(b˜, T )−FB(bˆT , T ) ≤ Tε ln ε+ Cε (A.9)
where C is a #nite real number depending on T , bˆT , Λα(e) and Λβ(e), but independent of
ε. Analogous to the proof for Lemma A.1, there must exist a small enough positive number
ε such that FB(b˜, T ) − FB(bˆT , T ) < 0. This observation violates the assumption about
bˆT . By showing this contradiction, we complete the proof for the Lemma A.2.
Based on Lemma A.1 and Lemma A.2, we now are ready to prove Proposition 4.1.
Proof. During the proof for the existence of a global minimizer bˆT , we have shown the
condition in (4.18) is a necessary condition for being a global minimizer. Therefore, we
have
bˆα,T (e) = 0 for e ∈ SΛα=0. (A.10)
1For obtaining the upper bound, we repeatedly use the following two inequalities for a given positive real
number A
|A lnA− (A− ε) ln(A− ε)| ≤ B1ε
|A lnA− (A+ ε) ln(A+ ε)| ≤ B2ε
where B1 and B2 are two positive real numbers that depend on A, but are independent of ε.
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According to Lemma A.2, we have already known bˆi,T (ei = e) ∈ (0, 1) for any e ∈ {0, 1}
and any i ∈ {1, 2, . . . , Ne}. Then, to prove the present proposition, it is su&cient to show
bˆα,T (e) ∈ (0, 1) for any e ∈ SΛα 6=0 ∆= {0, 1}Ne\SΛα=0 and bˆβ,T (e) ∈ (0, 1) for any e ∈
{0, 1}Ne . De#ning
Sbˆα=0
∆
=
{
e|e ∈ {0, 1}Ne , bˆα,T (e) = 0
}
and Sbˆβ=0
∆
=
{
e|e ∈ {0, 1}Ne , bˆβ,T (e) = 0
}
this is equivalent to prove (Sbˆα=0\SΛα=0) ∪ Sbˆβ=0 = ∅.
In the following, we will complete the proof by demonstrating a non-empty union
(Sbˆα=0\SΛα=0) ∪ Sbˆβ=0 would imply a contradiction. Analogous to the proof for the
Lemma A.2, the contradiction will be shown by constructing a feasible solution b˜ based
on bˆT . From Lemma A.1, the set {e′|e′ ∈ {0, 1}Ne , bˆα,T (e′)bˆβ,T (e′) > 0} is proved to be
non-empty. We select a bit sequence eˇ from it. Using eˇ, we construct
b˜α(e) =


0, if e ∈ SΛα=0
bˆα,T (e) + ε, if e ∈ {e|e ∈ SΛα 6=0, e 6= eˇ}
bˆα,T (e)− ε(Nα − 1), if e = eˇ
(A.11)
where Nα is the cardinality of SΛα 6=0. When the positive number ε is small enough, the
function b˜α(e) is a valid pmf. Furthermore, we have b˜α(e) = ε at any e that satis#es
Λα(e) > 0 and bˆα,T (e) = 0. For ful#lling the marginalization consistency constraints in
(4.14), b˜i(ei) should be equal to
∑
e:ei
b˜α(e), i.e.,
b˜i(ei) = bˆi,T (ei) + εNα,i(ei)− I(ei, eˇi)εNα (A.12)
where Nα,i(ei) equals the cardinality of {e′|e′ ∈ SΛα 6=0, e′i = ei}. By noting 1) bˆi,T (ei) =∑
e:ei
bˆβ,T (e); 2)
∑
ei
Nα,i(ei) = Nα for any i and 3) I(ei, eˇi) =
∑
e:ei
I(e, eˇ), we can alter-
natively express b˜i(ei) as
b˜i(ei) =
[∑
e:ei
bˆβ,T (e)
]
+ εNα
[∑
e:ei
Ne∏
i′=1
Nα,i′(ei′)
Nα
]
− εNα
[∑
e:ei
I(e, eˇ)
]
=
∑
e:ei
[
bˆβ,T (e) + εNα
Ne∏
i′=1
Nα,i′(ei′)
Nα
− εNαI(e, eˇ)
]
. (A.13)
Under such identi#cation, we can de#ne b˜β(e) as
b˜β(e) = bˆβ,T (e) + εNα
Ne∏
i′=1
Nα,i′(ei′)
Nα
− εNαI(e, eˇ). (A.14)
Now, we compare FB(b˜, T ) with FB(bˆT , T ). Their di$erence can be expressed as
FB(b˜, T )−FB(bˆT , T ) ≤

|Sbˆα=0\SΛα=0|+ ∑
e∈Sbˆβ=0
Nα
Ne∏
i=1
Nα,i(ei)
Nα

Tε ln ε+ Cε
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where the term C ∈ R is irrelevant to ε. We can see whenever the cardinality of
Sbˆα=0\SΛα=0 or Sbˆβ=0 is non-zero, we can always #nd a small enough ε > 0 yielding
FB(b˜, T )−FB(bˆT , T ) < 0, which violates the de#nition of bˆT , i.e., a global minimizer of
the constrained Bethe free energy. To conclude from the above, we have proven Proposi-
tion 4.1 by showing that Proposition 4.1 being false implies a contradiction.
A.2 Proof of Proposition 4.2
Proof. Suppose F∗B(T ) is not continuous at a particular temperature Tc ∈ R+. Then, there
must exist a ε > 0 such that for any arbitrarily small δ > 0, we have
|F∗B(Tc + δ)−F∗B(Tc)| > ε or |F∗B(Tc − δ)−F∗B(Tc)| > ε.
First, assume |F∗B(Tc + δ)−F∗B(Tc)| > ε is true. Given the relation
F∗B(T ) = FB(bˆT , T ) (A.15)
the inequality |F∗B(Tc + δ)−F∗B(Tc)| > ε can be re-written as
|F∗B(Tc + δ)−F∗B(Tc)| = |FB(bˆTc+δ, Tc + δ)−FB(bˆTc , Tc)| > ε (A.16)
with bˆTc+δ ∈ Ω(Tc + δ) and bˆTc ∈ Ω(Tc). Without loss of generality, we can assume
FB(bˆTc+δ, Tc + δ)−FB(bˆTc , Tc) > ε. Then, we get an inequality:
FB(bˆTc , Tc + δ)−FB(bˆTc , Tc)
(a)
≥ FB(bˆTc+δ, Tc + δ)−FB(bˆTc , Tc) > ε
where the inequality at (a) is because bˆTc+δ minimizes the constrained FB(b, T ) at T =
Tc + δ. From the above inequality, we notice FB(bˆTc , Tc + δ) − FB(bˆTc , Tc) > ε for any
arbitrarily small δ > 0. Fixing b at bˆTc , the Bethe free energy FB(bˆTc , T ) as a linear
function of T is continuous everywhere. However, the above observation actually violates
its continuity at Tc.
Analogously, we can further illustrate that the continuity of FB(bˆTc , T ) at Tc will be
violated as long as |F∗B(Tc − δ)−F∗B(Tc)| > ε holds for any arbitrarily small δ.
In summary, by showing that the Proposition 4.2 being false will imply contradictions,
the continuity of F∗B(T ) about the temperature T is proved.
A.3 Proof of Proposition 4.3
Before we start to prove Proposition 4.3, three preparations are needed.
First, from Proposition 4.2, we have already known F∗B(T ) is a continuous function
about T ∈ R+. Therefore, for any given T ∈ R+, F∗B(T + ∆T ) is a continuous function
about ∆T ∈ R+.
Second, the di$erence between F∗B(T +∆T ) and F∗B(T ) is lower bounded by
F∗B(T +∆T )−F∗B(T )
(a)
= UB(bˆT+∆T )− (T +∆T )HB(bˆT+∆T )−F∗B(T )
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(b)
= FB(bˆT+∆T , T )−∆THB(bˆT+∆T )−F∗B(T )
(c)
≥ FB(bˆT+∆T , T )− 2 ln(2)Ne∆T −F∗B(T ) (A.17)
where the equalities at (a) holds because we have
F∗B(T +∆T ) = FB(bˆT+∆T , T +∆T ) = UB(bˆT+∆T )− (T +∆T )HB(bˆT+∆T ) (A.18)
for any bˆT+∆T ∈ Ω(T + ∆T ), the equality at (b) is in accordance with the de#nition of
the Bethe free energy, i.e.,
FB(bˆT+∆T , T ) = UB(bˆT+∆T )− THB(bˆT+∆T ) (A.19)
and the inequality at (c) is due to (4.16). Moving the term 2 ln(2)Ne∆T from the RHS of
(A.17) to its LHS, we obtain
F∗B(T +∆T )−F∗B(T ) + 2 ln(2)Ne∆T ≥ FB(bˆT+∆T , T )−F∗B(T ). (A.20)
Third, for any ε > 0, we can construct a set Ωε,T de#ned by
Ωε,T
∆
=
⋃
bˆT∈Ω(T )
{
b
∣∣b ∈ SB, ‖b− bˆT‖2 < ε} . (A.21)
Its relative complement with respect to SB, denoted as Ω¯ε,T , is given by
Ω¯ε,T
∆
=
⋂
bˆT∈Ω(T )
{
b
∣∣b ∈ SB, ‖b− bˆT‖2 ≥ ε} .
Note that the set Ω¯ε,T ⊆ SB is compact, but disjoint with Ω(T ), i.e., Ω(T ) ∩ Ω¯ε,T = ∅.
Assume Ω¯ε,T is non-empty. By the de#nition of F∗B(T ) and also the construction of Ω¯ε,T ,
we must have
ηε
∆
= min
b∈Ω¯ε,T
FB(b, T )−F∗B(T ) > 0. (A.22)
In short, using any given ε > 0, we can construct Ωε,T and Ω¯ε,T . When Ω¯ε,T is non-empty,
we can also #nd a positive number ηε.
Now, let us prove Proposition 4.3. Suppose it is false, then there must exist a ε > 0
such that for any δ > 0, there always exists a ∆T ∈ (0, δ) such that
Ω(T +∆T ) ∩ Ωε,T = ∅. (A.23)
This directly implies the existence of a non-empty compact set Ω¯ε,T such that for any δ > 0,
there always exists a ∆T ∈ (0, δ) that satis#es Ω(T + ∆T ) ⊆ Ω¯ε,T . With Ω(T + ∆T ) ⊆
Ω¯ε,T , the following inequality must hold
FB(bˆT+∆T , T )−F∗B(T ) ≥ min
b∈Ω¯ε,T
FB(b, T )−F∗B(T ) = ηε > 0 (A.24)
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for any bˆT+∆T ∈ Ω(T + ∆T ). On this basis, we can alternatively state that when the
Proposition 4.3 is false, there exists a ηε > 0, for any δ > 0, there always exists a ∆T ∈
(0, δ) such that
FB(bˆT+∆T , T )−F∗B(T ) ≥ ηε > 0 ∀ bˆT+∆T ∈ Ω(T +∆T ). (A.25)
From (A.20), F∗B(T +∆T )−F∗B(T )+2 ln(2)Ne∆T is an upper bound of FB(bˆT+∆T , T )−
F∗B(T ). As such, whenever the Proposition 4.3 is false, there exists a ηε > 0 such that for
any δ > 0, there always exists a ∆T ∈ (0, δ) that satis#es
F∗B(T +∆T )−F∗B(T ) + 2 ln(2)Ne∆T ≥ ηε > 0. (A.26)
This is violating the fact thatF∗B(T+∆T )−F∗B(T )+2 ln(2)Ne∆T as a continuous function
of ∆T has its limit at ∆T = 0 equal to zero
lim
∆T→0+
F∗B(T +∆T )−F∗B(T ) + 2 ln(2)Ne∆T = 0. (A.27)
Due to this contradiction, Proposition 4.3 can only be true.
A.4 Solving the Step 3 of Algorithm 4.1
Consider the convex optimization problem:
b[l] = arg min
b∈R2
Ne+1+2Ne
+
FBU ,ǫ(b,q[l−1]) (A.28)
subject to the following linear constraints∑
e
bα(e) = 1,
∑
e
bβ(e) = 1 and ∀i ∈ {1, 2, . . . , Ne}
∑
ei
bi(ei) = 1; (A.29)
∀i ∈ {1, 2, . . . , Ne}
∑
e:ei=1
bα(e) = bi(ei = 1) and
∑
e:ei=1
bβ(e) = bi(ei = 1). (A.30)
For solving the problem, we #rst prove the existence of a global minimum. During the
proof, some features of the global minimum solution are revealed and further used to re-
formulate the optimization problem. In order to solve the problem by resorting to its dual
problem, we prove no duality gap exists. Consequently, an iterative algorithm is derived
to solve the dual problem.
A.4.1 Existence of a Global Minimum
According to the argument for the equality (4.18) in Section 4.2.2, any feasible solution b
that satis#es FBU ,ǫ(b,q[l−1]) <∞ must have
 bi(ei) = q
[l−1]
i (ei) ∀i ∈
{
i
∣∣i ∈ {1, 2, . . . , Ne}, q[l−1]i (ei) ∈ {0, 1}}
bα(e) = 0 ∀e ∈
{
e
∣∣e ∈ {0, 1}Ne , Λα(e) = 0} . (A.31)
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Under the marginalization consistency constraints in (A.30), more entries of b are equal to
zero, i.e., 

bα(e) = 0 ∀e ∈
{
e
∣∣e ∈ {0, 1}Ne ,∏Nei=1 q[l−1]i (ei) = 0}
bβ(e) = 0 ∀e ∈
{
e
∣∣e ∈ {0, 1}Ne ,∏Nei=1 q[l−1]i (ei) = 0} . (A.32)
Re#ning the feasible solution set of the problem (A.28) by taking (A.31) and (A.32) as the
additional linear constraints, we obtain a compact feasible solution subset. Whenever b
resides in the subset, a #nite value ofFBU ,ǫ(b,q[l−1]) is attained; otherwise,FBU ,ǫ(b,q[l−1])
equals∞. According to the extremum value theorem, as long as the subset is non-empty,
a global minimal solution exists and also the global minimal value of FBU ,ǫ(b,q[l−1]) is
#nite. Suppose the following set is non-empty
Sα,q[l−1] ∆=
{
e
∣∣∣∣e ∈ {0, 1}Ne ,Λα(e) Ne∏
i=1
q
[l−1]
i (ei) 6= 0
}
6= ∅, (A.33)
then the compact feasible solution subset must contain the following b
bα(e) = bβ(e) =
{
1, if e = e′
0, otherwise
and bi(ei) =
{
1, if ei = e
′
i
0, otherwise
(A.34)
where e′ can be any bit sequence in Sα,q[l−1] . Given this fact, proving the existence of b[l]
is equivalent to proving Sα,q[l−1] 6= ∅.
The set Sα,q[l−1] depends on q[l−1], which varies over iterations. In the following, we
#rst prove Sα,q[l−1] 6= ∅ if b[l−1] exists. As such, if the global optimal solution b[l−1] exists
at the iteration l − 1, b[l] exists for the next iteration. On this basis, by further showing
the existence of b[1] at the #rst iteration, i.e., Sα,q[0] 6= ∅, we can consequently state the
existence of b[l] at an arbitrary iteration.
Proof. Suppose b[l−1] exists. Under the normalization constraints in (A.29), we must be
able to #nd a bit sequence e′ such that b
[l−1]
α (e′) > 0. According to (A.31), we also have
Λα(e
′) > 0. Furthermore, under the marginalization consistency constraints in (A.30),
b
[l−1]
i (e
′
i) > 0 is true for any i ∈ {1, 2, . . . , Ne}. Since q[l−1]i (ei) is assigned with b[l−1]i (ei),
the set Sα,q[l−1] equal to
Sα,q[l−1] =
{
e
∣∣∣∣e ∈ {0, 1}Ne ,Λα(e) Ne∏
i=1
b
[l−1]
i (ei) 6= 0
}
(A.35)
obviously contains e′ and thus cannot be empty.
At the #rst iteration, q[0] is initialized as
q
[0]
i (ei) = 0.5 ∀i ∈ {1, 2, . . . , Ne} ∀ei ∈ {0, 1}.
As such, the set Sα,q[0] equals
Sα,q[0] =
{
e
∣∣e ∈ {0, 1}Ne ,Λα(e) 6= 0} . (A.36)
Due to the existence of a bit sequence such that Λα(e) > 0, Sα,q[0] is a non-empty set.
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A.4.2 Reformulation of Problem (A.28)
From the existence proof for b[l], we have noticed that some entries of b[l] can be pre-
de#ned based on Λα(e) and q
[l−1], i.e.,


b
[l]
i (ei) = q
[l−1]
i (ei) ∀i ∈ I¯q[l−1] ∆=
{
i
∣∣i ∈ {1, 2, . . . , Ne}, q[l−1]i (ei) ∈ {0, 1}}
b
[l]
α (e) = 0 ∀e ∈
{
e
∣∣e ∈ {0, 1}Ne ,Λα(e)∏Nei=1 q[l−1]i (ei) = 0}
b
[l]
β (e) = 0 ∀e ∈ S¯β,q[l−1] ∆=
{
e
∣∣e ∈ {0, 1}Ne ,∏Nei=1 q[l−1]i (ei) = 0}
.
(A.37)
Let us group these entries into a vector and denote it as bpre,[l], while the remaining un-
determined entries of b[l] are compactly denoted as brem,[l]. By substituting bpre,[l] into the
objective function FBU ,ǫ(b,q[l−1]) of (A.28) and also the constraints in (A.29) and (A.30),
brem,[l] is determined by solving the reduced problem. Being more speci#c, let us de#ne
Sβ,q[l−1] ∆= {0, 1}Ne\S¯β,q[l−1] and Iq[l−1] ∆= {1, 2, . . . , Ne}\I¯q[l−1] . (A.38)
Using them together with Sα,q[l−1] , the objective function in (A.28) is reduced to
F˜BU ,ǫ(brem;q[l−1]) ∆=
∑
e∈S
α,q[l−1]
bα(e) ln
[
bα(e)
Λα(e)
]
+
∑
e∈S
β,q[l−1]
bβ(e) ln
[
bβ(e)
Λβ(e)
]
+ ǫ
∑
i∈I
q[l−1]
∑
ei
bi(ei) ln bi(ei)− (1 + ǫ)
∑
i∈I
q[l−1]
∑
ei
bi(ei) ln q
[l−1]
i (ei)
while the constraints become∑
e∈S
α,q[l−1]
bα(e) = 1,
∑
e∈S
β,q[l−1]
bβ(e) = 1 and ∀i ∈ Iq[l−1]
∑
ei
bi(ei) = 1; (A.39)
∀i ∈ Iq[l−1]
∑
e∈S
α,q[l−1]
:ei=1
bα(e) = bi(ei = 1) and
∑
e∈S
β,q[l−1]
:ei=1
bβ(e) = bi(ei = 1).
(A.40)
On this basis, we can determine brem,[l] as
brem,[l] = arg min
b∈R
|S
α,q[l−1]
|+|S
β,q[l−1]
|+2|I
q[l−1]
|
+
F˜BU ,ǫ(brem;q[l−1]) (A.41)
subject to (A.39) and (A.40). (A.42)
For later use, we denote the global minimal value of F˜BU ,ǫ(brem;q[l−1]) as F [l]BU ,ǫ, i.e.,
F˜BU ,ǫ(brem,[l];q[l−1]) = F [l]BU ,ǫ.
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A.4.3 [10, Assumption 5.3.2] Holds for the Problem (A.41)
In [10], Proposition 5.3.2 is with respect to optimization problems that can be formalized
as
minimize f(x)
subject to x ∈ X , Ex = d
gk(x) ≤ 0, k = 1, . . . , r¯, Ax ≤ b (A.43)
where Ex = d and Ax ≤ b stand for linear equality and inequality constraints, respec-
tively. Evidently, the optimization problem in (A.41) is an instance of the problem (A.43).
According to [10, Proposition 5.3.2], when the following assumption is satis#ed, such con-
strained problem has no duality gap with its dual problem.
Assumption A.3 (i.e., Assumption 5.3.2 in [10]). The optimal value of problem (A.43) is
!nite, and the following assumptions hold:
1. The set X is the intersection of a polyhedral set and a convex set C.
2. The functions f(x) and gk(x) with k = 1, . . . , r¯ are convex over C.
3. There exists a feasible vector x¯ such that gk(x¯) < 0 for all k = 1, . . . , r¯.
4. There exists a vector that satis!es the linear constraints, and belongs to X and to the
relative interior of C.
In the above, we have proven the global minimum of the problem in (A.41), i.e.,
F [l]
BU ,ǫ
is #nite. Therefore, in order to state no duality gap based on [10, Proposition
5.3.2], we simply need to check whether the four conditions of Assumption A.3 hold
for the problem (A.41). In the context of the problem (A.41), both X and C are equal
to R
|S
α,q[l−1]
|+|S
β,q[l−1]
|+2|I
q[l−1]
|
+ , while the objective function as well as the constraints are
convex over R
|S
α,q[l−1]
|+|S
β,q[l−1]
|+2|I
q[l−1]
|
+ . As such, the initial three conditions of Assump-
tion A.3 are evidently ful#lled. Regarding the fourth condition, it can be veri#ed by con-
structing a feasible solution which belongs to R
|S
α,q[l−1]
|+|S
β,q[l−1]
|+2|I
q[l−1]
|
++ . Speci#cally, we
can construct {bα(e)}e∈S
α,q[l−1]
as follows:
bα(e) =
1
|Sα,q[l−1] |
> 0 ∀e ∈ Sα,q[l−1] . (A.44)
Under the marginalization consistency constraints, {bi(ei)} with i ∈ Iq[l−1] can be deter-
mined as: for any e ∈ {0, 1}
bi(ei = e) =
∑
e∈S
α,q[l−1]
:ei=e
bα(e) =
|{e′|e′ ∈ Sα,q[l−1] , e′i = e} |
|Sα,q[l−1] |
∀e ∈ Sα,q[l−1] . (A.45)
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By the de#nition of Iq[l−1] , we know b[l−1]i (ei) ∈ (0, 1) for any i ∈ Iq[l−1] and thus the set
Sα,q[l−1] must equip with the following property{
e
∣∣e ∈ Sα,q[l−1] , ei = 1} 6= ∅ and {e∣∣e ∈ Sα,q[l−1] , ei = 0} 6= ∅ ∀i ∈ Iq[l−1] . (A.46)
Based on this property, bi(ei) constructed in the above is strictly positive. Using
{bi(ei)}i∈I
q[l−1]
, the marginalization consistency constraints can be satis#ed by
bβ(e) =
∏
i∈I
q[l−1]
bi(ei) (A.47)
which is a positive function as well. Clearly, such constructed feasible solution brem be-
longs to the relative interior of R
|S
α,q[l−1]
|+|S
β,q[l−1]
|+2|I
q[l−1]
|
+ . Concluding from the above,
Assumption A.3 holds for the optimization problem in (A.41) and then no duality gap ex-
ists for the optimization problem in (A.41) according to [10, Proposition 5.3.2].
A.4.4 Dual Problem Construction
To construct the dual problem of the problem in (A.41), the Lagrange function parameter-
ized by q[l−1] is #rst formalized as
L˜BU (brem,γ,λ;q[l−1])
= F˜BU ,ǫ(brem;q[l−1]) + γα

1− ∑
e∈S
α,q[l−1]
bα(e)

+ γβ

1− ∑
e∈S
β,q[l−1]
bβ(e)


+
∑
i∈I
q[l−1]
γi
(
1−
∑
ei
bi(ei)
)
+
∑
i∈I
q[l−1]
λα,i

bi(ei = 1)− ∑
e∈S
α,q[l]
:ei=1
bα(e)


+
∑
i∈I
q[l−1]
λβ,i

bi(ei = 1)− ∑
e∈S
β,q[l−1]
:ei=1
bβ(e)

 . (A.48)
Here the Lagrange multipliers {γα, γβ, γi} and {λα,i, λβ,i} can be alternatively expressed
as γ and λ for the sake of simplicity.
Based on L˜BU (brem,γ,λ;q[l−1]), the dual function is further de#ned as
L˜DBU (γ,λ;q[l−1])
∆
= inf
brem∈R
|S
α,q[l−1]
|+|S
β,q[l−1]
|+2|I
q[l−1]
|
+
L˜BU (brem,γ,λ;q[l−1])
(a)
= γα + γβ +
∑
i∈I
q[l−1]
γi −
∑
e∈S
α,q[l−1]
Λα(e) exp(−1 + γα) exp

 ∑
i∈I
q[l−1]
eiλα,i


−
∑
e∈S
β,q[l−1]
Λβ(e) exp(−1 + γβ) exp

 ∑
i∈I
q[l−1]
eiλβ,i


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− ǫ
∑
i∈I
q[l−1]
∑
ei
(
q
[l−1]
i (ei)
) 1+ǫ
ǫ
exp
(
−1 + γi
ǫ
)
exp
(
−eiλα,i + λβ,i
ǫ
)
(A.49)
where the equality at (a) is because the in#mum is attained at an interior stationary point
of the convex Lagrange function L˜BU (brem,γ,λ;q[l−1]), i.e.,

b∗α(e) = Λα(e) exp
(
−1 + γα +
∑
i∈I
q[l−1]
eiλα,i
)
∀e ∈ Sα,q[l−1]
b∗β(e) = Λβ(e) exp
(
−1 + γβ +
∑
i∈I
q[l−1]
eiλβ,i
)
∀e ∈ Sβ,q[l−1]
b∗i (ei) =
(
q
[l−1]
i (ei)
) 1+ǫ
ǫ
exp
(
−1 + γi
ǫ
− ei λα,i+λβ,iǫ
)
∀i ∈ Iq[l−1]∀ei ∈ {0, 1}
.
(A.50)
Due to no duality gap, we have
F [l]
BU ,ǫ
= sup
γ∈R
2+|I
q[l−1]
|
,λ∈R
2|I
q[l−1]
|
L˜DBU (γ,λ;q[l−1]). (A.51)
Additionally, [10, Proposition 5.3.2] also states that there exists at least one set of Lagrange
multipliers γ [l] ∈ R2+|Iq[l−1] |,λ[l] ∈ R2|Iq[l−1] | such that
F [l]
BU ,ǫ
= inf
brem∈R
|S
α,q[l−1]
|+|S
β,q[l−1]
|+2|I
q[l−1]
|
+
L˜BU (brem,γ [l],λ[l];q[l−1]). (A.52)
According to the de#nition of dual function, this implies
F [l]
BU ,ǫ
= L˜DBU (γ [l],λ[l];q[l−1]). (A.53)
Considering the above equality together with the equality in (A.51), we can now state that
the supremum of the dual function is attainable and is attained by {γ [l],λ[l]}. Given this
fact, {γ [l],λ[l]} is a global maximum of L˜DBU (γ,λ;q[l−1]), i.e.,
{γ [l],λ[l]} = arg max
γ∈R
2+|I
q[l−1]
|
,λ∈R
2|I
q[l−1]
|
L˜DBU (γ,λ;q[l−1]). (A.54)
Following [10, Proposition 5.1.1], the global optimal solution of the primal problem (A.41)
can be obtained by substituting {γ [l],λ[l]} into (A.50), i.e.,

b
[l]
α (e) = Λα(e) exp
(
−1 + γα +
∑
i∈I
q[l]
eiλ
[l]
α,i
)
∀e ∈ Sα,q[l−1]
b
[l]
β (e) = Λβ(e) exp
(
−1 + γβ +
∑
i∈I
q[l]
eiλ
[l]
β,i
)
∀e ∈ Sβ,q[l−1]
b
[l]
i (ei) =
(
q
[l−1]
i (ei)
) 1+ǫ
ǫ
exp
(
−1 + γi
ǫ
− ei λ
[l]
α,i+λ
[l]
β,i
ǫ
)
∀i ∈ Iq[l−1]∀ei ∈ {0, 1}
.
(A.55)
Note that, for any b
[l]
i (ei) with i ∈ Iq[l−1] , its value resides in the interval (0, 1). As the
values of {b[l]i (ei)} are used to generate {q[l]i (ei)} for the next iteration, such observation
A.4. Solving the Step 3 of Algorithm 4.1 189
indicates the index set Iq[l] equal to Iq[l−1] . More explicitly, Iq[l−1] is independent of l and
thus determined by q[0]. As q[0] is initialized as
q
[0]
i (ei) = 0.5 ∀ei ∈ {0, 1} ∀i ∈ {1, 2, . . . , Ne}, (A.56)
we have Iq[l−1] = {i}Nei=1 for any l ≥ 1. This #nding can help us simplify the dual problem
given in (A.54) to
{γ [l],λ[l]} = arg max
γ∈R2+Ne ,λ∈R2Ne
L˜DBU (γ,λ;q[l−1]) (A.57)
where the expression of L˜DBU (γ,λ;q[l−1]) is given as
L˜DBU (γ,λ;q[l−1]) = γα + γβ +
Ne∑
i=1
γi −
∑
e∈{0,1}Ne
Λα(e) exp(−1 + γα) exp
(
Ne∑
i=1
eiλα,i
)
−
∑
e∈{0,1}Ne
Λβ(e) exp(−1 + γβ) exp
(
Ne∑
i=1
eiλβ,i
)
− ǫ
Ne∑
i=1
∑
ei
(
q
[l−1]
i (ei)
) 1+ǫ
ǫ
exp
(
−1 + γi
ǫ
)
exp
(
−eiλα,i + λβ,i
ǫ
)
.
Furthermore, with Sα,q[l−1] =
{
e′
∣∣e′ ∈ {0, 1}Ne ,Λα(e′) 6= 0} and Sβ,q[l−1] = {0, 1}Ne , the
combination of brem,[l] and bpre,[l] leads to

b
[l]
α (e) = Λα(e) exp
(
−1 + γ[l]α +∑Nei=1 eiλ[l]α,i) ∀e
b
[l]
β (e) = Λβ(e) exp
(
−1 + γ[l]β +
∑Ne
i=1 eiλ
[l]
β,i
)
∀e
b
[l]
i (ei) =
(
q
[l−1]
i (ei)
) 1+ǫ
ǫ
exp
(
−1 + γ
[l]
i
ǫ
− ei λ
[l−1]
α,i +λ
[l]
β,i
ǫ
)
∀i ∀ei
. (A.58)
A.4.5 An Iterative Algorithm to Solve the Dual Problem
Now, let us design an iterative algorithm to solve (A.57). As a function of γ,λ, the dual
function L˜DBU (γ,λ;q[l−1]) is concave and also continuously di$erentiable. Since we have
already shown the existence of λ[l] ∈ R2Ne ,γ [l] ∈ RNe+2, they must correspond to a sta-
tionary point of L˜DBU (γ,λ;q[l−1]). Therefore, we can determine {λ[l],γ [l]} by solving
∂
∂λ
L˜DBU (γ,λ;q[l−1])
∣∣∣∣
γ[l],λ[l]
= 02Ne and
∂
∂γ
L˜DBU (γ,λ;q[l−1])
∣∣∣∣
γ[l],λ[l]
= 02+Ne . (A.59)
As it is too complex to solve the above 3Ne + 2 nonlinear multivariate equations all
together, an iterative algorithm is designed to determine them in a sequential way. Namely,
we initially set λ[l] = 02Ne and determine γ
[l] by solving ∂
∂γ
L˜DBU (γ,λ[l] = 02Ne ;q[l−1]) =
02+Ne , i.e.,

γ
[l]
α = 1− ln
[∑
e Λα(e) exp
(∑Ne
i=1 eiλ
[l]
α,i
)]
γ
[l]
β = 1− ln
[∑
e Λβ(e) exp
(∑Ne
i=1 eiλ
[l]
β,i
)]
γ
[l]
i = ǫ− ǫ ln
[∑
ei
(
q
[l−1]
i (ei)
) 1+ǫ
ǫ
exp
(
−ei λ
[l]
α,i+λ
[l]
β,i
ǫ
)]
∀i
. (A.60)
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Subsequently, for each i ∈ {1, 2, . . . , Ne}, we update λ[l]α,i, λ[l]β,i, γ[l]α , γ[l]β and γ[l]i based on
the up-to-date values of λ[l] except λ
[l]
α,i and λ
[l]
β,i, i.e., [λ
[l]]\i. Since the dual function is a
concave function with respect to λ
[l]
α,i, λ
[l]
β,i, γ
[l]
α , γ
[l]
β and γ
[l]
i after #xing the other Lagrange
multipliers, we can update them by #nding the maximum. As such, each update can yield
an increment on the dual function until reaching a stationary point, i.e., a solution to (A.59).
Following this idea, the update equations for {λ[l]α,i, λ[l]β,i, γ[l]α , γ[l]β , γ[l]i } are derived as

λ
[l]
α,i ←
(
1 + ǫ
2 + ǫ
)
ln
[
q
[l]
i (ei = 1)
q
[l]
i (ei = 0)
]
+
µ
[l]
β,i
2 + ǫ
− 1 + ǫ
2 + ǫ
µ
[l]
α,i
λ
[l]
β,i ←
(
1 + ǫ
2 + ǫ
)
ln
[
q
[l]
i (ei = 1)
q
[l]
i (ei = 0)
]
+
µ
[l]
α,i
2 + ǫ
− 1 + ǫ
2 + ǫ
µ
[l]
β,i
∀i (A.61)


γ
[l]
α = 1− ln
[∑
e Λα(e) exp
(∑Ne
i=1 eiλ
[l]
α,i
)]
γ
[l]
β = 1− ln
[∑
e Λβ(e) exp
(∑Ne
i=1 eiλ
[l]
β,i
)]
γ
[l]
i = ǫ− ǫ ln
[∑
ei
(
q
[l−1]
i (ei)
) 1+ǫ
ǫ
exp
(
−ei λ
[l]
α,i
ǫ
− ei λ
[l]
β,i
ǫ
)]
∀i
. (A.62)
where {µ[l]α,i, µ[l]β,i} are the intermediate variables de#ned as
µ
[l]
α,i
∆
= ln

∑e:ei=1 Λα(e) exp
(∑Ne
i′=1 ei′λ
[l]
α,i′
)
∑
e:ei=0
Λα(e) exp
(∑Ne
i′=1 ei′λ
[l]
α,i′
)


µ
[l]
β,i
∆
= ln

∑e:ei=1 Λβ(e) exp
(∑Ne
i′=1 ei′λ
[l]
β,i′
)
∑
e:ei=0
Λβ(e) exp
(∑Ne
i′=1 ei′λ
[l]
β,i′
)


∀i ∈ {1, 2, . . . , Ne}. (A.63)
By iteratively varying i from 1 to Ne, {λ[l]α,i, λ[l]β,i, γ[l]α , γ[l]β , γ[l]i } will be iteratively updated,
see Algorithm A.1. As the convergence occurs when the up-to-date values of {λ[l],γ [l]}
ful#ll the stationary point condition (A.59), Algorithm A.1 converges to a global maximal
solution of dual problem (A.57).
A.5 Derivation of the Upper Bound in (4.76)
In Algorithm 4.4, the update equations for {µ[l]α,i} can be compactly written as
µ[l]α = gµα
(
λ[l−1]α
)
(A.64)
where gµα (·) is a Ne-dimensional function. By analogy, the update equations for {µ[l]β,i}
are written as
µ
[l]
β = gµβ
(
λ
[l]
β
)
. (A.65)
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Algorithm A.1 A sequential iterative algorithm to solve the step 3 of Algorithm 4.1
1: Initialize ∀i λ[l]α,i = λ[l]β,i = 0
2: repeat
3: for i = 1→ Ne do
4: µ
[l]
α,i = ln

∑e:ei=1 Λα(e) exp
(∑Ne
i′=1 ei′λ
[l]
α,i′
)
∑
e:ei=0
Λα(e) exp
(∑Ne
i′=1 ei′λ
[l]
α,i′
)

− λ[l]α,i
5: µ
[l]
β,i = ln

∑e:ei=1 Λβ(e) exp
(∑Ne
i′=1 ei′λ
[l]
β,i′
)
∑
e:ei=0
Λβ(e) exp
(∑Ne
i′=1 ei′λ
[l]
β,i′
)

− λ[l]β,i
6: λ
[l]
α,i =
(
1 + ǫ
2 + ǫ
)
ln
[
q
[l−1]
i (ei = 1)
q
[l−1]
i (ei = 0)
]
+
1
2 + ǫ
µ
[l]
β,i −
1 + ǫ
2 + ǫ
µ
[l]
α,i
7: λ
[l]
β,i =
(
1 + ǫ
2 + ǫ
)
ln
[
q
[l−1]
i (ei = 1)
q
[l−1]
i (ei = 0)
]
+
1
2 + ǫ
µ
[l]
α,i −
1 + ǫ
2 + ǫ
µ
[l]
β,i
8: end for
9: until convergence
10: b
[l]
α (e) ∝ Λα(e) exp
(∑Ne
i=1 eiλ
[l]
α,i
)
11: b
[l]
β (e) ∝ Λβ(e) exp
(∑Ne
i=1 eiλ
[l]
β,i
)
12: ∀i b[l]i (ei) ∝
(
q
[l−1]
i (ei)
) 1+ǫ
2+ǫ
exp
(
ei
µ
[l]
α,i+µ
[l]
β,i
2+ǫ
)
Using gµα (·) and gµβ (·), the 2Ne-dimensional nonlinear function gσλ : R2Ne 7→ R2Ne that
produces {λ[l]α,i, λ[l]β,i}Nei=1 based on {λ[l−1]α,i , λ[l−1]β,i }Nei=1 can be expressed as[
λ[l]α
λ
[l]
β
]
= gσλ(λ
[l−1]
α ,λ
[l−1]
β )
=

 (1− σλ)λ[l−1]α + σλgµβ
(
(1− σλ)λ[l−1]β + σλgµα
(
λ[l−1]α
))
(1− σλ)λ[l−1]β + σλgµα
(
λ[l−1]α
)

 . (A.66)
Denoting the Jacobian matrices of gµα (·) and gµβ (·) as Jµα and Jµβ , respectively, the
Jacobian matrix of gσλ(·, ·) is given by
Jgσλ =
[
(1− σλ)INe + σ2λJµβJµα σλ(1− σλ)Jµβ
σλJµα (1− σλ)INe
]
. (A.67)
For computing the eigenvalues of Jgσλ , we need to solve the following equation of τ
det
(
Jgσλ − τI2Ne
)
= 0. (A.68)
• With σλ = 1, the determinant equals
det (Jσλ=1 − τI2Ne) = τNedet
(
JµβJµα − τINe
)
. (A.69)
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As such, the matrix Jσλ=1 has Ne zero-valued eigenvalues, while the eigenvalues of
the matrix product JµβJµα are also its eigenvalues. On this basis, the spectral radius
of Jσλ=1 equals the spectral radius of the matrix product JµβJµα , i.e.,
ρ (Jσλ=1) = ρ
(
JµβJµα
)
. (A.70)
• With σλ ∈ (0, 1), the determinant equals
det
(
Jgσλ − τI2Ne
)
= det
(
(1− σλ − τ)2INe − τσ2λJµβJµα
)
. (A.71)
Evidently, τ = 0 is not a eigenvalue of the matrix Jgσλ with σλ ∈ (0, 1). Under the
condition τ 6= 0, the determinant can be alternatively written as
det
(
Jgσλ − τI2Ne
)
= det
[
τσ2λ
(
(1− σλ − τ)2
τσ2λ
INe − JµβJµα
)]
. (A.72)
Assume {τ˜i} with i = 1, 2, . . . , Ne are the eigenvalues of the matrix JµβJµα , then
the eigenvalues of Jgσλ have the following relation with them
(1− σλ − τ)2
τσ2λ
= τ˜i ∀ i = 1, 2, . . . , Ne (A.73)
which are equivalent to
(1− σλ − τ)2 − τσ2λτ˜i = 0 ∀ i = 1, 2, . . . , Ne (A.74)
under the condition τ 6= 0. Solving the above quadratic equations, we obtain two
roots for each i
τi,± = (1− σλ) + σ
2
λτ˜i
2
± σλ
2
√
σ2λτ˜
2
i + 4(1− σλ)τ˜i ∀i. (A.75)
The absolute value of τi,± is upper bounded by
|τi,±| ≤ (1− σλ) + σ
2
λ|τ˜i|
2
+
σλ
2
√
σ2λ|τ˜i|2 + 4(1− σλ)|τ˜i|
(a)
≤ (1− σλ) +
σ2λρ
(
JµβJµα
)
2
+
σλ
2
√
σ2λρ
2
(
JµβJµα
)
+ 4(1− σλ)ρ
(
JµβJµα
)
(A.76)
where the inequality at (a) is due to the de#nition of the spectral radius, i.e.,
ρ
(
JµβJµα
)
= maxi |τ˜i|. As the above upper bound is valid for any i, the spectral
radius of Jgσλ is upper bound by
ρ
(
Jgσλ
)
= max
i
|τi,±|
≤ (1− σλ) +
σ2λρ
(
JµβJµα
)
2
+
σλ
2
√
σ2λρ
2
(
JµβJµα
)
+ 4(1− σλ)ρ
(
JµβJµα
)
(A.77)
Due to the equality in (A.70), we consequently obtain the following upper bound on
ρ
(
Jgσλ
)
ρ
(
Jgσλ
) ≤ (1− σλ) + σ2λρ (Jσλ=1)
2
+
σλ
2
√
σ2λρ
2 (Jσλ=1) + 4(1− σλ)ρ (Jσλ=1) (A.78)
where the inequality is satis#ed with = if σλ = 1.
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A.6 Relaxation of the Indicator Function IG[1](e)
In SCCC-coded systems, the function Λα(e) is used to indicate the membership of a bit
sequence in the codebook of the outer CC, i.e., G [1], i.e., Λα(e) = IG[1](e). To verify our
conjecture about the long chaotic transient behavior experienced by turbo decoding for
SCCCs, we empirically relax the indicator function Λα(e) to a positive function and then
obtain a relaxed version of the turbo decoding algorithm for SCCCs.
In the recursion of turbo decoding, Λα(e) is involved in the generation of λ
[l]
β,i, namely
λ
[l]
β,i = ln

∑e:ei=1 Λα(e)∏Nei′=1 p
(
ei′ ;λ
[l]
α,i′
)
∑
e:ei=0
Λα(e)
∏Ne
i′=1 p
(
ei′ ;λ
[l]
α,i′
)

− λ[l]α,i (A.79)
= ln
[∑
e:ei=1
IG[1](e)p(e;λ
[l]
α )∑
e:ei=0
IG[1](e)p(e;λ
[l]
α )
]
− λ[l]α,i. (A.80)
By exploiting the Markov property of the outer CC, the above computation for λ
[l]
β,i can be
e&ciently realized by means of the BCJR algorithm, cf. Section 2.1 or [4].
Now, we relax Λα(e) to return a positive value ξ > 0 for the bit sequences not in G [1],
i.e.,
Λα(e) =
{
1, if IG[1](e) = 1
ξ, if IG[1](e) = 0.
(A.81)
To make sure the decoder eventually chooses a valid codeword in the codebook G [1] rather
than an invalid codeword, the parameter ξ shall be close to zero. Relaxing Λα(e) as given
in (A.79), we have
λ
[l],new
β,i = ln
[
(1− ξ)∑e:ei=1 IG[1](e)p(e;λ[l]α ) + ξp(ei = 1;λ[l]α,i)
(1− ξ)∑e:ei=0 IG[1](e)p(e;λ[l]α ) + ξp(ei = 0;λ[l]α,i)
]
− λ[l]α,i
(a)
= ln


(1− ξ) ·
∑
e:ei=1
IG[1](e)p(e;λ
[l]
α )∑
e IG[1](e)p(e;λ
[l]
α )
+ ξ · p(ei = 1;λ
[l]
α,i)∑
e IG[1](e)p(e;λ
[l]
α )
(1− ξ) ·
∑
e:ei=0
IG[1](e)p(e;λ
[l]
α )∑
e IG[1](e)p(e;λ
[l]
α )
+ ξ · p(ei = 0;λ
[l]
α,i)∑
e IG[1](e)p(e;λ
[l]
α )

− λ[l]α,i
(b)
= ln


(1− ξ) · p(ei = 1;λ[l]α,i + λ[l]β,i) + ξ ·
p(ei = 1;λ
[l]
α,i)∑
e IG[1](e)p(e;λ
[l]
α )
(1− ξ) · p(ei = 0;λ[l]α,i + λ[l]β,i) + ξ ·
p(ei = 0;λ
[l]
α,i)∑
e IG[1](e)p(e;λ
[l]
α )

− λ[l]α,i. (A.82)
Dividing the numerator and denominator by a common factor
∑
e IG[1](e)p(e;λ
[l]
α ), we
obtain the equality at (a). The equality at (b) is obtained by moving λ
[l]
α,i on the RHS of
(A.80) to its LHS, i.e.,
λ
[l]
β,i + λ
[l]
α,i = ln
[∑
e:ei=1
IG[1](e)p(e;λ
[l]
α )∑
e:ei=0
IG[1](e)p(e;λ
[l]
α )
]
(A.83)
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and followed by noting that the log-probability ratio λ
[l]
β,i + λ
[l]
α,i yields
p
(
ei = e;λ
[l]
β,i + λ
[l]
α,i
)
=
∑
e:ei=e
IG[1](e)p(e;λ
[l]
α )∑
e IG[1](e)p(e;λ
[l]
α )
∀ e ∈ {0, 1}. (A.84)
Interchanging ξ with ξ′
∑
e IG[1](e)p(e;λ
[l]
α ), we have
λ
[l],new
β,i = ln


(
1− ξ′∑
e
IG[1](e)p(e;λ
[l]
α )
)
p(ei = 1;λ
[l]
α,i + λ
[l]
β,i) + ξ
′p(ei = 1;λ
[l]
α,i)(
1− ξ′∑
e
IG[1](e)p(e;λ
[l]
α )
)
p(ei = 0;λ
[l]
α,i + λ
[l]
β,i) + ξ
′p(ei = 0;λ
[l]
α,i)


− λ[l]α,i. (A.85)
Due to ∑
e
IG[1](e)p(e;λ
[l]
α ) =
∑
e∈G[1]
p(e;λ[l]α ) ≤
∑
e∈{0,1}Ne
p(e;λ[l]α ) = 1 (A.86)
the term ξ′
∑
e IG[1](e)p(e;λ
[l]
α ) is smaller than ξ
′. With a small ξ′, we can assume
ξ′
∑
e IG[1](e)p(e;λ
[l]
α ) ≈ 0 and then approximate λ[l],newβ,i given in (A.85) by
λ
[l],new
β,i ≈ ln
[
p(ei = 1;λ
[l]
α,i + λ
[l]
β,i) + ξ
′p(ei = 1;λ
[l]
α,i)
p(ei = 0;λ
[l]
α,i + λ
[l]
β,i) + ξ
′p(ei = 0;λ
[l]
α,i)
]
− λ[l]α,i (A.87)
which can be interpreted as an outcome of performing a non-linear post-processing on λ
[l]
β,i
obtained by calculating (A.80). When ξ′ is set to zero, the above non-linear processing is
reduced to the linear mapping λ
[l],new
β,i = λ
[l]
β,i.
Using {λ[l],newβ,i } instead of {λ[l]β,i} in the recursion of turbo decoding, we obtain a relaxed
version of turbo decoding. Applying it for decoding SCCCs, we can initialize ξ′ with a
relatively large value and gradually reduce it at certain rate.
A.7 Derivation of the Equality in (4.81)
The following limit as T → 0+ for e ∈ {0, 1} can be alternatively structured as
lim
T→0+
T ln

∑
e:ei=e
[
Λα(e)
Ne∏
i′=1
p
(
ei′ ; λ˜
[l]
α,i′
)] 1T 
= lim
T→0+
T ln


[
max
e:ei=e
Λα(e)
Ne∏
i′=1
p
(
ei′ ; λ˜
[l]
α,i′
)] 1T
·
∑
e:ei=e

 Λα(e)
∏Ne
i′=1 p
(
ei′ ; λ˜
[l]
α,i′
)
max
e:ei=e
Λα(e)
∏Ne
i′=1 p
(
ei′ ; λ˜
[l]
α,i′
)


1
T


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= ln
[
max
e:ei=e
Λα(e)
Ne∏
i′=1
p
(
ei′ ; λ˜
[l]
α,i′
)]
+ lim
T→0+
T ln


∑
e:ei=e

 Λα(e)
∏Ne
i′=1 p
(
ei′ ; λ˜
[l]
α,i′
)
max
e:ei=e
Λα(e)
∏Ne
i′=1 p
(
ei′ ; λ˜
[l]
α,i′
)


1
T

. (A.88)
For the division involved in the second term on the RHS of (A.88), we note that
Λα(e)
∏Ne
i′=1 p
(
ei′ ; λ˜
[l]
α,i′
)
max
e:ei=e
Λα(e)
∏Ne
i′=1 p
(
ei′ ; λ˜
[l]
α,i′
) ≤ 1 (A.89)
where the equality is achieved by
e = arg max
e:ei=e
Λα(e)
Ne∏
i′=1
p
(
ei′ ; λ˜
[l]
α,i′
)
. (A.90)
As a number strictly smaller than one to the power of∞ equals zero, we have
lim
T→0+
∑
e:ei=e

 Λα(e)
∏Ne
i′=1 p
(
ei′ ; λ˜
[l]
α,i′
)
max
e:ei=e
Λα(e)
∏Ne
i′=1 p
(
ei′ ; λ˜
[l]
α,i′
)


1
T
=
∣∣∣∣∣
{
e′
∣∣∣∣e′ ∈ {0, 1}Ne , e′i = e, e′ = arg maxe:ei=eΛα(e)
Ne∏
i′=1
p
(
ei′ ; λ˜
[l]
α,i′
)}∣∣∣∣∣ . (A.91)
In words, the term on the RHS of (A.91) equals the cardinality of the global maximal so-
lution set of the maximization problem max
e:ei=e
Λα(e)
∏Ne
i′=1 p
(
ei′ ; λ˜
[l]
α,i′
)
, meaning that the
limit in (A.91) is an integer no less than one and also independent of T . Based on (A.91),
the second term on the RHS of (A.88) is equal to zero and thus the limit in (A.88) equals
lim
T→0+
T ln

∑
e:ei=e
[
Λα(e)
Ne∏
i′=1
p
(
ei′ ; λ˜
[l]
α,i′
)] 1T  = ln
[
max
e:ei=e
Λα(e)
Ne∏
i′=1
p
(
ei′ ; λ˜
[l]
α,i′
)]
.
(A.92)
From the above equality, the equality in (4.81) is straightforwardly obtainable.
A.8 Proof of Proposition 5.3
In the following, the approach to prove Proposition 5.3 is analogous to that adopted for
proving Proposition 4.1.
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Lemma A.4. Based on bˆα1,T (m), bˆα2,T (m) and the codebook G, we de!ne a pmf of c
bˆα,T (c)
∆
=
2∏
ν=1
{∑
m
bˆαν ,T (m) · I ([c]Iν ,Gν(m))
}
. (A.93)
When the temperature T is positive, there must exist a c′ ∈ {0, 1}Nc such that
bˆα,T (c
′)bˆβ,T (c
′) > 0.
Proof. Based on bˆα,T (c) and the global minimizer bˆ
[rem], a feasible solution, i.e., b˜[rem] can
be constructed as follows
b˜αν (m) = bˆαν ,T (m) ∀ν ∀m, b˜β(c) = (1− ε)bˆβ,T (c) + εbˆα,T (c) ∀c;
b˜mi(mi) = bˆmi,T (mi) ∀i ∀mi and b˜ci(ci) = bˆci,T (ci) ∀i ∀ci
with ε ∈ (0, 1). When bˆα,T (c′)bˆβ,T (c′) = 0 holds for any c′ ∈ {0, 1}Nc , we obtain
F˜B(b˜[rem], T )− F˜B(bˆ[rem]T , T ) = T [ε ln ε+ (1− ε) ln(1− ε)] + bε
where b is a real number irrelevant to ε. When T is positive, there must exist a positive
ε such that T [ε ln ε+ (1− ε) ln(1− ε)] + bε < 0. Using such ε to parameterize b˜[rem],
we obtain F˜B(b˜[rem], T ) < F˜B(bˆ[rem]T , T ), which violating the fact that bˆ[rem]T is the global
minimizer. By showing the contradiction, the proof is complete.
Lemma A.5. With a positive temperature T , the set de!ned as
Ibˆmi=0
∆
=
{
i|i ∈ {1, 2, . . . , Nm}, bˆmi,T (mi) ∈ {0, 1}
}
must be an empty set. In other words, the values of the pmf bˆmi,T (mi) attained atmi = 1 and
mi = 0 are both positive for any i ∈ {1, 2, . . . , Nm}.
Proof. In the following, we will show as long as Ibˆmi=0 is non-empty, we are able to con-
struct a feasible solution b˜[rem] yielding F˜B(b˜[rem], T ) ≤ F˜B(bˆ[rem], T ).
First, we select a codeword cˇ in {0, 1}Nc that satis#es bˆα,T (cˇ)bˆβ,T (cˇ) > 0. The existence
of such a codeword is proved in Lemma A.4. By the de#nition of the pmf bˆα,T (c) in (A.93),
bˆα,T (c = cˇ) > 0 implies there exist mˇα1 and mˇα2 such that [cˇ]I1 = G1 (mˇα1) and [cˇ]I2 =
G2 (mˇα2); and also bˆα1,T (mˇα1) > 0 and bˆα2,T (mˇα2) > 0. Note that, mˇα1 and mˇα2 are not
necessary to be identical. However, their bits with the indices belonging to Ibˆmi=0 must be
identical, i.e., [mˇα1 ]i = [mˇα2 ]i for any i ∈ Ibˆmi=0; otherwise one of the pmf bˆα1,T (m) and
bˆα2,T (m) violates the marginalization consistency constraints
∀ν ∈ {1, 2} ∀i ∈ Ibˆmi=0
∑
m:mi
bˆαν ,T (m) = bˆmi,T (mi).
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Based on mˇαν with ν ∈ {1, 2}, we then use mˇ[i]αν to indicate the bit sequence in {0, 1}Nm
which has single bit di$erent to mˇαν at the bit position i. Using mˇ
[i]
αν and mˇαν with ν ∈
{1, 2}, we de#ne
b˜αν (m) =


bˆαν ,T (m) + ε = ε, ifm = mˇ
[i]
αν with i ∈ Ibˆmi=0
bˆαν ,T (m)− |Ibˆmi=0|ε, ifm = mˇαν
bˆαν ,T (m), otherwise.
(A.94)
Based on b˜αν (m) for ν ∈ {1, 2}, the marginalization consistency constraints indicate the
pmfs {b˜mi(mi), b˜ci(ci)} shall be de#ned as
b˜mi(mi) =
{
ε(1− bˆmi,T (mi)) + (1− ε)bˆmi,T (mi) ∈ {ε, 1− ε}, if i ∈ Ibˆmi=0
bˆmi,T (mi), otherwise
b˜ci(ci) = bˆci,T (ci) + εNα(ci)
where the term Nα(ci) is given as
Nα(ci)
∆
=


∑
i′∈Ibˆmi=0
I
(
ci, [G(mˇ[i
′]
α1 )]i
)
− |Ibˆmi=0|I (ci, cˇi) , if i ∈ I1∑
i′∈Ibˆmi=0
I
(
ci, [G(mˇ[i
′]
α2 )]i
)
− |Ibˆmi=0|I (ci, cˇi) , if i ∈ I2.
(A.95)
Note that,
∑
ci
Nα(ci) = 0 for all i ∈ {1, 2, . . . , Nc} and also the term Nα(ci) is non-
negative for ci 6= cˇi. In accordance with {b˜ci(ci)}, the pmf b˜β(c) is constructed as
b˜β(c) =


bˆβ,T (c) + εNα(ci), if c = cˇ
[i] with i ∈ {1, 2, . . . , Nc}
bˆβ,T (c) + ε
∑Nc
i′=1Nα(ci′), if c = cˇ
bˆβ,T (c), otherwise
(A.96)
where cˇ[i] is the bit sequence in {0, 1}Nc identical to cˇ except for its ith bit. When the
positive parameter ε is small enough, {b˜αν (m), b˜β(c), b˜mi(mi), b˜ci(ci)} compactly denoted
as b˜[rem] is a feasible solution of the problem in (5.40).
Finally, we compare F˜B(b˜[rem], T ) with F˜B(bˆ[rem]T , T ), see
F˜B(b˜[rem], T )− F˜B(bˆ[rem]T , T ) ≤ aTε ln ε+ bε
where both a and b are real numbers irrelevant to ε. In particular, a is greater than the
cardinality |Ibˆmi=0|. Therefore, when T is positive, a non-empty set Ibˆmi=0 would imply
the existence of ε ∈ (0, 1) such that F˜B(b˜[rem], T ) < F˜B(bˆ[rem]T , T ). This contradicts with
the de#nition of bˆ
[rem]
T . By showing this contradiction, we complete the proof.
Lemma A.6. When the temperature T is positive, both bˆα1,T (m) and bˆα2,T (m) are strictly
positive.
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Proof. One de#nes
b˜α1(m)
∆
= (1− ε)bˆα1,T (m) + ε
Nm∏
i=1
bˆmi,T (mi),
b˜α2(m)
∆
= bˆα2,T (m), b˜mi(mi)
∆
= bˆmi,T (mi)
with ε ∈ (0, 1). From Lemma A.5, we have known bˆmi,T (mi) is positive formi ∈ {0, 1} and
for any i ∈ {1, 2, . . . , Nm}. Therefore, the above de#ned pmf b˜α1,T (m) is strictly positive.
Based on b˜α1,T (m) and b˜α2,T (m), the marginalization consistency constraints imply
b˜ci(ci) = (1− ε)bˆci,T (ci) + εbˇci(ci)
b˜β(c) =


(1− ε)bˆβ,T (c) + εbˇci(ci), if c = cˇ[i] with i = 1, . . . , Nc
(1− ε)bˆβ,T (c) + ε
∑Nc
i=1 bˇci(ci)− (Nc − 1)ε, if c = cˇ
(1− ε)bˆβ,T (c), otherwise
(A.97)
where bˇci(ci) is de#ned as
bˇci(ci)
∆
=
{ ∑
c:ci
∑
m
∏Nm
i=1 b˜mi(mi)I([c]I1 ,G1(m)), if i ∈ I1
bˆci,T (ci), if i ∈ I2.
(A.98)
We note the inequality
F˜B(b˜[rem], T )− F˜B(bˆ[rem]T , T ) ≤ aTε ln ε+ bε
where a and b are real numbers independent of ε. In particular, a is strictly positive as
long as there exists am′ such that bˆα1,T (m
′) = 0. A positive a will imply the existence of
a ε ∈ (0, 1) yielding F˜B(b˜[rem], T ) − F˜B(bˆ[rem]T , T ) < 0. This forms a contradiction with
the de#nition of bˆ
[rem]
T . Therefore, we must have bˆα1,T (m) > 0 for all m ∈ {0, 1}Nm . By
analogy, the pmf bˆα2,T (m) can be proven to be strictly positive as well.
Proposition A.7. See Proposition 5.3.
Proof. From Lemma A.5 and A.6, we have proven {bˆαν ,T (m), bˆmi,T (mi)} are pmfs with
strictly positive values. The remaining task is to show bˆβ,T (c) and {bˆci,T (ci)} are strictly
positive as well.
Under the assumption of the employed SCCC is a properly designed coding scheme, its
codebook shall have the following property2
∀i ∈ {1, 2, . . . , Nc} ∀c ∈ {0, 1} {c|c ∈ G, ci = c} 6= ∅. (A.99)
Since the pmf bˆα1,T (m) and bˆα2,T (m) are strictly positive, the resulting pmf bˆα,T (c) yields
a positive value for any c ∈ G. Under the marginalization consistency constraints and the
normalization constraints, this identi#cation ensures the pmf bˆci,T (ci) is positive for any i.
2Without such property, all codewords in G would have #xed bit values at some bit positions. Then, the
bandwidth required for transmitting those #xed bits is wasted.
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Finally, we prove bˆβ,T (c) > 0 for any c ∈ {0, 1}Nc . Let us construct a feasible solution
of the problem in (5.40) based on {bˆαν ,T (m), bˆβ,T (c), bˆmi,T (mi), bˆci,T (ci)}
b˜αν (m) = bˆαν ,T (m) ∀ν ∈ {1, 2} (A.100)
b˜β(c) = (1− ε)bˆβ,T (c) + ε
Nc∏
i=1
bˆci,T (ci) (A.101)
b˜mi(mi) = bˆmi,T (mi) ∀i ∈ {1, 2, . . . , Nm} (A.102)
b˜ci(ci) = bˆci,T (ci) ∀i ∈ {1, 2, . . . , Nc} (A.103)
with ε ∈ (0, 1). When there exists a c′ ∈ {0, 1}Nc such that bˆβ,T (c) = 0, we are always
able to #nd a small enough ε such that F˜B(b˜[rem], T )−F˜B(bˆ[rem]T , T ) < 0. By showing such
contradiction with the fact that bˆ
[rem]
T is the global minimizer, we complete the proof for
Proposition 5.3.
A.9 Evaluation of Cumulative Density Function (CDF)
Assume the cdf of a real-valued random variable D is of interest
P (D ≤ η) =
∫ η
−∞
p(D)dD =
∫ 0
−∞
p(D′)dD′ (A.104)
withD′ = D−η. When the pdf ofD′ does not have a friendly form, the integral in (A.104)
can be analytically intractable. In this part, we present a numerical way to compute the
integral. Following [12], the adopted tool is the two-sided Laplace transform. The Laplace
transform of p(D′) is de#ned as
ΦD′ (s)
∆
=
∫ ∞
−∞
p(D′) exp
(
−sD′
)
dD′
= ED′
{
exp
(
−sD′
)}
= exp(−sη)ED {exp (−sD)} . (A.105)
It converges provided that the complex-valued number s is within the ROC of ΦD′ (s).
Selecting a s from the ROC and taking its real part c, the inverse Laplace transform yields
an alternative representation of p(D′), i.e.,
p(D′) = 1
2πj
∫
c+j∞
c−j∞
exp(sD′)ΦD′ (s)ds. (A.106)
Based on (A.106), the cdf given in (A.104) can be re-written as
P (D ≤ η) = 1
2πj
∫ 0
−∞
∫
c+j∞
c−j∞
exp(sD′)ΦD′ (s)ds dD
′
=
1
2π
∫ ∞
−∞
{∫ 0
−∞
exp
[
(c+ jω)D′
]
dD′
}
· ΦD′ (c+ jω)dω (A.107)
200 Appendix A. Derivations
where ω is the imaginary part of s. If we restrict c to be within the intersection of the ROC
with the positive real line of s, i.e., Sc+ , the cdf P (D ≤ η) given in (A.107) can be further
expressed as
P (D ≤ η) = 1
2π
∫ ∞
−∞
ΦD′ (c+ jω)
c+ jω
dω. (A.108)
Replacing ω by cx/
√
1− x2 under the condition x ∈ [0, 1] and by means of Gauss-
Chebyshev quadrature, the integral in the above can be numerically evaluated as
P (D ≤ η) = 1
2π
∫ +1
−1
Re
{
ΦD′
(
c+ j
cx√
1− x2
)}
dx√
1− x2
+
1
2π
∫ +1
−1
Im
{
ΦD′
(
c+ j
cx√
1− x2
)}
xdx√
1− x2
≈ 1
2n
n∑
i=1
Re
{
ΦD′
[
c+ jc tan
(
2i− 1
2n
π
)]}
+
1
2n
n∑
i=1
tan
(
2i− 1
2n
π
)
Im
{
ΦD′
[
c+ jc tan
(
2i− 1
2n
π
)]}
. (A.109)
It is worth to note that the value of c a$ects the number of n necessary to achieve a pre-
de#ned accuracy of (A.109). Numerical evidence has showed aminimizer ofΦD′ (c), located
within the set Sc+ , can be a suitable choice.
A.9.1 Cherno! Upper Bound
Using any c ∈ Sc+ , a Cherno$ upper bound on P (D ≤ η) can be constructed as
P (D ≤ η) ≤ ΦD′ (s = c). (A.110)
From the above, the minimal Cherno$ upper bound is obviously attained at
cˆ = arg min
c∈S
c
+
ΦD′ (c). (A.111)
A.10 Evaluation of a Joint Probability of Two Corre-
lated Random Variables
Assume the following joint probability of two correlated random variables D and Z is of
interest
P (D ≤ 0,Z ≤ 0) =
∫ 0
−∞
∫ 0
−∞
p(D,Z)dD dZ. (A.112)
By means of the Laplace transform of the joint pdf p(D,Z), i.e.,
ΦD,Z(s1, s2) = ED,Z {exp(−s1D − s2Z)} ,
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the joint probability can be re-written as
P (D ≤ 0,Z ≤ 0)
=
1
(2πj)2
0∫
−∞
0∫
−∞
c1+j∞∫
c1−j∞
c2+j∞∫
c2−j∞
ΦD,Z(s1, s2) exp(s1D + s2Z)ds1 ds2dD dZ (A.113)
where (c1, c2) are real parts of a complex number pair (s1, s2) in the ROC of ΦD,Z(s1, s2).
If the selected (s1, s2) in the ROC ofΦD,Z(s1, s2) also satis#es c1 > 0 and c2 > 0, we obtain
P (D ≤ 0,Z ≤ 0) = 1
(2πj)2
∫
c1+j∞
c1−j∞
∫
c2+j∞
c2−j∞
ΦD,Z(s1, s2)
ds1
s1
ds2
s2
=
1
(2π)2
∫ ∞
−∞
∫ ∞
−∞
ΦD,Z(c1 + jω1, c2 + jω2)
dω1
c1 + jω1
dω2
c2 + jω2
.
(A.114)
In numerical analysis, such two dimensional integral can be evaluated by means of two
dimensional Gauss-Chebyshev quadrature. Speci#cally, we respectively replace ω1 and ω2
by c1x/
√
1− x2 and c2y/
√
1− y2 under the condition x ∈ [−1, 1] and y ∈ [−1, 1] and
then the joint probability can be numerically evaluated as
P (D ≤ 0,Z ≤ 0)
=
1
4π2
+1∫
−1
+1∫
−1
(
1− xy√
1− x2√1− y2
)
×
Re
{
ΦD,Z
(
c1 +
jc1x√
1− x2 , c2 +
jc2y√
1− y2
)}
dx dy
+
1
4π2
+1∫
−1
+1∫
−1
(
x√
1− x2 +
y√
1− y2
)
×
Im
{
ΦD,Z
(
c1 +
jc1x√
1− x2 , c2 +
jc2y√
1− y2
)}
dx dy
≈ 1
4n2
n∑
i1=1
n∑
i2=1
(1− τi1τi2)Re {ΦD,Z (c1 + jc1τi1 , c2 + jc2τi2)}
+
1
4n2
n∑
i1=1
n∑
i2=1
(τi1 + τi2)Im {ΦD,Z (c1 + jc1τi1 , c2 + jc2τi2)} (A.115)
with τi1
∆
= tan[(2i1 − 1)/(2n)π] and τi2 ∆= tan[(2i2 − 1)/(2n)π]. To choose a proper pair
(c1, c2) for computing (A.115), numerical evidence demonstrates they can be chosen as
{cˆ1, cˆ2} = arg min
(c1,c2)∈S
c
+
1 ,c
+
2
ΦD,Z(c1, c2)
where S
c
+
1 ,c
+
2
is the intersection of the ROC of ΦD,Z(s1, s2) with the positive real lines of
(s1, s2).
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A.10.1 Cherno! Upper Bound
Based on ΦD,Z(s1, s2), Cherno$ upper bound on P (D ≤ 0,Z ≤ 0) is expressed as
P (D ≤ 0,Z ≤ 0) ≤ ΦD,Z(s1 = c1, s2 = c2) for any (c1, c2) ∈ Sc+1 ,c+2 .
In particular, the minimal Cherno$ upper bound equals min(c1,c2)∈S
c
+
1 ,c
+
2
ΦD,Z(c1, c2).
A.11 Construction of the Set SUB̺d
According to the description in Section 5.4.2, the construction of SUB̺d is equivalent to #nd
the |SUB̺d | shortest paths in the tree graph representing S̺d . In the following, a depth-
#rst tree search based algorithm is presented for identifying the |SUB̺d | shortest paths. We
assume that the reader is familiar with the concept of depth-#rst tree search. Some basics
of it can be found in Section 2.4.
We create a table that has |SUB̺d | entries, each of which records the path length of one
element in SUB̺d . Before the tree search starts, the initial value of all entries in the table is
assigned to in#nity. The depth-#rst tree traversal starts from the root node and explores
a path all the way to a leaf node before backtracking and trying another path. Whenever
a leaf node is reached, the length of the path between the reached leaf node and the root
node is compared with the maximum value in the table, i.e., rmax. If the path length is
smaller than rmax, the path associated vector ̺d replaces the element in SUB̺d that has the
length equal to rmax and also its corresponding entry in the table is updated accordingly.
In short, the set SUB̺d and the table contain the information of the up-to-date |SUB̺d | shortest
paths. When the tree traversal is terminated, SUB̺d contains the |SUB̺d | shortest paths, whose
path lengths are stored in the table.
Clearly, it is infeasible to obtain SUB̺d by visiting all leaf nodes in the tree. To reduce
the tree search space, tree pruning is a very useful technique. Assume we arrive at a node
at the level v characterized by the partial vector ̺vd = [̺d,0, ̺d,1, . . . , ̺d,v−1]
T . If we are
able to predict that the leaf nodes belonging to the subtree expanded from the node cannot
yield any updates for SUB̺d and the table, the step-down to such subtree can be skipped. In
other words, the subtree can be safely pruned from the tree. Given the partial vector ̺vd,
the remaining entries of ̺d, i.e., the integers {̺d,v, . . . , ̺d,NtMc} must ful#ll
NtMc∑
k=v
̺d,k = N
[rem]
s (̺
v
d),
NtMc∑
k=v+1
k̺d,k = d
[rem](̺vd) (A.116)
where N
[rem]
s (̺vd) and d
[rem](̺vd) are de#ned as
N [rem]s (̺
v
d)
∆
= Ns −
v−1∑
k=0
̺d,k and d
[rem](̺vd)
∆
= d−
v∑
k=0
k̺d,k. (A.117)
Among all possible partial paths originating from the node ̺vd and ending at leaf nodes,
assume we know the minimal partial path length, i.e.,
lmin
(
v,N [rem]s (̺
v
d), d
[rem](̺vd)
) ∆
= min
̺d,v ,...,̺d,NtMc , s.t. (A.116)
NtMc∑
k=v
M(k, ̺d,k) (A.118)
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Then, if the following inequality holds
v−1∑
k=0
M(k, ̺d,k) + lmin
(
v,N [rem]s (̺
v
d), d
[rem](̺vd)
)
> rmax (A.119)
we can safely prune the subtree expanded from ̺vd.
As the integer v, N
[rem]
s (̺vd) and d
[rem](̺vd) have #nite possibilities, i.e., v ∈
{0, . . . , NtMc}, N [rem]s (̺vd) ∈ {0, 1, . . . , Ns} and d[rem](̺vd) ∈ {0, 1, . . . , d}, we can create
a look up table for lmin
(
v,N
[rem]
s , d[rem]
)
with v ∈ {0, . . . , NtMc}, N [rem]s ∈ {0, 1, . . . , Ns}
and d[rem] ∈ {0, 1, . . . , d} before the tree traversal. For v = NtMc, we have
lmin
(
v = NtMc, N
[rem]
s , d
[rem]
)
= min
̺d,NtMc s.t. (A.116)
M(NtMc, ̺d,NtMc). (A.120)
Note that, with the given v = NtMc, N
[rem]
s and d[rem], the constraints in (A.116) means
̺d,NtMc = N
[rem]
s and NtMc̺d,NtMc = d
[rem]. (A.121)
Therefore, the minimum only exists for (N
[rem]
s , d[rem]) ∈ {0, 1, . . . , Ns}×{0, 1, . . . , d} that
satis#es NtMcN
[rem]
s = d[rem] and it equalsM(NtMc, ̺d,NtMc = N [rem]s ). For any pair vio-
lating NtMcN
[rem]
s = d[rem], we assign∞ to lmin
(
v = NtMc, N
[rem]
s , d[rem]
)
. Subsequently,
lmin
(
v,N
[rem]
s , d[rem]
)
with v < NtMc can be recursively generated as
lmin
(
v,N [rem]s , d
[rem]
)
= min
0≤̺d,v≤min{N
[rem]
s ,d[rem]/v}
lmin
(
v + 1, N [rem]s − ̺d,v, d[rem] − v̺d,v
)
+M(v, ̺d,v)
(A.122)
for N
[rem]
s = 0, . . . , Ns and d
[rem] = 0, . . . , d. Note that ̺d,v has to be an integer. There-
fore, we assign∞ to lmin
(
v,N
[rem]
s , d[rem]
)
if no integer number exists within the interval
[0,min{N [rem]s , d[rem]/v}].
A.12 Derivation of (5.112)
Starting from (5.111), we have
ΦD (s;̺d)
= EY,H,Π,c˜scr
{
exp (−sD) ∣∣̺d, c0, χ}
= EΠ,c˜scr
{
EY,H
{
exp (−sD) ∣∣Π, c˜scr, c0, χ} ∣∣∣∣̺d
}
(a)
= EΠ,c˜scr
{
EY,H
{
exp (−sD) ∣∣Π, c˜scr, c0, χ, (sk)Nsk=1}
∣∣∣∣̺d
}
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(b)
= EΠ,c˜scr
{
EY,H
{
exp (−sD) ∣∣(sk)Nsk=1}
∣∣∣∣̺d
}
(c)
= EΠ,c˜scr
{
EY,H
{
exp
(
−s
Ns∑
k=1
‖yk −Hkzk‖2 − ‖yk −Hksk‖2
N0
)∣∣∣∣(sk)Nsk=1
}∣∣∣∣̺d
}
(d)
= EΠ,c˜scr
{
Ns∏
k=1
En,H
{
exp
(
−s‖n+Hsk −Hzk‖
2 − ‖n‖2
N0
)} ∣∣∣∣̺d
}
(e)
= EΠ,c˜scr
{
Ns∏
k=1
Φs=sk,z=zk (s)
∣∣∣∣̺d
}
(f)
=
NtMc∏
v=0

∑
s∈XNt
∑
z∈Ss,v
p(s, z|v)Φs,z (s)


̺d,v
(A.123)
where {sk} is the transmitted symbol vector sequence based on {Π, c˜scr, c0, χ} and {zk}
is the erroneous symbol vector sequence based on {Π, c˜scr, cd, χ}.
For obtaining the equalities from (a) to (f), we are based on the following arguments:
• The equality at (a) holds because {sk} are deterministic based on {c0,Π, c˜scr, χ}.
• The equality at (b) is because conditional on {sk}, {yk,Hk} are independent of
{Π, c˜scr, c0, χ}.
• The equality at (c) is obtained based on the de#nition of theD-metric given in (5.99).
• The equality at (d) is obtained by the variable interchange yk = Hksk+nk and also
noting {nk,Hk} for k = 1, 2, . . . , Ns are i.i.d..
• The equality at (e) holds due to the following de#nition
Φs,z (s)
∆
= En,H
{
exp
(
−s‖n+Hs−Hz‖
2 − ‖n‖2
N0
)}
. (A.124)
Note that Φs,z (s) is e$ectively the Laplace transform of the pdf of the random vari-
able 1
N0
· (‖n+Hs−Hz‖2 − ‖n‖2) conditional on the given (s, z). Let us re-write
the random variable 1
N0
· (‖n+Hs−Hz‖2 − ‖n‖2) as
‖n+Hs−Hz‖2 − ‖n‖2
N0
=
‖H(s− z)‖2 + 2Re [nHH(s− z)]
N0
=
1
N0
Re
[
(2n+H(s− z))HH(s− z)
]
=
1
N0
Nr∑
i=1
Re(wi)Re(vi) + Im(wi)Im(vi) (A.125)
where wi and vi are de#ned as
wi
∆
= [2n+H(s− z)]i and vi ∆= [H(s− z)]i. (A.126)
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By noting that {wi} and {vi} are correlated Gaussian random variables with the
given {s, z}, the random variable 1
N0
· (‖n+Hs−Hz‖2 − ‖n‖2) equals the sum
of the products of correlated Gaussian random variables. According to [106], the
closed-form expression of the Laplace transform Φs,z (s) is given as
Φs,z (s) =
[
1− s
2 − s
N0
‖s− z‖2
]−Nr
. (A.127)
• As c˜scr is uniformly sampled from {0, 1}Nc , sk as a function of {Π, c˜scr, c0, χ} is uni-
formly sampled from XNt . Suppose zk carries v error bits in contrast with the trans-
mitted symbol vector sk. With the use of uniform interleaver Π, zk is uniformly
sampled from the set Ss,v that contains all elements in XNt whose bit label has v
di$erent bits to that of sk. Given the error-bit distribution pattern ̺d, we eventually
obtain the equality at (f).
Finally, we want to note that the ROC of the Laplace transform ΦD (s;̺d) is the in-
tersection of the ROCs of the Laplace transform Φs,z (s) for any possible pair (s, z) ∈
XNt ×XNt , where the ROC of Φs,z (s) is de#ned as
ROC
∆
= {s|s ∈ C, Φs,z [Re(s)] <∞}
=
{
s
∣∣∣∣s ∈ C, 1− [Re(s)− 1] · Re(s)N0 ‖s− z‖2 > 0
}
. (A.128)
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As ΦD,ZGend (s1, s2;̺d) denotes the two-dimensional Laplace transform of the joint
probability p (D(c0, cd),ZGend |̺d, c0, χ), we have the following expression for
ΦD,ZGend (s1 = c1, s2 = c2;̺d) with c1 ∈ R and c2 ∈ R
ΦD,ZGend (c1, c2;̺d) = EY,H,Π,c˜scr
{
exp
(−c1D − c2ZGend )
∣∣∣∣̺d, c0, χ
}
. (A.129)
Analogous to the derivations for (A.123), we obtain
ΦD,ZGend (c1, c2;̺d) =
NtMc∏
v=0

∑
s∈XNt
∑
z∈Ss,v
p(s, z|v)Φs,z (c1, c2)


̺d,v
· exp(c2η) (A.130)
where Φs,z (c1, c2) is given as
Φs,z (c1, c2)
= En,H
{
exp
[
−c1
‖H(s− z)‖2 + 2Re (nHH(s− z))
N0
− c2
(
φ‖n‖2 − ‖Hs‖2)
]}
= EH
{
exp
(
−c1‖H(s− z)‖
2
N0
+ c2‖Hs‖2
)
· f(c1, c2,H, N0, φ, s, z)
}
. (A.131)
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In (A.131), the function f(c1, c2,H, N0, φ, s, z) is de#ned as
f(c1, c2,H, N0, φ, s, z)
∆
= En
{
exp
(
−c1
2Re
(
nHH(s− z))
N0
− c2φ‖n‖2
)}
. (A.132)
We #rst compute f(c1, c2,H, N0, φ, s, z)
f(c1, c2,H, N0, φ, s, z)
=
1
πNrNNr0
∫
CNr
exp
(
−(1 + c2φN0)‖n‖
2 + 2c1Re
(
nHH(s− z))
N0
)
dn
=
1
πNrNNr0
∫
CNr
exp

−
∥∥∥n+ c11+c2φN0H(s− z)∥∥∥2 − ∥∥∥ c11+c2φN0H(s− z)∥∥∥2
N0/(1 + c2φN0)

 dn
= exp
(
c
2
1‖H(s− z)‖2
N0 · (1 + c2φN0)
)
· 1
(1 + c2φN0)Nr
· (1 + c2φN0)
Nr
πNtNNr0
∫
CNr
exp

−
∥∥∥n+ c11+c2φN0H(s− z)∥∥∥2
N0/(1 + c2φN0)

 dn. (A.133)
For the integral to converge, we must have
1 + c2φN0 > 0. (A.134)
With the argument that the integral of a Gaussian function equals one, we obtain
f(c1, c2,H, N0, φ, s, z) = exp
(
c
2
1‖H(s− z)‖2
N0 · (1 + c2φN0)
)
· 1
(1 + c2φN0)Nr
. (A.135)
Plugging (A.135) back into (A.131), we reach to
Φs,z (c1, c2) = (1 + c2φN0)
−Nr
· EH
{
exp
(
c
2
1‖H(s− z)‖2
N0(1 + c2φN0)
− c1‖H(s− z)‖
2
N0
+ c2‖Hs‖2
)}
. (A.136)
When s and s− z are linearly dependent, i.e., s− z = ζs, we have
Φs,z (c1, c2) =
1
(1 + c2φN0)Nr
· EH
{
exp
[(
c
2
1|ζ|2
N0(1 + c2φN0)
− c1|ζ|
2
N0
+ c2
)
‖Hs‖2
]}
.
(A.137)
Under the assumption that 1−
(
c
2
1|ζ|
2
N0(1+c2φN0)
− c1|ζ|2
N0
+ c2
)
‖s‖2 > 0, it equals
Φs,z (c1, c2) =
1
(1 + c2φN0)Nr
· 1[
1−
(
c
2
1|ζ|
2
N0(1+c2φN0)
− c1|ζ|2
N0
+ c2
)
‖s‖2
]Nr (A.138)
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for spatially uncorrelated MIMO channels. When s and s − z are linearly indepen-
dent, we de#ne two random variables, i.e., wi
∆
= [H(s − z)]i and vi ∆= [Hs]i for each
i ∈ {1, 2, . . . , Nr}. For spatially uncorrelated MIMO channels, the joint pdf of (wi, vi) is
given as
p(wi, vi) =
1
det(πRs,z)
exp
(−[wi, vi]∗R−1s,z[wi, vi]T ) (A.139)
with the covariance matrix Rs,z equal to
Rs,z =
[ ‖s− z‖2 sH(s− z)
(s− z)Hs ‖s‖2
]
. (A.140)
Based on p(wi, vi), Φs,z (c1, c2) as given in (A.136) can be re-written as
Φs,z (c1, c2)
=
1
(1 + c2φN0)Nr
·
Nr∏
i=1
Ewi,vi
{
exp
(
(c21 − c1(1 + c2φN0)) |wi|2
N0 · (1 + c2φN0) + c2|vi|
2
)}
=
1
(1 + c2φN0)Nr
·
Nr∏
i=1
1
det(πRs,z)
∫
C
∫
C
exp
(−[wi, vi]∗ · [R−1s,z −R] · [wi, vi]T ) dwidvi
(A.141)
where the diagonal matrix R is de#ned by
R
∆
=

 (c21 − c1(1 + c2φN0))N0(1 + c2φN0) 0
0 c2

 . (A.142)
Under the assumption that the Hermitian matrix (R−1s,z−R) is positive de#nite, the integral
involved in (A.141) converges, namely
1
det(πRs,z)
∫
C
∫
C
exp
(−[wi, vi]∗ · [R−1s,z −R] · [wi, vi]T ) dwidvi = det
[
(R−1s,z −R)−1
]
det(Rs,z)
= [det (I2 −Rs,zR)]−1 .
(A.143)
As such, in the case that s and s− z are linearly independent, we have
Φs,z (c1, c2) =
1
(1 + c2φN0)Nr
·
[(
1− (c
2
1 − c1(1 + c2φN0))
N0(1 + c2φN0)
‖s− z‖2
)(
1− c2‖s‖2
)
−c2 (c
2
1 − c1(1 + c2φN0))
N0(1 + c2φN0)
|sH(s− z)|2
]−Nr
(A.144)
where (c1, c2) needs to satisfy 1 + c2φN0 > 0 and also ensure (R
−1
s,z − R) being positive
de#nite. Note that the above expression forΦs,z (c1, c2) becomes identical to that in (A.138)
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if we replace s− z by ζs. Therefore, we can use it as a general closed-form expression for
Φs,z (c1, c2).
Let us substitute (A.144) back into (A.130). For obtaining a #niteΦD,ZGend (c1, c2;̺d), the
above-mentioned assumptions on (c1, c2) have to be satis#ed for any possible pair s ∈ XNt
and z ∈ Ss,v with v = 0, 1, . . . , NtMc. These conditions on (c1, c2) also de#ne the ROC of
ΦD,ZGend (s1, s2;̺d). Note that we have z = s for v = 0. In order to haveΦs,z=s (c1, c2) <∞,
1+c2φN0 > 0 and 1−c2‖s‖2 > 0must be satis#ed according to the derivation for (A.138).
Therefore, 1+ c2φN0 > 0 and 1− c2‖s‖2 > 0 for any s ∈ XNt are necessary conditions on
ΦD,ZGend (c1, c2;̺d) <∞. Furthermore, with the relation c1 =
1+c2φN0
2
, thematrix (R−1s,z−R)
is guaranteed to be positive de#nitewhen c2 ≥ 0, 1+c2φN0 > 0 and 1−c2‖s‖2 > 0 hold. As
such, we have ΦD,ZGend
(
c1 =
1+c2φN0
2
, c2;̺d
)
<∞ if the inequalities c2 ≥ 0, 1+ c2φN0 > 0
and 1− c2 (maxs∈XNt‖s‖2) > 0 are valid.
A.14 An Equivalent Problem to minq(h)− ln Λβ(c, q)
By the de#nition of Λβ(c, q) as given in (7.7), we have
min
q(h)
− ln Λβ(c, q) = min
q(h)
∫
CNs
q (h) ln
[
q (h)
f (h, c)
]
dh. (A.145)
Assume certain structure of the optimal solution is known. Then, there is no loss of op-
timality, if we initially constrain the pdf q(h) into that structure. With this argument, an
equivalent minimization problem is constructed as follows.
Based on the inequality (7.4), the global minimal solution equals
q∗(h) = p
(
h|y, spil, c
)
=
f (h, c)
p
(
y|spil, c
) (A.146)
where the codeword c is considered to be given at this point. By noting the denominator is
not a function of h, q∗(h) is de#ned on a graph with the same structure as that of f (h, c),
see Fig. A.1. According to [43], a pdf q(h) de#ned on such a tree graph can always be
expressed as
q(h) =
[∏Ns
k=1 qα,k(hk)
]
· qβ(h)∏Ns
k=1 qk(hk)
(A.147)
where these auxiliary pdfs3 satisfy the following marginalization consistency constraints
qα,k(hk) =
∫
CNs−1
qβ (h)
[∏
k′ 6=k
dhk′
]
= qk(hk) ∀k ∀hk ∈ C. (A.148)
Furthermore, these auxiliary pdfs are e$ectively marginals of the pdf q(h), i.e.,
∀k qα,k(hk) = qk(hk) =
∫
CNs−1
q (h)
[∏
k′ 6=k
dhk′
]
, qβ(h) = q(h). (A.149)
3As pdfs, they are non-negative everywhere. Their integrals over the entire space is equal to one.
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Figure A.1: Factor graph of f (h, c), where {sk} in the graph represent the transmitted
symbols mapped from the pilot symbols spil and the given codeword c.
Based on the argument for qˆ(h) being a Gaussian function in Section 7.2.1, the optimal pdf
q∗(h) can be analogously shown to be a Gaussian function. This fact suggests that we can
restrict these auxiliary pdfs, i.e., {qα,k(hk), qβ(h), qk(hk)}, to be Gaussian. For such auxil-
iary pdfs, the marginalization consistency constraints can then be relaxed to the following
expectation constraints on the consistency of the #rst and second (raw) moments, i.e.,∫
C
qα,k(hk)hkdhk =
∫
CNs
qβ(h)hkdh =
∫
C
qk(hk)hkdhk ∀k (A.150)∫
C
qα,k(hk)|hk|2dhk =
∫
CNs
qβ(h)|hk|2dh =
∫
C
qk(hk)|hk|2dhk ∀k. (A.151)
Using the above acquired knowledge of the optimal pdf q∗(h), the minimization
minq(h)− ln Λβ(c, q) can be equivalently converted to the following constrained mini-
mization problem
min
qα,k(hk),qβ(h),qk(hk)
− ln Λβ(c, qα,k, qβ, qk) (A.152)
subject to (A.150) and (A.151)
where the functionΛβ(c, qα,k, qβ, qk) is obtained by substituting (A.147) into the expression
of Λβ(c, q) and noting the equalities in (A.149), i.e.,
− ln Λβ(c, qα,k, qβ, qk) ∆=
Ns∑
k=1
∫
C
qα,k (hk) ln
[
qα,k (hk)
p (yk|hk, sk)
]
dh
+
∫
CNs
qβ (h) ln
[
qβ (h)
p (h)
]
dh−
Ns∑
k=1
∫
C
qk(hk) ln qk(hk)dhk.
(A.153)
We have shown that the global optimal solution of the equivalent problem (A.152) is
a set of Gaussian functions, which are positive everywhere. For such global optimal solu-
tion, it must also be an interior local minimal solution satisfying the zero-variation con-
ditions associated to the Lagrangian. Let us formalize a Lagrange function of the problem
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in (A.152) and set its variation equal to zero. Solving the resulting equations with algebra,
any set of positive pdfs that yields a local minimum can then be expressed as
qα,k (hk) ∝ p (yk|hk, sk) CN (hk;µα,k, σ2α,k) (A.154)
qβ (h) ∝ p (h)
Ns∏
k=1
CN (hk;µβ,k, σ2β,k) (A.155)
qk(hk) ∝ CN (hk;µα,k, σ2α,k)CN (hk;µβ,k, σ2β,k) (A.156)
with the parameters µα,k ∈ C, µβ,k ∈ C, σ2α,k ∈ R++ and σ2β,k ∈ R++ for k = 1, 2, . . . , Ns.
Denoting the expectation of a function of h, e.g., f(h), with respect to the pdf q(h) as
〈f(h)〉q ∆=
∫
CNs
q(h)f(h)dh (A.157)
{µα,k, µβ,k, σ2α,k, σ2β,k} must be a solution to
〈hk〉qα,k = 〈hk〉qβ = 〈hk〉qk , 〈|hk|2〉qα,k = 〈|hk|2〉qβ = 〈|hk|2〉qk ∀k. (A.158)
Let us substitute (A.154), (A.155) and (A.156) back into the objective function
− ln Λβ(c, qα,k, qβ, qk), while using (A.158) as the constraints on {µα,k, µβ,k, σ2α,k, σ2β,k}.
After performing some algebra, we obtain the following optimization problem equivalent
to the problem (A.152)
min
µα∈C
Ns ,µβ∈C
Ns ,σ2α∈R
Ns
++,σ
2
β∈R
Ns
++
− ln Λβ(c,µα,µβ,σ2α,σ2β) (A.159)
subject to (A.158)
where the objective function − ln Λβ(c,µα,µβ,σ2α,σ2β) is given as
− ln Λβ(c,µα,µβ,σ2α,σ2β) ∆=
Ns∑
k=1
ln
[∫
C
CN (hk;µα,k, σ2α,k)CN (hk;µβ,k, σ2β,k)dhk
]
− ln
[∫
CNs
p
(
y|h, c, spil
) Ns∏
k=1
CN (hk;µα,k, σ2α,k)dh
]
− ln
[∫
CNs
p (h)
Ns∏
k=1
CN (hk;µβ,k, σ2β,k)dh
]
(A.160)
and {µα,µβ,σ2α,σ2β} are the compact vector representations of {µα,k, µβ,k, σ2α,k, σ2β,k}Nsk=1.
In summary, the global minimal solution q∗(h) to the problem in (A.145) can be ex-
pressed as (A.147), where {qα,k(hk)} and qβ(h) and {qk(hk)} are given as in (A.154), (A.155)
and (A.156) with {µα,µβ,σ2α,σ2β} being a global optimal solution to the problem (A.159).
It is worth to note that the constraints in the problem (A.159) are e$ectively the station-
ary point equations of the objective function, meaning that any feasible solution to the
problem (A.159) must be a stationary point of − ln Λβ(c,µα,µβ,σ2α,σ2β).
Appendix B
Glossary
Abbreviations
3GPP 3rd Generation partnership project
ACO Ant colony optimization
AWGN Additive white Gaussian noise
BCJR Bahl Cocke Jelinek Raviv
BER Bit error rate
BICM Bit-interleaved coded modulation
BICM-ID Bit-interleaved coded modulation with iterative detection
BP Belief propagation
BPSK Binary phase-shift keying
CC Convolutional code
CCCP Concave-convex procedure
CDF Cumulative density function
CRC Cyclic redundancy check
CSI Channel state information
DVB-S2 Digital video broadcasting-satellite-second generation
EF Error *oor
EM Expectation maximization
EP Expectation propagation
EXIT Extrinsic information transfer
ES Exhaustive search
FB Feedback
FER Frame error rate
FF Feed-forward
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GA Gaussian approximation
i.i.d. independently identically distributed
II Inner iteration
IMU Informed message update
IP Integer programming
LDPC Low-density parity-check
LHS Left hand side
LLR Log-likelihood ratio
LMMSE Linear minimum mean square error
LP Linear programming
LTE Long Term Evolution
MAP Maximum a-posteriori
MF Mean #eld
MI Mutual information
MIMO Multiple-input multiple-output
ML Maximum likelihood
MMAS Max-Min ant system
OI Outer iteration
PCCC Parallel concatenated convolutional code
p-CSI Perfect channel state information
PD Partial distance
PDF Probability density function
PEP Pairwise error probability
PMF Probability mass function
PSK Phase-shift keying
QAM Quadrature amplitude modulation
RHS Right hand side
ROC Region of convergence
SA Saddle-point approximation
SCCC Serially concatenated convolutional code
SD Sphere decoding
SE Schnorr-Euchner
SISO Single-input single-output
SNR Signal-to-noise ratio
SP Set partitioning
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SSP Semi-set partitioning
TCM Trellis coded-modulation
TSB Tangential-sphere bound
VB Variational Bayesian
VMP Variational message-passing
VN Visited node
WLAN Wireless local area network
Relations
a ≡ b a is equivalent to b
a ≈ b a is approximately equal to b
a ∝ b a is proportional to b
a↔ b a and b are associated to each other
a ' b a is approximately greater than b
a / b a is approximately less than b
a ∈ A a is an element of the set A
a 6∈ A a is not an element of the set A
A ⊆ B every element in A also belongs to B
A ⊂ B every element in A also belongs to B, but A 6= B
Operations
|a| absolute value of a
a! product of 1× 2× · · · × a
Ea {a} expectation of a
Re{a} real part of a
Im{a} imaginary part of a
a · b a is multiplied by b
a/b a is divided by b(
a
b
)
number of combinations of b elements drawn from a set of a
elements
max{a, b} maximum between a and b
min{a, b} minimum between a and b
a← b b is assigned to a
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a→ b a approaches b
lima→b f(a) limit of f(a) as a approaches b
|A| cardinality of the set A
A ∪ B union of the set A and B
A ∩ B intersection between the set A and B
A\B relative complement of B with respect to A
∂f/∂x partial derivative of f with respect to x∫ b
a
fdx integral of f from a to b with respect to x∫
D
fdx integral of f with respect to x over the domain D
supx∈S f(x) supremum of the values of f(x) attained at the members of the
set S
infx∈S f(x) in#mum of the values of f(x) attained at the members of the
set S∑
x f(x) sum of the values of f(x) attained at all possible realizations of
the vector x∑
x:xi=a
f(x) sum of the values of f(x) attained at the realizations of the vec-
tor x that have the ith entry equal to a∑
x∈S f(x) sum of the values of f(x) attained at the members of S∑
x∈S:xi=a
f(x) sum of the values of f(x) attained at the members of S that
have the ith entry equal to a
diag(x) diagonal matrix: the entries of the vector x are on the diagonal
‖x‖ Euclidean norm of x
[x]\i subvector of x obtained by deleting the ith entry
[x]I subvector of x obtained by only keeping the entries with the
indices belonging to I
xT transpose of the vector x
x∗ (element-wise) conjugate complex of the vector x
xH conjugate transpose of the vector x
XT transpose of the matrixX
X∗ (element-wise) conjugate complex of the matrixX
XH conjugate transpose of the matrixX
det(X) determinant of the square matrixX
tr(X) trace of the square matrixX
vec(X) vectorization of the matrixX
X−1 inverse of the invertible square matrixX
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Functions
CN (x;µx,Σx) probability density function of a proper complex Gaussian ran-
dom vector x with mean vector µx and covariance matrix Σx
δ(x) Dirac delta function of x
exp(x) or ex exponential function of x
f : A 7→ B a function that maps the elements in A to the elements in B
IG(x) indictor function that indicates the membership of x in the set
G
I(x, y) indicator function that indicates the equivalence between x and
y
J0(x) zeroth-order Bessel function
loga(x) logarithm to the basis a of x
ln(x) natural logarithm of x
sgn(x) sign function of x
Symbols
∆
= de#nition
∅ empty set
∀ for all
1 all one vector
0 all zero vector
0+ an in#nitesimal positive number
∞ in#nity
± plus or minus
(ˆ·) optimal solution of an optimization problem
{(·)i}Ni=1 set {(·)1, (·)2, . . . , (·)N}
{(·)i}i∈I set of elements with the subscripts belonging to the set I
αFF,i(Si) feed-forward alpha metric of the state Si in the trellis diagram
of a CC
b(·) auxiliary pmf involved in the Bethe free energy
b vector representation of the values of the auxiliary pmfs in-
volved in the Bethe free energy
bpre subvector of b whose entries can only take the value 0 and 1
brem subvector of b whose entries can only take on the value within
the open interval (0, 1)
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bˆT a global minimal solution of the constrained Bethe free energy
at the temperature T
bˆ a simpli#ed notation for bˆT=1
bˆ(·),T (·) optimal pmf associated to bˆT
bˆ(·)(·) optimal pmf associated to bˆT=1
βFB,i(Si+1) feedback beta metric of the state Si+1 in the trellis diagram of a
CC
c code bit sequence (a.k.a. codeword)
ci the ith code bit
c0 all zero codeword
cd an arbitrary codeword with Hamming weight equal to d
[c]I1 subvector of the codeword c that is attained at the output of the
#rst component CC of a PCCC
[c]I2 subvector of the codeword c that is attained at the output of the
second component CC of a PCCC
[c]Is,k bit subvector that is mapped to the data symbol transmitted at
the time instant k
χ
(
[c]Is,k
)
data symbol mapped from the bit subvector [c]Is,k
cc1 codeword generated by the outer CC of a SCCC
c˜ interleaved codeword
c˜i the ith bit of the interleaved codeword c˜
c˜scr scrambling bit sequence
C set of complex numbers
Cii computational energy consumption of the inner iteration
Coi computational energy consumption of the outer iteration
Cvn computational energy consumption per VN
Cwr computational energy consumption per writing/reading opera-
tion
dmindet metric of the MAP solution (in MIMO detection)
d¯mindet,t,n metric of the counter-hypothesis for bit n on antenna t (in
MIMO detection)
∆Pt(·) partial distance increment on the level t (in MIMO detection)
∆T temperature increment
∆τk,o pheromone increment
e bit sequence respectively representingm and cc1 in PCCC- and
SCCC-coded systems
ei the ith entry of the bit sequence e
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Edom a metric to indicate the concentration of pheromone on the
dominant path
Eb energy per information bit
Es energy per transmitted data symbol
FD normalized maximum Doppler frequency
FERML FER of ML decoding
FB(b, T ) Bethe free energy
FB(b) a simpli#ed notation for FB(b, T = 1)
FBU,ǫ(b,q) convex upper bound on FB(b)
F∗B(T ) global minimal value of the constrained Bethe free energy at
the temperature T
FH,T Helmholtz free energy
G codebook adopted by the channel encoder
Gd subset of the codebook G that contains the codewords with
Hamming weight equal to d
G [1] codebook adopted by the outer convolutional encoder of a
SCCC
G(m) codeword mapped from the information bit sequence m and
based on the codebook G
[G(m)]i the ith code bit of the codeword mapped from the information
bit sequencem and based on the codebook G
G1(m) codeword generated by the #rst component CC of a PCCC
based on the information bit sequencem
G2(m) codeword generated by the second component CC of a PCCC
based on the information bit sequencem
γi(Si, Si+1) transition metric of the state pair (Si, Si+1) in the trellis dia-
gram of a CC
hk channel coe&cient at the time instant k (in SISO systems)
h vector representation of the channel coe&cients that a$ect one
codeword (in SISO systems)
h1 vector representation of the channel coe&cients that a$ect the
code bits generated by the #rst component CC in a PCCC-coded
BPSK-modulated SISO system
h2 vector representation of the channel coe&cients that a$ect the
code bits generated by the second component CC in a PCCC-
coded BPSK-modulated SISO system
Hk channel coe&cient matrix at the time instant k (in MIMO sys-
tems)
[Hk]ν,ϑ element in the νth row and ϑth column of the channel matrix
Hk
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H compact representation of the channel coe&cient matrices that
a$ect one codeword (in MIMO systems)
HB(b) Bethe entropy
I identity matrix
I1 set of bit positions in the codeword c that are occupied by the
code bits generated by the #rst component CC of a PCCC
I2 set of bit positions in the codeword c that are occupied by the
code bits generated by the second component CC of a PCCC
Idat set of time instants that are reserved for transmitting data sym-
bols
Ipil set of time instants that are reserved for transmitting pilot sym-
bols
Is,k set of bit positions in the codeword c that are occupied by the
code bits contributing to the kth data symbol
Is,k(i)\i set of bit positions in the codeword c that are occupied by the
code bits contributing to the k(i)th data symbol, but except i
Jgσλ Jacobian matrix of the multi-dimensional function gσλ
k(i) time instant at which the code bit ci is transmitted
l iteration index
Lmax LLR clipping
Λα(e) an alternative expression of p(y1|h1,m = e) and IG[1](cc1 = e)
respectively in PCCC- and SCCC-coded systems
Λβ(e) an alternative expression of p(y2|h2,m = e) and p(y|h, cc1 =
e) respectively in PCCC- and SCCC-coded systems
m information bit sequence
mi the ith information bit
m[bd] bd ant
m[dom] ant selects the up-to-date dominant path
m[gd] good ant
µt,n(sk) bit value of the nth bit label of the tth entry of the symbol vector
sk
µα,k MAP channel estimate of the channel coe&cient hk based on
the observation vector y except the observation yk at the time
instant k (in SISO systems)
µβ,k channel estimate of the channel coe&cient hk solely based on
the observation yk at the time instant k (in SISO systems)
µ
[pil]
h pilot-basedMAP estimate of the channel coe&cient vectorh (in
SISO systems)
µ
[q]
h mean vector of h with respect to the pdf q(h)
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µq,β MAP channel estimate of the channel coe&cient vector h based
on the observation vector y (in SISO systems)
M number of ants
Mc number of bits per symbol
nk additive Gaussian noise at the time instant k (in SISO systems)
n vector representation of additive Gaussian noises that a$ect one
codeword (in SISO systems)
nk noise vector at the time instant k (in MIMO systems)
N0 noise variance
Nb length of the vector b
Nc length of the codeword c
Ne length of the bit sequence e
Niter number of training iterations in MMAS
Nm length of the information bit sequencem
Nr number of receive antennas
Ns length of the symbol sequence
Nt number of transmit antennas
Nthr threshold for terminating the training process in MMAS
Nvn number of visited nodes
Nwr number of writing/reading operations
Ω(T ) set of the global minimal solutions of the constrained Bethe free
energy at the temperature T
pB(·;T ) Boltzmann distribution at the temperature T
Ppil pilot spacing
Pt(·) partial distance from the top level to the level t (in MIMO de-
tection)
Π interleaver
Π−1 de-interleaver
Π−1(i) bit position in the codeword c that maps to the bit position i in
the interleaved codeword c
Qbd set of bd ants
Qgd set of good ants
R set of real numbers
R+ set of non-negative real numbers
R++ set of strictly positive real numbers
R− set of non-positive real numbers
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R−− set of strictly negative real numbers
R¯ union of R and {±∞}
rc code rate of the (overall) channel code
rc1 code rate of the outer CC of a SCCC
ρ(Jgσλ ) spectral radius of the Jacobian matrix Jgσλ
ρT parameter to adjust the temperature T
ρvn/wr ratio of the computational energy consumption per visited node
to the computational energy consumption per writing/reading
operation
sk symbol transmitted at the time instant k (in SISO systems)
s¯k soft data symbol at the time instant k (in SISO systems)
(sk)
Ns
k=1 symbol sequence mapped from one codeword (in SISO systems)
s vector representation of (sk)
Ns
k=1 (in SISO systems)
spil vector representation of the pilot symbols (in SISO systems)
Spil diagonal matrix: the entries of the pilot symbol vector spil on
the diagonal
sk symbol vector transmitted at the time instant k (in MIMO sys-
tems)
Ssch set of feasible execution orders
SΛα=0 set of realizations of the bit sequence e that yield Λα(e) = 0
SΛα 6=0 set of realizations of the bit sequence e that yield Λα(e) 6= 0
Σh covariance matrix of the channel coe&cient vector h in SISO
systems
Σ
[pil]
h pilot-based estimate of the covariance matrix of the channel es-
timation error h− µ[pil]h
Σ
[q]
h covariance matrix of h with respect to the pdf q(h)
Σq,β estimate of the covariance matrix of the MAP channel estima-
tion error h− µq,β
[Σh]Ipil,Ipil submatrix of Σh that corresponds to the covariance matrix of
the channel coe&cients a$ecting the pilot symbols, i.e., [h]Ipil
[Σh]·,Ipil submatrix of Σh that equals Eh{h[h]HIpil}
[Σh]Ipil,· submatrix of Σh that equals Eh{[h]IpilhH}
σ2α,k estimate of the variance of the channel estimation error hk −
µα,k
σ2β,k estimate of the variance of the channel estimation error hk −
µβ,k
σλ damping factor
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σ2s,k variance of the soft symbol at the time instant k (in SISO sys-
tems)
T (fundamental) temperature
Tii execution time of the inner iteration
Tint initial temperature
Tmax upper limit on the temperature
Toi execution time of the outer iteration
Toi,wst execution time of the outer iteration in the worst case
Tthr temperature threshold
Ttot upper limit on the execution time of the whole iterative decod-
ing process
τk,o pheromone value on the branch k expanded from the node o
τmin lower limit on the pheromone value
τmax upper limit on the pheromone value
UB(b) Bethe average energy
X signal constellation set
xk bit label vector associated to the symbol vector sk at the time
instant k (in MIMO systems)
xmin MAP solution (in MIMO detection)
xmint,n bit label of the MAP solution associated to the nth bit label on
antenna t (in MIMO detection)
yk symbol received at the time instant k (in SISO systems)
(yk)
Ns
k=1 received symbol sequence corresponding to one codeword (in
SISO systems)
y vector representation of (yk)
Ns
k=1 (in SISO systems)
y1 vector representation of received BPSK symbols that are
mapped from the code bits generated by the #rst component
CC in a PCCC-coded and BPSK modulated SISO system
y2 vector representation of received BPSK symbols that are
mapped from the code bits generated by the second component
CC in a PCCC-coded and BPSK modulated SISO system
ydat vector representation of received data symbols (in SISO sys-
tems)
ypil vector representation of received pilot symbols (in SISO sys-
tems)
yk symbol vector received at the time instant k (in MIMO systems)
Y compact representation of received symbol vectors that a$ect
one codeword (in MIMO systems)
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Z(T ) partition function at the temperature T
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