Abstract: Feature selection has become an essential technique to reduce the dimensionality of data sets. Many features are frequently irrelevant or redundant for the classification tasks. The purpose of feature selection is to select relevant features and remove irrelevant and redundant features. Applications of the feature selection range from text processing, face recognition, bioinformatics, speaker verification, and medical diagnosis to financial domains. In this study, we focus on filter methods based on information entropy : IG (Information Gain), FCBF (Fast Correlation Based Filter), and mRMR (minimum Redundancy Maximum Relevance).
Introduction
Since the advent of big data, feature selection has played a major role in reducing the "high-dimensionality". Feature In this paper, we focus on filter methods based on information entropy : IG, FCBF, and mRMR. FCBF has the advantage of reducing computational burden by eliminating the redundant features that satisfy the condition of approximate Markov blanket.
However, the FCBF considers only the relevance between the feature and the class when selecting the best features, and fails to take into consideration the interaction between features. In this paper, we propose an improved FCBF to overcome this shortcoming. We also perform a comparative study for the evaluation of the performance of the proposed method.
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Figure 2: Wrapper methods
The remainder of the paper is organized as follows. The filter methods based on the information entropy are introduced in Section 2.
In Section 3, the computational results of the performance are presented. Finally conclusions are mentioned in Section 4.
Methods
IG
The IG filter method, originally proposed by Quinlan [25] , is one of the most common univariate methods of evaluation attributes. This filter method assesses features based on their information gain and considers a single feature at a time. The information entropy is employed as a measure to rank variables.
The entropy of a class feature Y is defined as follows [23] .
where P(Y) is the marginal probability density function for the random variable Y.
The value of IG for the attribute feature X is then given by
where H(Y/X) is the conditional entropy of Y given X.
The IG filter method first assigns an orderly classification of all features. A threshold value is then adopted to select a certain number of features based on the order obtained. As IG is a univariate approach that ignores the mutual information between attribute features, the computing time of the method is fast. However, if the attribute features are highly correlated, the IG filter method produces less accuracy. 
The 
Practically, if the number of features is very large, the criterion (5) is hard to implement. Therefore, Peng et al. [24] proposed an alternative criterion for maximum-relevance.
The above criterion approximates the maximum-relevance with the mean value of all mutual information between each feature x i and class Y.
Peng et al.
[24] also proposed the following criterion for the minimum-redundancy.
Therefore, the criterion that combines the above two criteria is as follows.
In practice, Peng et al. [24] suggested the incremental search method to find the near-optimal features. The method optimize the following condition.
The above problem is to find the m th feature from the set
The pseudo-code for the mRMR algorithm is as follows.
Algorithm 2. mRMR
Input: X(x 1 , x 2 , … , x n ), Y // a training data set Output: S // The selected mRMR set 1 append x i with the largest I(x i , Y) to S 2 while |S| < n do
append(S, x) 5 end while
I-FCBF(Improved FCBF)
In this section, we propose an improved FCBF by hybridizing mRMR and FCBF. The FCBF has the advantage of reducing the computational burden by eliminating the redundant features that satisfy the condition of approximate Markov blanket. However, FCBF considers only the relevance between the feature and class in order to select the best features.
It fails to take into consideration the interaction between features. To overcome this shortcoming of FCBF, we incorporate FCBF into mRMR to select the relevant features. In other words, we adopt the criterion of (10) to consider the interaction between features. After the feature is selected, we exploit the same reduction technique using the approximate Markov blanket as in the FCBF.
The detailed procedure of the I-FCBF is as follows.
// a training data set δ // a predefined threshold Output: S // the selected I-FCBF set
16 end while
Computational Results
To evaluate the performance of the filter methods (IG, In the tables, the bold number denotes the best accuracy among the four filter methods.
The accuracy of the classifier can be described in terms of true positives (TP), true negatives (TN), false negatives (FN), and false positives (FP) such that:
In our experiments, the Gaussian radial kernel was employed for the classification performance of SVM.
Additional parameters of SVM were used in the default values of R-code.
Biological data sets
The three datasets are shown in Table 1 respectively, when using the four filetr methods. Table 4 shows that NB accuracy from using the IG method was the worst of four methods. The NB accuracy from using our I-FCBF was better than the FCBF for most cases in the Breast cancer data set. For the Breast cancer data set, mRMR obtained relatively good results. Tables 4 and 5 
Text data sets
The characteristics of these data sets are shown in Table 2 .
These sample sizes are larger than the Biological data sets.
The sample sizes of BASEHOCK, PCMAC, and RELATHE are 1993, 1943, and 1427, respectively. All of them are binary class data sets. Tables 6 and 7 summarize the classification accuracy of the NB and SVM when using the four filter methods, respectively. 
Multi-class data sets
The three data sets are shown in Table 3 respectively. For all multi-class data sets, the NB and SVM accuracy of our I-FCBF were also better than that of FCBF.
The results of plotting the NB and SVM accuracy are shown in In this paper, we proposed an improved FCBF by hybridizing mRMR and FCBF. To overcome the shortcoming of FCBF, we incorporated FCBF into mRMR to select relevant features. In other words, we adopted the criterion of (10) to consider the interaction between features. After selecting the feature, we exploited the same reduction technique using the approximate Markov blanket as in FCBF.
We also performed a comparative study to evaluate the performance of the proposed method. We conducted experiments with three data sets from previous studies:
biological, text, and multi-class data sets. We noticed that our I-FCBF obtained better results than the other methods for the biological and multi-class data sets. Remarkably, our I-FCBF filter method was performed the best for multi-class data sets with many classes.
However, for the text data sets with binary-class, our I-FCBF method failed to obtain the best results due to the fulsome reduction of the features using the approximate Markov blanket.
In the next step, it needs to be developed a compensated and efficient reduction-engine to remove irrelevant and redundant features.
