Abstract. In this work we are interested in the concept of market efficiency and its relationship with the algorithmic complexity theory. We employ a methodology based on the Lempel-Ziv index to analyze the relative efficiency of high-frequency data coming from the Brazilian stock market.
Introduction
When the information in possession of market participants is instantaneously incorporated into the prices of assets, the market is said to be information efficient. In an efficient market the prices must fluctuate in a random way [3] . In pioneer works e.g, [1] and [2] , statistical analysis suggested a Brownian motion. In an efficient market there is no room for arbitrage because the prices move instantly so as to prevent informed traders to take advantage of their information. The uninformed traders can then infer from an observed price increase that some traders in the market have favorable information about the asset [4] - [5] . This classic definition of efficiency refers to an absolute concept of efficiency. In a recent article [6] , some of the authors used the algorithmic complexity theory to analyze the relative efficiency of a given market. In fact, Campbell and coauthors [8] pointed that the relative notion of efficiency may be a more useful approach. They observed that, in real markets prices reflect only the information for which the acquisition costs does not outweigh the benefits (including transaction costs). Furthermore, information is not homogeneously distributed and upon the arrival of new information market participants may diverge from one another in how they think it will impact Within this framework, an efficiency index is expected to measure the distance of one given market from the idealized efficient market.
In [6] some of the authors applied a technique based on the Lempel-Ziv approach to sort stock exchanges according to their relative efficiency. The De Bruijn sequence was considered to be a useful approximation for the ideal efficient market; real markets having their efficiency measured against it. In this work, we use the same method to analyze high frequency data; however, we also implement some changes in our approach in order to achieve more robust results.
The paper is organized as follows. In the next section we review our perspective based on the Lempel-Ziv ("deterministic") complexity index. Then, we present data and perform analysis.
Lempel-Ziv algorithmic complexity
According to Kolmogorov, the complexity of a string is given by the length of the shortest computer program that can reproduce it. Since this shortest algorithm cannot be computable, several alternative calculations of the complexity have been suggested in literature. Lempel and Ziv [18] put forward a useful measure and Kaspar and Schuster [19] provided an algorithm to calculate the Lempel-Ziv (LZ) index. Consider, for example, the binary string S = s 1 , . . . , s n . The Kaspar and Schuster procedure reproduces the string using two operations: insertion of a new digit into S or copy of the digit. In the r − th step we have that digit s r cannot belong to the subset s 1 , . . . , s r−1 . This is so because s r could be copied from this subset if it belonged to the substring s 1 , . . . , s r−1 . To check whether the last digits of S can be reconstructed by either the procedure of copying or inserting new digits we take s r+1 . We check whether s r+1 belongs to one of the substrings of S , in which case we simply copy it from S. The routine goes on until the appearance of a new digit (which needs to be inserted). The complexity c of S is then obtained as the number of newly inserted digits plus one (if the last copy step is not followed by inserting a digit). This technique is similar to those used in most of the compressing algorithms, such as WinZip and WinRar.
Obviously, the complexity of a string is a function of the size of S. A truly random string asymptotically approaches its maximum complexity r as its length n → ∞ according to lim n→∞ c = r = n/log 2 n [19] . One may thus define a normalized index LZ ≡ c/r, which provides a measure of the complexity of a string relative to that of a random one. As the size of the string grows, LZ → 1. Very complex series obtained from experimental data usually have an LZ a little bit above one. It was shown [19] that the index is suitable for comparing strings of distinct lengths as long as the lengths are ≥ 1000.
If we think on efficiency as the lack of statistical dependence, the LZ complexity can also capture it. In a sense, the LZ index provides a times-series statistic more basic than those produced by autoregressive processes of any order. If a time series exhibits statistical dependence, we expect it to present more patterns and accordingly to have lower complexity than an independent one. That the LZ complexity measure can also capture this feature can be seen in the example of an unfair coin, whose probability distribution of the current value is dependent on the previous one with probability p. If p = 1/2 the process collapses to that of the fair coin with no memory (that is, an independent process); if either p = 0 or p = 1 the current value is perfectly predictable from past observation, that is, the process is totally dependent. Figure 1 shows the LZ index of the sequences generated by the unfair coin for different probabilities. In the parabola-shaped curve, the index reaches its maximum when p = 1/2, and approaches its minimum when there is total dependency (p = 0 or p = 1).
Some applications of the LZ index include the following. Use of the LZ index for DNA sequences to reconstruct the phylogenetic tree of several species of placental mammals [20] , and analysis of the complexity of the heart rate variability signals to identify intrauterine growth Experiment with an unfair coin. Maximum complexity is reached if the probability p = 1/2, and lack of complexity obtains as the probability is either 0 or 1.
restricted fetuses [17] . Shmulevich and Povel [21] suggested that the LZ index is able to identify temporal complexity in musical rhythms despite the fact that one needs long sequences in order to measure complexity. As in [6] , here we consider sliding time windows rather than calculating one single index for the entire string. We calculate the index for several subsets (windows), and then get the average. For instance, for a time series of N data points, a chosen time window of n < N observations, and a chosen step s < n, we first compute the LZ index of the window from 1 to n, then we calculate the LZ from s to n + s, and so on, up to the index of the last window. Then we take the average of the indices.
Data and analysis
We collected high frequency data from selected stocks listed on Bovespa, the Brazilian stock exchange. Those are tick-by-tick data for the year 2007, ranging from 100,000 to 500,000 data points. Analysis was performed with returns (that is, the differences) of the raw series. We coded a return series according the following rule. First, we define a stability region (SR) through the parameter b, which assumes real values. Given a return observation ρ t , the data point d t is equal
Thus, we coded the series as a ternary string if b = 0, and a binary string if b = 0.
In [6] it was found that data coming from daily returns are very complex. They look more like the genuinely random series than the totally redundant, perfectly predictable series. Inspired by the experiment we decided to consider LZ = 1 as a threshold in order to assess the relative efficiency of the series (Figure 1 ). The number of occurrences where the LZ index was caught above one was considered as a measure of relative efficiency. For example, in a computer generated pseudo-random series the LZ was surpassed LZ = 1 98.8% of the times; thus this series is 98.8% efficient. For high frequency data this approach is not suitable. In fact, tick-bytick data are usually correlated and we thus expect to obtain LZ < 1. Although the data are short range correlated, there is a correlation "time" (number of transactions, not physical time) of roughly 10 units (Figure 2) . Then, the procedure described in [6] would give 0% efficiency. An alternative approach is to take the average LZ value as a good measure of complexity. Instead of presenting a ranking similar to the one presented in [6] , we performed an analysis of the sensibility of the LZ index with the stability region SR (parameterized by b) , the window size, and the size of the steps s. In Figure 3 we present for the BRTP3 and TMAR5 stocks the value of LZ versus SR for three different windows and a fixed jump s. In Figure 4 we plot LZ versus SR for a fixed window size and several steps. The LZ value is somewhat robust for changes of the window size and the step size. Nevertheless, we observe that the LZ rises when b → 0, reaching a maximum for b = 0 with maximum complexity (LZ ≈ 0.96). In tick-by-tick data, since the variations of the stock price from one trade to another are usually small, raising b has the effect of introducing repetitive patterns of symbols, lowering the complexity of the series. Thus, we expect maximum complexity for b = 0. This is in stark contrast with the daily data analyzed in [6] , where the results obtained were robust to changes in b. In reference [6] some of the authors compared the methodology based on the algorithm complexity and the Hurst exponent reckoned by detrended fluctuation analysis (DFA) [23] . The DFA outperforms the traditional Hurst exponents and other methods designed to track long range memory [23] . Considering the percentage of times the DFA exponent values were caught inside a given interval, a rank similar to the one based on the LZ index was presented. Although the stock indices and exchange rates of developed markets were top ranked, the matching between the LZ indices and the DFA exponents were not that perfect.
More recently, a methodology based on complexity-entropy causality plane was presented [24] to distinguish the stage of stock market development and reveal the presence of correlations and some degree of order in emerging markets, a result in line with the LZ methodology. Other alternative approaches can be found in references [25] - [29] .
Conclusions
We used high-frequency data from the Bovespa stock exchange to assess the relative efficiency of its stocks with the interpretation provided by the algorithmic complexity theory. We adapted the previous analysis in Giglio et al. to the high-frequency data. Tick-by-tick data were more correlated than daily data, thus rendering LZ < 1. The correlation time was found to be of around 10 units. We also carried out an analysis of the sensibility of the LZ index to the stability region SR, the window size, and the size of the steps s. In the tick-by-tick data, since the variations of the stock price from one trade to another are usually small, raising b has the effect of introducing repetitive patterns of symbols, thus lowering the complexity of the series. We then expect maximum complexity for b = 0. This is to be compared with the analysis for daily data, where the results obtained did not depend on b.
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