Abstract. We consider the questions of efficient mixing and un-mixing by incompressible flows which satisfy periodic, no-flow, or no-slip boundary conditions on a square. Under the uniform-in-time constraint ∇u(·, t) p ≤ 1 we show that any function can be mixed to scale ε in time O(| log ε| 1+νp ), with ν p = 0 for p <
Introduction and Main Results
Mixing of substances by flows and processes involving it are ubiquitous in nature. In the absence of diffusion, or when diffusion acts at time scales much longer than the flow and thus can be neglected in short and medium terms, the basic model for mixing of passive scalars (i.e., with no feedback of the mixed substance on the mixing flow) is the transport equation
with initial condition ρ(·, 0) = ρ 0 . Here ρ : Q × R + → R is the mixed scalar (e.g., density of particles of a substance in a liquid), with Q ⊆ R d the physical domain and ρ 0 : Q → R, while u : Q × R + → R d is the mixing flow. Of particular interest in real-world applications are incompressible flows (with ∇ · u = 0) and questions of their mixing efficiency. A natural (and central) problem in this direction is how well a given initial density ρ 0 can be mixed by incompressible flows satisfying some physically relevant quantitative constraints.
For the sake of transparency, we will consider here the case of a square Q = (0, 1) 2 ⊆ R 2 , with either the no-flow boundary condition u · n = 0 on ∂Q × R + (where n is the unit outer normal to Q), or the no-slip boundary condition u = 0 on ∂Q × R + , or the periodic boundary condition ρ(0, r, t) = ρ(1, r, t) and ρ(r, 0, t) = ρ(r, 1, t) for all (r, t) ∈ (0, 1) × R + (when Q becomes the torus T 2 ). We will also assume that ρ 0 ∈ L ∞ (Q) (so ρ(·, t) ∞ = ρ 0 ∞ for each t > 0) and is mean-zero on Q (i.e.,´Q ρ 0 dxdy = 0). Obviously, the latter is not essential since changing ρ 0 by a constant only changes ρ by the same constant. The restriction to two dimensions is also not essential, as our proofs easily extend to higher dimensions.
To quantify the mixing efficiency of flows, one needs to define a suitable measure of mixing (see, e.g., the review [18] ). While in the case of diffusive mixing this may be done in terms of global quantities, such as the decay of L p norms of (a mean-zero) ρ in time [5, 7, 17, 19] , solutions of (1.1) have a constant-in-time distribution function, so we need to look at small scale variations of ρ instead. In the present paper we will consider the following natural definition, in which ffl A f dxdy = |A| −1´A f dxdy is the average of the function f over a set A.
Definition 1.1. Let f ∈ L ∞ (Q) be mean-zero on Q and let κ, ε ∈ (0, 1 2 ]. We say that f is κ-mixed to scale ε if for each (x 0 , y 0 ) ∈ Q, Bε(x 0 ,y 0 )∩Q f (x, y)dxdy ≤ κ f ∞ .
If now ρ 0 ∈ L ∞ (Q) is mean-zero, we say that an incompressible flow u : Q×R + → R 2 κ-mixes ρ 0 to scale ε by time τ if ρ(·, τ ) is κ-mixed to scale ε, where ρ solves (1.1) with ρ(·, 0) = ρ 0 .
Remark. Another natural definition of mixing that has been used recently is in terms of the H −1 -norm [1, [8] [9] [10] 15 ] of f . (Other H −s norms [11] or the Wasserstein distance of f + and f − [2, [14] [15] [16] have also been used.) In this case there is no κ and the mixing scale is given by f H −1 f −1 ∞ . We discuss the relation of this definition to Definition 1.1 and our main results after Corollary 1.5 below.
The motivation for Definition 1.1 comes from a paper by Bressan [3] , whose definition is a special case of ours. He considered the case Q = T 2 (i.e., periodic boundary conditions), κ = 1 3 , and ρ 0 = χ (0,1/2)×(0,1) − χ (1/2,1)×(0,1) , and conjectured that if an incompressible flow u 1 3 -mixes ρ 0 to some scale ε ∈ (0, 1 2 ] in time τ , then τ 0 ∇u(·, t) 1 dt ≥ C| log ε| (with some ε-independent C < ∞). Or, equivalently (after an appropriate change of the time variable, as in the proof of Theorems 1.2-1.4 below), that there is C < ∞ such that if an incompressible flow u satisfies sup t>0 ∇u(·, t) 1 ≤ 1 (1.2) and 1 3 and in terms of the H −1 -norm, discussed after Corollary 1.5, this can be extended to the same result for mixing in the latter sense [8, 15] .
Mixing for general functions. Our first goal here is to study the complementary question of how efficient mixing by incompressible flows actually can be, that is, obtaining upper bounds on best possible mixing times by flows satisfying (1.3). We do so by constructing very efficient mixing flows for general mean-zero functions ρ 0 ∈ L ∞ (Q) and any κ > 0, with any of the three types of boundary conditions. Our main mixing results have ρ 0 -independent bounds and are as follows. , there is C p < ∞ such that for any mean-zero ρ 0 ∈ L ∞ (Q) the following holds.
(1) If p ∈ [1,
), then there is u as above which, for any κ, ε ∈ (0, 1 2 ], κ-mixes ρ 0 to scale ε in time C p | log(κε)|. (= golden ratio + 1), then for any κ ∈ (0, 1 2 ] there is u as above which κ-mixes ρ 0 to any scale ε ∈ (0, 1 2 ] in time C p | log(κε)| | log
, ∞] and ν p := p 2 −3p+1 3p 2 −p (so ν p ≤ 1 3 , and ν ∞ = ), then for any κ, ε ∈ (0, 1 2 ], there is u as above which κ-mixes ρ 0 to scale ε in time C p κ −νp | log(κε)| 1+νp . The flow u can be made independent of ε if we only require that it κ-mixes ρ 0 to scale ε in time C p κ −νp | log(κε)| 1+νp log | log(κε)|. Theorem 1.3. Theorem 1.2 continues to hold when the no-flow boundary condition is replaced by the periodic boundary condition.
Theorem 1.4. Theorem 1.2 continues to hold when the no-flow boundary condition is replaced by the no-slip boundary condition, with the following changes. For p < ∞, the term C p κ −1+1/p is added to each mixing time (so, in particular, u in (1) also depends on κ). For p = ∞, the mixing times are changed to C p κ −1 | log(κε)| 2 for ε-dependent flows and C p κ −1 | log(κε)| 2 (log | log(κε)|) 2 for ε-independent flows.
Remarks. 1. Of particular interest is the ε-dependence of the mixing times, for a fixed κ > 0 [3, 4, 6] . Due to the abovementioned result from [6] , our O(| log ε|) upper bound on the shortest mixing time is exact for p ∈ (1,
). We do not know whether our bound for p ≥ 3+ √ 5 2 is optimal for general ρ 0 , or whether the value p = 3+ √ 5 2 is indeed critical here.
2. Since the flow in Theorems 1.2(1) and 1.3(1) is independent of both ε and κ, taking κ = ε yields ε-mixing in time O(| log ε|) for each ε. In the special case of periodic boundary conditions, initial value ρ 0 = χ (0,1/2)×(0,1) − χ (1/2,1)×(0,1) , and (1.3) replaced by sup t>0 u(·, t) Ḃ V ≤ 1, an O(| log ε|) upper bound was previously obtained in [4, 10] .
3. The jump in the power of | log(κε)| at p = ∞ in Theorem 1.4 is due to the no-slip condition having an exponentially decreasing effect (at the rate 2 −n/p ) for p < ∞ as our flow acquires progressively smaller scales (of size 2 −n , with n | log(κε)|). This is then controlled by other terms in the relevant estimates. For p = ∞ this effect stays large at all scales and becomes the dominant term. The details are in the proofs of Theorems 5.4 and 5.3.
4.
It is easy to see that if ρ 0 is supported away from ∂Q, then the bounds from Theorem 1.2 also hold in Theorem 1.4, albeit with C p also depending on dist(supp ρ 0 , ∂Q).
Proofs. Theorem 1.2 is equivalent to Theorems 3.4, 4.5, and 4.6; Theorem 1.3 is equivalent to Theorem 5.1; and Theorem 1.4 is equivalent to Theorems 5.2, 5.3, and 5.4. The equivalences are obtained by noticing that if J(t) :=´t 0 ∇u(·, s) p ds, then the solutionρ of (1.1) with the flowũ(·, J(t)) := ∇u(·, t)
Remark. The flows in this paper will all be piece-wise constant (and hence discontinuous) in time (including the rescaled flow in the above proof). However, continuity or smoothness in time is easily obtained by a change of the time variable on each interval on which the flow is constant. For instance, if u(
A natural question is what happens if ∇u(·, t) p is replaced by u(·, t) Ẇ s,p in (1.3). The flows we construct throughout this paper have a "self-similar" nature -they are "turbulent" at an exponentially decreasing sequence of scales as time progresses -that allows us to answer this question rather easily. Let us consider the family of squares (cells)
with n ≥ 0 and i, j ∈ {0, . . . , 2 n − 1}. (Note that {Q nij } 2 n −1 i,j=0 tile Q for each fixed n.) Let us also consider only the ε-independent flows from Theorems 1.2-1.4, before the rescaling from the above proof, that is, as in the proofs of the theorems mentioned there. Those proofs show that for each such flow u and each n ≥ 0 we have that u| (n,n+1] keeps all the Q nij invariant ("self-similarity") and for some C p < ∞ we have either
in Theorems 1.2(1) and 1.3(1), or or the same with extra factors κ −1 n(log n) 2 on the righthand sides in the other cases (these latter worst case bounds are achieved for p = ∞ in Theorem 1.4). The interpolation inequality 
in Theorems 1.2(1) and 1.3(1), or the same with an extra factor κ −1 n(log n) 2 on the right-hand side in the other cases. Then the rescaling in time from the above proof (but corresponding to theẆ s,p/s -norm) provides a flow that is uniformly bounded in time inẆ s,p/s (Q) and κ-mixes ρ 0 to scale 0 in finite time τ (in the sense that for each ε > 0 there is τ ε < τ such that ρ(·, t) is κ-mixed to scale ε for each t ∈ (τ ε , τ )). This yields the following.
for some p ∈ [1, ∞] and s ∈ [0, 1), any one of the three boundary conditions above on ∂Q×R + , and also sup t∈(0,τ −δ) ∇u(·, t) max{sp,1} < ∞ for each δ > 0.
and the boundary condition is no-flow or periodic, then there is τ s,p < ∞ such that for any mean-zero ρ 0 ∈ L ∞ (Q) there is u as above with τ := τ s,p which, for any κ ∈ (0, 1 2 ], κ-mixes ρ 0 to scale 0 in time τ s,p .
or the boundary condition is no-slip, then for any κ ∈ (0, 1 2 ] there is τ s,p,κ < ∞ such that for any mean-zero ρ 0 ∈ L ∞ (Q) there is u as above with τ := τ s,p,κ which κ-mixes ρ 0 to scale 0 in time τ s,p,κ .
Remarks. 1. One can use the above argument to also show algebraic-in-ε time of κ-mixing of ρ 0 for s > 1, but one needs to adjust our flows appropriately near the boundaries of the Q nij to make them belong toẆ s,p (Q) in this case. We leave the details to the reader.
2. The above suggests that 1 is indeed the critical order of derivatives of u in (1.3).
3. It is not difficult to show that this result, and the fact that u| (n,n+1] before the above rescaling keeps all the Q nij invariant, show that ρ weak- * converges in L ∞ (Q) to 0 in (1) and to a function with values in [−κ, κ] in (2) as t → τ .
As we mentioned in the remark after Definition 1.1, another measure of the mixing scale
∞ . One can easily check that f being κ-mixed to scale ε implies that the mix-norm of f [11] is bounded above by C √ ε + κ 2 f ∞ for some C < ∞ [11, (8) - (10) 
On the other hand, Lemma A.1 shows that f H −1 ≤ cκ 3/2 ε 2 f ∞ (with some c > 0) implies that f is κ-mixed to scale ε. This, combined with the result from [6] , immediately shows that there is c p > 0 such that if ρ 0 = χ (0,1/2)×(0,1) − χ (1/2,1)×(0,1) and an incompressible flow u satisfies (1.3) for some p ∈ (1, ∞], then ρ(·, τ ) H −1 ≤ ε ρ 0 ∞ implies τ ≥ c p | log ε| (this is also proved in [8, 15] ). One may again ask whether this O(| log ε|) bound is achievable.
Parts (1) of Theorems 1.2-1.4 (and f H −1 ≤ C √ ε f ∞ above when κ := ε) show that there indeed is C p < ∞ such that for any mean-zero ρ 0 ∈ L ∞ (Q) there is an incompressible flow u satisfying (1.3) which yields ρ(·, τ ) H −1 ≤ ε ρ 0 ∞ for some τ ≤ C p | log ε|, albeit only for p ∈ [1,
) in the case of no-flow and periodic boundary conditions (which includes the uniformly bounded enstrophy case, (1.3) with p = 2), and for p = 1 in the case of no-slip boundary conditions. (This obviously also yields a corresponding extension of Corollary 1.5.).
The difference is that for these p we achieve "perfect" mixing, with´Q nij ρ(x, y, t)dxdy = 0 for any t ≥ n and i, j ∈ {0, · · · , 2 n − 1}, so κ plays a less prominent role in the obtained bounds. We are not able to do this in the other cases and, ironically, it turns out that the enemy to this effort is the possibility of ρ(·, n) being very well mixed inside some Q nij (but not near its boundary). Unfortunately, we cannot discard this possibility for general ρ 0 .
A few days before we finished writing the present paper, Alberti, Crippa, and Mazzucato [1] announced that in the case of periodic boundary conditions they are able to obtain the above
. For p ∈ [1, ∞) they can prove the same result with ρ 0 being the characteristic function of any A ⊆ T 2 with a smooth boundary and finitely many connected components (minus a constant to make ρ 0 mean-zero), albeit with the constant C p also depending on A. Their method has a more geometric flavor than ours, but is also centered around flows with a "self-similar" structure, and they are able to obtain a better control of ρ(·, n) inside the cells Q nij for these special initial data and the flows they construct. A paper with the proofs of the results announced in [1] will appear later.
Un-mixing for general sets. Our second goal, closely related to the first, concerns the question of efficient un-mixing by incompressible flows. Here it is natural to consider (measurable) sets A ⊆ Q and ask how efficiently can they be transported by incompressible flows close to their un-mixed statesÃ := (0, |A|) × (0, 1). Or, equivalently (after time-reversal), how efficiently can the rectangleÃ be transported close to a desired set A of the same measure, instead of just being mixed. Hence, this is a more delicate question than that of mixing, albeit restricted to initial data which are characteristic functions of sets. We are not aware of previous work in this direction. The somewhat related but quite different phenomenon of coarsening has been studied before (e.g., in [2, 14, 16] ).
Obviously, the time of un-mixing, given the constraint (1.3), will depend on the scale to which A is mixed. By this we mean the scale ε = 2 −n such that most of the squares Q nij are each mostly contained in A or in Q \ A. Since this scale is given, it makes little sense to ask whether the constructed flows can be ε-independent. We will therefore drop (1.3), require the un-mixing to happen in time 1, and try to minimize sup t∈(0,1] ∇u(·, t) p instead. This is an equivalent question, due to rescaling in time, and will allow our flows to be p-independent.
Our main un-mixing result, illustrated in Figure 1 , is now as follows (with the no-slip boundary condition, so the other two hold as well). Theorem 1.6. There is C > 0 such that for any measurable A ⊆ Q, n ≥ 0, and κ ∈ (0, 
such that if ρ solves (1.1) and ρ(·, 0) = χ A , then the set B for which ρ(·, Figure 1 . An illustration of un-mixing from Theorem 1.6.
Remarks. 1. By ρ solving (1.1) we mean that ρ(·, t) := χ S(t) , with S(t) := {X (x,y) (t) : (x, y) ∈ A} and X (x,y) solving X (x,y) (t) = u(X (x,y) (t), t) and X (x,y) (0) = (x, y).
2. When (1.4) is replaced by sup t∈(0,1) u(·, t) Ḃ V ≤ Cn, this also holds for κ = 0 and the no-flow boundary condition u · n = 0 on ∂Q × (0, 1) (see the end of the proof).
3. Scaling of u in time (which is different for different p) shows that if we require sup t∈(0,τ ) ∇u(·, t) p ≤ 1, then the time τ of the above un-mixing satisfies τ ≤ Cκ −1+1/p n 2−1/p . That is, if A is mixed to scale ε but not much more than that (in the sense of Theorem 1.6), it can be unmixed in time O(| log ε| 2−1/p ).
Similarly to the case of mixing, the "self-similar" structure of the flows we construct shows that Theorem 1.6 holds with (1.4) replaced by sup t∈(0,1) u(·, t) Ẇ s,p ≤ C s,p,κ when s ∈ [0, 1) (i.e., the bound is independent of the scale 2 −n ). Notice that for any κ > 0, any measurable set A ⊆ Q satisfies the hypotheses of the theorem for all large enough n.
Finally, here is an interesting corollary of our construction of un-mixing flows, related to the last remark. It shows that for s < 1 p , a rectangle can be transformed into any measurable set of the same measure in finite time by an incompressible flow which is uniformly in time bounded inẆ s,p (Q) and satisfies the no-flow boundary condition (it also has bounded variation, so that (1.1) is well-posed). Notice that there are no errors and no κ here. there is C s,p < ∞ such that for any measurable A ⊆ Q there is an incompressible flow u : Q × (0, 1) → R 2 with u · n = 0 on ∂Q × (0, 1), satisfying sup t∈(0,1−δ) u(·, t) BV < ∞ for any δ > 0 and 5) such that if ρ solves (1.1) and ρ(·, 0) = χ {0<x<|A|} , then lim t→1 ρ(·, t) − χ A 1 = 0.
Organization of the paper. Theorem 1.2(1) is proved in Sections 2 and 3, and its parts (2) and (3) are proved in Section 4. Section 2 contains the simplest version of our method of construction of mixing flows, which only works for p < 2. The cases p ∈ [2,
, ∞], treated in Sections 3 and 4, are progressively more complicated. However, in a remark at the beginning of Section 4 we provide for the convenience of the reader a relatively simple extension of the argument from Section 2 which treats all p ∈ [1, ∞] (as well as other boundary conditions), although the bounds obtained are worse than in Theorems 1.2-1.4.
The proofs of Theorems 1.3 and 1.4 appear in Section 5. The un-mixing results are then proved in Section 6, which only uses results from Section 2 (it is also closely related to the abovementioned remark in Section 4). Some technical lemmas are left for the Appendix. In this section, we will start with the simplest case, p < 2 (plus the no-flow boundary condition u · n = 0 on ∂Q), and show that the lower bound C p,κ | log ε| on the mixing time obtained by Crippa and De Lellis [6] is in fact attainable for these p. In the next section we will extend this result to all p <
. We note that the flows we construct in this and the next section will in fact yield´Q nij ρ(x, y, t)dxdy = 0 for any t ≥ n and i, j ∈ {0, · · · , 2 n − 1}. This is what "perfect mixing" in the sections' titles refers to.
We start with the construction of two stream functions ψ and η, which will serve as the basic building blocks for the subsequent construction of our flow u.
Construction of the stream functions. LetQ c := [0, 1]
2 \ {(0, 0), (0, 1), (1, 0), (1, 1)} be the closed square without the corners and let ∂Q c := ∂Q ∩Q c be its boundary without the corners. For a stream function ψ ∈ C(Q), denote ∇ψ := (ψ x , ψ y ) and ∇ 2 ψ := (ψ xx , ψ xy , ψ yx , ψ yy ). If the level set {ψ = s} is a simple closed curve, we define
Notice that then T ψ (s) equals the time a particle advected by the (incompressible) flow
traverses the curve {ψ = s}. If the level set is a point, we let T ψ (s) := lim s →s T ψ (s ), provided the (one-sided) limit exists.
Proposition 2.1. There exists a stream function ψ ∈ C(Q), with ∇ψ continuous onQ c and differentiable on Q \ {(
)}, such that:
is a simple closed curve and for s = ψ ∞ it is the point (
), and
We will obtain ψ by modifying the stream function ϕ from the following lemma, which satisfies (1) and (2), but not (3). The proof of the lemma is elementary but a little tedious, so we postpone it to the appendix. onQ (defined to be 0 in the four corners) satisfies:
) is a simple closed curve and for s = 2 π it is the point ( ), and
Proof of Proposition 2.1. With ϕ from Lemma 2.2, we let
so that ϕ and ψ share their level sets (although their values are different) and
3)
The properties of ∇ψ and (1) now follow from the definition of ϕ and Lemma 2.2(1,3). Since from (2.3) we have
Finally, if F (s) :=´s 0 T ϕ (s )ds (and F −1 is its inverse function), then Lemma 2.2(3) and
LetQ cc :=Q c \ {( } (see Figure 2 ). On the two squares Q 3 and Q 4 , we let
, where ψ is from Proposition 2.1, and (x 0 , y 0 ) is the lower left corner of Q 3 and Q 4 , respectively.
Figure 2. The decomposition of Q from the construction of η.
One can easily check that η = 0 on ∂Q 1 and ∂ n η = −4 on ∂Q 1 (except at the corners).
, where the function d is the distance from the closest corner of
Finally, in Q 2 we define η by odd reflection across {x + y = 1 2
} from Q 1 (in particular, ∇η is then continuous on ∂Q 2 ), and in Q 5 ∪ Q 6 by even reflection across {x + y = 1} from Q 1 ∪ Q 2 . The desired properties of η on Q then follow immediately from the above properties of η on Q 1 and the properties of ψ. Note also that η > 0 on Q 1 ∪ Q 3 ∪ Q 4 ∪ Q 6 (white in Figure 2 ) and η < 0 on Q 2 ∪ Q 5 (blue in Figure 2 ).
Construction of the mixing flows. We are now ready to prove our first mixing result.
with u · n = 0 on ∂Q × R + such that for any κ, ε ∈ (0, 1 2 ], the flow u κ-mixes ρ 0 to scale ε in a time τ κ,ε satisfyingˆτ
for each p ∈ [1, 2), with C p < ∞ depending only on p.
Proof. We will construct a flow as above with sup t>0 ∇u(·, t) p ≤ C p for each p ∈ [1, 2) (and C p < ∞ depending only on p), such that´Q nij ρ(x, y, n)dxdy = 0 at any integer time n and any i, j ∈ {0, · · · , 2 n −1}. The theorem then immediately follows by taking τ κ,ε := | log 2 (κε)| +2, with C p such that C p log r ≥ C p ( log 2 r + 2) for all r ≥ 4. This is because it is easily shown that for n := τ κ,ε and any (x, y) ∈ Q, the squares Q nij which are fully contained in B ε (x, y)∩Q have total area ≥ (1 − κ)|B ε (x) ∩ Q|. Hence it remains to construct such a flow.
Obviously,´Q nij ρ(x, y, n)dxdy = 0 for n = 0 and all i, j (that is, i, j = 0 when n = 0) because ρ 0 is mean-zero. We will now proceed inductively, assuming this property holds for some (fixed from now on) n ≥ 0 and constructing the flow u on the time interval [n, n + 1] so that it also holds for n + 1.
For any square Q nij , and for all t ∈ (n, t nij ] (with t nij ∈ [n, n + ] to be determined), let u in Q nij be the "cellular" flow
Proposition 2.1(3) and symmetry tells us that this flow rotates each Q nij by 180
• by time n+ For t ∈ (t nij , n + ], we let u in Q nij be the "time-wasting" flow (see Figure 3 )
Proposition 2.3 (1) shows that this flow does not cross ∂Q nij and ∂Q nij , hencê
The flow for t ∈ (n + 1 2
, n + 1] is constructed in the same fashion, but with the role of Q nij played by both Q nij and Q nij . That is, we decompose Q into 2 2n+1 identical rectanglesQ nij :
for each of them. In eachQ nij we let
, n + 1] is such that´Q nij ρ(x, y,t nij )dxdy = 0, withQ nij the lower half of
ρ(x, y, n + 1)dxdy = 0 for any i, j ∈ {0, . . . , 2 n+1 − 1} and the induction step is completed.
Finally, u is obviously incompressible and satisfies the no-flow condition on ∂Q. Moreover, for t ∈ (n, n + ], u is continuous on all of Q except of the corners and centers of the squares Q nij and the centers of their sides. This is because Propositions 2.1(1) and 2.3(1), and the factor (−1) i+j , show that each couple of neighboring squares have the same velocity (of magnitude 4 · 2 −n ) on their common boundary (except at its center). Since ∇u(·, t)
], it follows that ∇u(·, t) p is between ∇ 2 ψ p and ∇ 2 η p for these t. A similar argument applies to t ∈ (n+ 1 2 , n+1], with the speeds being 2 1−n and 2 2−n on the horizontal and vertical boundaries of theQ nij , respectively. Thus sup t>0 ∇u(·, t) p ≤ C p := 2 max{ ∇ 2 ψ p , ∇ 2 η p }, and Propositions 2.1(2) and 2.3(2) yield C p < ∞ for p < 2.
3. Perfect mixing for no-flow boundary conditions and p <
For p ≥ 2 we can no longer directly use the stream functions ψ, η from the last section since
. This is because |∇ 2 ϕ(x, y)| (with ϕ from Lemma 2.2) is inversely proportional to the distance of (x, y) to the nearest corner of Q, and |∇ 2 η| diverges in the same manner near each of the 9 points in Figure 2 . We will therefore modify ϕ, η near their respective problematic points to circumvent this issue, and then adjust ψ accordingly. Notice that this means that we also need to modify ϕ near the four centers of the sides of Q, to match a cellular and a time-wasting flow in two neighboring cells. Lemma 3.1. Let P be the set containing the four corners of Q and the four centers of its sides, and let
) be a non-decreasing function with f (s) = 5s for s ∈ [0, 1 10 ] and f (s) = 1 for s ≥ 1 5 . Let
where ϕ is from (2.1). If a ∈ (0, 1], then ϕ a satisfies:
) is a simple closed curve and for s = 2 π it is the point ( ), and for a ∈ (0, 1) we have sup postpone the proof of Lemma 3.1 to the appendix. Once we have ϕ a , we can proceed as in Proposition 2.1 and define a corresponding stream function ψ a whose period T ψa (s) = 1 for each level set {ψ a = s}.
Proposition 3.2. For any a ∈ (0, 1) and ϕ a from (3.1), let
Then ψ a ∈ C(Q), ∇ψ a is continuous onQ c and differentiable on Q \ {(
)}, and:
(3) the level set {ψ a = s} for each s ∈ [0, ψ ∞ ) is a simple closed curve and for s = ψ a ∞ it is the point (
Proof. The properties of ∇ψ a and (1) are immediate from Lemma 3.1(1,3) and
The proof of (3) is identical to that of Proposition 2.1(3). Finally, differentiating (3.3) yields
. Lemma 3.1 (1, 3, 4) and the co-area formula show for any p < a+1 2a and some C < ∞ (depending on p, a),
Hence B ∈ L p (Q) for these p and (2) also follows.
We next define a time-wasting flow η a with ∇η a = ∇ψ a on ∂Q cc .
Proposition 3.3. For any a ∈ (0, 1), there exists a stream function η a ∈ C(Q), with ∇η a continuous onQ cc and differentiable on Q \ {x = 1 2
} , such that:
Proof. Let η be from Proposition 2.3,P := P ∪ {( )} (with P from Lemma 3.1), and
for (x, y) ∈ Q. Then all the claims follow from the same properties for η (with (2) proved as Lemma 3.1(2)).
We can now repeat the proof of Theorem 2.4, this time using the stream functions ψ a , η a instead of ψ, η. Proposition 3.2(2) suggests to pick a ∈ (0, 1) which maximizes min{
, and we obtain the following improvement of
).
Remark. In fact, since we take a = √ 5 − 2 for all p ∈ [1,
), the proof shows that our flow u is independent of p ∈ [1,
), in addition to being independent of κ, ε ∈ (0, 1 2 ].
Mixing for no-flow boundary conditions and p
, the construction from the previous section does not work because of the behavior of ∇ 2 ψ a at ∂Q. Indeed, the term |∇ 2 ϕ a | on the right hand side of (3.4) blows up as d P (x, y) a−1 (with d P from Lemma 3.1) near the set P by (A.10), while |T ϕa (s)| ∼ s
at s = 0 (i.e., near ∂Q) by Lemma 3.1(4)
A solution to this problem is to "give up" on a small neighborhood of ∂Q, and not require the period of our stream functions to be 1 on the streamlines with s δ, for some δ > 0. (The affected region will have area ∼ δ. We can then choose δ ∼ κ| log(κε)| −1 , so a flow analogous to that from the proof of Theorem 2.4 will still κ-mix ρ 0 to scale ε in time ∼ | log(κε)|, although the bound on ∇u(·, t) p will now also depend on δ.)
Remark. The easiest way of doing this is by replacing in the proof of Theorem 2.4 the stream functions ψ and η by ψ δ (x, y) := ψ(x, y)f (ψ(x, y)/δ) and 0, with δ > 0 small and f from Lemma 3.1. Then ∇ ⊥ ψ δ = 0 on ∂Q (which is why we can do not need a time-wasting flow), and properties of ϕ, ψ show that sup δ>0 and any of our three boundary conditions) with the right-hand side of (2.6) being C p κ −1+1/p | log(κε)| 2−1/p . We will now show how to improve this estimate for no-flow boundary conditions, and also make the power of | log(κε)| converge to 1 as p ↓
, in two steps. In Section 5 we treat the other boundary conditions.
For the sake of simplicity, let us start with the case p = ∞. )}, such that:
, and ∂ n ψ a,δ (x, y) = −N a,δ (d P (x, y)) for (x, y) ∈ ∂Q c , for some function N a,δ : [0, 1 4 ] → [0, ∞); (2) sup δ∈(0,1/10) δ max{1−a,2a}/(a+1) ∇ 2 ψ a,δ ∞ < ∞ for each a ∈ (0, 1); (3) there exists s a,δ > 0, with |{ψ a,δ < s a,δ }| ≤ δ such that the level set {ψ a,δ = s} for each s ∈ [s a,δ , ψ a,δ ∞ ) is a simple closed curve and for s = ψ a,δ ∞ it is the point (
), and T ψ a,δ (s) = 1 for each s ∈ [s a,δ , ψ a,δ ∞ ].
Proof. For any a ∈ (0, 1) and δ ∈ (0, 1 10 ), let D a,δ := {(x, y) ∈ Q : ϕ a (x, y) > δ}, with ϕ a from Lemma 3.1. All constants below may depend on a but not on δ, unless specified.
The co-area formula and Lemma 3.1(3) give for some C < ∞,
and by (A.9) we also have for some c > 0 that d a,δ := cδ 1/(a+1) satisfies
With f from Lemma 3.1, we now let
d a,δ (and in particular, on D a,δ/2 ). Since d a,δ ), due to (3.1), (A.9), and (A.10). By this and (A.10) for a, it follows for some C < ∞ (that changes between inequalities) and all (x, y) ∈ Q,
For later use we also mention that (4.3), Lemma 3.1(1), and ϕ(x, y)d We now construct a new stream function ψ a,δ by making the periods of all streamlines of ϕ a,δ contained in D a,δ (where ϕ a,δ = ϕ a ) to be 1. We let
and choose T a,δ on (
(We could have instead chosen T a,δ (s) = T ϕa (δ) for s ∈ [0, δ), at the expense of ∇ψ a,δ not being differentiable on the streamline {ϕ a = δ}. This would not change our main results.) We now define
The properties of ∇ψ a,δ and (1) immediately follow from the properties of ϕ a and f , with
. Part (3) holds with s a,δ :=´δ 0 T a,δ (s)ds and the estimate |{ψ a,δ < s a,δ }| ≤ Cδ (which is sufficient because then one only needs to replace ψ a,δ by ψ a,δ/C ), due to (4.1) and because ψ a,δ − ψ a is constant on D a,δ = {ψ a,δ > s a,δ } (since ϕ a,δ = ϕ a there).
To show (2) , notice that on D a,δ/2 we have by (A.10), Lemma 3.1 (3,4) , (4.6), and (4.2),
where C < ∞ changes between inequalities. On Q \ D a,δ/2 we have ψ a,δ = T a,δ (δ)ϕ a,δ , so (4.4) and Lemma 3.1(3) yield |∇ 2 ψ a,δ | ≤ Cδ (a−1)/(a+1) there. These two estimates prove (2).
We also define the time-wasting flow corresponding to ψ a,δ . ), there is a stream function η a,δ ∈ C(Q), with ∇η a,δ continuous onQ cc and differentiable on Q\ {x = } , such that:
Proof. Let
where d a,δ is from the previous proof. Then (1) follows from Proposition 3.3(1) and the definition of N a,δ , and (2) is proved as Proposition 4.1(2).
Next, let us first obtain a weaker result for p = ∞, with a ∼ | log(κε)| 3/2 bound. Afterwards, we will include an additional element to improve the bound to ∼ | log(κε)| 4/3 = | log(κε)| 1+ν∞ .
Theorem 4.3. For any mean-zero ρ 0 ∈ L ∞ (Q) and any κ, ε ∈ (0,
], there is an incompressible flow u : Q × R + → R 2 with u · n = 0 on ∂Q × R + which κ-mixes ρ 0 to scale ε in a time
with a universal C < ∞. The flow can be made independent of ε if the right-hand side of (4.7) is replaced by Cκ −1/2 | log(κε)| 3/2 log | log(κε)|.
Proof. Let a := 1 3
(which minimizes the power in Proposition 4.1(2), to 1 2 ), fix some δ ∈ (0, 1 10 ) (to be chosen later), and let ψ a,δ , η a,δ be the corresponding stream functions from Propositions 4.1 and 4.2. The construction of u is now almost identical to the proof of Theorem 2.4, with ψ, η replaced by ψ a,δ , η a,δ . The one change is that Proposition 4.1(3) only guarantees for each n and any square Q nij (with Q nij , Q nij its left and right halves) existence of t nij ∈ [n, n + 
A similar adjustment is made when finding the timet nij as in the proof of Theorem 2.4. We thus find that for any of the four squares with side length 2 −(n+1) which form Q nij (call itQ) we have
Since ρ 0 is mean-zero, it follows by induction on n that
We now construct this flow on the time interval [0, n], with n := τ κ,ε := | log 2 κε 2 | + 2 (then it is easily shown that for any (x, y) ∈ Q, the squares Q nij which are fully contained in B ε (x, y) ∩ Q have total area ≥ (1 − , which then obviously κ-mixes ρ 0 to scale ε in time τ κ,ε . As in the proof of Theorem 2.4, but using Propositions 4.1(2) and 4.2(2), it follows that sup t∈(0,n] ∇u(·, t) ∞ ≤ C δ −1/2 for some universal C < ∞. This yields the first claim because C δ −1/2 τ κ,ε ≤ Cκ −1/2 | log(κε)| 3/2 for some universal C.
If we instead want the flow to be independent of ε, we use on each time interval [n, n + 1] the flows ψ 1/3,δn , η 1/3,δn , with some δ n > 0 to be chosen. We then obtain
and sup t∈(n,n+1] ∇u(·, t) ∞ ≤ C δ −1/2 n . We again choose n := τ κ,ε := | log 2 κε 2 | + 2, and then
, so that the obtained flow again κ-mixes ρ 0 to any scale ε ∈ (0, 1 2 ] in time τ κ,ε . We now make the specific choice δ k−2 :=
, which is no more than Cκ −1/2 | log(κε)| 3/2 log | log(κε)|, for some large enough universal C.
To achieve better mixing for p = ∞, we will next squeeze some mileage out of the sets Q nij \ D nij from the previous proof, instead of simply "giving up" on them. To do this, we first need to obtain an estimate on the periods of the streamlines {ψ a,δ = s} for s ≤ δ. This will say that even though these periods need not equal 1, most of them are still close to 1. The following property of ϕ a,δ , which we again prove in the appendix, will yield the estimate. ), the functions ϕ a,δ from (4.3) satisfy:
(1) the level set {ϕ a,δ = s} for each s ∈ [0, 2 π ) is a simple closed curve; (2) sup 0<s≤δ<1/10 (δ
We can now prove the final version of our result for p = ∞. Proof. We proceed identically to the proof of Theorem 4.3, but with a slightly different choice of the times t nij ∈ [n, n + ≡ 1 andψ a,δ − ψ a,δ is constant on D a,δ = {ϕ a,δ > δ}. The latter means that if we let u andũ be given on Q nij × (n, t nij ] by (2.7) with ψ a,δ andψ a,δ in place of ψ, respectively, then u ≡ũ on D a,δ . Notice that u is the same as in Theorem 4.3.
Let us now pick, in the proof of Theorem 4.3, the time t nij so that if the flow in Q nij for t ∈ (n, t nij ] wereũ, then we would have´Q nij ρ(x, y, t nij )dxdy =´Q nij ρ(x, y, t nij )dxdy. This is possible becauseũ rotates Q nij by 180
• in time 1 2 . Having this new t nij , we still use u to transport ρ for t ∈ (n, t nij ] because ∇ũ = ∇ 2ψ a,δ / ∈ L ∞ (Q). This will introduce an error in the above equality of integrals of ρ(·, t nij ) over Q nij and Q nij , which we estimate by using Lemma 4.4. After doing the same witht nij ∈ [n + 1 2 , n + 1], we eventually still obtain an estimate like (4.8), but with a better bound (see (4.14) below). This is because Lemma 4.4 (2) shows that most streamlines of ψ a,δ lying in Q \ D a,δ still have their periods T ψ a,δ close to 1.
For the sake of simplicity, assume n = 0 (so Q nij = Q, u = ∇ ⊥ ψ a,δ ,ũ = ∇ ⊥ψ a,δ , and t nij = t 000 ∈ [0, 1 2 ]), since the general case is identical. We have u ≡ũ on D a,δ and, in fact,
on Q. This and the definition of t 000 above (which usesũ instead of u) mean that if X(0; x, y) = (x, y) and X t (t; x, y) = U (X(t; x, y)), with U (x, y) := t 000 (ũ(x, y) − u(x, y)) = t 000 T ϕ a,δ (ϕ a,δ (x, y)) − T a,δ (ϕ a,δ (x, y)) T a,δ (ϕ a,δ (x, y)) u(x, y), (4.10) then ρ solving (1.1) with u (notũ) satisfieŝ Q ρ (X(1; x, y), t 000 ) dxdy =ˆQ ρ (X(1; x, y), t 000 ) dxdy, (where Q , Q are the left and right halves of Q). We have ∇ · U ≡ 0 because U (x, y) = ∇ ⊥ h(ϕ a,δ (x, y)) for some function h, so X(1; ·) is measure preserving and hencê
ρ (x, y, t 000 ) dxdy =ˆX
ρ (x, y, t 000 ) dxdy. (4.11)
We would like to replace X(1; Q ), X(1; Q ) by Q , Q here. To control the resulting error, we need to estimate the size of the symmetric difference of X(1; Q ) and Q (see (4.13) below).
The definition of T a,δ , Lemma 3.1(3), and (4.5) show that u ∞ ≤ C for some δ-independent C < ∞. Since also T a,δ (ϕ a,δ (x, y)) −1 is bounded for (x, y) near ∂Q, uniformly in δ ∈ (0,
, we obtain from (4.10), the definition of T a,δ , and Lemma 4.4(2) that
, (4.12) with C independent of δ and (x, y). (Of course, X(1; x, y) = (x, y) when ϕ a,δ (x, y) > δ.)
We claim that this shows that if D l := {2 −l δ < ϕ a,δ < 2 1−l δ} for l ≥ 1 (each D l is obviously invariant under the flows u,ũ, U ), then |{(x, y) ∈ D l : exactly one of (x, y) and X(1; x, y) belongs to Q }| ≤ cδ 2/(a+1) l 2 l (4.13)
for some (δ, l)-independent c < ∞.
Assume this is true. Then X(1; ·) being measure preserving and (4.11) show ˆQ ρ(x, y, t 000 )dxdy
Applying this for any n ≥ 0 and any square Q nij (and then an analogous estimate involving t nij ∈ (n + 1 2
, n + 1]), as in the proof of Theorem 4.3, we see that ifQ is any of the four squares with side length 2 −(n+1) which form Q nij , then
As a result, (4.9) now becomes (for mean-zero ρ 0 )
We can now proceed as in the proof of Theorem 4.3, again with n := τ κ,ε := | log 2 κε 2 | + 2. When the flow is allowed to depend on ε, we pick δ k := δ := ( κ 16c n ) (a+1)/2 , which then yields
for some a-dependent C , C < ∞. We minimize the power (to 1 3 ) by again choosing a := 1 3 , and the first claim of the theorem follows.
If we want the flow to be independent of ε, all is the same as in Theorem 4.3 but we need
. We pick again a := 1 3 , so that δ k−2 := (
, which is due to our choice of n no more than Cκ −1/3 | log(κε)| 4/3 log | log(κε)|, for some large enough universal C.
It remains to prove (4.13). The streamlines of U are the level sets {ϕ a,δ = s}. Each of them is a simple closed curve, so each "moves" in a single direction. Also, {ϕ a,δ = s} with s < 1 10 intersects {x 0 } × (0, , 3 4 ]. For 0 < s < s < ) for some t ∈ (0, 1)}| be the measure of the set of those points between level sets {ϕ a,δ = s} and {ϕ a,δ = s } which cross the segment {x 0 } × (0, ] for each 0 < s < s < 1 10 . We now pick s := 2 −l δ and s := 2 1−l δ, and notice that the width of D l near { ) is easily shown to be comparable to 2 −l δ. Hence
by (4.12), with some (δ, l)-independent c < ∞. Since the same bound is obtained if M 2 −l δ,2 1−l δ is defined with (
, 1) in place of (0, ), (4.13) follows if we replace c by 2c.
The case p ∈ [
, ∞) is almost identical to p = ∞, even simpler in a sense. We now let
and define ψ a,δ,p via ϕ a,δ,p as in the proof of Proposition 4.1. That proposition then holds for ψ a,δ,p , with a different bound in (2) . Indeed, essentially the same proof yields
where the right-hand side is minimized (to Cδ
(we fix this a from now on). 
Notice that there is no s-dependence in the first term when p < ∞, which means that in the argument from the proof of Theorem 4.5 we do not need to split {ϕ a,δ,p ≤ δ} into the sets D l ). We therefore pick δ k := (
in the ε-independent case, with M := 16c
) and obtain the following. ], there is an incompressible flow u : Q × R + → R 2 with u · n = 0 on ∂Q × R + which κ-mixes ρ 0 to scale ε in a time
, ∞),
(4.16)
and C p < ∞ depending only on p. The flow can be made independent of ε, but the p ∈ (
, ∞) alternative of the right-hand side of (4.16) must be replaced by
Mixing for periodic and no-slip boundary conditions
In this section we will show that the results from Sections 2-4 extend to periodic boundary conditions with only minor modifications to their proofs (in particular, "perfect" mixing is preserved here), and with some more work and slightly worse bounds also to no-slip boundary conditions. Let us start with the simpler case of periodic boundary conditions. Theorem 5.1. Theorems 3.4, 4.5, and 4.6 hold when the no-flow boundary condition u·n = 0 on ∂Q × R + is replaced by the periodic boundary condition.
Proof. Notice that the flows from all three theorems already satisfy periodic boundary conditions at all times t > 1. Hence the only change required will be for t ∈ (0, 1].
First consider the case from Theorem 3.4. What we need is that´Q 1ij ρ(x, y, 1)dxdy = 0 for any i, j ∈ {0, 1}. We first let u(x, y, t) = (2, 0) for t ∈ (0, t 0 ] and u(x, y, t) = 0 for t ∈ (t 0 , 1 4 ], where t 0 ∈ [0, 1 4 ] is such that´( 0,1/2)×(0,1) ρ(x, y, t 0 )dxdy = 0 (which exists because the left and right halves of Q would be swapped in time ) and a := √ 5 − 2 (the latter as in Theorem 3.4), define
],
where
, 3 4 ] is such that the integrals of ρ(·, t ij ) over the lower and upper halves of Q 1ij are equal (then they are both
, 1] we let u(x, y, t) = (0, 1), so that indeed´Q 1ij ρ(x, y, 1)dxdy = 0 for any i, j ∈ {0, 1}, and we are done.
The case from Theorem 4.5 is virtually identical, with ψ a , η a replaced by ψ a,δ , η a,δ as in that theorem (i.e., a = and either δ = (
−2 ) 2/3 when it cannot), and with t ij ∈ [ ] again chosen so that if the flow u in Q ij for t ∈ ( , t ij ] were given as above but withψ a,δ in place of ψ a , then the integrals of ρ(·, t ij ) over the lower and upper halves of Q 1ij would be equal. This creates an error with the same bound as the error created in the proof of Theorem 4.5 during time interval [0, 1].
Finally, the same adjustment works in the case from Theorem 4.6.
The next theorem extends Theorem 3.4 to no-slip boundary conditions. Here the difference is that our flow will not be a "perfectly mixing" one because ρ(·, n) may not have mean zero on the squares Q nij due to the no-slip condition. We will have to control the resulting errors as we did in the theorems in Section 4. As a result, even though our "mixing cost" for the no-slip boundary conditions has the same dependence on ε as (2.6) (i.e., O(| log ε|)), the dependence on κ is worse. ], there is an incompressible u : Q × R + → R 2 with u = 0 on ∂Q × R + such that u κ-mixes ρ 0 to any scale ε ∈ (0,
), with C p < ∞ depending only on p.
Remark. In particular, choosing κ := | log ε| −p/(p−1) for a given ε ∈ (0, 1 2 ] gives us an ε-dependent flow that | log ε| −p/(p−1) -mixes ρ 0 to scale ε in time τ ε such that (5.1) holds with τ ε in place of τ κ,ε and C p | log ε| on the right-hand side.
Proof. We will change the flow from no-flow case to no-slip by multiplying the stream functions by a factor vanishing at ∂Q, which will make them vanish at ∂Q to the second degree.
Let us therefore repeat the construction from the proof of Theorem 3.4 on each time interval (n, n + 
with a = √ 5 − 2 and t nij chosen so that we would havê
if the flow wereũ := ∇ ⊥ψ on the time interval (n, t nij ] (here again Q nij , Q nij are the left and right halves of Q nij ). This is essentially the same construction as in Theorem 3.4, except that the two integrals need not equal 0 because we may have´Q nij ρ(x, y, n)dxdy = 0.
We now pick β n ∈ (0, 1 2 ) (to be chosen later) and define
n y(1 − y) , with f from Lemma 3.1, and use the flow u := ∇ ⊥ ψ for t ∈ (n, n + ] instead (which satisfies the no-slip boundary condition). Notice that the t nij remain defined in terms ofũ.
This means that we may not achieve (5.2) when Q nij touches ∂Q, but we can estimate the resulting error by finding the area of the set of streamlines of ψ a whose distance from ∂Q is < β n . Indeed, if that area is γ n , then u =ũ on a subset of Q nij which is invariant under u over time interval (n, t nij ] and has area 2 −2n (1 − γ n ). Thus, for Q nij touching ∂Q we will have ˆQ nij ρ(x, y, t nij )dxdy −ˆQ nij ρ(x, y, t nij )dxdy ≤ 2 1−2n γ n ρ 0 ∞ (the same argument appeared in Theorem 4.3), while for those not touching ∂Q we will still have (5.2). The same statements then hold with t nij replaced by n + 1 2
, since Q nij , Q nij are still invariant under u on the time interval (t nij , n + 1 2 ].
After a similar argument is applied for t ∈ (n + 1 2 , n + 1] with the same β n , we find that if Q is any of the four squares of side-length 2
(and the difference is 0 if Q nij does not touch ∂Q). Since ρ 0 is mean-zero, it follows that
Here C depends only on a and is such that 4γ n ≤ Cβ n . This last estimate is proved as follows (with C below depending only on a but changing from line to line).
Let B n = {(x, y) ∈ Q : d ∂Q (x, y) < β n } and s n := sup Bn ψ a . Then γ n = |{ψ a < s n }| by definition, so we need to show |{ψ a < s n }| ≤ Cβ n . We have s n ≤ Cβ n due to ∇ψ a ∞ < ∞, and the definition of ψ a gives ψ a (x, y) ≥ C −1 min{d ∂Q (x, y), d P (x, y) 1+a }, with d ∂Q the distance from ∂Q and d P from Lemma 3.1. This finally yields (with a changing C) |{ψ a < s n }| ≤ |{d ∂Q (x, y) < Cs n }| + |{d P (x, y) < Cs
Next we estimate ∇u(·, t) p for t ∈ (n, n+ 1 2 ] (a similar estimate holds for t ∈ (n+ 1 2 , n+1]). Recall that u(x, y) =ũ(x, y) when d ∂Q (x, y) ≥ 2 −n β n . On the rest of Q we have
n , (with an a-dependent C), where in the last inequality we used
−n β n and we have sup t>0 ∇ũ(·, t) p ≤ C p as in the proof of Theorem 3.4, we now obtain for p ∈ [1,
) (and a new C p ),
], let again n := τ κ,ε := | log 2 κε 2 | + 2. As in the proof of Theorem 4.3, the constructed flow u will κ-mix ρ 0 to scale ε in time τ κ,ε , provided
, which then yields (with C p < ∞ depending only on p)
). The result follows because the β k are independent of ε, hence so is u.
The following two results extend Theorems 4.5 and 4.6 to no-slip boundary conditions. ], there is an incompressible flow u : Q × R + → R 2 with u = 0 on ∂Q × R + which κ-mixes ρ 0 to scale ε in a time τ κ,ε satisfyingˆτ
with a universal C < ∞. The flow can be made independent of ε if the right-hand side of (5.5) is replaced by Cκ
Proof. This is almost the same as the proof of Theorem 5.2, except thatψ is constructed not using ψ a and η a but the corresponding stream functions from the proofs of Theorems 4.3 and 4.5. This results in the following two changes relative to the proof of Theorem 5.2.
The first change is that (5.3) will also include the error from (4.15), hence the estimate becomes (with a := 1 3 , so
The second change results from the flow in Theorem 4.5 satisfying ∇u(·, t) ∞ ≤ Cδ 
2/3 . Thus u κ-mixes ρ 0 to scale ε in time τ κ,ε , and we havê
which is bounded by Cκ −1 | log(κε)| 2 (with a new C). If we instead want the flow to be independent of ε, we pick β k−2 :=
The above estimate then gains a factor of (log | log(κε)|) 2 .
Remark. This result is the same as the one in the remark at the beginning of Section 4 for p = ∞. The method is different, though, which will make a difference for p < ∞ below.
Theorem 5.4. Theorem 4.6 holds when the no-flow boundary condition u·n = 0 on ∂Q×R + is replaced by the no-slip boundary condition u = 0 on ∂Q × R + , and C p κ −1+1/p is added to the right-hand side of (4.16) in both the ε-dependent and ε-independent cases.
Proof. We proceed in the same way as in Theorem 5.3, but estimates for p = ∞ from Theorem 4.5 are replaced by the corresponding estimates for p ∈ [
, ∞) from Theorem 4.6. This ultimately yields a flow u for which
for all n, and with n := τ κ,ε := | log 2 κε 2 | + 2 we also havê
We now take β k from the proof of Theorem 5.2 (with 4C in place of 2C) and δ k from the proof of Theorem 4.6 (with 4C in place of 16c ). We thus obtain that u κ-mixes ρ 0 to scale ε in time τ κ,ε , and alsô
(with the last term being C p (
the last term in (5.7) is C p n| log κ n | 1/p in both the ε-dependent and ε-independent cases. This yields the result.
Un-mixing
Proof of Theorem 1.6. We will prove an equivalent statement, with ρ(·, n) = χ B and
(the equivalence is obtained by changing this flow to nu(·, t n )). Let θ ij := 2 2n |A ∩ Q nij |. We claim that it is sufficient to find incompressibleũ : Q × (0, n] → R 2 withũ = 0 on ∂Q × R + and satisfying (6.1) such that the solution to (1.1) withρ(·, 0) = χ {0<x<|A|} satisfies ρ(·, n) − χ S 1 ≤ κ, for some S ⊆ Q with 2 2n |S ∩ Q nij | = θ ij for any i, j ∈ {0, . . . , 2 n − 1}. Indeed, then´Q
Combining this with the hypothesis that at most 2 2n κ of the θ ij belong to (κ, 1 − κ), we obtain χ S − χ A 1 ≤ 3κ. It therefore suffices to let u(x, y, t) := −ũ(x, y, n − t). We now have thatρ(·, n − t) also solves (1.1), so incompressibility of u and |A| = |B| yield
This proves the result. Hence it suffices to prove the following lemma (with the˜dropped).
Lemma 6.1. There is C > 0 such that for any n ≥ 1, κ ∈ (0, 1 2 ], and θ ij ∈ [0, 1] (with i, j ∈ {0, . . . , 2 n − 1}), there is S ⊆ Q with 2 2n |S ∩ Q nij | = θ ij for any i, j ∈ {0, . . . , 2 n − 1}, and there is an incompressible flow u : Q×(0, n] → R 2 with u = 0 on ∂Q×(0, n] and satisfying (6.1), such that the solution to (1.1) with ρ(·, 0) = χ {0<x<|S|} satisfies ρ(·, n) − χ S 1 ≤ κ.
Remark. Remark 2 after Theorem 1.6 applies here, too.
Proof. This is related to the previous constructions, particularly to that in the remark at the beginning of Section 4. The basic stream function here will be , and the definition of f show for some δ-independent C < ∞,
where we also used ψ(x, y) ≤ ∇ψ ∞ d ∂Q (x, y) (and d c , d ∂Q are the distances from the nearest corner and from ∂Q, respectively). This yields for any p ∈ [1, ∞] and δ ∈ (0, 1],
with a new p-independent C.
Let us define
Notice that if S is as in the statement of the lemma, then
) × (0, 1)]| and Figure 5 . What ρ(·, t) would be at different times if ψ δ were replaced by ψ in the construction of the flow u.
For t ∈ (0, 1 4 ] let u(x, y, t) = 0 when x ∈ (0, θ 0 ] and
when x ∈ (θ 0 , 1). This flow, as well as ρ(·, 0), is illustrated in Figure 5 (a). Proposition 2.1(3) and symmetry show that if ψ δ were replaced by ψ here, then ρ(·, 1 4 ) would equal χ {0<x<θ 0 } + χ {1−θ 1 <x<1} , as illustrated in Figure 5 . However, the factor g δ in (6.2) limits us to only ρ(·,
for a new C < ∞. This is due to the area of the set of streamlines of ψ whose distance from ∂Q is < δ (which are the ones affected by g δ ) being bounded by Cδ (by ∇ϕ ∈ L ∞ and (A.5)).
Notice also that θ 0 ≤ 
with 2x , {2x} the integer and fractional parts of 2x, respectively. This flow is illustrated in Figure 5 (b). Again (6.6) holds for t ≤ 1 2 , and again, if ψ δ were replaced by ψ here and in (6.4), then ρ(·, 1 2 ) would equal
as shown in Figure 5 (c). This is because the flow ∇ ⊥ ψ rotates Q clockwise (and ∇ ⊥ [−ψ] rotates Q counter-clockwise) by 90
• in time 1 4 , due to Proposition 2.1(3) and symmetry. However, as above, the extra factor g δ means we only obtain (with a new C)
, 1] we run the same argument as for t ∈ (0, 1 2 ], but separately on the rectangles (0, It is clear that a scaled version of this construction can be repeated for t ∈ (1, 2], separately on each square Q 100 , Q 101 , Q 110 , Q 111 , with (6.6) still valid for these t (because scaling of the stream functions is by a factor of 2 in space and 1 4 in value) and at the expense of an additional L 1 -norm error 1 4 Cδ on each square. Continuing up to time t = n and scale 2 −n , we obtain ρ(·, n) −
for any i, j ∈ {0, . . . , 2 n − 1}. So S := The claim of the remark follows by replacing ψ δ by ψ in the proof.
Proof of Corollary 1.7. Let θ nij := 2 2n |A ∩ Q nij | and consider the setting from the last sentence of the previous proof (i.e., κ = 0 and ψ in place of ψ δ ) for any n and with the θ ij being the θ nij . Then the constructed flows for n = n 1 and n = n 2 obviously coincide for t ∈ (0, min{n 1 , n 2 }]. Thus there is a unique incompressible flow u : Q × R + → R 2 satisfying the no-flow boundary condition which coincides with all these flows (for different n) on their time intervals of definition. One easily sees that sup t>0 u(·, t) BV < ∞ so, in particular, (1.1) is well-posed.
Due to the nature of the scaling of the stream functions in the previous proof by a factor of 2 k in space and 2 −2k in value for t ∈ (k, k + 1] (relative to t ∈ (0, 1]), we have to make u(·, t) ∈ W s,p , since it is discontinuous along finitely many lines). Indeed, this follows from Lemma A.2 in the appendix (rather than from interpolation, as in the introduction, because the flows here do not belong to W 1,p (Q)). Scaling u| (k,k+1] in time by a factor of (1 − 2 s−1 ) −1 2 (1−s)k and multiplying it by the same factor creates an incompressible flowũ on Q × (0, 1) such that and a similar expression for ϕ y .
To show (2), we start by taking another x-derivative of (A.1):
(sin(πx) + sin(πy)) −1 .
Hence
with d c the distance to the closest of the four corners of Q. Obviously, ϕ yy obeys the same bound due to symmetry. As for the cross term, taking the y derivative of (A.1) gives ϕ xy (x, y) = 8π cos(πx) cos(πy) 1 + sin(πx) sin(πy)
hence |ϕ xy (x, y)| ≤ 20d c (x, y) −1 . These estimates now show (2) because they yield
To show (3), first note that ∂ n ϕ = −4 on ∂Q c implies T ϕ (0) = 1. Consider the triangle Q T := {0 < y < x < Since ϕ y ≥ ϕ x > 0 on Q T , the function of x whose graph is Γ(s) has slope between −1 and 0 on its domain (b(s), ) − p inside each connected component of {d P < 1 5 }, where p is the unique point from P belonging to that component. Also, since s −2a/(a+1) is integrable near 0 for a ∈ (0, 1) and ∇ϕ a ∈ L ∞ (Q) for a > 0, boundedness of T ϕa for a ∈ (0, 1) as well as (4) where y a,s (x) is such that ϕ a (x, y a,s (x)) = s and (x, y a,s (x)) ∈ Q T . Its uniqueness is guaranteed by (ϕ a ) y > 0 on Q T , which holds because ϕ, ∂ y ϕ, and f (d P (x, y)) are positive on Q T , and ∂ y [f (d P (x, y))] ≥ 0 there. In fact, on Q T ∩ {ϕ < s 0 } we have for some C < ∞, (ϕ a ) y (x, y) ≥ ∂ y ϕ(x, y)f (d P (x, y)) a ≥ Cd P (x, y) a .
Combining this and (A.10) with (A.11) yields for s ∈ (0, s 0 ] (with a new C < ∞), ), and s ∈ (0, δ). We also have ϕ a,δ (x, y) = ϕ a (x, y) when d P (x, y) ≥ It is therefore sufficient to show (2) with T ϕa (s) in place of T ϕa (δ). The parts of the integrals defining T ϕa (s) and T ϕ a,δ (s) coincide outside B a,δ , so , which is due to ϕ a ( there. Also, B a,δ has 8 connected components, but the following analysis is essentially the same in each of them. We will therefore only consider the one near the origin (or rather one half of it, due to symmetry). So let B := B d a,δ /5 (0, 0) ∩ {0 < y < x}.
On B we have ϕ x , ϕ y , (d P ) x , (d P ) y > 0, which together with f ≥ 0 shows that (with the usual ∼ notation, where constants depend on a but not on δ, s) |∇ϕ a | ∼ (ϕ a ) x + (ϕ a ) y and |∇ϕ a,δ | ∼ (ϕ a,δ ) x + (ϕ a,δ ) y (A. 13) and also that the curves {ϕ a = s} ∩ B and {ϕ a,δ = s} ∩ B are graphs of decreasing functions of x. Those graphs start at some points (b a (s), b a (s)) and (b a,δ (s), b a,δ (s)) (the former being from the proof of Lemma 3.1). Since ϕ(x, y) ∼ y and d P (x, y) ∼ x on B , and f (r) ∼ r on (0, 1), we obtain (using also d a,δ = cδ 
