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Abstract
Let M and N be a real F-martingale and H-martingale respectively on the same probability
space, both enjoying the predictable representation property. We discuss how, under the as-
sumption of the existence of an equivalent decoupling measure for F and H, the nature of the
jump times of M and N affects the representation of the F ∨H-martingales. More precisely we
show that the multiplicity of F∨H depends on the behavior of the common accessible jump times
of the two martingales. Then we propose an extension of Kusuoka’s representation theorem to
the case when the Brownian Motion is replaced by a semi-martingale which may jump at the
default time with positive probability.
Keywords: Semi-martingales, predictable representations property, enlargement of filtration,
completeness of a financial market
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1 Introduction
Classical topics of stochastic analysis are martingale representation formulas and pre-
dictable representation property (in short p.r.p.) for semi-martingales. The interest in
them is enforced by their crucial role in many application fields such as in mathematical
finance (see e.g. [35], [20] and as more recent contributions [34], [2], [19]).
In [9], under the hypotheses that M and N are two square-integrable martingales on
a finite time interval [0, T ], both enjoying the p.r.p. with respect to the filtrations F =
(Ft)t∈[0,T ] and H = (Ht)t∈[0,T ] respectively, it is shown that, if there exists an equivalent
probability measure such that F and H are independent (decoupling measure), then the
triplet (M,N, [M,N ]) enjoys the F ∨ H-p.r.p. (see Theorem 4.5 and Remark 9 in [9]).
The key argument to prove this result is that there exists an equivalent decoupling mea-
sure under which M and N are still martingales (martingale preserving measure) and the
covariation process [M,N ] is an F ∨ H-square integrable martingale strongly orthogonal
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to M and N . Under that measure the triplet (M,N, [M,N ]) enjoys the F ∨H-p.r.p. and
therefore it is an F∨H-basis of martingales. A multidimensional version of previous state-
ment is presented in [11].
The result given in [9] is redundant as soon as one of the two martingales has only totally
inaccessible jump times. More precisely in this case, if there exists an equivalent decou-
pling measure for F and H, then, under any equivalent probability measure, M and N
do not share definitely any jump time with positive probability and the process [M,N ]
vanishes almost surely. In fact the following considerations hold. The covariation process
of two independent martingales coincides with the sum of their common jumps. Two
independent martingales cannot share with positive probability any jump time which is
totally inaccessible with respect to the reference filtration of one of them. Finally the
covariation process and the nature of a random time are both invariant under equivalent
changes of measure.
Basically under the hypotheses of Theorem 4.5 in [9] the covariation process [M,N ] is
identically zero whenever M or N are cadlag quasi-left continuous martingales (see pages
121-122 in [23]). Among the others this is the case when at least one of the reference
filtrations of M and N is quasi-left continuous. In fact any martingale with quasi-left
continuous reference filtration is quasi-left continuous (see page 190 in [36]). In particular
this happens if M or N belong to the class of Le´vy processes without deterministic jump
times (see section 3.6.4 page 171 in [6]).
Processes with accessible jump times are not very often investigated, but recently they
received new attention in the literature of mathematical finance. This fact is due to the
interest in the behavior of real markets, which may present critical announced random
times. Processes with predictable jump times naturally enter in the construction of mod-
els for such markets (see [32] and [19]) so that classical results, in particular of credit
risk theory, must be revisited. For example in the framework of credit risk theory, if F
denotes the reference filtration of the risky asset price, the most common assumption on
the default time τ is the density hypothesis, namely the absolute continuity for all t of
the Ft-conditional law of τ with respect to a deterministic measure without atoms (see
[18]). Under last condition τ has no atoms and therefore it is totally inaccessible with
respect to the natural filtration of the occurrence process Iτ≤· (see IV-107 in [16]). Then,
if the market is complete, at most two are the strongly orthogonal martingales needed for
representing all the local martingales with respect to the filtration obtained progressively
enlarging F by the occurrence of τ (see [8] and [27]).
The aim of our paper is to handle the covariation process in the martingale representation
formulas for F ∨H whenever M and N admit accessible jump times.
In the first part of this paper we deal with the multiplicity in the sense of Davis and
Varaiya of the filtration F ∨H, that is the minimal number of square-integrable strongly
orthogonal F∨H-martingales needed to characterize all martingales (see [14]). More pre-
cisely, we show how to compute the multiplicity according to the behavior of the random
measures induced by the sharp bracket processes of M and N . This follows combining
Theorem 4.11 in [9] with some results interesting in themselves. First of all a necessary
and sufficient condition for [M,N ] to be null. Then two general lemmas dealing with the
predictable supports of the random measures induced by two predictable non-negative
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increasing processes.
In the second part of the paper we present a martingale representation result for the case
when F is the reference filtration of a semi-martingale X with martingale partM enjoying
the F-p.r.p. and H is the natural filtration of the occurrence process of a general random
time τ . Last process after compensation plays the role of the martingale N since it enjoys
the H-p.r.p. We provide a simple proof of the last well-known fact in the Appendix.
Our main result, in the framework of credit risk theory, can be read as follows. Denote
by M the martingale part of the risky asset price X , by H the compensated occurrence
process of the default time τ and by H ′ its F∨H-compensated occurrence process. All es-
sentially bounded payoffs can be represented under the historical probability measure as
a vector stochastic integral with respect to the R3-valued martingale, whose components
are M , H ′ and the covariation process [M,H ].
We stress that when X is a Brownian motion and τ satisfies the density hypothesis,
Kusuoka’s representation theorem follows as a particular case (see [35]). We end this part
by an example of application.
This paper is organized as follows. Section 2 is devoted to the framework and some gen-
eral auxiliary results. Section 3 deals with the topic of multiplicity of F ∨ H. Section 4
presents an extension of the classical Kusuoka’s Theorem of credit risk theory. Finally in
the Appendix we provide a simple proof of the well-known fact that H enjoys the H-p.r.p.
2 Setting and basic results
On a probability space (Ω,F , P ) let F = (Ft)t∈[0,T ] and H = (Ht)t∈[0,T ] be two standard
filtrations such that FT ⊂ F and HT ⊂ F , where T > 0 is a fixed time horizon. Set
G := F ∨H (1)
and assume that
D) there exists Q on (Ω,GT ) such that Q is equivalent to P |GT and F and H are Q-
independent.
On (Ω,F , P ) let M = (Mt)t∈[0,T ] and N = (Nt)t∈[0,T ] be a square-integrable (P,F)-
martingale and a square-integrable (P,H)-martingale respectively. Define a new prob-
ability measure P ∗ on GT by
dP ∗ :=
dP |FT
dQ|FT
·
dP |HT
dQ|HT
dQ. (2)
Then M and N are independent (P ∗,G)-martingales and each of them preserves under
P ∗ the same law which has under P since P ∗|FT = P |FT and P
∗|HT = P |HT . Moreover
the existence of P ∗ assures that G is a right continuous filtration (see Lemma 2.2 in [3]).
Let us recall a well known result.
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Theorem 2.1. (Theorem 1-4 p. 437 in [38])
Let Z = (Z)t be a local martingale starting from 0. Then Z can be uniquely decomposed
as
Z = Zc + Zdp + Zdq, (3)
where Zc, Zdp and Zdq are local martingales starting from 0 and Zc has continuous tra-
jectories, Zdp has only accessible jump times and is strongly orthogonal to any local mar-
tingale with at most totally inaccessible jump times, Zdq has only totally inaccessible jump
times and is strongly orthogonal to any local martingale with at most accessible jump
times.
We will refer to Zc, Zdp and Zdq as the continuous, the accessible and the totally inaccessi-
ble martingale parts of Z respectively. We recall that Zdp and Zdq are purely discontinuous
local martingales (see Definition 4.11 in [26]).
It is worthwhile to mention that the above decomposition depends on the reference fil-
tration. In fact the nature of a random time is linked to the choice of the filtration and
in particular accessibility is preserved by enlarging the filtration and viceversa total inac-
cessibility is preserved under restriction of the filtration.
In the light of Theorem 2.1 consider the (P ∗,G)-decompositions of M and N
M =M c +Mdp +Mdq, N = N c +Ndp +Ndq. (4)
Proposition 2.2. Assume condition D). All F-totally inaccessible stopping times and all
H-totally inaccessible stopping times are also G-totally inaccessible.
Proof. Let η be an F-totally inaccessible stopping time. If Q is a decoupling measure
for FT and HT , then the (Q,F)-predictable compensator of the process (Iη≤t)t∈[0,T ] is
continuous and it coincides also with its (Q,G)-predictable compensator. Then, η is also
G-totally inaccessible under any probability measure equivalent to Q and in particular
under P (see Theorem 1.43 (a) in [1]).
Corollary 2.3. Under condition D), the (P,F)-decomposition of M and the (P,H)-
decomposition of H coincide with the decompositions given in (4).
Proof. In order to prove the statement forM , it is enough to note that all the F-accessible
random times are also G-accessible, and, by Proposition 2.2, all the F-totally inaccessible
random times are also G-totally inaccessible. An analogous proof works for N
Next proposition makes rigorous the following roughly statement. The covariation process
of two independent martingales coincides with the covariation process of their accessible
martingale parts.
Proposition 2.4. Assume condition D). Then for all t in [0, T ] it holds P ∗-a.s. and
P -a.s.
[M,N ]t = [M
dp, Ndp]t. (5)
Proof. Using the representation formula (4), the linearity of the covariation operator and
its invariance under equivalent changes of measures yield the representation
[M,N ] = [M c, N ] + [Mdp, N ] + [Mdq, N ]
2 Setting and basic results 5
under the measure P ∗ defined in (2) and then under P .
In particularM c and N as well asMdq and N are (P ∗,G)- independent martingales. Then,
as well known, one has [M c, N ] = 0 (see Theorem 2.1 and Corollary 4.55 points b) and c)
in [26]). Since any totally inaccessible stopping time cannot coincide with an independent
random time with positive probability, it also holds [Mdq, N ] = 0. Summarizing
[M,N ] = [Mdp, N ]
and similarly, by using the decomposition (4) for N , we get
[M,N ] = [Mdp, Ndp].
In previous proposition the covariation process [M,N ] is derived by using the decompo-
sitions defined in (4) and it is the same either with respect to G or considering M with
respect to F and N with respect to H (see Corollary 2.3). Observe, however, that differ-
ent decompositions can be used, depending on the considered reference filtrations. This
aspect will be discussed after proving the following proposition.
Let us introduce the natural filtrations of M and N , FM and FN respectively.
Proposition 2.5. Assume condition D). Let η and σ be an FM -stopping time and an
FN -stopping time respectively. If P (η = σ) > 0 then there exist an accessible FM-stopping
time ηdp and an accessible FN -stopping time σdp such that on the set (η = σ) it holds
η = ηdp and σ = σdp, P -a.s.
Proof. As well-known there exist disjoint events A,B and C,D such that P -a.s. A∪B =
(η < ∞), C ∪ D = (σ < ∞) and stopping times ηdp and σdp FM and FN -accessible
respectively, ηdq and σdq FM and FN -totally inaccessible respectively such that
ηdp = η IA +∞ IAc, η
dq = η IB +∞ IBc , η = η
dp ∧ ηdq
and analogously
σdp = σ IC +∞ ICc, σ
dq = σ ID +∞ IDc, σ = σ
dp ∧ σdq
(see e.g. Theorem 3, page 104 [36]).
Therefore
η I(η=σ) = η I(η=σ=+∞) + η I(η=σ)∩A + η I(η=σ)∩B
and since (η = σ = +∞) ⊂ Ac and (η = σ) ∩ A = (η = σ) ∩ (η = ηdp < +∞) whereas
(η = σ) ∩ B is equal to (η = σ) ∩ (η = ηdq < +∞) one immediately derives that P -a.s..
η I(η=σ) = η
dp
I(η=σ=+∞) + η
dp
I(ηdp=σ)∩A + η
dq
I(ηdq=σ)∩B.
Consider now an equivalent decoupling measure Q whose existence follows by assumption
D). Since ηdq is totally inaccessible then (ηdq = σ) has null measure under Q and P so
that Q and P -a.s.
η I(η=σ) = η
dp
I(η=σ=+∞) + η
dp
I(ηdp=σ)∩A (6)
which implies η = ηdp on (η = σ).
Analogously one shows that σ = σdp on (η = σ).
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Consider the (P,FM) and the (P,FN)-decompositions ofM andN . They could be different
from the decompositions given in (4). As an example, a jump time of M could be a G-
accessible stopping time and an FM -totally inaccessible one, and this would imply that
Mdp 6=MF
M ,dp.
Nevertheless, as we are going to prove,
[M,N ]t = [M
dp, Ndp]t = [M
FM ,dp, NF
N ,dp]t.
We consider the general formula
[M,N ]t = 〈M
c, N c〉P
∗,G
t +
∑
s≤t
∆Ms∆Ns.
Then, recalling that by definition [M,N ] is invariant under equivalent changes of measure
and that P ∗ makes F and H independent so that 〈M c, N c〉P
∗,G is P ∗-a.s. null, we derive
that P ∗-a.s. and therefore P -a.s.
[M,N ]t =
∑
s≤t
∆Ms∆Ns.
If η and σ are jump times ofM and N respectively then they are finite FM -stopping time
and FN -stopping time, respectively. If P (η = σ) > 0 then by Proposition 2.5 there exists
an FM -accessible stopping time of M , ηdp, and an FN -accessible stopping time of N , σdp,
such that on the set (η = σ) it holds η = ηdp and σ = σdp, P -a.s. Moreover they inherit
from η and σ respectively the property of jump times so that on the set (η = σ) it holds
∆Mdp
ηdp
> 0 and ∆Ndp
σdp
> 0 and as a consequence P (∆Mdp
ηdp
∆Ndp
σdp
> 0) > 0. It follows
that P -a.s.
[M,N ]t =
∑
n,l
I
η
dp
n ≤t
I
η
dp
n =σ
dp
l
∆Mdp
η
dp
n
∆Ndp
σ
dp
l
=
=
∑
n,l
I
η
dp
n ≤t
I
η
dp
n =σ
dp
l
∆MF
M ,dp
η
dp
n
∆NF
N ,dp
σ
dp
l
= [MF
M ,dp, NF
N ,dp]t, (7)
where (ηdpn )n is the set of all F
M -accessible jump times of M that is of all the jump times
of MF
M ,dp and (σdpl )l is the set of all F
N -accessible jump times of N that is of all jump
times of NF
N ,dp.
3 The multiplicity of the enlarged filtration G
In this section we deal with the multiplicity of the filtration G defined by (1) according
to the following general definitions.
Let (Ω,A,A, R) be a filtered probability space.
Definition 3.1. An (R,A)-basis is any family of orthogonal (R,A)-martingales which
represents via stochastic integrals all (R,A)-local martingales.
A sufficient condition for the existence of a countable basis can be found in [14].
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Definition 3.2. [14] The multiplicity of the filtration A under the measure R is the
smallest integer k ∈ N ∪ {∞} such that there exists an (R,A)-basis of dimension k.
In the following we need a key result interesting also in itself. Let us recall that for any
A-stopping time ζ , Aζ− is defined by Aζ− = σ (C ∩ (s < ζ), C ∈ As, s > 0).
Proposition 3.3. Consider an (R,A)-submartingale Z such that
Zt =
∑
s≤t
∆Zs,
with (R,A)-accessible jump times only. Then its predictable compensator BZ admits the
representation
BZt =
∑
n∈N
∑
m∈N
E
[
∆Zζn,m Iζn=ζn,m | Aζn,m−
]
Iζn,m≤t (8)
where {ζn}n∈N is the sequence of the jump times of Z and, for each n ∈ N {ζn,m}m∈N is
the sequence of predictable stopping times enveloping ζn.
Proof. Z satisfies
Zt =
∑
n∈N
∆Zζn Iζn≤t =
∑
n∈N
∑
m∈N
∆Zζn,m Iζn=ζn,mIζn,m≤t. (9)
Following Theorem VI-76 page 148 in [17], for any A-predictable stopping time ζ
∆BZζ = E [∆Zζ | Aζ−] .
The last fact joint with representation (9) allows to prove that
Zt −
∑
n∈N
∑
m∈N
E
[
∆Zζn,m Iζn=ζn,m | Aζn,m−
]
Iζn,m≤t, t ∈ [0, T ]
is an (R,A)-martingale. Then, since the second addend in the previous expression is an
A-predictable process, equality (8) follows by the uniqueness of the Doob-Meyer decom-
position (see Theorem 2.28 at page 43 in [23]).
At this aim using representation (9), for any s ≤ t, we get
E
[
Zt −
∑
n∈N
∑
m∈N
E
[
∆Zτn,m Iζn=ζn,m | Aζn,m−
]
Iζn,m≤t | As
]
=
Zs −
∑
n∈N
∑
m∈N
E
[
∆Zζn,m Iζn=ζn,m | Aζn,m−
]
Iζn,m≤s +
E
[∑
n∈N
∑
m∈N
(
∆Zζn,m Iζn=ζn,m −E
[
∆Zζn,m Iζn=ζn,m | Aζn,m−
])
Is<ζn,m≤t | As
]
.
Last term in the previous expression can be written as∑
n∈N
∑
m∈N
E
[(
∆Zζn,mIζn=ζn,m −E
[
∆Zζn,mIζn=ζn,m | Aζn,m−
] )
Iζn,m≤t | As
]
Is<ζn,m.
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and since ζn,m is Aζn,m−-measurable (see Theorem 3.4 point 1 in [23]) the general term of
the sum is null if and only if
E
[
∆Zζn,mIζn=ζn,m Iζn,m≤t | As
]
Is<ζn,m = E
[
E
[
∆Zζn,m Iζn=ζn,m Iζn,m≤t | Aζn,m−
]
| As
]
Is<ζn,m
that is if and only if for any set A ∈ As∫
A∩(s<ζn,m)
E
[
∆Zζn,mIζn=ζn,m Iζn,m≤t | As
]
dR =
=
∫
A∩(s<ζn,m)
E
[
E
[
∆Zζn,mIζn=ζn,m Iζn,m≤t | Aζn,m−
]
| As
]
dR.
Last equality is true. In fact, A ∩ (s < ζn,m) belongs either to As or to Aζn,m−, so that
both expressions coincide with
∫
A∩(s<ζn,m)
∆Zζn,m Iζn=ζn,m Iζn,m≤t dR.
Corollary 3.4. Let Z be an (R,A)-square integrable martingale. Then
〈Zdp〉R,At =
∑
n∈N
∑
m∈N
E
[
(∆Zdpζn,m)
2
I
ζ
dp
n =ζn,m
| Aζn,m−
]
Iζn,m≤t
where Zdp is the accessible martingale part of Z in the decomposition (3), {ζdpn }n∈N is
the sequence of the jump times of Zdp and, for each n ∈ N {ζn,m}m∈N is the sequence of
predictable stopping times enveloping ζdpn .
Proof. Zdp is a pure jump martingale, so that
[Zdp]t =
∑
s≤t
(∆Zdps )
2.
It is enough to apply previous proposition to the submartingale [Zdp].
Remark 3.5. From last result it follows that the random measure d〈Zdp〉 is discrete and
its atoms are predictable stopping times.
From now on we refer to the setup of this paper.
Throughout the paper, given any increasing process B on [0, T ] we will denote by dB
the random measure induced on ([0, T ],B([0, T ])). Next we state a result which specifies
how the covariation process [M,N ] behaves under the decoupling assumption D). Next
statement deals with the G-decompositions ofM and N (see (4)), which, as already noted,
coincide with the F and the H-decomposition of M and N , respectively.
Proposition 3.6. Assume condition D). Then the covariation process [M,N ] is null
P -a.s. if and only if d〈Mdp〉P,F and d〈Ndp〉P,H are P -a.s. mutually singular.
Proof. Let {ηdpn }n∈N be the sequence of the jump times of M
dp and, for any n ∈ N, let
{ηn,m}m∈N be the sequence of predictable stopping times enveloping η
dp
n .
Analogously let {σdpl }l∈N be the sequence of the jump times of N
dp and, for any l ∈ N, let
{σl,h}h∈N be the sequence of predictable stopping times enveloping σ
dp
l .
By (7) it follows that P -a.s.
[M,N ]t =
∑
n,l
∑
m,h
I
η
dp
n =ηn,m
∆Mdpηn,m∆N
dp
σl,h
Iηn,m=σl,h Iηn,m≤t. (10)
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Moreover Corollary 3.4 applies to give the following representations
〈Mdp〉P,Ft =
∑
n∈N
∑
m∈N
E
[
(∆Mdpηn,m)
2
I
η
dp
n =ηn,m
| Fηn,m−
]
Iηn,m≤t (11)
〈Ndp〉P,Ht =
∑
l∈N
∑
h∈N
E
[
(∆Ndpσl,h)
2
I
σ
dp
l =ηl,h
| Hσl,h−
]
Iσl,h≤t. (12)
Equalities (10), (11) and (12) tell us that either [M,N ] = 0 or the mutual singularity of
the random measures d〈Mdp〉P,F and d〈Ndp〉P,H are equivalent to the condition
P
( ⋃
n,m,l,h
(ηn,m = σl,h)
)
= 0.
We recall that on a stochastic basis (Ω,A,A, R), a random set is a subset of the product
space Ω × [0, T ] (see page 3 in [26]), while a predictable random set is a random set
belonging to the predictable sigma algebra P on (Ω× R+,A⊗ B([0, T ])) (see page 16 in
[26]). Finally, in analogy with the definition at page 19 in [7], we call support of a measure
µ on a measurable space (E, E) any set C ∈ E such that µ(E \ C) = 0.
Lemma 3.7. Let (At)t∈[0,T ] be a non-negative increasing predictable process on (Ω,A,A, R).
Then there exists a predictable random set CA such that the ω-section of CA is a support
for dA(ω), R-a.s.
Proof. For each ω denote by C˜A,ω a support of dA·(ω), that is [0, T ] \ C˜
A,ω has dA·(ω)-
measure zero.
Consider the random set
C˜A =
⋃
ω
(
(ω, t), t ∈ C˜A,ω
)
.
We stress that C˜A is measurable, that is an element of the product sigma-algebra A ⊗
B([0, T ]). In fact (C˜A)c =
{
(ω, t) such that t ∈
(
C˜A,ω
)c}
has dR× dA(ω)-measure zero.
Set
CA =
(
(ω, t) ∈ Ω× [0, T ] : E[IC˜A(t)|At−](ω) > 0
)
. (13)
Then CA is the predictable support of the measurable random set C˜A (see Theorem 2.28
and Definition 2.32 in [26]). Now we prove that for each ω its ω-section, CA,ω, is a support
of the measure dA(ω).
To this end it suffices to establish that for any fixed ω
∫
[0,T ]\CA,ω
dAs(ω) = 0.
In fact
∫
[0,T ]\CA,ω
dAs(ω) ≥ 0 and moreover the following equalities hold
E
[∫
[0,T ]\CA,·
dAs(·)
]
= E
[∫
[0,T ]\CA,·
IC˜A(·, s)dAs(·)
]
= E
[∫
[0,T ]
I[0,T ]\CA,·(s)IC˜A(·, s)dAs(·)
]
,
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and, due to the fact that the process A is predictable, the term at the right hand side
turns to be equal to (see Theorem VI.57 in [17])
E
[∫
[0,T ]
E
[
I[0,T ]\CA,·(s)IC˜A(·, s)|As−
]
dAs(·)
]
=
E
[∫
[0,T ]
I[0,T ]\CA,·(s)E [IC˜A(·, s)|As−] dAs(·)
]
=
E
[∫
[0,T ]\CA,·
E [IC˜A(·, s)|As−] dAs(·)
]
.
Finally the last term is equal to zero since by definition on the set [0, T ]\CA,ω the function
s→ E [IC˜A(·, s)|As−] (ω) is null.
Lemma 3.8. Let (At)t∈[0,T ] and (Bt)t∈[0,T ] be two non-negative increasing predictable pro-
cesses on (Ω,A,A, R). Assume that dA and dB are R-a.s. mutually singular. Then there
exist two predictable sets CA and CB such that, R-a.s., their ω-sections CA,ω and CB,ω
are disjoint supports of the measures dA(ω) and dB(ω), respectively.
Proof. By the assumption of singularity, for each ω there exist two measurable sets C˜A,ω
and C˜B,ω such that ∫
C˜B,ω
dAt(ω) = 0 and
∫
C˜A,ω
dBt(ω) = 0
with C˜A,ω ∩ C˜B,ω = ∅, C˜A,ω ∪ C˜B,ω = [0, T ]. Obviously C˜B,ω = [0, T ] \ C˜A,ω.
Consider the predictable random set CA constructed in (13). Then the thesis follows as
soon as one prove that R-a.s. ∫
CA,ω
dBt(ω) = 0.
In fact by Theorem VI.57 in [17]
E
[∫
[0,T ]
IC˜A,·(t)dBt(·)
]
= E
[∫
[0,T ]
E [IC˜A(t)|At−] dBt
]
and by Theorem 2.28 a) ii) in [26]
E
[∫
C˜A
dBt
]
= E
[∫
[0,T ]
IC˜A,·(t)dBt(·)
]
.
Finally by assumption
∫
C˜A,ω
dBt(ω) = 0 so that previous equality yields E [IC˜A(t)|At−] (ω) =
0 R(dω) ⊗ dBt(ω)-a.s. Then, by definition of C
A it follows that dB(ω)-a.s. it holds
ICA,ω(·) = 0, which ends the proof.
Before announcing the main theorem of this section, we state a first result, linking the
behavior of the sharp brackets of M and N with the existence of an F ∨ H-basis of di-
mension one. At this aim we introduce a new assumption on M and N .
Denote by P(M,F) the set of probability measures on (Ω,FT ) equivalent to P |FT under
which M is a martingale. Denote by P(N,H) the analogous for N and H.
A1) P(M,F) = {P |FT } and P(N,H) = {P |HT }.
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As well-known, assumption A1) implies that F0 and H0 are trivial and that M and N
enjoy the (P,F)-predictable representation property and the (P,H)-predictable represen-
tation property respectively according to definition below (see [21] and Theorem 13.4 in
[23]).
Definition 3.9. An Rm-valued square integrable martingaleM enjoys the (P,F)-predictable
representation property (p.r.p.) if each H in L2(Ω,FT , P ) can be represented as
H = H0 +
(
ξH ·M
)
T
where
(
ξH ·M
)
T
denotes the vector stochastic integral, H0 ∈ F0 and ξ
H = (ξH1 , ..., ξ
H
m) is
an m-dimensional F-predictable process such that
EP
[∑
i,j
∫ T
0
ξHi (t)ξ
H
j (t) d[M
i,M j ]t
]
< +∞.
We refer to [12] for the definition of the vector stochastic integral and its relation with
the componentwise stochastic integral.
Proposition 3.10. Assume conditions D) and A1). Let P ∗ be the probability measure
defined by (2).
i) If the d〈M〉P,F and d〈N〉P,H are P ∗-a.s. mutually singular then M +N is a (P ∗,G)-
basis of martingales.
ii) If there exists a (P ∗,G)-martingale Z which is a (P ∗,G)-basis then d〈M〉P,F and
d〈N〉P,H are P ∗-a.s. mutually singular.
Proof. i) Under P ∗ the triplet (M,N, [M,N ]) is a (P ∗,G)-basis (see Theorem 4.5 in
[9]). If d〈M〉P,F and d〈N〉P,H are P ∗-a.s. mutually singular then the same holds for
d〈Mdp〉P,F and d〈Ndp〉P,H.
Since P ∗ ∼ P , by Proposition 3.6 the covariation process [M,N ] is P -a.s. null so
that the (P ∗,G)-basis reduces to the pair (M,N).
As a consequence if V ∈ L2(Ω,G, P ∗) then
V = v0 +
∫ T
0
γsdMs +
∫ T
0
ηsdNs (14)
where (γ)t∈[0,T ] and (η)t∈[0,T ] areG-predictable processes satisfying E
P ∗
[∫ T
0
γ2t d[M ]t
]
<
+∞ and EP
∗
[∫ T
0
η2t d[N ]t
]
< +∞, respectively.
Moreover since P ∗|FT coincides with P |FT then on one side 〈M〉
P,F = 〈M〉P
∗,F and,
since P ∗ decouples F and H, on the other side 〈M〉P
∗,F = 〈M〉P
∗,G and therefore
〈M〉P,F = 〈M〉P
∗,G.
Analogously 〈N〉P,H = 〈N〉P
∗,G. Then by Lemma 3.8∫
CN
d〈M〉P
∗,G
t = 0,
∫
CM
d〈N〉P
∗,G
t = 0
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with CM and CN G-predictable sets such that CM ∩CN = ∅, CM ∪CN = Ω× [0, T ].
Let (λ)t∈[0,T ] be defined at time t by
λt = γtICM (t) + ηtICN (t).
λ is a G-predictable process. In fact, as shown by the equality CM = {(t, ω) :
ICM,ω(t) = 1}, the indicator functions ICM (t) and ICN (t) of the predictable sets C
M
and CN are predictable processes.
Moreover EP
∗
[∫ T
0
λ2t d[M +N ]t
]
< +∞ and the following equalities hold
E
[∫ T
0
(λs − γs)
2
d〈M〉P
∗,G
s
]
= E
[∫ T
0
(λs − ηs)
2
d〈N〉P
∗,G
s
]
= 0.
As a consequence we get∫ T
0
γsdMs =
∫ T
0
λsdMs,
∫ T
0
ηsdNs =
∫ T
0
λsdNs,
so that (14) can be rewritten as
V = v0 +
∫ T
0
λsd(Ms +Ns) (15)
and by the arbitrariness of V we derive that M +N enjoys the (P ∗,G)-p.r.p.
ii) Let Z be a (P ∗,G)-basis. Then
Mt =
∫ t
0
αsdZs, Nt =
∫ t
0
βsdZs, (16)
with (α)t∈[0,T ] and (β)t∈[0,T ] G-predictable processes which satisfy E
P ∗
[∫ T
0
α2t d[Z]t
]
<
+∞ and EP
∗
[∫ T
0
β2t d[Z]t
]
< +∞, respectively.
Moreover by hypothesis, M and N are independent (P ∗,G)-martingales, so that
0 = 〈M,N〉P
∗,G
· =
∫ ·
0
αsβsd〈Z〉
P ∗,G
s ,
that is α·β· = 0 d〈Z〉
P ∗,G
s P -a.s.
Then we get the mutual singularity of d〈M〉P,F and d〈N〉P,H since
〈M〉P,F· = 〈M〉
P ∗,F
· = 〈M〉
P ∗,G
· =
∫ ·
0
α2sd〈Z〉
P ∗,G
s
and
〈N〉P,H· = 〈N〉
P ∗,H
· = 〈N〉
P ∗,G
· =
∫ ·
0
β2sd〈Z〉
P ∗,G
s .
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Finally we state the result about the multiplicity of G. For the sake of clarity we stress
that 〈M〉P
∗,F = 〈M〉P,F and 〈N〉P
∗,H = 〈N〉P,H.
Theorem 3.11. Assume A1) and D). Then the multiplicity of G under P ∗ is
i) equal to one if and only if d〈M〉P,F, d〈N〉P,H are a.s. mutually singular;
ii) equal to two if and only if d〈M〉P,F, d〈N〉P,H are not a.s. mutually singular but
d〈Mdp〉P,F and d〈Ndp〉P,H are a.s. mutually singular;
iii) equal to three if and only if d〈Mdp〉P,F and d〈Ndp〉P,H are not a.s. mutually singular.
Proof. By Theorem 4.5 in [9], the triplet (M,N, [M,N ]) is a (P ∗,G)-basis, so that the
multiplicity of G is less or equal to three.
Equivalence i) immediately follows by Proposition 3.10.
If the multiplicity is strictly greater than one, by previous point it follows that d〈M〉P,F, d〈N〉P,H
are not P -a.s. singular. Moreover if d〈Mdp〉P,F and d〈Ndp〉P,H are P -a.s. mutually singular,
as stated by Proposition 3.6, [M,N ] = 0 and (M,N) is a basis, so that the multiplicity
is equal to two. Otherwise [M,N ] is different from zero and the multiplicity is three.
Remark 3.12. The notion of basis of martingales strictly depends on the probability mea-
sure and therefore the multiplicity of G could not be the same under P . Nevertheless this
happens when considering the definition of multiplicity given in terms of local martingales.
Let us now give an idea of how to check that under P the multiplicity in this weaker sense
satisfies point iii). In a similar way we could obtain point i) and point ii).
Let us denote the triplet (M,N, [M,N ]) with (M1,M2,M3).
Consider the Radon-Nikodym derivative
Lt :=
dP
dP ∗
∣∣∣
Gt
, t ∈ [0, T ]
and note that 〈L,M i〉P
∗,G, i = 1, 2, 3 exist by Lemma 2.1 in [11].
By the invariance of the p.r.p. under equivalent martingale measure (see Lemma 2.4 in
[29]) the triplet (M˜1, M˜2, M˜3) defined by
M˜ it :=M
i
t −
∫ t
0
1
Ls−
d〈L,M i〉P
∗,G
s , i = 1, 2, 3, (17)
is a set of local martingales with the (P,G)-p.r.p. not necessarily with pairwise (P,G)-
orthogonal components. Following Proposition 4.41 in [25], a set of three orthogonal local
martingales with the (P,G)-p.r.p. can be constructed. However a (P,G)-basis of local
martingales with less than three elements cannot exist since otherwise by the same but
reverse procedure a (P ∗,G)-basis of local martingales with less than three elements could
be constructed.
Remark 3.13. Proposition 3.10 and Theorem 3.11 have been inspired by Theorem 9.5.2.4,
Theorem 9.5.2.5 and subsequent arguments in [30] and in particular by the following
example. A Brownian motion W and a compensated Poisson martingale Π are consid-
ered. If f and g are deterministic functions such that fg = 0 then the process dXt =
f(t) dWt + g(t) dΠt enjoys the p.r.p. with respect to its natural filtration.
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4 Kusuoka-like representation theorem for a general random time
This section is devoted to prove an extension of Kusuoka’s representation theorem of
credit risk theory (see Theorem 7.5.5.1 in [30]). Our result really generalizes that theorem
since it relaxes the hypotheses on the default time without adding any other assumption
(see Remark 4.7 below). More precisely, in the language of mathematical finance, the
result can be read as follows. We add to the current information of a complete market the
observation of a default time, which can overlap a jump time of the risky asset price and
we construct under the historical measure a portfolio which makes possible to hedge any
fixed payoff.
On the filtered probability space (Ω,F ,F, P ) consider the process X = (Xt)t∈[0,T ] in the
space S2 of semi-martingales (see [17], VII-98), that is let X be a special semi-martingale
with canonical decomposition
X = X0 +M + A (18)
such that
E
[
X20 + [M ]T + |A|
2
T
]
< +∞. (19)
As usual M is a (P,F)-martingale, A is a predictable process of finite variation, M0 =
A0 = 0, |A| denotes the total variation process of A and [M ] denotes the variance process
of M .
Let τ be a general random time and H = (Ht)t∈[0,T ] the natural filtration of the occur-
rence process Iτ≤· = (Iτ≤t)t∈[0,T ]. Moreover let H = (Ht)t∈[0,T ] be the (P,H)-compensated
occurrence process of τ , that is
Ht := Iτ≤t − A
P,H
t , (20)
where AP,H is the (P,H)-compensator of Iτ≤· (see Definition VI-77 in [17]). As well known
H is a martingale enjoying the (P,H)-p.r.p. (see [13] and Proposition A.2).
Remark 4.1. A random time τ , according to its law µτ , is an H-totally inaccessible
stopping time if and only if µτ admits density, and it is an H-accessible stopping time if
and only if µτ is atomic.
It is to stress that τ can never be H-predictable, so that the martingale H cannot be the
trivial one (see [16], Theorem IV-107 or [15]).
Finally the filtration G defined as in (1) corresponds to the progressive enlargement of F
by τ (see [31]).
Consider the analogous of assumption A1) for X .
A1′) P (X,F) = {PX}.
Proposition 4.2. Assume A1′) and D) and let P ∗ be defined as in (2). Then
i) the triplet (M,H, [M,H ]) is a (P ∗,G)-basis of martingales;
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ii) [M,H ] admits the representation
[M,H ]t =
∑
m∈N
∆M
τ
dp
m
(
I{τdp=τdpm }
− E[I{τdp=τdpm }|Hτdpm
− ]
)
I{τdpm ≤t}
,
where τdp is the accessible part of τ and (τdpm )m∈N denotes the sequence of H-
predictable stopping times that envelops τdp, that is
⋃
m∈N{τ
dp = τdpm } = Ω.
Proof. M enjoys the (P |FT ,F)-p.r.p. (see Proposition 2.2 in [11]) and, as already recalled,
H enjoys the (P |HT ,H)-p.r.p. Moreover the (P
∗,G)-martingales M and H are strongly
orthogonal so that point i) follows by Theorem 4.5 in [9].
As far as point ii) is concerned, by Proposition 2.4, it is enough to compute [Mdp, Hdp]
and, since by Proposition 3.3, the compensator of the accessible martingale part of H
coincodes with ∑
m∈N
E[I{τdp=τdpm }|Hτdpm
− ]I{τdpm ≤t},
so that
H
dp
t =
∑
m∈N
(
I{τdp=τdpm }
−E[I{τdp=τdpm }|Hτdpm
−]
)
I{τdpm ≤t}
.
Then we get the thesis.
We denote by AP,G the (P,G)-compensator of the occurrence process, so that the (P,G)-
compensated occurrence process H ′ = (H ′t)t∈[0,T ] defined by
H ′t = I{τ≤t} − A
P,G
t
is a (P,G)-martingale.
Remark 4.3. Following Proposition 6.3 in [28], if the process
∫ t
0
dP [τ≤u|Fu]
1−P [τ<u|Fu]
is predictable,
then the process AP,Gt can be characterized P -a.s. as
A
P,G
t =
∫ t
0
dP [τ ≤ u|Fu]
1− P [τ < u|Fu]
.
We stress that, since
H ′ = H + AP,H − AP,G, (21)
then H is the (P ∗,G)-martingale part of the (P ∗,G)-semi-martingale H ′.
Definition 4.4. ([5]) Given a filtered probability space (Ω,A,A, R), a probability measure
Q is the minimal martingale measure (m.m.m.) for a semi-martingale X with martingale
part M if any (R,A)-local martingale Z such that ZM is an (R,A)-local martingale is a
(Q,A)-local martingale.
Now we state the announced extension of Kusuoka’s theorem.
Theorem 4.5. Assume A1′) and D). Let P be the m.m.m. for H ′ on (Ω,F ,G, P ∗),
where P ∗ is defined as in (2). Then
i) M and [M,H ] are (P,G)-martingales;
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ii) the immersion property F →֒
P
G holds;
iii) M and H ′ are strongly orthogonal (P,G)-martingales;
iv) the triplet (M,H ′, [M,H ]) enjoys the (P,G)-p.r.p.
Proof. i) It easily follows by Definition 4.4 and Proposition 4.2.
ii) M enjoys the (P |FT ,F)-p.r.p. so that the statement immediately follows by previous
point (see Proposition 2.2 in [11]).
iii) The following equality holds
[M,H ′] = [M,H ]− [M,AP,G −AP,H]. (22)
Moreover [M,H ] is a (P,G)-martingale by point i) and [M,AP,G−AP,H] is a (P,G)-
local martingale by Lemma 2.3 in [38].
iv) Let us denote by L = (Lt)t∈[0,T ] the (P
∗,G)-martingale defined by
Lt =
dP
dP ∗
∣∣∣
Gt
.
Then we get
Lt = 1−
∫ t
0
γsLs−dHs (23)
where γ is a suitable G-predictable process (see Remark 2 page 15 in [37] or Theorem
9 in [4]).
Now by Proposition 4.2 the triplet (M,H, [M,H ]) is a (P ∗,G)-basis of martingales,
so that using Lemma 2.4 in [29], we derive the (P,G)-p.r.p. for the triplet (M˜, H˜, K˜)
defined by
M˜t =Mt −
∫ t
0
1
Ls−
d〈L,M〉P
∗,G
s ,
H˜t =Ht −
∫ t
0
1
Ls−
d〈L,H〉P
∗,G
s , (24)
K˜t =[M,H ]t −
∫ t
0
1
Ls−
d〈L, [M,H ]〉P
∗,G
s ,
provided the sharp brackets 〈L,M〉P
∗,G, 〈L,H〉P
∗,G and 〈L, [M,H ]〉P
∗,G exist.
Equation (23) guarantees that LM and L[M,H ] are (P ∗,G)-local martingales and
then
〈L,M〉P
∗,G = 〈L, [M,H ]〉P
∗,G = 0.
This implies that M˜ =M and K˜ = [M,H ].
Moreover, equation (21) implies that H is a (P,G)-special semi-martingale. Then
the existence of 〈L,H〉P
∗,G follows by Lemma 2.1 and subsequent Remark 2.1 in
[11].
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Finally H˜ = H ′. In fact
H˜t −H
′
t = A
P,G
t −A
P,H
t −
∫ t
0
1
Ls−
d〈L,H〉P
∗,G
s = 0
since it is a predictable (P,G)-martingale of finite variation (see Lemma 22.11 in
[33]).
Remark 4.6. It is to stress that, under assumptions A1′) and D), the condition that P
is the m.m.m. for H ′ is equivalent either to point i) or, by Proposition 4.2, to point iii).
In fact the equivalence between i) and iii) immediately follows by (22). Moreover by Propo-
sition 4.2 the set of square integrable (P ∗,G)-martingales strongly orthogonal to H coin-
cides with Z2(M)⊕Z2([M,H ]), which is the direct sum of the stable subspaces generated
by M and [M,H ] (see [11]). Therefore point i) forces P to be the m.m.m. for H ′ under
P ∗.
Remark 4.7. In order to compare our result with the classical Kusuoka’s theorem, we
recall that there the main assumptions are the density hypothesis for τ and the immersion
property F →֒
P
G (see Theorem 7.5.5.1 in [30]).
Moreover if τ satisfies the density hypothesis the condition D) holds true (see Hypothesis
2.1 and Proposition 6.3 in [18]). As now we will explain, under the density hypothesis,
F →֒
P
G holds if and only if P is the m.m.m. for H ′ under P ∗.
The sufficient condition is just point ii) in previous theorem. The necessary condition
comes from the representation of the set of (P ∗,G)-local martingales strongly orthogonal
to H given in previous remark. In fact on one hand Z2([M,H ]) = {0} since the nature of
τ implies that [M,H ] = 0. On the other hand all the elements in Z2(M) are (P,G)-local
martingales since the immersion property implies that M is a (P,G)-local martingale.
Remark 4.8. Under the hypotheses of Theorem 4.5, unless [M,H ] is identically zero,
M and [M,H ] are not strongly orthogonal (P,G)-martingales. In fact M and [M,H ] are
strongly orthogonal (P,G)-martingales if and only if M [M,H ] is a (P,G)-martingale and
the latter holds if and only if LM [M,H ] is a (P ∗,G)-martingale, with L as in (23). More-
over
LtMt =
∫ t
0
Ls−dMs +
∫ t
0
Ms−γsLs−dHs +
∫ t
0
γsLs−d[H,M ]s
so that
[
LM [H,M ]
]
t
=
∫ t
0
Ls−d
[
M, [M,H ]
]
s
+
∫ t
0
Ms−γsLs−d
[
H, [M,H ]
]
s
+
+
∫ t
0
γsLs−d
[
[H,M ], [H,M ]
]
s
which is a (P ∗,G)-martingale if and only if [M,H ] is identically zero.
Similarly it follows that H ′[M,H ] is not a (P,G)-martingale.
As a consequence the triplet (M,H ′, [M,H ]) is not a (P,G)-basis of martingales. Nev-
ertheless, as already recalled, by means of an orthogonalization procedure, it is easy to
construct a (P,G)-basis of martingales (see Proposition 4.41 in [25]).
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Under condition D), when τ is H-totally inaccessible, [M,H ] is identically zero. More-
over P is the m.m.m. since M and H ′ are strongly orthogonal (P,G)-martingales. This
follows by noting that even [M,H ′] is identically zero. Then Theorem 4.5 applies and the
pair (M,H ′) is a (P,G)-basis.
The equality [M,H ′] = 0 follows by considering that τ is also G-totally inaccessible or,
equivalently, the process (AP,Gt )t∈[0,T ] is continuous (see Remark 2.2), so that
[M,H ′] =[M, I{τ≤·}].
Finally the quantity on the right hand side in previous equality is zero by the total inac-
cessibility of τ .
Example 4.9. ([10]) On the probability space (Ω,F, P ) consider the processM = (Mt)t∈[0,T ]
defined as follows
M =W +Hη,
where W = (Wt)t∈[0,T ] is a standard Brownian motion with respect to its natural filtration
FW and Hη := Iη≤· − A
η,P,Fη the compensated occurrence process associated to a ran-
dom variable η in the set {1, 2, 3}, where Fη denotes the natural filtration of the process
Iη≤· Assume W and H
η to be independent and set
F = FW ∨ Fη.
Consider also the binary random variable τ with values in the set {2, 4}, and denote
by H its associated compensated occurrence process with respect to its natural filtration
H. Assume W P -independent of (η, τ), and the joint law pη,τ of (η, τ) strictly positive on
the set {1, 2, 3}×{2, 4}. Finally, as usual in this paper, let G be the progressive enlargement
of F by the occurrence process of τ .
Then condition D) is satisfied for that model and, by Proposition 3.3 and Theorem 3.11,
it follows that the multiplicity of G is equal to three. If moreover
P (τ = 2 | η = 2) = P (τ = 2 | η 6= 1) = P (τ = 2 | η = 3), (25)
then Theorem 4.5 applies and the triplet (M,H ′, [M,H ]) can be explicitly written as
Mt =Wt + Iη≤t − P (η = 1)I1≤t − P (η = 2 | σ{η = 1})I2≤t − Iη=3I3≤t,
H ′t =Iτ≤t − P (τ = 2 | σ{η = 1})I2≤t − Iτ=4I4≤t,
[M,H ]t = (Iτ=2,η=2 − P (τ = 2)Iη=2 − Iτ=2P (η = 2|σ{η = 1}) + P (τ = 2)P (η = 2|σ{η = 1})) I2≤t.
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Proposition 2 in [13] shows that the martingale H defined by (20) enjoys the (P,H)-p.r.p.
(see also the more recent Theorem 7.2.5.1, page 416 in [30] for the case when τ has a
density). Here we propose a different proof based on the following simplified version of
Theorem 3.4 in [24].
Theorem A.1. Let P ′ be a probability measure on (Ω,F) such that P |H0 = P
′|H0 and
moreover the (P,H)-compensator and the (P ′,H)-compensator of the occurrence process
coincide.
Then P |HT = P
′|HT .
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Proposition A.2. H enjoys the (P,H)-p.r.p..
Proof. We show that P(H,H) = {P}, so that the Second Fundamental Theorem of As-
set Pricing applies (see [22]). By Theorem A.1 it suffices to prove that for any Q ∈
P(H,H), the (Q,H)-compensator of the occurrence process, AQ,H, coincides with the
(Q,H)-compensator, AP,H.
In fact the process H is a (Q,H)-martingale as well as the process Hˆ = (Hˆt)t∈[0,T ] defined
by
Hˆt = I{τ≤t} −A
Q,H
t .
Then also the process H − Hˆ is a (Q,H)-martingale, predictable and of finite variation
and therefore null (see Lemma 22.11 in [33]). As a consequence AP,H = AQ,H.
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