Abstract. We construct locally supported basis functions which are biorthogonal to conforming nodal finite element basis functions of degree p in one dimension. In contrast to earlier approaches, these basis functions have the same support as the nodal finite element basis functions and reproduce the conforming finite element space of degree p − 1. Working with Gauß-Lobatto nodes, we find an interesting connection between biorthogonality and quadrature formulas. One important application of these newly constructed biorthogonal basis functions are two-dimensional mortar finite elements. The weak continuity condition of the constrained mortar space is realized in terms of our new dual bases. As a result, local static condensation can be applied which is very attractive from the numerical point of view. Numerical results are presented for cubic mortar finite elements.
Introduction
We construct basis functions which are biorthogonal to conforming nodal onedimensional finite element basis functions of degree p with respect to the L 2 -norm. By definition our newly constructed basis functions have the same support as the conforming nodal basis functions. Using Gauß-Lobatto nodes to define the conforming nodal basis functions of degree p, our biorthogonal basis functions span a nonconforming finite element space which includes the conforming finite element space of degree p − 1, p > 1. Using this type of nonconforming space as Lagrange multiplier space for two-dimensional mortar finite elements results in an optimal discretization scheme. We note that the Lagrange multiplier space has to be modified in a suitable way in the neighborhood of the crosspoints to satisfy a uniform inf-sup condition. The natural norm in the mortar setting for the Lagrange multiplier is the broken H −1/2 -norm on the interior interfaces. Thus to obtain an order h p a priori result, it is sufficient to reproduce polynomials of degree p − 1 in the Lagrange multiplier space. Due to the biorthogonality, the arising mass matrices on the slave side of the mortar formulation are diagonal, and a local static condensation can be carried out. Physically, this corresponds to a lumping of the mass matrix, and the locality reflects the fact that a local perturbation influences the solution only in a small neighborhood. Therefore, these dual Lagrange multiplier spaces are very attractive from computational and physical points of view. Such a biorthogonal basis was introduced in [Woh00] for lowest order mortar finite elements, i.e., for degree p = 1, and was called the dual Lagrange multiplier base. Recently low order mortar finite elements with a dual Lagrange multiplier has become an active area of research; see [KLPV01, Mar05, Ben04, HT04a, HT04b] . The idea has also been extended to higher order elements; see [LW02, LSW05, OW01] . We refer to [DS99, Ste03] for related work in biorthogonal multiresolution analysis. However, the construction of biorthogonal bases is not straightforward, and preserving the locality of the support is not trivial. In [OW01] , one-dimensional higher order dual finite element bases are considered. The drawback of this technique is that the support has to be extended, resulting in a more complex density pattern in the mass matrices. Here, we focus on the construction of biorthogonal basis functions having the same support as the nodal basis functions.
The rest of the paper is organized as follows. In the next section, introducing some notation and the concept of biorthogonality, we construct our dual basis starting from a given set of nodal basis functions on a reference element. Using Gauß-Lobatto nodes, the dual basis reproduces the finite element space of degree p − 1. In Section 3, we consider the application to mortar finite elements. We work out the required modification at the endpoints of the interfaces. Finally, numerical results are presented in Section 4.
Dual basis in one dimension
Before giving the explicit construction, we consider an abstract framework. Let V and W be finite-dimensional subspaces of a Hilbert space H with inner product (·, ·). We assume that dim V = dim W and associate the space V with the basis set Φ := {φ 1 , . . . , φ n } and W with the basis set Λ := {λ 1 , . . . , λ n }. To make a consistent matrix notation, all basis sets are also thought of as column vectors. We denote by G Φ,Λ = (Φ, Λ T ) the Gram matrix associated with the two finite systems Φ and Λ based on the inner product (·, ·), i.e., G Φ,Λ is an n × n matrix with (G Φ,Λ ) ij = (φ i , λ j ).
Definition 2.1. The set Λ will be called a dual basis with respect to Φ if and only if G Φ,Λ = D n , where D n is a nonsingular n × n diagonal matrix. To define our global spaces, we introduce a locally quasi-uniform finite element mesh I h which is formed by partitioning a segment γ into K subintervals (elements),
The ordering of the I k is done in a lexicographical way from the left to the right. Associated with each element I k is a unique affine mapping F k :Ī −→Ī k which maps −1 to the left and 1 to the right endpoint of I k . Due to the ordering, we find that k . Then it is easy to see that the following biorthogonality relation holds:
and we have Φ .2). Associated with each node x j ∈γ, 1 ≤ j ≤ pK + 1, and n 
Using the definition of the global basis functions, we find
As a result, we obtain that φ 
Now, it is easy to see that φ
The case q = p − 1 will be of special interest for mortar finite elements. For simplicity of notation, we denote from now on N p−1;p by N p and n
by n p i,j . Therefore, we rewrite the general condition (2.3) and obtain that V
and n
To get a better feeling, we consider the case p = 2 in more detail. Then the conditions (2.4) can be simply written as
and n 
see [LW02] . Using φ for cubic mortar finite elements, we solve the Poisson equation −∆u = f in the domain Ω := (−1, 1) × (0, 1) decomposed into two squares and with a nonmatching triangulation. The right-hand side function f and the Dirichlet boundary condition on ∂Ω are computed by using the exact solution
Since the given solution is a cubic polynomial, we expect to obtain the exact solution by cubic finite elements and by optimal cubic mortar finite elements. The nonoptimal behavior of cubic mortar finite elements with the dual Lagrange multiplier space can be seen in Table 1 . We observe that the convergence rates in the L 2 -and H 1 -norms are only of order 2.5 and 1.5, respectively, and the convergence rate in the weighted Lagrange multiplier norm is also only of 1.5. The error in the L 2 -and H 1 -norms are measured in the norm as defined in Lemma 3.1, whereas the error in the flux is measured in a weighted L 2 -norm defined by (4.1). Although the finite element space has optimal approximation property, we can only show that the Lagrange multiplier space contains the constant function. Therefore, under the assumption that the error is equally distributed the error in the flux converges with order 1.5; see [LW02] . The convergence rate of order 1.5 in the H 1 -norm can be explained by using the fact that the error in the H 1 -norm is bounded by the best approximation property of the finite element space and the Lagrange multiplier space; see [LSW05] .
In the rest of this section, we construct for general p nodal points x 
is positive-definite and symmetric. The set of biorthogonal basis functions satisfying (2.1) can be formally given by
where the entries of the diagonal matrix D p+1 are given by d p i = 0. Moreover, we can find a unique restriction matrix P p such thatΦ p−1 = P pΦp , yielding
and thus
p+1 . We recall that the setΦ p forms a nodal basis associated with the nodes x p i , 1 ≤ i ≤ p + 1. Then the entries P p ij of the restriction matrix P p are given by
From now on, we assume that the nodal points are symmetric with respect to the origin, i.e.,
Combining (2.4) and Lemma 2.3, we obtain the following corollary.
Corollary 2.4. Under assumption
We remark that (2.8) is equivalent to the condition that φ L 1 (x) , . . . , L N (x)} forms an orthogonal system on (−1, 1) with respect to the L 2 -inner product. L2. The Legendre polynomial of degree n has exactly n distinct real zeros in (−1, 1). L3. If Z n := {x n 1 < x n 2 < · · · < x n n } is the set of n-zeros of the Legendre polynomial L n (x), then the identity
is orthogonal to all polynomials of degree less than n − 1 and has n + 1-distinct zeros in [−1, 1]. If S n := {−1 =:
2 )L n (x), then S n is the set of Gauß-Lobatto nodes of order n.
} is the set of Gauß-Lobatto nodes of order n, then
By construction, we specified a set of nodal points such that V
The following theorem shows that this set is unique. In a next step, we show that the polynomial (ŝ + 1)φ p 1 (ŝ) is orthogonal to the polynomial space P p−2 (I). Let R(ŝ) be in P p−2 (I). We find that T (ŝ) := (ŝ + 1)R(ŝ) is in P p−1 (I) and T (−1) = 0, and thus it can be written as
Theorem 2.5. V p−1 h ⊂ W p h if and only if the finite element basisΦ p which defines W p h is based on the Gauß-Lobatto points S
In terms of (2.4) and (2.7), we find
The properties of the Legendre polynomials guarantee that the p + 1-zeros of (ŝ + 1)φ p 1 (ŝ) are the same as of
We note that Theorem 2.5 guarantees existence and uniqueness of the set of points. Now, we reconsider the cases p = 2 and p = 3. For p = 2, we find for the Gauß-Lobatto nodes S 2 := {−1, 0, 1}, which corresponds to the case of Lagrange finite elements. However, for p = 3 the Gauß-Lobatto nodes are given by Remark 2.6. Recently, spectral element methods with nodal polynomial interpolation have been of research interest; see, e.g., [WPH00, Hes98] . Most often Gauß-Lobatto quadrature nodes are used to get a set of interpolation points for the approximation of smooth functions on rectangular meshes. On simplicial meshes such types of nodes are not known. In this case, Fekete points seem to be a natural and good choice; see, e.g., [TWV00, PR04] . Computational results, [TWV00] , support the conjecture of Bos [Bos91] that Fekete points along the one-dimensional boundary of the triangle are the one-dimensional Gauß-Lobatto points. Additionally, it has been shown in [BTW00] that tensor product Gauß-Lobatto points are Fekete points. Hence, working with Fekete points in two-dimensional finite elements one obtains the Gauß-Lobatto nodes along the boundary of triangle or quadrilateral, and the biorthogonal base can easily be formed for the Lagrange multiplier space leading to an optimal scheme for the mortar finite elements in two dimensions.
The next remark is concerned with the quality of convergence of the finite element interpolant based on Gauß-Lobatto and Fekete points.
Remark 2.7. It is well known that working with equally spaced interpolation points, uniform convergence in p of the polynomial interpolation cannot be obtained. The so-called Lebesgue constant C L (p) (see, e.g., [TWV00] ) characterizes the quality of the approximation of the polynomial interpolant. In the case of equally spaced points, C L (p) grows exponentially in p. Although the construction of best approximation polynomials are, in general, not known, it can be shown that working with Fekete points reduces the exponential growth of C L (p) to a linear growth [TWV00] . Moreover, numerical results suggest that C L (p) grows like √ p on triangles. In the univariate case, the bound for the Gauß-Lobatto nodes is well known to be logarithmic in p [Bru97] .
Recently it has been shown that we can find optimal a priori estimates for mortar finite elements if the Lagrange multiplier space has a smaller dimension than the trace space of the finite elements on the slave interface side with zero boundary condition; see [LSW05] . However, to get an optimal estimate, the Lagrange multiplier space has to reproduce the piecewise polynomial space of degree p − 1. In the rest of this section, we consider the construction of a biorthogonal basis of smaller dimension. This construction will also be useful for the modification of Lagrange multipliers around some crosspoint considered in the next section. Let R q := {y 1 < y 2 < · · · < y q } be a proper subset of S p consisting of q distinct points of S p with q ≤ p,
We note thatΦ q spans a q-dimensional space and that the setΨ q := {ψ 1 , . . . , ψ q } with the property ψ i ∈ P q−1 (I), ψ i (y j ) = δ ij spans the polynomial space of degree q − 1. The following lemma states the biorthogonality between the elements ofΦ q andΨ q . Proof. Using φ l(k) ∈ P p (I), 1 ≤ k ≤ q, ψ j ∈ P q−1 (I), 1 ≤ j ≤ q and q ≤ p, and applying an exact quadrature formula based on the (p + 1) Gauß-Lobatto nodes S p , we find
Numerical results
In this section, we present numerical results illustrating the performance of cubic mortar finite elements based on our new dual Lagrange multiplier space. In particular, we present the discretization errors in the L 2 -and H 1 -norm for the primal variable, and a weighted Lagrange multiplier norm defined by
where h e is the length of the edge e on the slave side. Numerical results on linear and quadratic mortar finite elements with dual Lagrange multiplier spaces can be found in [Woh01, LW02] . The flexibility of mortar methods allows us to consider geometrically nonconforming decompositions, nonconvex subdomains, and crosspoints. Starting with a conforming coarse triangulation on each subdomain, we apply uniform refinement in each step.
In our first example, we consider a problem with many crosspoints. Here, we consider −∆u = f in Ω, where Ω is the unit square (0, 1)
2 . The domain Ω is decomposed into nine squares with Ω ij := ( In Figure 4 .1, the decomposition of the domain, the initial finite element partition, and the isolines of the solution are shown. Here, we have four interior crosspoints and 12 interfaces, and the master and slave sides are chosen randomly. The discretization errors versus the number of elements along with the order of convergence at each refinement step are given in Table 2 . We observe the optimal asymptotic rates of convergence both in the L 2 -and H 1 -norms. We find that the convergence in the energy error is of order h 3 , whereas the convergence of the error in the L 2 -norm is of order h 4 . The rate of convergence in the weighted Lagrange multiplier norm is of order 7 2 , which is the same order as the best approximation. In our second example, we consider the decomposition of the unit square into three subdomains with two nonconvex subdomains. The middle subdomain is chosen as the slave side. We have shown the decomposition of the domain and initial nonmatching triangulation in the left picture of The discretization errors in the L 2 -, H 1 -, and in the weighted Lagrange multiplier norm are presented in Table 3 . Although two subdomains are nonconvex, we observe optimal convergence rates for all considered norms.
In our third example, we decompose the unit square in four subdomains defined by
In this example, the problem is defined by
where a is chosen to be one in Ω 11 and Ω 22 , and three in Ω 21 and Ω 12 . Figure 4 .3 shows the decomposition into four subdomains, our initial nonmatching triangulation and the isolines of the solution. Here, we choose the exact solution u(x, y) = (x−1/2)(y −1/2) exp(−10 (x−1/2) 2 −5 (y −1/2) 2 )/a; see Figure 4 .3. We point out that the normal derivative of the solution across the interface has a jump, but the flux is continuous. We have given the discretization errors in Table 4 . As in the previous two examples, we observe the optimal asymptotic convergence rates in the L 2 and H 1 -norms and a better convergence rate in the weighted Lagrange multiplier norm.
In our last example, we decompose the domain, shown in Figure 4 .4, into three subdomains in a geometrically nonconforming way satisfying assumption (3.1). The subdomains are given by Ω 1 := (1.5, 2.5) × (0, 1), Ω 2 := (0, 4) × (1, 2), and Ω 3 := (1.5, 2.5)×(2, 3), where the slave sides are set to be on Ω 1 and Ω 2 . Our last problem is defined by Table 5 . Having a geometrically nonconforming decomposition does not affect the optimality of the method. 
