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Introduction
La mécanique des fluides numérique a connu un développement significatif depuis trente
ans et occupe actuellement une position incontournable dans de nombreux secteurs d’acti-
vité, comme les transports (aéronautique, automobile, naval). Les méthodes de simulation
numérique sont utilisées à des fins d’analyse et de compréhension des phénomènes phy-
siques, en complément des expériences, et de plus en plus dans un but de prédiction, en
étant intégrés dans une approche de conception optimale.
Dans ce contexte, ce mémoire constitue une synthèse de mes activités de recherche dans
le domaine de la conception optimale en mécanique des fluides numérique. Ces travaux ont
débuté à l’Ecole Centrale de Nantes, au sein du Laboratoire de recherche en Hydrodyna-
mique, Energétique et Environnement Atmosphérique CNRS UMR-6598, où j’ai développé
des méthodes adaptées au contexte de l’hydrodynamique navale. Durant ma thèse de doc-
torat, encadrée par M. Visonneau, j’ai considéré des problèmes d’optimisation de carènes
de navires en conditions réelles, ce qui a nécessité de construire des algorithmes spécifiques
et robustes pour surmonter les obstacles liés aux géométries et modélisations complexes.
J’ai poursuivi mes travaux à l’Ecole Polytechnique de Montréal, au sein de la Chaire
de Recherche du Canada en Analyse, Caractérisation et Optimisation d’Ecoulements Com-
plexes, où j’ai plus particulièrement étudié le calcul des sensibilités de forme. J’ai apporté
une contribution méthodologique à la précision des conditions aux limites pour l’équation
des sensibilités continues, dans le cas de paramètres géométriques. Ces développements ont
été appliqués à l’optimisation, à l’estimation rapide de solutions voisines et à la quantifica-
tion d’incertitude géométrique, dans le contexte des équations de Navier-Stokes incompres-
sible.
Enfin, mes activités de recherche récentes se sont déroulées au sein de l’Equipe-Projet
Opale du Centre INRIA Sophia-Antipolis Méditerranée. J’y ai mené des travaux concernant
les méthodes hiérarchiques, pour la paramétrisation des formes et l’évaluation des fonctions
coûts, l’analyse isogéométrique et l’estimation d’incertitude pour l’optimisation robuste,
appliqués principalement à l’aérodynamique compressible.
De manière générale, ces différents développements méthodologiques ont été motivés
par deux objectifs majeurs :
– Résoudre des problèmes avec une complexité croissante, tant du point de vue de la
géométrie que des phénomènes physiques impliqués ;
– Résoudre des problèmes avec une efficacité croissante, tant du point de vue du temps
de calcul que de la qualité du résultat obtenu.
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Les travaux présentés dans ce mémoire ont pour objet la résolution de problèmes
d’optimisation de forme paramétrique pour des systèmes régis par les équations de la
mécanique des fluides :
min
x∈D
j(x,W (x)),
où x désigne le vecteur des paramètres définissant la forme à optimiser et D ⊂ Rn le
domaine de conception, j représente la fonctionnelle coût et W les variables d’état, dépen-
dant de x par la résolution des équations aux dérivées partielles régissant l’écoulement.
D’un point de vue algorithmique, ces problèmes sont résolus par une approche itérative,
dont les principales étapes sont illustrées par la figure suivante :
Cette présentation générale met en évidence la complexité de la résolution et souligne
deux caractéristiques fondamentales des problèmes d’optimisation abordés : les paramètres
d’optimisation définissent une forme et la fonction de coût dépend de la solution d’un
système d’équations aux dérivées partielles. Ces deux spécificités sont à l’origine de nom-
breuses difficultés. Par conséquent, mes travaux de recherche ont concerné principalement
deux thèmes :
Les verrous liés à la résolution des équations aux dérivées partielles Chaque éva-
luation de la fonction coût nécessite la résolution numérique des équations d’état. Lorsqu’il
s’agit de simuler des écoulements turbulents pour des configurations tridimensionnelles, le
temps de calcul devient un facteur limitant (typiquement plusieurs heures de calcul sur clus-
ter pour chaque évaluation). Dans le contexte de la conception optimale, cela m’a conduit à
développer des stratégies d’optimisation basées sur une modélisation hiérarchique, à l’aide
de techniques d’apprentissage statistique, dans le but de réduire l’utilisation des modèles
coûteux. Ces travaux, partiellement menés en collaboration avec P. Chandrashekar du Tata
Institute for Fundamental Research de Bangalore, sont décrits dans le premier chapitre de
ce mémoire.
Une seconde caractéristique de la simulation réside dans le fait que la résolution est
inexacte, fournissant une solution incluant des erreurs (de modélisation, de discrétisation,
itérative). Cette constatation m’a poussé à développer des méthodes d’optimisation robustes
vis à vis des erreurs issues des simulations. De plus, malgré la précision croissante des simu-
lations, un écart par rapport à la réalité est inévitable, dû à un manque de connaissance du
problème (conditions d’entrée / sortie, détails géométriques, etc). Je me suis donc intéressé
à la construction de méthodes d’optimisation robustes vis à vis des incertitudes. Ces travaux
sont présentés dans le troisième chapitre de ce mémoire. Certains résultats, reposant sur
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les techniques de différentiation automatique, sont issus d’une collaboration avec M. Mar-
tinelli de l’Equipe-Projet INRIA Tropics, tandis que les résultats concernant les calculs de
sensibilités ont été obtenus en collaboration avec D. Pelletier de l’Ecole Polytechnique de
Montréal.
Les verrous liés au traitement de la géométrie Les problèmes d’optimisation de
forme sont caractérisés par une forte anisotropie de la fonction coût, qui peut réduire forte-
ment l’efficacité des algorithmes d’optimisation. Pour tenter de surmonter cette difficulté,
j’ai participé au développement de stratégies d’optimisation incluant une paramétrisation
des formes hiérarchique et adaptative, en forte interaction avec J.-A. Désidéri et ses docto-
rants au sein de l’Equipe-Projet INRIA Opale. Ces aspects sont détaillés dans le premier
chapitre de ce mémoire.
De plus, la géométrie est présente à plusieurs titres dans la boucle de conception opti-
male, généralement avec des représentations différentes : la forme paramétrique à optimiser
et le maillage décrivant le domaine de calcul. Cette dualité de la représentation est la source
de nombreuses difficultés et approximations, qui nuisent à l’efficacité. Ce constat m’a amené
à développer des méthodes isogéométriques, s’appuyant sur une base unique pour la modéli-
sation géométrique et la résolution des équations d’état, de manière à obtenir une meilleure
intégration de la géométrie et la simulation. Ces travaux ont donné lieu à une collaboration
avec B. Mourrain de l’Equipe-Projet INRIA Galaad. Ces développements sont décrits dans
le second chapitre de ce mémoire.
Ces différents travaux montrent que la conception optimale en mécanique des fluides
numérique ne se limite pas à une mise en oeuvre de méthodes numériques existantes, mais
nécessite de développer de nouvelles méthodes, pour aboutir à une conception optimale
efficace.
Les chapitres suivants proposent quelques pistes pour tenter de surmonter les difficultés
évoquées ci-dessus. Le premier chapitre est consacré au développement des méthodes hié-
rarchiques pour la paramétrisation et la modélisation, visant à améliorer la convergence de
l’optimisation. Ces travaux sont principalement d’ordre algorithmique. Le second chapitre
aborde la problématique de l’interaction entre la géométrie et la simulation et examine les
méthodes d’analyse isogéométrique, dans la perspective de la résolution des équations aux
dérivées partielles et de l’optimisation de forme. Le troisième chapitre concerne enfin l’es-
timation d’incertitude et le développement de méthodes d’optimisation robustes vis à vis
des incertitudes et des erreurs issues de la simulation.

Chapitre 1
Conception hiérarchique et
adaptative
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Améliorer l’efficacité des algorithmes de conception optimale est un enjeu important
pour favoriser l’émergence de ces méthodes dans l’industrie. Deux obstacles sont principa-
lement rencontrés : le coût de chaque évaluation et la convergence souvent médiocre des
algorithmes d’optimisation, liée au caractère anisotrope de la fonction coût. Pour surmon-
ter ces difficultés, on examine deux approches : la première basée sur une modification de
l’espace des paramètres et la seconde s’appuyant sur une modification du modèle utilisé
pour estimer la fonction coût. On cherche par cette démarche à accélérer la convergence et
améliorer la précision de la solution.
1.1 Stratégies pour la paramétrisation
Le résultat obtenu par une approche de conception optimale de forme, en terme de
précision et de convergence, dépend grandement du choix de la paramétrisation utilisée.
Dans une première partie, on va donc s’attacher à améliorer l’efficacité des algorithmes
en s’intéressant à la définition de l’espace des paramètres. Cette thématique est un axe
de recherche majeur de l’Equipe-Projet INRIA Opale. Ma contribution, présentée dans
les paragraphes suivants, a concerné l’extension de ces approches aux algorithmes semi-
stochastiques et hybrides, et aux géométries complexes tridimensionnelles.
1.1.1 Analyse de la convergence
L’analyse de la convergence des algorithmes pour différents problèmes d’optimisation de
forme fournit plusieurs pistes intéressantes pour la construction de stratégies d’accélération.
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A des fins d’illustration, on considère dans un premier temps un simple problème de
minimisation d’une fonction quadratique et on observe l’évolution de l’erreur, décomposée
sur la base des vecteurs propres de la matrice Hessienne ordonnés selon les valeurs propres
croissantes. La figure (1.1) correspond à un problème de dimension n = 12, la matrice
Hessienne ayant un conditionnement de valeur c = 1.8 104. Les détails de cette expérience
numérique pourront être trouvés dans [Benzaoui 2009]. L’optimisation est réalisée à l’aide
de la méthode déterministe sans gradient "Multi-directional Search Algorithm" (MSA) de
Torczon [Dennis 1991]. On constate que les modes associés aux fortes valeurs propres sont
réduits plus rapidement que ceux associés aux faibles valeurs propres. En effet, l’algorithme
progresse selon une direction qui permet une réduction maximale de la fonction coût, cor-
respondant aux grandes valeurs propres.
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Figure 1.1 – Erreur décomposée sur la base des vecteurs propres de la matrice Hessienne
ordonnés selon les valeurs propres croissantes : initialement (gauche) et après 50 itérations
(droite).
On considère maintenant un problème d’optimisation de forme : l’analyse des modes
propres et des valeurs propres de la matrice Hessienne de la fonction coût, pour un problème
d’optimisation de forme paramétrique typique, montre que :
1. les modes propres correspondent à des formes de différentes fréquences (type "Fou-
rier") ;
2. les fortes valeurs propres sont associées aux modes de basse fréquence et les faibles
valeurs propres aux modes de haute fréquence ;
3. le conditionnement de la matrice Hessienne augmente très rapidement avec le degré
de la paramétrisation.
Ce phénomène a notamment été mis en évidence par J.-A. Désidéri et ses co-auteurs pour
des problèmes de reconstruction géométrique [Désidéri 2006] et des problèmes inverses
en électromagnétisme [Chaigne 2009, Chaigne 2011]. L’appariement des modes de hautes
fréquences aux faibles valeurs propres se traduit par une convergence plus difficile pour
ceux-ci, lors de l’emploi d’une méthode de descente. En pratique, cela signifie que quelques
itérations d’une méthode de descente permettent d’obtenir une bonne approximation
globale de la forme optimale, mais que l’obtention des caractéristiques locales nécessite un
nombre d’itérations beaucoup plus important.
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1.1.2 Optimisation hiérarchique
1.1.2.1 Méthodes
L’analyse de convergence des problèmes d’optimisation de forme paramétrique, réalisée
ci-dessus, pousse à construire des approches hiérarchiques inspirées de la méthodologie
multigrille utilisée pour la résolution des équations aux dérivées partielles.
En effet, les méthodes itératives mises en oeuvre pour la résolution des systèmes
linéaires issus de la discrétisation d’une équation aux dérivées partielles (Jacobi, Gauss-
Seidel, etc) sont des lisseurs, dans la mesure où quelques itérations conduisent à une
élimination des modes haute-fréquence de l’erreur, pour un maillage donné. Les stra-
tégies multigrilles consistent alors à accélérer la résolution en réduisant les différentes
fréquences d’erreur successivement, sur des maillages de différente finesse. Pour chaque
maillage, les hautes fréquences de l’erreur sont éliminées en quelques itérations ; une
correction basse fréquence est alors cherchée en résolvant un problème de correction sur
un maillage plus grossier, et ainsi de suite. Les passages de la solution et des corrections
d’un maillage à l’autre sont assurés par un opérateur de restriction et un opérateur de
prolongement [Wesseling 1992, Hackbusch 1985].
Avant d’appliquer une stratégie similaire dans le cadre de l’optimisation de forme,
il faut noter une différence fondamentale : l’appariement entre les modes propres et les
valeurs propres est opposé : contrairement au cas de la résolution des équations aux
dérivées partielles, un algorithme d’optimisation de type descente réduit efficacement les
modes basse fréquence de l’erreur, agissant ainsi comme un anti-lisseur.
A partir de ces observations, un algorithme d’optimisation hiérarchique s’appuyant sur
une paramétrisation de la forme par une courbe de Bézier a été développé par J.-A. Désidéri
et ses co-auteurs [Désidéri 2007b] et appliqué à un problème modèle de reconstruction
géométrique, puis à une optimisation aérodynamique sur la base d’un volume de Bézier par
B. Abou El Majd [Majd 2007, Majd 2008] et à des problèmes inverses en électromagnétique
par B. Chaigne [Chaigne 2011, Chaigne 2009]. Les principaux ingrédients méthodologiques
sont les suivants :
1. Un opérateur de transfert permettant le passage de la solution et des corrections
d’un niveau à l’autre. Dans le contexte de l’optimisation de forme paramétrique, la
propriété d’élévation du degré ou d’insertion de noeuds [Sabin 1993, Farin 1989] est
utilisée pour exprimer identiquement une forme à n points de contrôle par une forme
à n + 1 points de contrôles. Cela définit l’opérateur de prolongation. L’emploi d’un
opérateur de restriction est évité en appliquant l’opérateur de prolongation à chaque
correction basse fréquence. Ainsi, toutes les évaluations sont réalisées sur le niveau le
plus fin et on résout le problème d’optimisation suivant :
Minimiser j(xg) = J(x
0
f + E
f
g xg), (1.1)
où xg est le vecteur des paramètres de conception pour le niveau grossier, x0f le vecteur
des paramètres de référence pour le niveau fin, Efg l’opérateur de prolongation du
niveau grossier au niveau fin et J la fonctionnelle définie pour le niveau fin ;
2. Un schéma de résolution hiérarchique, qui définit la séquence des niveaux uti-
lisés. Les travaux mentionnés ci-dessus se sont basés sur des schémas identiques à
ceux utilisés pour les méthodes multigrilles : enrichissement progressif, V-cycle et
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"Full Multi-Grid" (FMG). Ces schémas sont illustrés par les tables (1.1,1.2,1.3), où
ր représente l’opérateur d’élévation du degré, ⊕δ la procédure de correction et 
l’application d’un algorithme d’optimisation sur un niveau donné ;
Fine level 
ր
Medium level 
ր
Coarse level 
Table 1.1 – Schéma d’enrichissement progressif
Fine level  
⊕δ ր
Medium level  
⊕δ ր
Coarse level 
Table 1.2 – Schéma V-cycle
Fine level 
ր
Medium level  
ր ⊕δ ր
Coarse level  
Table 1.3 – Schéma FMG
3. Une méthode d’optimisation permettant de réduire efficacement les hautes fré-
quences de l’erreur pour une paramétrisation donnée. Comme expliqué précédemment,
les méthodes de descente se comportent comme des anti-lisseurs ; J.-A. Désidéri a donc
proposé [Désidéri 2006] de composer l’opérateur de prolongement avec un opérateur
de permutation agissant dans la base propre de la matrice Hessienne qui inverse l’ap-
pariement des fréquences et des valeurs propres. Une solution alternative, proposée
dans [Chaigne 2009], consiste à utiliser une base de fonctions orthogonales.
Une étude très proche, basée également sur une définition paramétrique des formes a été
réalisée par M. Martinelli [Martinelli 2007]. Enfin, il convient de mentionner des travaux
similaires menés sur la base d’une approche CAD-free à l’aide de méthodes de type multi-
grille, parfois associées à une approche "one-shot" [Ta’asan 1994, Beux 1993, Courty 2006,
Catalano 2005].
1.1.2.2 Extension aux approches semi-stochastique et hybrides
Sur la base de ces travaux, j’ai étendu l’approche hiérarchique aux algorithmes
d’optimisation semi-stochastiques, tels les algorithmes génétiques [Goldberg 1989] ou
l’optimisation par essaim de particules [Kennedy 1995], puis aux algorithmes hybrides,
combinant ces derniers à des méthodes de descente. Ces développements se justifient par la
constatation que les méthodes semi-stochastiques sont utiles pour la résolution de certains
problèmes, par exemple lorsqu’aucun point de départ ne s’impose a priori ou lorsque le
problème est fortement multimodal. De plus, la construction d’algorithmes hiérarchiques
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semble particulièrement indiquée dans ce contexte, étant donné le coût prohibitif de ces
méthodes, qui croît fortement avec la dimension du problème.
La différence fondamentale avec les approches précédentes vient du fait qu’il n’est pas
possible d’analyser la convergence de ces algorithmes en terme de réduction des différentes
fréquences d’erreur. La construction des stratégies hiérarchiques doit donc s’appuyer sur
d’autres considérations. L’algorithme proposé se base sur les observations suivantes :
1. Pour la plupart des algorithmes semi-stochastiques, converger vers la solution globale
nécessite une taille de population croissant linéairement avec la dimension du pro-
blème, et un nombre de générations croissant de manière quadratique (au mieux de
manière linéaire pour les méthodes les plus performantes [Hansen 2003]) ;
2. Les algorithmes semi-stochastiques possèdent généralement un taux de convergence
asymptotique linéaire, dont la valeur est inversement proportionnelle à la dimension
du problème, pour une taille de population fixée [Auger 2005].
Dans le contexte qui nous intéresse, la recherche globale est donc efficace seulement lorsque
la dimension du problème est modérée. La précision obtenue (convergence locale) est
d’autant plus mauvaise que la dimension est importante.
On cherche à construire un algorithme hiérarchique permettant de palier ces défauts.
La stratégie proposée consiste à réaliser une séquence de recherches sur des niveaux de
dimension croissante, de manière à conduire la recherche globale dans les espaces de faible
dimension, et faciliter la convergence locale dans les espaces de dimension plus élevée. On va
donc s’appuyer sur un schéma d’enrichissement progressif : à chaque niveau, un algorithme
d’optimisation semi-stochastique est mis en oeuvre en tirant parti du meilleur point
trouvé sur le niveau précédent, combiné à une mise à l’échelle des variables permettant de
restreindre progressivement le domaine de recherche. Cette stratégie se base sur l’intuition
qu’une recherche globale dans les espaces correspondant à une paramétrisation grossière
conduit à un point proche de l’optimum pour une paramétrisation fine. Cette hypothèse
sera vérifiée pour les problèmes qui nous intéressent ici.
Cette stratégie est mise en oeuvre sur la base d’un algorithme d’optimisation par essaim
de particules "Particle Swarm Optimization" (PSO)[Shi 1998, Venter 2003, Kennedy 1995,
Clerc 2002, Fourie 2002], mais elle est a priori compatible avec de nombreux autres al-
gorithmes, comme les stratégies d’évolution. L’algorithme PSO, inspirée de l’intelligence
collective des essaims, consiste à ensemencer l’espace de recherche avec un ensemble de par-
ticules, puis à suivre le mouvement de celles-ci, influencé par la meilleure position trouvée
par chaque particule (mémoire locale) et la meilleure position trouvée par l’essaim (mémoire
globale). Ces deux tendances définissent un équilibre entre recherche locale et globale.
Sur la base d’un algorithme PSO standard, la méthode d’optimisation hiérarchique
proposée se décrit comme suit :
1. Début de recherche sur le niveau l ;
2. Initialisation aléatoire de la position de p particules (x0i )1≤i≤p dans l’intervalle
[xMIN |l,xMAX |l] et de leur vitesse (v0i )1≤i≤p ;
Initialisation du paramètre d’inertie ω0 ;
k ← 0 ;
3. Début de l’itération k ;
4. Calcul de la performance pour chaque particule i, j(xki )1≤i≤p ;
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5. Mise à jour de la mémoire individuelle pour chaque particule i :
(x⋆i )1≤i≤p = argmin(j(x
⋆
i ), j(x
k
i ))
et de la mémoire collective de l’essaim :
x
⋆|l = argmin
i
(j(x⋆i )) (1.2)
6. Test de mise à jour du paramètre d’inertie :
Si j(x⋆|l)|k = j(x⋆|l)|k−h alors ωk = α ωk−1;
7. Calcul de la vitesse pour chaque particule i :
vki = ω
kvk−1i + c1r1(x
⋆
i − xki ) + c2r2(x⋆|l − xki ) 1 ≤ i ≤ p;
8. Application d’un opérateur de perturbation de la direction de la vitesse avec une
probabilité pc ;
9. Mise à jour de la position des particules :
x
k+1
i = x
k
i + v
k
i ;
10. Si la condition de convergence est atteinte, aller à (11) ;
sinon k ← k + 1 et retour à (3) ;
11. Fin de la recherche sur le niveau l ;
12. Application de la procédure d’élévation du degré pour x⋆|l pour déterminer la
mémoire initiale collective x⋆|l+1 pour le niveau suivant l + 1 ;
13. Détermination de l’intervalle de recherche pour le niveau suivant :
[xMIN |l+1,xMAX |l+1] tel que
x
⋆|l+1 = 1
2
(xMIN |l+1 + xMAX |l+1),
et
x
MAX |l+1 − xMIN |l+1 = β(xMAX |l − xMIN |l);
Si le niveau fin est atteint, alors arrêt ;
Sinon l← l + 1 et retour à (1).
Les étapes (2) à (10) correspondent à l’application d’un algorithme PSO standard
pour un niveau de paramétrisation donné. Il faut souligner que l’influence d’un niveau
sur le niveau suivant se fait par l’intermédiaire de la mémoire collective de l’essaim qui
agit comme un attracteur pour les particules, tandis que la ré-initialisation aléatoire des
particules assure une exploration du nouvel espace de conception. Les expériences ont
montré que cet équilibre entre utilisation de la recherche précédente et nouvelle exploration
est la clé du succès de l’algorithme [Duvigneau 2006a].
De manière à améliorer la convergence locale de l’algorithme, une stratégie d’hybridation
avec une méthode déterministe est proposée, dans un contexte d’optimisation hiérarchique :
la convergence locale pour un algorithme semi-stochastique étant particulièrement dégra-
dée lorsque la dimension est élevée, on propose d’hybrider le schéma en introduisant une
recherche déterministe uniquement sur le niveau le plus fin. Différents essais ont montré que
l’algorithme est plus robuste lorsque ces phases de descente ont lieu après chaque recherche
semi-stochastique [Duvigneau 2006a]. Cela peut s’expliquer par le fait que la mémoire glo-
bale initiale sur le niveau suivant est ainsi mieux positionnée. Par suite, le schéma obtenu
(cycle en F) est décrit dans la table suivante (le symbole ∆ représentant la méthode de
descente) :
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Fine level ∆ ∆ →  → ∆
ր ⊕δ ր
Medium level ր 
ր
Coarse level 
Table 1.4 – Schéma hiérarchique hybride
1.1.2.3 Application à l’optimisation de forme d’une voilure pour un jet super-
sonique
Pour illustrer ces méthodologies, on considère un problème d’optimisation de forme
d’une voilure d’un jet d’affaire supersonique. L’écoulement autour de cette géométrie est
simulé par résolution des équations d’Euler compressible en régime stationnaire (Mach
1.7, incidence 1◦) par une méthode de type volumes-finis [Dervieux 1992, Kloczko 2008a]
reposant sur un maillage tétraédrique. La géométrie initiale de l’avion est représentée sur
la figure (1.2). Le maillage compte 173526 noeuds et est représenté dans le plan de symétrie
par la figure (1.3). L’écoulement est caractérisé par un ensemble d’ondes de choc de forme
conique, illustré par la figure (1.3).
Figure 1.2 – Géométrie du modèle d’avion supersonique (gauche) et positionnement de la
contrainte d’encombrement (droite).
Figure 1.3 – Maillage dans le plan de symétrie (gauche) et champ de pression (droite).
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Le problème d’optimisation consiste à réduire la traînée sous contraintes de maintien de
la portance (tolérance 0.1%), de non pénétration dans un espace intérieur à l’aile représenté
sur la figure (1.2) et de conservation du volume de la voilure. Les contraintes sont prises en
compte par pénalisation [Duvigneau 2008b].
La déformation de la voilure est réalisée par une méthode "Free-Form Deformation"
(FFD) [Sederberg 1986, Samareh 2001], qui s’appuie sur un volume tensoriel de Bézier. En
considérant différents degrés de paramétrisation dans la direction longitudinale, on définit
une paramétrisation hiérarchique à trois niveaux. Ceux-ci comptent respectivement 8, 24
et 40 variables et sont représentés par la figure (1.4).
Figure 1.4 – Paramétrisation grossière (haut), moyenne (milieu) et fine (bas) par l’approche
FFD. Les points de contrôle bleus sont mobiles verticalement.
Les expériences numériques sont réalisées à l’aide de l’algorithme PSO hiérar-
chique décrit précédemment et l’algorithme "Multi-directional Search Algorithm"
(MSA) [Dennis 1991] comme méthode déterministe. La figure (1.5) montre le résultat
obtenu avec l’algorithme PSO hiérarchique proposé, comparé à l’utilisation d’une méthode
PSO sur le niveau fin uniquement. L’emploi d’une stratégie hiérarchique permet de réduire
de façon significative la population utilisée et d’accélérer la convergence, tout en réalisant
une recherche globale efficace. L’intuition selon laquelle une recherche globale avec une
paramétrisation grossière conduit à un point proche de l’optimum pour une paramétrisation
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Figure 1.5 – Convergence de l’algorithme PSO pour un schéma d’élévation progressive.
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Figure 1.6 – Convergence de l’algorithme hybride pour deux variantes.
fine semble bien vérifiée pour ce problème.
Les résultats obtenus avec l’algorithme hiérarchique hybride présenté précédemment,
ainsi qu’avec une variante consistant à débuter par quelques itérations sur le niveau fin,
sont exposés sur la figure (1.6). L’hybridation permet d’accélérer encore l’optimisation et
améliorer la précision obtenue. L’emploi de cette stratégie, comparée à l’utilisation naïve
de la méthode MSA pour la paramétrisation fine seule, aboutit à une réduction de traînée
accrue de 55%, pour un coût de calcul similaire. L’amélioration modeste obtenue par la
méthode MSA montre que le problème est multi-modal sur le niveau fin. La comparaison
avec l’utilisation naïve de la méthode PSO pour la paramétrisation fine seule n’est pas
vraiment possible, car la convergence de celle-ci n’a pu être atteinte dans la limite de 20
000 simulations.
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Figure 1.7 – Forme initiale (bleu) et optimale (rouge) obtenues par l’algorithme hiérar-
chique hybride, contrainte d’encombrement (gris).
La forme optimale trouvée par l’algorithme hiérarchique hybride, illustrée par la fi-
gure (1.7), montre que la contrainte d’encombrement est saturée en certains points de la
voilure.
Ces expériences montrent finalement qu’une approche hiérarchique hybride permet de
réaliser en dimension élevée une recherche de l’optimum global, pour un coût de calcul ré-
duit. Dans le paragraphe suivant, on va s’intéresser à améliorer les propriétés de convergence
sur un niveau donné.
1.1.3 Adaptation de la paramétrisation
En optimisation de forme paramétrique, les formes sont projetées sur un espace de
conception de très faible dimension. Par conséquent, la forme optimale obtenue à l’issue
d’une optimisation de forme paramétrique dépend du choix de la paramétrisation. Ainsi, un
choix de paramétrisation fait a priori, parfois de manière naïve, peut conduire à une forme
optimale de qualité médiocre. Cet aspect est très souvent ignoré dans les études industrielles.
Pour surmonter cette difficulté, J.-A. Désidéri a proposé d’introduire une phase d’adapta-
tion de la paramétrisation, sur la base d’une première approximation de la forme optimale,
qui a été testée et validée sur un problème de reconstruction géométrique [Désidéri 2007b].
Ma contribution a consisté à étendre cette approche au contexte de l’optimisation aérody-
namique basée sur une paramétrisation de type FFD reposant sur un produit tensoriel de
Bézier.
1.1.3.1 Méthode
La méthode proposée consiste à réaliser une première phase d’optimisation, sur la base
d’une paramétrisation initiale, permettant d’estimer la qualité de la paramétrisation à partir
de la forme optimale obtenue. Dans une seconde phase, on adapte la paramétrisation en
modifiant certaines de ses caractéristiques, à forme constante au sens des moindres carrés,
de façon à maximiser l’estimation de la qualité. Enfin, une nouvelle phase d’optimisation
peut être menée sur la base de la paramétrisation adaptée. Ce processus peut être poursuivi
de manière itérative jusqu’à convergence.
Les points clés pour construire une méthode efficace sont :
1. La définition du critère de qualité pour la paramétrisation, étant donné une forme
optimale trouvée ;
2. La définition des caractéristiques de la paramétrisation à modifier pendant la phase
d’adaptation.
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Pour le problème de reconstruction géométrique étudié par J.-A. Désidéri et ses co-
auteurs [Désidéri 2007b], la paramétrisation repose sur une courbe de Bézier, dont
la position verticale des points de contrôle représente les paramètres d’optimisation.
Dans ce contexte, le critère de qualité introduit est la variation totale des paramètres
d’optimisation. Ce critère se justifie par l’observation que la procédure d’optimisation
tend à produire à convergence un polygone de contrôle très irrégulier. Au contraire,
lorsque le nombre de points de contrôle tend vers l’infini, le polygone de contrôle doit
tendre vers la courbe [Sabin 1993, Farin 1989], qui est régulière. Ainsi, un polygone de
contrôle irrégulier semble être une caractéristique d’une paramétrisation mal adaptée. Les
variables d’adaptation choisies correspondent aux coordonnées horizontales des points
de contrôle. Durant l’adaptation celles-ci sont donc modifiées de manière à minimiser le
critère d’adaptation, tout en maintenant la forme constante au sens des moindres carrés.
Pour une déformation de type FFD, basée sur un volume de Bézier, le déplacement est
défini à l’aide d’un système de paramètres (s, t, u) ∈ [0, 1]× [0, 1]× [0, 1]. La position d’un
point q intérieur au volume de contrôle s’écrit donc [Sederberg 1986] :
q =
ni∑
i=0
nj∑
j=0
nk∑
k=0
Bnii (sq)B
nj
j (tq)B
nk
k (uq)Pijk, (1.3)
où Bni correspond au polynôme de Bernstein de degré n d’indice i, tandis que (sq, tq, uq) est
issu d’une transformation homéomorphique des coordonnées (ξq, ηq, ζq), attachées au volume
de contrôle. Cette transformation est généralement l’identité ou une transformation linéaire.
Les coefficients Pijk (position des points de contrôle du volume de Bézier) sont considérés
comme variables d’optimisation. La figure (1.8) illustre le processus de déformation FFD
pour une voilure.
d
c
j
d
c
j
Figure 1.8 – Illustration de la déformation FFD pour une voilure initiale (gauche) et
déformée (droite).
Dans ce contexte, le critère d’adaptation que je propose est une extension de celui utilisé
dans [Désidéri 2007b] et mesure l’irrégularité du réseau des points de contrôle du volume
de Bézier :
jAD =
ni∑
i=1
nj∑
j=1
nk∑
k=1
∥∥∥∇Pijk∥∥∥ Vijk ≈ ∫ ξmax
ξmin
∫ ηmax
ηmin
∫ ζmax
ζmin
∥∥∥∇P (ξ, η, ζ)∥∥∥ dξ dη dζ, (1.4)
où P (ξ, η, ζ) est un interpolant des points de contrôle, ‖∇P‖ correspond à la norme de
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Froebenius du tenseur gradient et
∥∥∥∇Pijk∥∥∥ une estimation sur un volume élémentaire
d’indice ijk [Duvigneau 2006e, Duvigneau 2007b].
Pour réduire ce critère, on propose de modifier les paramètres (sq, tq, uq). Pour cela, la
transformation de (ξq, ηq, ζq) en (sq, tq, uq) est définie à l’aide de polynômes de Bernstein :
s = φ(
ξ − ξmin
ξmax − ξmin ) t = ψ(
η − ηmin
ηmax − ηmin ) u = θ(
ζ − ζmin
ζmax − ζmin ), (1.5)
dont les coefficients associés (φi)i=0,...,n′
i
, (ψj)j=0,...,n′
j
et (θk)k=0,...,n′
k
sont considérés
comme variables d’adaptation. Des contraintes sont appliquées pour assurer que la
transformation reste homéomorphique [Duvigneau 2006e, Duvigneau 2007b].
La minimisation du critère 1.4 est réalisée pour une forme constante, au sens des
moindres carrés. Pour chaque ensemble des variables d’adaptation, on calcule la position
des nouveaux points de contrôle pour la transformation FFD en minimisant :
jLS =
N∑
n=1
1
2
[qnnew − qnold]2Sn, (1.6)
où qnnew et q
n
old représentent les déplacements du point q
n du maillage surfacique pour
les variables d’adaptation anciennes et actuelles. Sn est une pondération issue de la
discrétisation de la surface.
Finalement, la procédure d’adaptation de la paramétrisation est décrite par l’algorithme
suivant :
1. Estimation de la qualité jAD de la paramétrisation actuelle par l’équation (1.4) ;
2. Début de la boucle itérative d’adaptation ;
3. Mise à jour des variables d’adaptation (φi)i=0,...,n′
i
, (ψj)j=0,...,n′
j
and (θk)k=0,...,n′
k
par
une méthode de descente ;
4. Calcul de la nouvelle déformation FFD pour les points de la surface par les équa-
tions (1.5) et (1.3) ;
5. Résolution du problème aux moindres carrés (1.6) fournissant les nouvelles positions
des points de contrôle P ;
6. Estimation de la qualité de la nouvelle paramétrisation par (1.4) ;
7. Fin de la boucle itérative ;
Si le critère d’arrêt est atteint alors STOP ;
Sinon retour à l’étape 3.
Cet algorithme est mis en oeuvre après une première étape d’optimisation de la forme, puis
peut être employé dans une stratégie itérative d’adaptation jusqu’à convergence.
1.1.3.2 Application à l’optimisation de forme d’une voilure pour un jet d’affaire
La méthode d’adaptation de la paramétrisation est appliquée à l’optimisation de la
voilure d’un avion d’affaire, dont la configuration a été décrite dans [Andreoli 2003]. On
considère un régime transsonique (Mach 0.83, incidence 2◦). L’écoulement est simulé par
résolution des équations d’Euler compressible en régime stationnaire, par une méthode de
type volumes-finis [Dervieux 1992, Kloczko 2008a]. Un maillage tétraédrique comprenant
31124 noeuds et raffiné dans la zone du choc est utilisé.
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L’objectif de l’exercice d’optimisation est la réduction de la traînée, sous contrainte
de portance (tolérance 0.1%), par pénalisation. L’optimisation est réalisée à l’aide de la
méthode "Multi-directional Search Algorithm" [Dennis 1991]. Trois niveaux de paramétri-
sation FFD sont testés : une paramétrisation grossière à 2×2×2 = 8 variables, une moyenne
à 5 × 2 × 2 = 20 variables et une fine à 8 × 2 × 2 = 32 variables, comme illustré à la fi-
gure (1.8). Durant l’optimisation, les points de contrôle sont déplacés uniquement dans la
direction verticale.
Différents tests [Duvigneau 2006e, Duvigneau 2007b] ont montré qu’il était plus efficace
de mettre en oeuvre la procédure d’adaptation régulièrement au cours de l’optimisation, par
exemple toutes les dix itérations, ce qui conduit à une adaptation progressive de la paramé-
trisation. La figure (1.9) illustre la convergence obtenue pour une paramétrisation grossière,
avec et sans adaptation, comparée à celle correspondant à une paramétrisation moyenne.
On constate que la procédure d’adaptation améliore significativement la performance obte-
nue et la vitesse de convergence. Ainsi, la performance obtenue avec une paramétrisation
grossière adaptée (8 variables) est meilleure que celle obtenue avec une paramétrisation
moyenne (20 variables). De façon similaire, comme illustré par la figure (1.10), l’adaptation
pour une paramétrisation moyenne (20 variables) conduit à la même valeur de performance
que la paramétrisation fine (32 variables), pour un coût bien moindre.
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Figure 1.9 – Convergence avec adaptation pour une paramétrisation grossière.
Pour mieux comprendre comment agit l’adaptation, on représente à la figure (1.11)
la transformation φ qui définit l’adaptation dans la direction longitudinale, ainsi que les
polynômes de Bernstein utilisés dans la déformation FFD en fonction de la coordonnée ξ.
On constate que l’adaptation a pour effet de décentrer les fonctions de base vers le bord
d’attaque de la voilure. Les figures (1.12) et (1.13) comparent les formes finales et champs
de Mach obtenus pour une paramétrisation moyenne avec et sans adaptation. On remarque
que l’amélioration obtenue par adaptation correspond à une modification très légère de la
forme et une réduction plus significative du choc.
Cette étude montre combien la paramétrisation est critique pour l’optimisation de forme,
notamment pour les problèmes de réduction de choc, et que le choix d’un nombre réduit de
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Figure 1.10 – Convergence avec adaptation pour une paramétrisation moyenne.
paramètres adaptés est plus judicieux que le choix naïf d’un grand nombre de paramètres.
La principale limitation de l’approche proposée réside dans l’utilisation de la méthode FFD.
Cependant, une extension naturelle aux courbes et surfaces B-Splines pourrait être mise en
oeuvre en considérant comme paramètres d’adaptation le vecteur des noeuds.
Figure 1.11 – Modification de la paramétrisation dans la direction longitudinale : fonction
φ (gauche) et polynômes de Bernstein (droite) originaux (tirets) et adaptés (lignes).
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Figure 1.12 – Comparaison de la forme obtenue (sections d’emplanture et saumon) avec
et sans adaptation.
Figure 1.13 – Champ de Mach à l’emplanture : optimisée sans adaptation (haut) et avec
adaptation (bas).
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1.2 Stratégies pour la modélisation
Pour réduire le coût de la procédure de conception, une première approche consiste à
améliorer les propriétés de convergence de l’algorithme d’optimisation, comme on l’a vu
dans les paragraphes précédents. Une approche alternative consiste à réduire le coût des
simulations, qui est lié principalement à deux facteurs :
– L’utilisation de modèles physiques complexes pour lesquels le taux de convergence
itératif est limité ;
– L’utilisation de maillages fins, nécessaires pour représenter des géométries et des
phénomènes physiques complexes.
Une première approche, consistant à améliorer la précision et la convergence des
simulations, sera examinée dans le chapitre suivant. Alternativement, deux approches ap-
paraissent de manière évidente pour réduire le coût de calcul : dégrader le modèle physique,
par exemple en supposant l’écoulement non visqueux ou à potentiel de vitesse, et dégrader
l’approximation numérique, en réduisant la taille du maillage ou en réalisant une conver-
gence partielle. Plusieurs travaux ont été menés en ce sens, s’appuyant sur une utilisation
de plusieurs niveaux de modèles physiques et numériques avec des dispositifs de correction
d’erreur pour des algorithmes déterministes [Alexandrov 1999, Alexandrov 2000], ou
génétique [Sefrioui 2000]. Il existe également une approche similaire, basée sur l’utilisation
de maillages emboîtés pour construire un algorithme hiérarchique à la fois pour l’approxi-
mation et l’optimisation [Ta’asan 1994]. On reviendra dans le troisième chapitre sur une
approche statistique pour prendre en compte une convergence partielle [Picheny 2010].
Une alternative, plus radicale encore, consiste à remplacer la simulation du phénomène
physique par une technique d’interpolation ou approximation de la fonction objectif et des
contraintes, à partir de calculs déjà réalisés. On parle alors demétamodèle, ou modèle de mo-
dèle. De nombreux métamodèles existent, comme les fonctions à bases radiales [Powell 2001],
le Krigeage [Sacks 1989], ou les réseaux de neurones [Giotis 2000] : étant donné un ensemble
d’évaluations connues FN = {f1, f2, . . . , fN} aux points XN = {x1,x2, . . . ,xN}, un modèle
de substitution ĵ(x;XN , FN ) est construit, généralement interpolant.
Cette approche doit nécessairement s’appuyer sur des algorithmes d’optimisation qui
tirent parti du fait que certaines évaluations sont approchées. Deux de ces stratégies sont
examinées en détail dans la suite. Ces travaux ont donné lieu à une collaboration avec P.
Chandrashekar du Tata Institute for Fundamental Research (Bangalore).
1.2.1 Pré-évaluations inexactes
Dans un premier temps, on cherche à construire un algorithme dont la progression
s’appuie principalement, voire uniquement, sur des simulations. Dans ce cas, le métamodèle
sert à estimer s’il est pertinent de réaliser une simulation, pour un ensemble de paramètres
de contrôle donné. On cherche par cette stratégie à éviter de réaliser certaines simulations
coûteuses qui ne sont pas nécessaires à la progression de l’optimisation.
Les algorithmes d’optimisation semi-stochastiques (algorithmes génétiques, stratégies
d’évolution, optimisation par essaim de particules, etc) se prêtent particulièrement à ce
type de stratégie :
– De nombreuses évaluations ne sont pas employées par l’algorithme d’optimisation pour
progresser (par exemple certains individus ne franchissent pas l’étape de sélection des
algorithmes génétiques) ;
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– Ces méthodes à base de population s’appuient sur des évaluations réalisées dans l’en-
semble de l’espace de conception, ce qui est favorable à la construction de métamo-
dèles, contrairement aux algorithmes de descente qui suivent un chemin d’optimisation
en laissant de nombreuses zones non-explorées ;
– Ces algorithmes s’appuient souvent sur des comparaisons des évaluations et non
sur les valeurs de la fonction coût, ce qui les rend robustes vis-à-vis des erreurs
d’évaluation.
La stratégie de pré-évaluation inexacte a été proposée par K. Giannakoglou, qui l’a
mise en oeuvre pour des algorithmes génétiques, avec de nombreuses variantes algorith-
miques destinées à accroître l’efficacité [Giotis 1999, Giotis 2000]. L’idée générale est la
suivante : à chaque itération de l’algorithme, la population est tout d’abord pré-évaluée
par métamodèles, puis seulement un sous-ensemble prometteur est évalué par simulations.
Dans les travaux de Giannakoglou, la proportion de la population évaluée par simulations
est généralement fixée par l’utilisateur, qui contrôle ainsi l’effort de calcul. Typiquement, à
chaque génération, seulement 10% à 20% de la population sont évalués par simulation. Ma
contribution a consisté à étendre ces stratégies à la méthode d’optimisation par essaim de
particules ("Particle-Swarm Optimization" PSO), tout en introduisant un nouveau critère
auto-adaptatif pour décider si une simulation doit être réalisée.
L’algorithme d’optimisation par essaim de particule, dont une extension hiérarchique
a déjà été présentée, se modifie aisément pour inclure une technique de pré-évaluation
inexacte. Les premières itérations se déroulent selon l’algorithme original, ce qui permet de
stocker un ensemble de valeurs de performance dans une base de données, correspondant à
des points situés dans l’ensemble de l’espace de conception. Ensuite, toutes les particules
sont d’abord pré-évaluées en utilisant un métamodèle construit grâce à la base de données.
Il faut souligner que cette stratégie n’impose aucune hypothèse concernant le choix du
métamodèle. Un critère s’appuyant sur ces pré-évaluations, sur lequel on reviendra par la
suite, permet alors de sélectionner un sous-ensemble de particules pour lequel on réalise
des évaluations précises par simulations. Ces nouvelles valeurs alimentent alors la base de
données. finalement, l’algorithme PSO se poursuit comme pour la méthode originale, à la
différence près que la mise à jour des mémoires locales et globale repose uniquement sur
des valeurs issues des simulations. Cet algorithme peut finalement être décrit par :
1. k ← 0
2. Initialiser aléatoirement les positions et vitesses des particules (x0i ,v
0
i )1≤i≤p ;
3. Début de l’itération k ;
4. Si k ≤ K calculer les performances j(xki )1≤i≤p par simulations ;
5. S k > K pré-évaluation des performances jˆ(xki )1≤i≤p et sélection d’un sous-ensemble
de particules qui sont évaluées par simulations ;
6. Stockage des valeurs obtenues par simulations dans la base de donnée ;
7. Mise à jour des mémoires locales et globale en considérant seulement les valeurs issues
des simulations ;
8. Mise à jour des vitesses et positions des particules comme pour l’algorithme original ;
9. Si la condition de convergence est atteinte, alors arrêt ;
Sinon aller à (3).
On constate que cet algorithme est fort peu différent de l’algorithme PSO original,
seules les procédures d’évaluation des performances des particules et de mise à jour des
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mémoires locales et globale ont été modifiées.
La réduction du nombre de simulations et le succès de la procédure dépendent bien
entendu du critère de sélection des particules pour lesquelles les simulations sont réalisées. Il
semble raisonnable de favoriser la sélection des particules pour lesquelles la pré-évaluation
prédit une bonne performance. Ainsi, on enrichit la base de données dans des zones
intéressantes, ce qui améliore la précision du métamodèle pour les itérations suivantes. Un
choix possible est donc de sélectionner un pourcentage des meilleures particules selon la
pré-évaluation, comme proposé par Giannakoglou [Giotis 1999, Giotis 2000]. Cependant,
ce critère simple a deux inconvénients : il requiert un paramètre choisi par l’utilisateur et
fixe un nombre de simulations à réaliser égal pour toutes les itérations, ce qui ne se justifie
pas.
Un critère alternatif a donc été proposé, spécifique à l’algorithme
PSO [Chandrashekar 2009a]. Puisque la progression de celui-ci s’appuie uniquement
sur les mémoires locales et globale, on considère comme critère de sélection la modification
des mémoires, c’est à dire l’amélioration de la meilleure performance observée pour chaque
particule. Ainsi, on utilise la prédiction du métamodèle pour déterminer si la position
actuelle de la particule améliore sa meilleure performance observée. Si c’est le cas, cette
particule est sélectionnée pour réaliser une simulation, qui permet de mettre à jours les
mémoires sur la base de valeurs issues des simulations. Ce critère est défini sans paramètres
donné par l’utilisateur et est auto-adaptatif : le nombre de simulations à réaliser varie
d’une itération à l’autre, selon les besoins de l’optimiseur.
Cette stratégie est particulièrement prudente, puisque l’évolution de l’optimisation re-
pose uniquement sur des valeurs issues des simulations. Le métamodèle est alors seulement
utilisé pour tenter d’éviter des simulations inutiles. On examine dans la section suivante
une stratégie plus audacieuse, pour laquelle l’optimisation est entièrement conduite par le
métamodèle.
1.2.2 Optimisation par processus Gaussiens
Dans une approche alternative, on va considérer maintenant le cas où les métamodèles
servent réellement à conduire l’optimisation. Dans un premier temps, on pourrait envisager
qu’un métamodèle remplace complètement les simulations, après une première phase de
construction du modèle reposant sur ces dernières. Cette stratégie pourrait être efficace si le
métamodèle était suffisamment précis. Malheureusement, la construction d’un métamodèle
précis sur l’ensemble du domaine de conception, dans un espace de dimension n grand,
nécessite une base de donnée de taille tellement importante que cette approche est
impossible en pratique. Pour s’en convaincre, il suffit par exemple de considérer une base
de données constituée de trois points par direction, ce qui est très grossier, en dimension
10, ce qui est modeste. La base ainsi constituée compte déjà 310 = 59049 simulations à
réaliser !
Cette stratégie doit donc être menée de manière itérative, de façon à enrichir la base de
données dans les régions les plus prometteuses et réduire au minimum le nombre de simu-
lations à réaliser pour construire des modèles précis seulement au voisinage de l’optimum.
Avec une telle stratégie, l’optimisation devient une construction progressive de métamodèles.
Cette approche, issue du domaine de l’apprentissage statistique, a été principalement déve-
loppée par Jones [Jones 2001], en s’appuyant sur un métamodèle particulier : le Krigeage,
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encore appelé processus Gaussien (GP) [Sacks 1989]. Cette approche consiste à adopter une
modélisation stochastique de la fonction coût, qui se justifie par le fait que le modèle est
construit sur la base d’un nombre limité d’observations et est donc incertain pour tout point
non évalué précédemment.
Supposons qu’un ensemble deN observations FN = {f1, f2, . . . , fN}, dont on a retranché
la valeur moyenne, ait été réalisé aux points XN = {x1,x2, . . . ,xN}. On fait l’hypothèse
que FN correspond à la réalisation d’un processus Gaussien multi-varié à moyenne nulle
(Krigeage simple), dont la densité de probabilité s’écrit :
p(FN |XN ) =
exp
(− 12F⊤NC−1N FN)√
(2π)N det(CN )
, (1.7)
où CN représente la matrice de covariance. Ses coefficients Cmn, qui décrivent la covariance
des valeurs fm et fn correspondant aux points xm et xn, est exprimée sous la forme d’une
fonction de corrélation Cmn = c(xm,xn; Θ) où les paramètres Θ servent à calibrer le modèle.
Sous ces hypothèses, la densité de probabilité d’obtenir une valeur additionnelle fN+1 en
un point xN+1 s’écrit de même :
p(FN+1|XN+1) =
exp
(− 12F⊤N+1C−1N+1FN+1)√
(2π)N+1 det(CN+1)
. (1.8)
En introduisant la règle des probabilités conditionnelles :
p(fN+1|FN , XN+1) = p(FN+1|XN+1)
p(FN |XN ) , (1.9)
on obtient en combinant (1.7) et (1.8) le résultat suivant : la densité de probabilité de
la valeur fN+1, connaissant les valeurs FN , est Gaussienne de moyenne fˆN+1 et variance
σˆ2fN+1 :
p(fN+1|FN , XN+1) = 1√
2πσˆfN+1
exp
[
− (fN+1 − fˆN+1)
2
2σˆ2fN+1
]
avec
fˆN+1 = k
⊤C−1N FN σˆ
2
fN+1 = κ− k⊤C−1N k, (1.10)
k = [c(x1, xN+1), c(x2, xN+1), . . . , c(xN , xN+1)]
⊤ et κ = c(xN+1, xN+1).
Ainsi, le processus Gaussien prédit en tout point x une valeur moyenne fˆ(x), et une variance
σˆ2(x). La moyenne correspond à la valeur la plus probable de la fonction coût et interpole
les points connus, tandis que la variance mesure l’incertitude associée à cette valeur, étant
donné les observations déjà réalisées. Une illustration est donnée à la figure (1.14).
La fonction de corrélation définit la manière dont les valeurs observées sont corrélées. On
utilise pour cela une fonction dépendant de l’écart entre les points, couramment utilisée :
c(x, y; Θ) = θ1 exp
[
−1
2
d∑
i=1
(xi − yi)2
r2i
]
+ θ2. (1.11)
Les paramètres Θ = (θ1, θ2, r1, r2, . . . , rd) déterminent une corrélation anisotrope et sont
choisis de manière à maximiser la densité de probabilité des points observés p(FN |XN ).
Ce problème d’optimisation interne est résolu par une méthode évolutionnaire, de façon à
éviter les possibles minima locaux. De nombreux détails techniques assurent la stabilité de
la méthode [Chandrashekar 2007].
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Figure 1.14 – Illustration d’un métamodèle de type processus Gaussien : à partir des
observations (points noirs), la densité de probabilité (rouge) fournit en tout point une
valeur moyenne (noir) et une variance (bleu).
Un tel modèle est intéressant, dans la mesure où il contient des information sur son
incertitude propre. Il va donc être utilisé dans une approche itérative pour déterminer les
points les plus intéressants à évaluer d’un point de vue statistique. Ainsi, il a été pro-
posé [Dennis 1997, Kushner 1964, Jones 2001] d’introduire différentes fonctions de mérite,
dont les extrema déterminent les points à ajouter dans la base de données à chaque itération.
Ces fonctions de mérite sont :
– La borne inférieure ("Lower Bound" LB) :
On minimise la fonction :
jLB(x) = fˆ(x)− ρσˆ(x), (1.12)
où ρ est un paramètre donné par l’utilisateur permettant de favoriser l’exploration
des zones à forte variance ;
– La probabilité d’amélioration ("Probability of Improvement" PI) :
Etant donnés jmin la meilleure valeur trouvée et T ≤ jmin une valeur cible choisie
par l’utilisateur, la probabilité d’obtenir en x une valeur inférieure à T est :
jPI(x) = φ
(
T − fˆ(x)
σˆ(x)
)
, (1.13)
où φ est la fonction de répartition pour la loi normale centrée réduite. On détermine
alors le point qui maximise la probabilité d’obtenir une valeur inférieure à la valeur T ;
– L’amélioration probable ("Expected Improvement" EI) :
Une amélioration de valeur I est obtenue au point x si f(x) = jmin − I. Par suite, la
valeur moyenne de l’amélioration au point x est :
jEI(x) =
∫ I=∞
I=0
I
(
1√
2Πσˆ(x)
exp
(
− (jmin − I − fˆ(x))
2
2σˆ2(x)
))
dI,
= σˆ(x) (uφ(u) + ϕ(u))
(1.14)
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où ϕ correspond à la densité de probabilité de la loi normale centrée réduite et
u = jmin−fˆ(x)σˆ(x) . On determine alors le point pour lequel l’amélioration moyenne est
maximale.
La détermination des extrema des fonctions de mérite est réalisée à l’aide d’un algorithme
évolutionnaire, dans la mesure où il s’agit de problèmes multi-modaux. L’optimisation des
deux premières fonctions de mérite conduit à un ensemble de points, selon les paramètres
ρ et T choisis, tandis que la dernière conduit à un point unique. L’introduction de ces
fonctions de mérite dans un algorithme de construction itérative du métamodèle, donne
finalement la stratégie d’optimisation suivante :
1. Construction d’une base de données initiale a priori ;
2. Construction du métamodèle associé à la base de données ;
3. Détermination des points (x⋆i )1≤i≤p correspondant aux extrema de la fonction de
mérite ;
4. Réalisation des p simulations correspondant à (x⋆i )1≤i≤p et insertion dans la base de
données ;
5. Retour à l’étape 2 jusqu’à convergence.
Cet algorithme est notoirement plus complexe que la plupart des méthodes d’opti-
misation : il nécessite à chaque itération la résolution d’un ensemble de sous-problèmes
pour la calibration du modèle (maximisation de la vraisemblance) et la détermination des
nouveaux points à évaluer (maximisation ou minimisation de la fonction de mérite). Il a
été montré que, dans le cas des fonctions PI et EI, des preuves de convergence globale
existent, sous certaines hypothèses [Jones 2001].
Contrairement à la stratégie de pré-évaluations inexactes, qui se basait le moins pos-
sible sur le métamodèle pour progresser, cette méthode s’appuie entièrement sur le processus
Gaussien pour déterminer les prochains points à évaluer. Il est à noter que cette approche
est rarement utilisée dans le domaine de l’optimisation aérodynamique et seuls quelques
articles sont disponibles dans la littérature, comme [Laurenceau 2008]. Ma contribution
n’est ici pas d’ordre méthodologique, mais applicative : j’ai confronté cette approche à plu-
sieurs algorithmes d’optimisation globale pour différents problèmes typiques en conception
aérodynamique. De plus, on verra dans le chapitre 3 que cette méthode sera étendue pour
prendre en compte des erreurs issues des simulations. Dans le paragraphe suivant, les deux
stratégies présentées sont comparées pour un problème de conception aérodynamique.
1.2.3 Application à l’optimisation de forme d’une voilure
On compare ces deux stratégies pour un problème d’optimisation de forme de voilure,
pour un jet d’affaire en régime transsonique. Ce cas-test est équivalent à celui utilisé pour
l’adaptation de la paramétrisation. On vise à réduire la traînée sous une contrainte de
portance. Sachant que la dimension du problème joue un rôle critique pour la construc-
tion des métamodèles, on considère trois paramétrisations pour la forme, une grossière
comprenant 8 variables, une moyenne incluant 20 variables et une fine basée sur 32 va-
riables. Les détails de ces calculs sont donnés dans [Chandrashekar 2009b, Duvigneau 2012].
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On considère dans un premier temps la stratégie de pré-évaluations inexactes et on
teste l’influence du critère de sélection des évaluations. Ces calculs sont réalisés pour la
paramétrisation moyenne, en utilisant le critère auto-adaptatif spécifique à PSO ou le critère
basé sur 10% des meilleures particules. Enfin, on réalise pour référence un calcul s’appuyant
uniquement sur des simulations. La figure (1.15) montre l’évolution de la fonction de coût
dans les trois cas, tandis que la figure (1.16) illustre l’évolution du nombre de simulations
réalisées au cours de l’optimisation.
Figure 1.15 – Evolution de la fonction coût pour la stratégie de pré-évaluations inexactes :
simulations seulement (rouge), pré-évaluations avec un critère fixe de 10% (vert) et un
critère adaptatif (bleu).
Figure 1.16 – Evolution du nombre de simulations réalisées pour la stratégie de pré-
évaluations inexactes : simulations seulement (rouge), pré-évaluations avec un critère fixe
de 10% (vert) et un critère adaptatif (bleu).
On constate tout d’abord que l’utilisation de cette stratégie aboutit à une performance
aussi bonne qu’une optimisation classique, voire meilleure, pour un coût en terme de temps
de calcul considérablement plus faible. On peut remarquer que le critère adaptatif conduit à
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Figure 1.17 – Comparaison des formes obtenues à l’emplanture et à l’extrémité de la
voilure, avec et sans stratégie de pré-évaluation inexacte : simulations seulement (vert),
pré-évaluations avec un critère fixe de 10% (bleu) et un critère adaptatif (rose).
réaliser un plus grand nombre de simulations en début d’optimisation et s’appuie surtout sur
le métamodèle ensuite. Il aboutit à une performance légèrement inférieure à l’approche ba-
sée sur la simulation d’une proportion de 10% de la population. Cependant, la comparaison
des formes obtenues, illustrée par la figure (1.17) montre que les formes finales sont proches.
Dans un second temps, on considère la stratégie d’optimisation par processus Gaussiens
et on teste plus particulièrement l’influence de la dimension du problème sur l’efficacité
de l’algorithme. On reprend ainsi le problème précédent pour 8 et 32 variables. Une étude
est menée dans [Chandrashekar 2009b] pour tester l’influence de la taille de la base de
donnée initiale. Les figures (1.18) et (1.19) illustrent l’évolution de la fonction de coût pour
les différentes fonctions de mérite, en dimension 8 et 32. Dans le premier cas, toutes les
fonctions de mérite conduisent à des performances similaires, avec une légère supériorité
pour la fonction basée sur la borne inférieure. Dans le second cas, l’essai avec la fonction
de mérite basée sur l’amélioration probable converge prématurément : à partir d’un certain
stade, l’unique simulation réalisée à chaque itération se fixe en un point. Ce défaut est
attribué à l’utilisation d’une pénalisation pour la contrainte de portance, dont la variance
a été négligée dans la fonction de mérite. Comme pour le cas précédent, la fonction basée
sur la borne inférieure permet d’aboutir à la meilleure performance.
Finalement, on compare les deux stratégies en dimension 8 et 32. Les figures (1.20)
et (1.21) montrent l’évolution de la fonction de coût, avec comme référence une méthode
PSO basée seulement sur des simulations. On observe que les deux approches parviennent
avec succès à réduire le nombre de simulations à effectuer. Mais on note surtout que la
stratégie d’optimisation par processus Gaussiens est beaucoup plus efficace.
1.2.4 Application à la réduction de choc en régime turbulent
La stratégie d’optimisation par processus Gaussien est maintenant appliquée à un
problème de réduction de choc pour un profil en régime turbulent, au moyen d’une
modification locale de forme. On considère l’écoulement autour du profil RAE5243, pour
un nombre de Reynolds Re = 19 106, Mach 0.68 et une incidence 0.77◦. La simulation est
réalisée à l’aide d’un maillage structuré de 353×97 noeuds, la modélisation de la turbulence
étant réalisée par un modèle k−ω. Une comparaison avec les calculs de Qin et al. [Qin 2008]
est donnée à la table 1.5, pour la configuration initiale. Ce cas-test est issu du workshop
en conception optimale proposé par l’Université de Jyväskylä (http://jucri.jyu.fi).
On cherche à réduire le choc en modifiant localement la forme du profil. Le changement
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Figure 1.18 – Evolution de la fonction de coût pour l’optimisation par processus Gaussien
en dimension 8 : critère LB (noir), PI (rouge) et EI (bleu).
Figure 1.19 – Evolution de la fonction de coût pour l’optimisation par processus Gaussien
en dimension 32 : critère LB (noir), PI (rouge) et EI (bleu.
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Figure 1.20 – Comparaison des deux stratégies en dimension 8 : simulations seulement
(noir), pré-évaluations avec critère adaptatif (rouge) et par processus Gaussien avec critère
LB (bleu).
Figure 1.21 – Comparaison des deux stratégies en dimension 32 : simulations seulement
(noir), pré-évaluations avec critère adaptatif (rouge) et par processus Gaussien avec critère
LB (bleu).
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Result Cl Cd Cdp Cdv
Present 0.8244 0.01627 0.01052 0.005757
Qin et al. 0.82 0.01622 0.01063 0.005586
Table 1.5 – Comparaison des efforts pour la forme initiale.
de forme est défini par deux courbes cubiques, permettant d’assurer la régularité C1 de
la forme, paramétrées par quatre variables, comme illustré par la figure (1.22). On ajoute
comme variable de conception l’angle d’attaque permettant de facilement contrôler la
valeur de portance. En effet, on considère comme problème d’optimisation la minimisation
de la traînée sous contrainte de portance. Pour ces essais, la contrainte est traitée par une
pénalisation. Ce problème est étudié par Qin et al. dans [Qin 2008] à l’aide d’un algorithme
d’optimisation de type gradient, calculé par une méthode adjointe. On souhaite comparer
ces résultats à ceux obtenus en utilisant une stratégie d’optimisation par processus Gaussien.
Xcr
Xbr
Xbl
∆Yh
Figure 1.22 – Paramétrisation du changement de forme.
On emploie une base de données initiale composée de 48 points construite par une distri-
bution de type hypercube latin [Keane 2005]. On met ensuite en oeuvre la stratégie décrite
ci-dessus, avec la fonction de mérite basée sur la borne inférieure (LB). A chaque itération,
on réalise quatre simulations correspondant aux points trouvés avec les paramètres ρ1 = 0,
ρ2 = 1, ρ3 = 2, ρ4 = 3. Une convergence est obtenue en 25 itérations, au terme desquelles
la méthode ne propose plus de nouveaux points. L’évolution de la fonction coût est illustrée
par la figure (1.23). La figure (1.24) montre que la modification de forme donne naissance
à deux chocs plus faibles. Les efforts aérodynamiques obtenus sont comparés à ceux de Qin
et al. par la table 1.6. On constate que la traînée est réduite de 22% avec l’optimisation par
processus Gaussien, tandis que la méthode de descente permet une réduction de 18%. La
comparaison des meilleurs points obtenus (table 1.7) montre que deux formes différentes
ont été trouvées. L’optimisation par processus Gaussien s’est donc montrée supérieure en
terme de performance obtenue car elle a permis de réaliser une optimisation globale, tandis
que la méthode de descente a convergé vers un optimum local.
Case Cd ∆Cd Cdp Cdv Cl
Present 0.01266 -22.2% 0.00680 0.00586 0.8204
Qin et al. 0.01326 -18.2% 0.00756 0.00570 0.82
Table 1.6 – Efforts pour la forme optimale.
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Figure 1.23 – Evolution de la fonction coût, le nombre total de simulations est indiqué sur
la courbe.
Figure 1.24 – Courbes iso-pression pour le profil initial et final.
Case Xcr Xbl Xbr ∆Yh × 10−3
Present 0.688 0.399 0.257 8.578
Qin et al. 0.597 0.313 0.206 5.900
Table 1.7 – Comparaison des paramètres optimaux.
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1.3 Synthèse
Les études menées dans ce chapitre montrent clairement que le couplage naïf d’une
méthode de simulation avec un algorithme d’optimisation conduit à une procédure de
conception d’efficacité médiocre, en terme de temps de calcul et de qualité du résultat.
La convergence peut être significativement améliorée lorsqu’on met en oeuvre une
approche hiérarchique et une stratégie d’adaptation de la paramétrisation. Cette conclusion
milite pour l’utilisation de bases hiérarchiques pour la représentation géométrique, plutôt
qu’une paramétrisation ad-hoc souvent employée dans l’industrie. Cette thématique peut
encore être approfondie, notamment en déterminant des critères objectifs pour définir les
niveaux utilisés et le nombre d’itérations à réaliser sur chaque niveau.
Dans un contexte d’optimisation globale, le nombre de simulations nécessaires, et par
conséquence le coût en terme de temps de calcul, peut être également significativement ré-
duit, si le recours aux modèles précis et coûteux s’inscrit dans une stratégie d’apprentissage,
pour laquelle l’ensemble des simulations réalisées sont prises en compte pour progresser vers
l’optimum. Les résultats obtenus avec l’optimisation par processus Gaussiens sont remar-
quables. Néanmoins, on verra dans le chapitre 3 que cet algorithme peut être très sensible
à la présence d’erreurs numériques. De plus, le traitement des contraintes reste délicat.
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Le chapitre précédent a mis en évidence le rôle fondamental joué par la représentation
géométrique dans la convergence de l’optimisation. Cependant, plusieurs représentations
coexistent généralement au sein de la boucle de conception, ce qui complexifie significati-
vement la mise en oeuvre et nuit à l’efficacité des algorithmes. On propose dans ce cha-
pitre d’examiner l’approche isogéométrique, pour laquelle une unique représentation est
employée. On s’intéressera plus spécifiquement à l’utilisation d’une telle approche pour la
conception optimale.
2.1 Enjeux
Les méthodes de conception optimale ne s’appuient pas, en général, sur une seule
représentation géométrique, mais sur plusieurs représentations. Ainsi, coexistent au sein
de la boucle de conception à la fois des représentations d’ordre élevé utilisées en CAD
("Computer-Aided Design") pour définir la géométrie du système étudié, des représen-
tations par maillage utilisées pour la résolution des EDP et souvent des représentations
ad-hoc définies pour la conception et utilisées comme variables d’optimisation.
La présence de ces différentes représentations géométriques au sein de la boucle
d’optimisation a des conséquences importantes :
– La construction du maillage initial, pour la géométrie de référence, est extrêmement
coûteuse en terme de temps humain. Ensuite, dans la phase d’optimisation, la gé-
nération automatique des maillages correspondant aux différentes formes testées est
délicate pour les problèmes complexes, notamment en présence de couches limites ;
– Pour chaque évaluation de la fonction coût, des approximations sont réalisées entre
les différentes représentations, qui induisent une perte de précision lors de la concep-
tion. Celle-ci peut être dommageable pour les problèmes où une forte précision de la
géométrie est nécessaire, comme les problèmes de réduction de choc ;
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– La résolution des équations d’état étant réalisée sur la base d’un maillage, avec une
représentation géométrique linéaire par morceaux, une erreur est introduite lors de la
résolution des EDP, bien que la géométrie soit connue exactement, ce qui peut réduire
la précision de la solution obtenue [Hughes 2005].
– Le maillage est une structure intermédiaire entre le calcul de l’état et la forme à
optimiser. Une analyse de sensibilité avec une formulation discrète pour le calcul
du gradient de la fonction coût nécessite donc d’évaluer la sensibilité du maillage.
Cette étape peut être fastidieuse, selon l’approche employée pour générer un maillage
correspondant à une géométrie donnée [Nielsen 2005] ;
– Dans le cas d’une simulation incluant deux disciplines, par exemple fluide-structure,
la frontière servant d’interface doit être décrite par deux maillages, chacun adapté à
une discipline, par exemple un maillage fin pour la frontière fluide et un maillage plus
grossier pour la frontière structure. Une telle définition complexifie considérablement
le calcul des termes de couplage [Heinrich 2010, Heinrich 2011] ;
– Dans le cas de maillages mobiles, par exemple lorsqu’un domaine est en rotation
dans un second domaine fixe, une interface maillée ne permet pas une correspon-
dance exacte de l’interface pour toutes les positions, ce qui introduit des problèmes
de conservativité [Bazilevs 2011] ;
– Lorsqu’une étape d’adaptation de maillage est mise en oeuvre, le respect de la
géométrie des frontières nécessite un échange d’information avec l’outil CAD, souvent
délicat à réaliser en pratique [Hay 2007].
Pour surmonter ces difficultés, une nouvelle approche a été proposée par T. Hu-
ghes [Bazilevs 2006, Cottrell 2007, Cottrell 2009, Hughes 2005], s’appuyant sur l’utilisation
d’une unique base NURBS (Non-Uniform Rational B-Spline) pour la géométrie et l’ana-
lyse. On examine cette approche dans les sections suivantes, pour des problèmes elliptiques
puis hyperboliques. Enfin, on s’intéresse à l’application de l’approche isogéométrique à la
conception optimale. Ma contribution concerne principalement l’application de l’approche
isogéométrique à la simulation d’écoulements compressibles et la construction de stratégies
hiérarchiques, pour la résolution des EDP et l’optimisation.
2.2 Principes
L’analyse isogéométrique propose d’utiliser une unique base de représentation pour l’en-
semble des méthodes employées dans la boucle de conception. Dans ce chapitre, on simpli-
fiera la présentation en considérant des fonctions B-Splines. Ce sont des fonctions polyno-
miales par morceaux à supports compacts, considérées comme standard dans le domaine
CAD [De Boor 1978, Sabin 1993, Farin 1989]. Elles sont définies dans l’espace paramétrique
à partir du vecteur des noeuds (ξ1, . . . , ξk) où ξ1 6 ξ2 6 . . . 6 ξk. Le nombre de noeuds
vérifie k = n+p+1, où n est le nombre de fonctions et p le degré des fonctions. L’intervalle
[ξ1, ξk] est appelé patch. Les fonctions B-Splines sont définies récursivement à partir du
vecteur des noeuds, suivant la procédure suivante [De Boor 1978, Sabin 1993, Farin 1989] :
pour p = 0 : Nˆ0i (ξ) =
{
1 si ξi 6 ξ 6 ξi+1
0 sinon.
pour p > 1 : Nˆpi (ξ) =
ξ − ξi
ξi+p − ξi Nˆ
p−1
i (ξ) +
ξi+p+1 − ξ
ξi+p+1 − ξi + pNˆ
p−1
i+1 (ξ) i = 1, . . . , n+ p+ 1.
(2.1)
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Les fonctions B-Splines ainsi définies ont les propriétés suivantes [De Boor 1978,
Sabin 1993, Farin 1989] :
– Les fonctions Nˆpi (ξ) sont polynomiales de degré p ;
– Elles ont pour support compact [ξi, ξi+p+1] ;
– Les fonctions Nˆpi (ξ) sont de régularité C
p−m à chaque noeud de multiplicité m ;
– Sur l’intervalle [ξi, ξi+1], il y a p+ 1 fonctions non nulles.
Les courbes B-splines se définissent naturellement par :
P (ξ) = (x(ξ), y(ξ), z(ξ)) =
n∑
i=1
Nˆpi (ξ)P i, (2.2)
où P i = (Xi, Yi, Zi) sont les coordonnées des points de contrôle, agissant comme poids
associés aux fonctions. L’extension aux surfaces et volumes est triviale, en utilisant un
produit tensoriel de fonctions. Par exemple, une surface B-spline est définie par :
P (ξ, η) = (x(ξ, η), y(ξ, η), z(ξ, η)) =
ni∑
i=1
nj∑
j=1
Nˆpii (ξ) Nˆ
pj
j (η)P ij . (2.3)
En analyse isogéométrique, le domaine de calcul est représenté par un ensemble de
volumes B-splines en 3D et un ensemble de surfaces B-splines planes en 2D. Cette repré-
sentation est qualifiée d’exacte dans la mesure où les frontières sont définies par B-splines
conformément aux données issues de l’outil CAD. Cette propriété de construction est illus-
trée par la figure 2.1. Ainsi, contrairement à l’approche classique reposant sur la construction
d’un maillage, aucune erreur n’est introduite dans la description du domaine de calcul.
Figure 2.1 – Construction du domaine de calcul à partir d’une frontière définie par CAD
(en haut) : le cas d’un maillage classique introduisant une approximation (à gauche) et le
cas d’un domaine isogéométrique (à droite).
Une première difficulté réside donc dans la création de ce domaine de calcul, qui
s’apparente à un maillage d’ordre élevé. Les frontières sont généralement définies au
préalable par l’outil CAD. Le positionnement des points de contrôle intérieurs, qui définit
la paramétrisation du domaine de calcul, a donné lieu à une étude en collaboration avec
l’Equipe-Projet Galaad de l’INRIA Sophia-Antipolis. Dans les exemples qui suivent, la
position des points de contrôle intérieurs est déduite des frontières à l’aide d’une méthode
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de Coons discrète [Farin 1999]. Cependant, dans le cas de géométries distordues, on a
montré que l’erreur d’approximation de la solution pouvait être réduite par l’emploi
de constructions non-triviales, pour des problèmes 2D [Xu 2011, Xu 2012] et 3D multi-
patches [Xu 2013].
L’analyse isogéométrique définit tout champ Θ par une représentation B-Spline :
Θ(ξ, η) =
ni∑
i=1
nj∑
j=1
Nˆpii (ξ) Nˆ
pj
j (η)Θij . (2.4)
On peut remarquer que pour des B-Splines linéaires, on retrouve une représentation par
éléments-finis Q1 classiques. En revanche, pour des degrés supérieurs, la représentation est
fort différente des éléments de Lagrange, notamment les degrés de libertés Θij ne sont pas
interpolés et ne représentent pas la valeur du champ en un point donné.
Pour appliquer une formulation variationnelle, on introduit la transformation (non-
linéaire) F qui permet de passer du domaine paramétrique Ω0 au domaine physique Ω,
illustrée par la figure (2.2) :
F : Ω0 → Ω
ξ = (ξ, η) 7→ x = (x, y). (2.5)
Cette transformation est entièrement définie par la construction du domaine de calcul, sur
la base de l’équation (2.3). Des critères simples, basés sur l’injectivité locale de F, ont été
proposés dans [Xu 2011], en collaboration avec l’Equipe-Projet Galaad, pour assurer que la
construction du domaine de calcul est viable pour la résolution des EDP.
Figure 2.2 – Illustration de la transformation du domaine paramétrique Ω0 dans le domaine
physique Ω.
On peut alors définir les fonctions de base dans le domaine physique par :
Nij(x) = Nij(x, y) = Nij(F(ξ, η)) = Nˆij(ξ, η) = Nˆ
pi
i (ξ) Nˆ
pj
j (η). (2.6)
Les fonctions de base servant à représenter les champs physiques étant définies, une
formulation variationnelle est utilisée pour résoudre les équations d’état. Dans les sections
suivantes, on examine l’application de cette méthodologie à un problème elliptique, puis
hyperbolique.
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2.3 Problèmes elliptiques
On considère le problème modèle (conduction thermique) suivant :
∇ · (κ(x)∇T (x)) = 0 dans Ω
T (x) = T0(x) sur ∂ΩD
κ(x)
∂T
∂n
(x) = Φ0(x) sur ∂ΩN ,
(2.7)
où x sont les coordonnées Cartésiennes, T représente le champ de température inconnu et
κ le coefficient de conductivité. Des conditions aux limites de Dirichlet et Neumann sont
appliquées sur ∂ΩD et ∂ΩN , T0 et Φ0 étant la température et le flux imposés (n vecteur
normal unitaire orienté vers l’extérieur).
On adopte une formulation variationnelle et on cherche la solution T ∈ V(Ω), telle que
T (x) = T0(x) sur ∂ΩD et :∫
Ω
∇ · (κ(x)∇T (x)) ψ(x) dΩ = 0 ∀ψ ∈ V∂ΩD (Ω), (2.8)
où ψ(x) est une fonction test. On invite le lecteur à consulter [Bazilevs 2006, Cottrell 2009]
pour un examen précis des espaces fonctionnels considérés et des propriétés d’approximation
dans ce contexte. Par intégration par partie, on obtient classiquement :
−
∫
Ω
κ(x)∇T (x) ·∇ψ(x) dΩ+
∫
∂Ω
κ(x)
∂T
∂n
(x) ψ(x) dΓ = 0 ∀ψ ∈ V∂ΩD (Ω). (2.9)
En introduisant la condition aux limites de type Neumann, on obtient finalement la formu-
lation suivante :
−
∫
Ω
κ(x)∇T (x) ·∇ψ(x) dΩ+
∫
∂ΩN
Φ0(x) ψ(x) dΓ = 0 ∀ψ ∈ V∂ΩD (Ω). (2.10)
Conformément au paradigme isogéométrique, le champ de température est décrit par
une représentation B-Spline :
T (ξ, η) =
ni∑
i=1
nj∑
j=1
Nˆpii (ξ) Nˆ
pj
j (η)Tij =
ni∑
i=1
nj∑
j=1
Nij(x)Tij . (2.11)
On introduit cette représentation dans la formulation variationnelle, en utilisant les fonc-
tions B-Splines comme fonctions tests :
nk∑
k=1
nl∑
l=1
Tkl
∫
Ω
κ(x)∇Nkl(x) ·∇Nij(x) dΩ =
∫
∂ΩN
Φ0(x) Nij(x) dΓ i = 1, . . . , ni j = 1, . . . , nj .
(2.12)
On aboutit finalement au système linéaire MT = S défini par :
Mij,kl =
∫
Ω
κ(x)∇Nkl(x) ·∇Nij(x) dΩ
Sij =
∫
∂ΩN
Φ0(x) Nij(x) dΓ.
(2.13)
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Le processus d’évaluation des fonctions B-Splines étant défini dans le domaine paramétrique,
ces intégrales sont calculées après un changement de variables :
Mij,kl =
∫
Ω0
κ(F(ξ))∇ξNˆkl(ξ) B(ξ)
⊤ B(ξ)∇ξNˆij(ξ) J(ξ) dΩˆ
Sij =
∫
∂Ω0N
Φ0(F(ξ)) Nˆij(ξ) J(ξ) dΓˆ,
(2.14)
où J est le Jacobien de la transformation F et B est la transposée de l’inverse de la ma-
trice Jacobienne. Les fonctions B-Splines sont définies sur chaque intervalle du vecteur des
noeuds, on considère donc habituellement les intervalles du vecteur des noeuds comme élé-
ments. L’intégration est alors réalisée élément par élément, en utilisant une quadrature de
Gauss-Legendre appropriée.
Les conditions aux limites de type Dirichlet sont directement imposées en fixant les
degrés de liberté (points de contrôle) associés à la frontière. Dans le cas où la valeur de
la solution à la frontière n’appartient pas à l’espace B-Spline, une projection devra être
effectuée.
On constate donc que l’analyse isogéométrique est formellement très proche des
éléments-finis classiques, seules les fonctions de base utilisées sont différentes.
On applique dans un premier temps cette approche à un problème dont la géométrie
est cartésienne. Cette étude permet d’évaluer la précision du schéma numérique avec une
description exacte de la géométrie, quel que soit le degré de la base choisie.
Le problème est décrit à la figure (2.3). Deux conditions aux limites de type Diri-
chlet, uniformes, sont imposées sur les frontières gauche et droite, avec T1 = 1 et T2 = 2.
Une condition de type Neumann nulle est fixée à frontière supérieure (adiabaticité), tandis
qu’un flux sinusoïdal est choisi pour la frontière inférieure. On suppose que le coefficient de
conductivité est uniforme.
Figure 2.3 – Cas-test avec une géométrie simple.
Le domaine de calcul est paramétré en utilisant un vecteur des noeuds avec une distribu-
tion uniforme, comprenant 5× 5 points de contrôle et seulement quatre éléments, pour une
base cubique. Après discrétisation du problème et résolution du système linéaire associé, la
solution est reconstruite selon l’équation (2.11). Le champ de température est illustré par
la figure (2.4). On souligne la régularité de la solution obtenue avec seulement 5× 5 degrés
de liberté. On note également que la solution n’interpole pas ces derniers, comme illustré
par la figure (2.5).
On réalise une étude de précision, en utilisant une base linéaire, quadratique et
cubique, pour un raffinement systématique du domaine de calcul par insertion de
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Figure 2.4 – lignes Iso-T (5× 5 degrés de liberté).
Figure 2.5 – Température décrite par une surface B-Spline comprenant 5 × 5 points de
contrôle.
noeuds [De Boor 1978, Sabin 1993, Farin 1989]. On calcule la norme L2 de l’erreur, sur
la base d’une solution de référence obtenue pour un domaine de calcul très fin. L’évolution
de l’erreur en fonction du nombre de degrés de liberté est représentée à la figure (2.6). On
obtient une réduction de l’erreur optimale.
Il est intéressant d’étudier également l’évolution du temps de calcul, dans la mesure où le
coût de résolution croît avec le degré de la base utilisée. Le tableau (2.1) montre l’évolution
de temps de calcul avec l’erreur. Ces calculs ont été réalisés avec un processeur Intel Core2
Duo 2.8 GHz. Pour une erreur de niveau 10−3, le temps de calcul nécessaire pour une base
linéaire est environ 12s, et seulement 0.25s pour une base quadratique et 0.08s pour une
base cubique. Cet exemple illustre pleinement l’intérêt des schémas d’ordre élevé.
On considère dans un second temps un problème similaire, mais comprenant une géro-
métrie définie par B-Splines cubiques (voir figures (2.7) et (2.8)).
On résout ce problème à l’aide d’une base cubique, ce qui permet de représenter exac-
tement la géométrie, quelle que soit la finesse du domaine de calcul. A partir d’une para-
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Figure 2.6 – Etude de précision pour une géométrie simple.
Degree d.o.f. Error CPU (s)
linear 49 0.28 101 0.004
linear 625 0.17 100 0.072
linear 2401 0.45 10−2 0.911
linear 9409 0.11 10−2 12.150
quadratic 36 0.91 100 0.004
quadratic 324 0.11 10−1 0.030
quadratic 1156 0.13 10−2 0.252
quadratic 4356 0.16 10−3 2.832
cubic 49 0.24 100 0.007
cubic 361 0.81 10−3 0.078
cubic 1225 0.56 10−4 0.461
cubic 4489 0.38 10−5 4.509
Table 2.1 – Etude du temps de calcul
Figure 2.7 – Cas-test avec une géométrie plus complexe.
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Figure 2.8 – Description des frontières par B-Splines cubiques.
métrisation de 9 × 9 points de contrôle, des domaines plus fins sont obtenus par insertion
de noeuds, sans modifier la géométrie, comme illustré par la figure (2.10). Une étude de
précision, similaire au cas précédent, montre qu’une précision optimale est obtenue dans le
cas de frontières courbes, comme le montre la figure (2.9).
Figure 2.9 – Etude de précision
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Figure 2.10 – Illustration de la procédure d’insertion de noeuds (lignes iso-ξ et iso-η).
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2.4 Problèmes hyperboliques
La résolution de problèmes hyperboliques par approche isogéométrique est moins
aisée. Quelques travaux concernant des problèmes d’advection [Hughes 2005] ou des
écoulements régis par les équations de Navier-Stokes incompressible [Bazilevs 2011] ont
été publiés, mais sont beaucoup plus rares que les applications aux problèmes elliptiques.
Ce paragraphe constitue donc une première tentative d’extension, encore préliminaire,
de la méthode éléments-finis isogéométrique à la simulation d’écoulements compressibles.
Il convient de signaler des approches similaires, basées sur des méthodes de Galerkin
discontinu [Sevilla 2008], ou de résidus distribués [Froehly 2012].
On considère comme problème hyperbolique typique la résolution des équations d’Euler
pour un écoulement compressible bi-dimensionnel :
∂W
∂t
+
∂F (W )
∂x
+
∂G(W )
∂y
= 0 W = (ρ, ρu, ρv, ρe) (2.15)
F (W ) =

ρu
ρu2 + p
ρuv
u(ρe+ p)
 G(W ) =

ρv
ρuv
ρv2 + p
v(ρe+ p)
 , (2.16)
où ρ représente la masse volumique, (u, v) les composantes du vecteur vitesse, e l’énergie
spécifique et p la pression. F et G correspondent aux composantes horizontale et verticale
du flux.
La résolution par une formulation variationnelle d’un tel problème nécessite l’emploi
d’une méthode de stabilisation. Il s’agit là de la principale différence avec les problèmes
elliptiques présentés auparavant. On introduit donc un terme de dissipation correspondant
à la méthode SUPG (Streamwise-Upwind Petrov-Galerkin) [Hughes 2010]. On cherche alors
la solution W ∈ V(Ω) telle que :∫
Ω
ψ(x)W˙ (x) dΩ+
∫
Ω
ψ(x)
(
∂F (W )
∂x
+
∂G(W )
∂y
)
dΩ
+
nel∑
k=1
∫
Ωk
(
ψ,x(x)
∂F
∂W
+ ψ,y(x)
∂G
∂W
)
τ
(
∂F (W )
∂x
+
∂G(W )
∂y
)
dΩ = 0 ∀ψ ∈ V(Ω).
(2.17)
L’intégration par partie donne alors la formulation suivante :∫
Ω
ψ(x)W˙ (x) dΩ−
∫
Ω
ψ,x(x)F (W (x)) + ψ,y(x)G(W (x)) dΩ
+
∫
∂Ω
ψ(x)(F (W (x))nx +G(W (x))ny) dΓ
+
nel∑
k=1
∫
Ωk
(
ψ,x(x)
∂F
∂W
+ ψ,y(x)
∂G
∂W
)
τ
(
∂F (W )
∂x
+
∂G(W )
∂y
)
dΩ = 0 ∀ψ ∈ V(Ω).
(2.18)
Dans le contexte de l’analyse isogéométrique, les variables conservatives W sont définies
par des représentations B-Splines :
W (ξ, η) =
nk∑
k=0
nl∑
l=0
Nˆk(ξ)Nˆl(η)Wkl =
∑
k,l
Nˆkl(ξ)Wkl. (2.19)
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L’intégration spatiale des termes de l’équation (2.18) est réalisée dans l’espace para-
métrique. Ainsi, l’intégration du terme instationnaire fait apparaître une matrice masse
calculée selon :
Mij,kl =
∫
Ω0
Nˆkl(ξ) Nˆij(ξ) J(ξ) dΩ̂.
Ce terme ne dépendant pas des inconnues, il peut être calculé une seule fois pour l’ensemble
de la simulation. Le second terme, faisant intervenir l’intégrale de volume du flux, est calculé
par :∫
Ω0
[
(Nˆij ,ξ
∂ξ
∂x
+ Nˆij ,η
∂η
∂x
)F (W (ξ)) + (Nˆij ,ξ
∂ξ
∂y
+ Nˆij ,η
∂η
∂y
)G(W (ξ))
]
J(ξ)dΩ̂. (2.20)
On notera la présence de nombreux termes géométriques correspondant au Jacobien de
l’inverse de la transformation définie par l’équation (2.5). Le terme de stabilisation est
calculé de manière similaire par :∫
Ωk
0
[
(Nˆij ,ξ
∂ξ
∂x
+ Nˆij ,η
∂η
∂x
)
∂F
∂W
(ξ) + (Nˆij ,ξ
∂ξ
∂y
+ Nˆij ,η
∂η
∂y
)
∂G
∂W
(ξ)
]
τ
[
∂F
∂W
(ξ)(W,ξ
∂ξ
∂x
+W,η
∂η
∂x
) +
∂G
∂W
(ξ)(W,ξ
∂ξ
∂y
+W,η
∂η
∂y
)
]
J(ξ)dΩ̂.
(2.21)
Ce terme fait intervenir la matrice Jacobienne des flux. En ce qui concerne le paramètre τ ,
qui contrôle l’intensité de la dissipation, de nombreuses formulations peuvent être trouvées
dans la littérature [Tezduyar 2006, Hughes 2010]. On a choisit d’adopter pour cette première
tentative une formulation simple, sans doute naïve, basée sur le pas de temps local. Ce
dernier est défini en chaque point d’intégration G par :
△tG = vol
1/d
maxp |λp| , (2.22)
où vol représente le volume d’un intervalle du vecteur des noeuds, d la dimension du pro-
blème et λp les valeurs propres de la matrice Jacobienne des flux. Le paramètre de dissipation
est choisi de manière proportionnelle :
τ = α△tG, (2.23)
où α est un paramètre numérique, fixé ici à la valeur 1/2. De manière à évaluer l’intégrale sur
l’élément, ces quantités sont calculées aux points d’intégration. Comme pour les problèmes
elliptiques, l’intégration est réalisée au moyen des quadratures de Gauss-Legendre, à la
différence près que les intégrales sont ici calculées de manière approchée.
Le terme faisant apparaître une intégrale de bord dans l’équation (2.18) permet d’im-
poser les conditions aux limites de manière faible. Les flux aux frontières sont calculés
d’une manière similaire aux méthodes volumes-finis, au moyen d’un flux numérique de Lax-
Friedrich
−→F : ∫
∂Ω0
Nˆij(s)
(−→F (s) · −→n (s)) dΓ.
Pour cela, on introduit pour chaque point d’intégration un état extérieur fictif, calculé
par symétrie de l’état intérieur dans le cas de parois ou par introduction d’invariants de
Riemann et d’un état au loin dans le cas de frontières d’entrée ou sortie.
Deux approches sont testées pour l’intégration temporelle. Puisqu’on se restreint à des
problèmes stationnaires, une première approche simple est d’utiliser une démarche explicite,
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basée sur une méthode de Runge-Kutta d’ordre deux, associée à un pas de temps local. Dans
ce cas, l’inverse de la matrice masse est calculée un fois au début de la simulation. A noter
que le pas de temps local associé aux degrés de liberté d’indice ij est évalué différemment
de l’équation (2.22). En effet, dans le contexte isogéométrique, les degrés de liberté d’indice
ij n’ont pas de localisation précise dans le domaine de calcul. On choisit donc comme pas
de temps associé aux degrés de liberté d’indice ij, le pas minimal calculé sur l’ensemble Gij
des points d’intégration des éléments pour lesquels la fonction Nij est non nulle :
△tij = min
G∈Gij
∆tG. (2.24)
Une seconde approche est également testée, reposant sur une formulation implicite.
Dans ce cas, on choisit une approche entièrement stationnaire, sans terme temporel. On
adopte pour la résolution un algorithme de Levenberg-Marquardt [Gill 1981], qui cherche à
minimiser le carré de la norme des résidus :
min
W
1
2
‖R(W )‖2, (2.25)
où R(W ) est le vecteur des résidus. La condition d’optimalité et l’ajout d’un terme d’amor-
tissement conduisent au schéma itératif suivant :(‖R(W )‖2In + J(W )⊤ J(W )) δW = −J(W )⊤R(W ) (2.26)
où δW représente la variation de la solution et J(W ) sa matrice Jacobienne, calculée ici
par une méthode de perturbation. Il s’agit là d’une méthode de Gauss-Newton modifiée
pour être plus stable grâce à l’ajout d’un terme diagonal. L’inversion du système linéaire est
réalisée par une méthode de gradient conjugué. Cette approche a été adoptée car l’utilisation
d’une méthode classique de Newton conduisait à un schéma instable, même en y ajoutant
un terme instationnaire.
Figure 2.11 – Problème d’écoulement subsonique dans un canal à bosse et paramétrisation
du domaine de calcul.
On applique cette approche à la simulation d’un écoulement subsonique (M∞ = 0.4)
dans un canal doté d’une bosse cubique d’amplitude correspondant à 13% de la longueur,
comme illustré par la figure (2.11). Le domaine de calcul est défini initialement par un
produit tensoriel de 7 × 4 fonctions B-Splines cubiques. La bosse est simplement créée
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par déplacement d’un point de contrôle, comme le montre la figure (2.11). Deux étapes
de raffinement uniforme sont utilisées pour générer des domaine de calculs comprenant
un plus grand nombre de degrés de liberté, respectivement 55 et 133. On a représenté à
la figure (2.12) les éléments B-Splines correspondant à ces trois paramétrisations (i.e. les
intervalles des noeuds), ainsi que le maillage triangulaire qui sera utilisé pour un calcul de
référence par une méthode volumes-finis (1593 degrés de liberté).
Figure 2.12 – Eléments B-Splines (initial, un et deux niveaux de raffinement) et maillage
triangulaire grossier.
Les champs de densité et de quantité de mouvement obtenus sont représentés sur les
figures (2.13) et (2.14) et comparés à une méthode volumes-finis. Pour tous les calculs iso-
géométriques, une base cubique a été employée. On constate que l’approche isogéométrique
fournit une assez bonne approximation de la solution pour un nombre de degrés de liberté
très faible. Pour avoir une estimation plus quantitative, on observe la pression à la paroi
inférieure et on la compare à celle obtenue par une méthode volumes-finis sur le maillage
grossier présenté précédemment et sur un maillage fin comprenant 6307 degrés de liberté.
On constate sur la figure (2.15) que la méthode isogéométrique avec le second niveau de
raffinement, incluant 133 degrés de libertés, fournit un meilleur résultat que la méthode
volumes-finis avec le grossier comprenant 1593 degrés de liberté, en terme d’intensité et de
symétrie de la dépression.
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Figure 2.13 – Champ de densité obtenu par méthode isogéométrique (initial, un et deux
niveaux de raffinement) et par une méthode volumes-finis (maillage grossier).
Il est intéressant de comparer le temps de calcul de la méthode isogéométrique et d’une
méthode volumes-finis traditionnelle, comme illustré par la table (2.2). Ces temps ont été
obtenus pour une réduction des résidus de huit ordres, sur un processeur Intel Core2 Duo 2.8
GHz. Dans le cas de la méthode isogéométrique, l’approche explicite est employée. Dans le
cas de la méthode volumes-finis, une approche implicite avec matrice Jacobienne approchée
est utilisée [Dervieux 1992, Kloczko 2008b]. Bien que ces deux calculs ne soient pas rigou-
reusement comparables, car la méthode volumes-finis bénéficie d’une méthodologie plus
mature, on constate que le temps de calcul est plus faible pour la méthode isogéométrique.
Manifestement, cette réduction est beaucoup plus modeste que ne le laissait présager la ré-
duction du nombre de degrés de liberté. Cela s’explique par le coût beaucoup plus important
d’évaluation des intégrales pour la méthode isogéométrique.
Finalement, on compare l’efficacité de l’approche explicite, par une méthode de Runge-
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Figure 2.14 – Champ de la seconde composante de quantité de mouvement obtenu par
méthode isogéométrique (initial, un et deux niveaux de raffinement) et par une méthode
volumes-finis (maillage grossier).
Kutta d’ordre deux et utilisation d’un pas de temps local, à l’approche implicite, par une
formulation stationnaire et résolution par l’algorithme de Levenberg-Marquardt. Les résul-
tats sont montrés par les figures (2.16) et (2.17), pour le calcul à un niveau de raffinement,
en terme de réduction de la norme deux des résidus, selon le nombre d’itérations et le
temps de calcul. On constate bien entendu que la méthode implicite converge en un nombre
d’itérations bien plus faible que la méthode explicite. Néanmoins, le temps de calcul et d’in-
version de la matrice Jacobienne est important et le résultat en terme de temps de calcul
est moins concluant.
Ces résultats prometteurs doivent être nuancés. En effet, lorsqu’on a souhaité affiner
significativement le domaine de calcul, pour quantifier précisément l’ordre de convergence
de la méthode, on a rencontré des difficultés notables à faire converger les calculs. On
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Figure 2.15 – Comparaison de la pression pariétale.
d.d.l. CPU time
Isogeometry : Initial 28 0.8 min.
Isogeometry : 1 raff. step 55 1.3 min.
Isogeometry : 2 raff. step 133 3.1 min
Finite-volume : coarse 1593 4.4 min.
Finite-volume : fine 6307 20.2 min
Table 2.2 – Comparaison des temps de calcul.
Figure 2.16 – Convergence des résidus en norme deux selon le nombre d’itérations.
attribue ces difficultés au choix d’un paramètre de dissipation τ trop simple. De plus,
lorsque des essais ont été menés avec un nombre de Mach croissant jusqu’à obtenir un
écoulement transsonique, la méthode est devenue oscillante jusqu’à diverger. Ce résultat
n’est pas surprenant, dans la mesure où les méthodes éléments finis nécessitent l’usage d’un
terme additionnel pour la capture des chocs [Tezduyar 2006].
Cette première tentative d’application des méthodes isogéométriques aux écoulements
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Figure 2.17 – Convergence des résidus en norme deux selon le temps de calcul.
compressibles montre donc que des développements additionnels significatifs sont nécessaires
avant d’obtenir une méthode aussi robuste et efficace que les approches classiques. Ces
approfondissements sont en cours à l’heure actuelle.
2.5 Application à l’optimisation et stratégies hiérar-
chiques
La construction d’une procédure d’optimisation de forme dans le contexte isogéomé-
trique est grandement facilitée par rapport à une méthode classique, pour laquelle les équa-
tions d’état sont résolues sur la base d’un maillage. Pour une approche isogéométrique,
l’algorithme d’optimisation détermine directement la position des points de contrôle sur
la frontière du domaine de calcul. Pour résoudre les équations d’état, il suffit de mettre
à jour les points de contrôle intérieurs, de manière à obtenir un domaine de calcul viable
pour la résolution des EDP, comme expliqué dans un paragraphe précédent. La procédure
d’optimisation de forme tire parti de l’intégration géométrie - analyse, ainsi que de l’ordre
élevé des schémas et de la définition des frontières.
Un autre intérêt des méthodes isogéométriques réside dans le fait qu’elles reposent sur
des bases hiérarchiques, utilisées pour la géométrie comme pour la solution. Cette carac-
téristique permet d’enrichir la représentation, selon deux modes : le raffinement de type
h se fonde sur l’insertion d’un nouveau noeud dans le vecteur des noeuds, tandis que le
raffinement de type p s’appuie sur une procédure d’élévation du degré des fonctions de
base [De Boor 1978, Sabin 1993, Farin 1989]. Dans les deux cas, la représentation obte-
nue par raffinement est identiquement égale à la représentation initiale, pour un nombre
de degrés de liberté augmenté. Les deux modes peuvent être combinés, sans commuta-
tion [Cottrell 2007].
Cette caractérisque permet de mettre en oeuvre les stratégies d’optimisation de forme
hiérarchiques présentées dans le chapitre précédent. A noter que dans le cadre isogéomé-
trique, de telles stratégies hiérarchiques peuvent être mises en oeuvre très simplement,
non seulement pour la géométrie mais aussi pour la résolution des équations aux dérivées
partielles.
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L’application d’une stratégie de raffinement simple pour un problème d’optimisation de
forme, présentée dans le chapitre précédent, est illustrée dans le contexte isogéométrique
par la figure (2.18). Cette approche consiste à conduire l’optimisation avec une représenta-
tion géométrique de plus en plus fine, comprenant un nombre de paramètres d’optimisation
croissant. La résolution des équations aux dérivées partielles, en revanche, est réalisée avec
un nombre de degré de liberté fixe, généralement supérieur au nombre de paramètres d’op-
timisation. Pour obtenir le domaine de calcul avec la finesse souhaitée, on applique des
raffinements successifs de la base initiale.
Figure 2.18 – Algorithme d’enrichissement pour l’optimisation
Figure 2.19 – Algorithme d’enrichissement pour l’optimisation et l’analyse.
Une seconde approche consiste à utiliser de surcroît le caractère hiérarchique de la
base de représentation de la solution. Cette stratégie est illustrée par la figure (2.19) : à
chaque étape, la même base de représentation est utilisée pour la géométrie et la simula-
tion. Ainsi, on affine progressivement la qualité de l’approximation pour la résolution des
EDP et pour le problème d’optimisation. Cette stratégie est à rapprocher des travaux de
Ta’asan, qui a proposé une méthode similaire pour les simulations classiques basées sur des
maillages [Ta’asan 1994]. Par une telle stratégie, on cherche évidemment à réduire le temps
de calcul, en accélérant la résolution sur les niveaux grossiers.
On se propose d’appliquer ces stratégies à un problème inverse d’optimisation de forme
en conduction thermique. Les détails de cette expérience sont décrits dans [Blanchard 2010].
On considère un domaine de calcul initial de forme rectangulaire, pour lequel on impose des
conditions de Dirichlet aux frontières gauche et droite, tandis que des conditions d’adia-
baticité sont utilisées pour les frontières inférieure et supérieure, comme illustré par la
figure (2.20). Pour la forme initiale, la solution est linéaire. Le problème d’optimisation
consiste à chercher la forme de la paroi inférieure de manière à atteindre une cible de
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température Tc(x). On cherche donc à minimiser la fonctionnelle :
j(ΓNb) =
∫
ΓNb
|T (x)− Tc(x) |2 dΓ. (2.27)
Figure 2.20 – Problème inverse d’optimisation en conduction thermique.
(a) n0 = 5 design variables (b) n1 = 9 design variables
(c) n2 = 17 design variables (d) n3 = 33 design variables
Figure 2.21 – Représentation des differents niveaux de paramétrisation.
La figure (2.21) montre les quatre niveaux de paramétrisation considérés, qui comptent
respectivement 5, 9, 17 et 33 variables d’optimisation (coordonnées verticales des points de
contrôle de la paroi inférieure) et 28, 55, 133 et 385 degrés de liberté pour la simulation
(ensemble des points de contrôle).
On résout ce problème en utilisant une méthode de plus grande descente, tout d’abord
sur chacun des quatre niveaux indépendamment, puis en utilisant les deux stratégies hiérar-
chiques définies ci-dessus. La figure (2.22) montre les formes et les distributions de tempé-
rature obtenues pour deux optimisations simples réalisées sur le niveau grossier et le niveau
fin. On constate que la résolution sur le niveau grossier fournit une approximation de la
cible correcte, sauf dans les zones de changement de pente. La résolution du problème sur
le niveau fin aboutit à une solution oscillante, de qualité moindre.
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coarse level : n0 = 5 fine level : n3 = 33
(a) optimal design (b) optimal design
(c) optimal temperature on ΓNb (d) optimal temperature on ΓNb
Figure 2.22 – Résultats obtenus sur les niveaux grossiers et fins (optimisation simple
niveau).
Figure 2.23 – Comparaison des vitesses de convergence.
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Hierarchical optimization Hierarchical optimization and modeling
(a) optimal design (b) optimal design
(c) colormap of optimal temperature (d) colormap of optimal temperature
(c) optimal temperature on ΓNb (d) optimal temperature on ΓNb
Figure 2.24 – Résultats obtenus par les approches hiérarchiques.
Une comparaison des convergences est réalisée à la figure (2.23). On note que plus la
paramétrisation est fine et plus la convergence est difficile. Comme expliqué dans le chapitre
premier, on constate donc que la raideur du problème d’optimisation, liée à l’anisotropie
de la fonction coût, croît très rapidement avec le nombre de variables d’optimisation. On
remarque également que les modes correspondant à une erreur haute-fréquence sont pré-
pondérants.
En revanche, la stratégie d’optimisation hiérarchique, pour laquelle on réalise un faible
nombre d’itérations sur les premiers niveaux, aboutit à une réduction rapide de la fonction
coût. Si on emploie une stratégie hiérarchique pour la simulation et l’optimisation, on obtient
une réduction similaire pour un temps de calcul encore plus faible.
La figure (2.24) propose une comparaison des résultats obtenus par les deux approches
hiérarchiques. On remarque la régularité des solutions obtenues. Au contraire d’une
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optimisation simple sur le niveau fin, l’approche hiérarchique a permis une réduction
efficace de l’erreur haute fréquence.
Cet exemple illustre l’intérêt de tirer parti du caractère intrinsèquement hiérarchique de
l’analyse isogéométrique. Ces développements pourraient encore être étendus en considérant
une véritable méthodologie multigrille pour la résolution des EDP.
2.6 Synthèse
Ces différents travaux mettent en évidence le potentiel important de l’analyse isogéo-
métrique pour la conception optimale : l’absence d’erreur de modélisation géométrique, la
simplification algorithmique et conceptuelle permise par l’unification des représentations
de la géométrie, de la solution physique et de la déformation, le caractère hiérarchique
des représentations. Tous ces arguments soulignent l’intérêt d’une telle approche pour la
conception optimale, notamment dans un contexte multidisciplinaire.
Cependant, de nombreux obstacles limitent encore son utilisation pour des problèmes
complexes, comme les difficultés liées à la résolution des problèmes hyperboliques et la com-
plexité sous-jacente à l’utilisation de ces bases. De plus, la version présentée ici souffre d’une
représentation tensorielle qui limite son efficacité. Des variantes permettant le raffinement
local existent, comme les T-Splines [Dorfel 2010, Hughes 2005], mais leur utilisation est
encore plus complexe.
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Dans les chapitres précédents, on s’est attaché à construire une méthode de conception
optimale plus efficace, notamment en améliorant la prise en compte de la géométrie et en
introduisant un niveau de modélisation intermédiaire durant l’optimisation. Cependant, un
aspect fondamental a été négligé : la simulation ne représente pas exactement la réalité, mais
est entachée d’erreurs et incertitudes. Ce chapitre est donc consacré à la prise en compte des
erreurs et incertitudes durant la conception optimale. Dans un premier temps, on précise
ces concepts dans le contexte de la mécanique des fluides numérique. Quelques approches
permettant de quantifier les incertitudes sont ensuite présentées et comparées. Finalement,
plusieurs stratégies de conception robuste sont décrites et testées dans différents contextes.
3.1 Examen des concepts d’erreur et incertitude
Il est nécessaire de débuter ce chapitre par un examen précis du concept d’incertitude,
et du concept voisin d’erreur, dans le contexte de la mécanique des fluides numérique. Les
phénomènes étudiés ici sont intrinsèquement de nature déterministe et il est donc important
de préciser et justifier l’introduction du concept d’incertitude qui est lui intrinsèquement de
nature stochastique.
Dans ce chapitre, on adopte le point de vue proposé par l’AIAA ("American Institute
for Aeronautics and Astronautics") énoncé dans [Aia 1998] : le terme d’incertitude désigne
"a potential deficiency in any phase or activity of the modeling process that is due to a
lack of knowledge”. Par opposition, le terme d’erreur désigne lui "a recognizable deficiency
in any phase or activity of the modeling process that is not due to a lack of knowledge”.
Ainsi, l’incertitude désigne un possible écart par rapport à la réalité, issu d’un manque de
connaissance du problème. L’erreur désigne un écart dû à une simplification volontaire pour
la résolution du problème.
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Ainsi, en mécanique des fluides numérique, on peut identifier plusieurs sources d’incer-
titudes liées au fait qu’on ne connait le problème que de manière imparfaite : la valeur des
conditions aux limites et condition initiale (état de l’écoulement au moment initial, à l’in-
fini, en entrée, en sortie, etc), la géométrie des frontières (détails géométriques non connus,
déformation structurale, usure, etc), les équations d’état (coefficients thermodynamiques,
modèles de gaz, etc).
De manière similaire, de nombreuses sources d’erreurs peuvent être identifiées : l’erreur
de troncature (schémas spatiaux et temporels), l’erreur itérative (convergence incomplète),
l’erreur d’arrondi (calculs en précision finie), l’erreur de modélisation (introduction d’une
fermeture turbulente) et les erreurs d’implémentation.
Cette liste n’est pas exhaustive, il est certain néanmoins que tout calcul présente un écart
entre la solution trouvée et la réalité d’un écoulement. De nombreux travaux de recherche
(estimation d’erreur, adaptation de maillage, quantification d’incertitude) et de nombreux
"workshops" de validation ont été menés sur ce thème. Cependant, dans le contexte plus
large de la conception optimale, il est étonnant de constater que le résultat de la simulation
est la plupart du temps utilisé en l’état par l’algorithme d’optimisation, comme si le calcul
était exact. Par conséquent, la solution trouvée correspond à un cas idéal (sans incertitude)
et n’est pas un optimum exactement (sans erreur). Cela a pu être observé lors d’exercices
de conception optimale incluant une étude de validation croisée [Benini 2012].
L’objectif de ce chapitre est donc d’étudier dans quelle mesure il est possible de mener
un processus de conception prenant en compte les incertitudes et les erreurs de simulation.
3.2 Estimation d’incertitude
Dans un premier temps, on examine quelques approches possibles pour quantifier l’effet
de paramètres incertains sur le résultat d’un calcul d’écoulement. Il s’agit là d’un sujet de
recherche particulièrement actif ces dernières années et, dans la majorité des cas, un point
de vue statistique est adopté. On considère les paramètres incertains du calcul comme
variables aléatoires, caractérisées par une densité de probabilité connue. L’objectif est alors
de déterminer les moments statistiques (moyenne, variance, etc) du résultat du calcul. Le
lecteur pourra trouver dans [Walter 2002] un examen des différentes approches couramment
utilisées en aérodynamique. On retiendra principalement les méthodes suivantes :
– Les méthodes de Monte-Carlo, consistant à calculer la moyenne et la variance
par des estimateurs basés sur un échantillonnage aléatoire de taille M de l’espace
des événements. Cette approche est directe mais coûteuse, puisque la méthode est
d’ordre 1/
√
M , indépendamment du nombre de variables aléatoires. Dans le contexte
qui nous intéresse ici, son utilisation est quasiment impossible, du fait du nombre de
simulations à réaliser pour obtenir une estimation précise. Cependant, elle peut être
utilisée sur la base d’un modèle réduit, dont l’évaluation a un coût négligeable.
– L’utilisation des dérivées par rapport aux paramètres incertains, de manière
à approcher la valeur d’une fonctionnelle ou de la solution par développement de Tay-
lor au voisinage de la moyenne des variables incertaines. Une intégration analytique
permet alors de déduire une estimation de la moyenne et de la variance pour la fonc-
tionnelle ou la solution [Putko 2001, Huyse 2001a, Martinelli 2010, Turgeon 2001b].
La principale difficulté de cette approche réside dans le calcul des dérivées.
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– Les méthodes de Chaos Polynomial, consistant à décomposer la par-
tie stochastique de la solution selon une base de polynômes orthogonaux.
L’application d’une méthode de Galerkin conduit alors à un nouveau sys-
tème d’équations, dont la résolution fournit les coefficients associés aux diffé-
rents modes, permettant d’exprimer la moyenne, la variance, etc, de la solu-
tion [Lin 2006, Mathelin 2005, Walters 2003, Knio 2006]. Cette approche nécessite
cependant le développement de nouvelles méthodes numériques pour la résolution.
Plusieurs variantes non-intrusives mais coûteuses ont été développées, reposant
soit sur une identification des coefficients après calcul de plusieurs configurations
particulières, soit sur des intégrations discrètes dans des espaces de dimension élevée.
– La partition de l’espace des événements, associée à la résolution des équations
d’état sous condition d’appartenance à un élément de la partition. Cette approche
aboutit à un méthode de résolution similaire au cas déterministe, mais étendue à
la prise en compte des densités de probabilité des paramètres [Abgrall 2012]. Cette
approche nécessite des développements additionnels, mais limités et respectant la
structure des méthodes numériques existantes pour les problèmes déterministes.
On remarque que toutes ces méthodes diffèrent par la manière d’explorer ou décrire l’es-
pace des événements : par échantillonnage aléatoire, par série de Taylor, par décomposition
polynomiale et par partition. Ma contribution, décrite dans la suite de ce chapitre, concerne
plus précisément l’approche reposant sur l’analyse de sensibilité, comparée aux estimateurs
de Monte-Carlo appliqués à des métamodèles, dans la mesure où les méthodes utilisées sont
similaires celles couramment employées pour la conception optimale.
3.2.1 Estimation d’incertitude pour une fonctionnelle
3.2.1.1 Principe
Cette méthode consiste à substituer au modèle physique un développement de Taylor
autour des valeurs moyennes des variables incertaines, généralement à l’ordre un ou deux,
puis à intégrer analytiquement cette approximation polynomiale pour calculer les moments
statistiques (espérance, variance) des grandeurs d’intérêt. On examine dans cette section
l’application à une fonctionnelle, puis dans le paragraphe suivant l’application à la solution
des équations d’état.
On considère donc une fonctionnelle j, qui s’exprime :
j : a 7→ j(a) = J(a,W ) ∈ R, (3.1)
où a ∈ Rn représente un ensemble de variables aléatoires et W = W (a) ∈ RN sont les
variables d’écoulement. On propose d’adopter ici un point de vue discret, pour lequel la
discrétisation intervient avant la dérivation. On suppose donc dans la suite que toutes
les grandeurs considérées ont été auparavant discrétisées. On décrit les fluctuations de j
dues aux variations de a par un développement de Taylor à l’ordre un autour des valeurs
moyennes µa des paramètres incertains :
j(a) ≈ j(µa) +
n∑
i=1
∂j
∂ai
(ai − µai), (3.2)
ou par un développement à l’ordre deux :
j(a) ≈ j(µa) +
n∑
i=1
∂j
∂ai
(ai − µai) +
1
2
n∑
i=1
n∑
k=1
∂2j
∂ai∂ak
(ai − µai)(ak − µak). (3.3)
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L’espérance de j est par définition :
µj =
∫
Ωa
j(a)ρ(a)da, (3.4)
où Ωa et ρ sont respectivement l’espace des événements et la densité de probabilité du vec-
teur des variables aléatoires a. Si on suppose que les variables aléatoires ai sont Gaussiennes
et non corrélées, et si on utilise un développement de Taylor au premier ordre pour calculer
cette intégrale, on obtient facilement pour expression de l’espérance :
µj ≈ j(µa). (3.5)
Dans ce cas, l’espérance µj est simplement approchée par la valeur de la fonctionnelle j
calculée à la valeur moyenne µa. Si on utilise un développement à l’ordre deux, on a alors
l’expression suivante :
µj ≈ j(µa) + 1
2
n∑
i=1
∂2j
∂ai∂ai
σ2ai , (3.6)
où σ2ai est la variance de la variable aléatoire ai. On souligne que, dans ce cas, l’espérance
de j n’est pas approchée par la valeur de j pour la moyenne des paramètres incertains,
celle-ci est corrigée par un terme où apparaît la dérivée seconde de j.
La variance de j est par définition :
σ2j =
∫
Ωa
(j(a)− µj)2ρ(a)da. (3.7)
Si on utilise un développement à l’ordre un, le calcul de cette intégrale donne le résultat
suivant :
σ2j ≈
n∑
i=1
(
∂j
∂ai
)2
σ2ai . (3.8)
Dans le cas d’un développement à l’ordre deux, on a finalement l’expression :
σ2j ≈
n∑
i=1
(
∂j
∂ai
)2
σ2ai +
1
2
n∑
i=1
n∑
k=1
(
∂2j
∂ai∂ak
)2
σ2aiσ
2
ak
. (3.9)
On peut trouver une formulation plus générale, dans le cas de variables non Gaussiennes
ou corrélées, dans [Beyer 2007].
Il est intéressant d’examiner la précision de ces approximations, selon l’ordre des dérivées
utilisées. Si on considère une unique variable aléatoire de densité Gaussienne, l’utilisation
d’un développement de Taylor à l’ordre trois conduit à l’approximation suivante :
σ2j = j
′(µa)
2σ2a +
(
j′′(µa)
2
2
+ j′(µa)j
′′′(µa)
)
σ4a +O(σ
6
a). (3.10)
Par conséquent, l’utilisation des dérivées premières conduit à une erreur O(σ4a). Cepen-
dant, l’utilisation des dérivées secondes ne conduit pas à une erreur O(σ6a), mais encore
O(σ4a). Ainsi, une meilleure approximation de la variance peut être obtenue en utilisant
un développement d’ordre un plutôt que d’ordre deux, si on se trouve dans le cas où
j′(µa)j
′′′(µa) ≈ − j
′′(µa)
2
2 .
Dans le cadre d’un problème de mécanique des fluides, la difficulté de cette approche
réside dans le calcul des dérivées de j, car il s’agit d’une fonctionnelle, qui est évaluée par
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l’intermédiaire de la résolution d’un système d’équations aux dérivées partielles. En effet,
les variables d’état sont obtenues par résolution d’un système d’équations d’état :
Ψ(a,W ) = 0. (3.11)
Par suite, le gradient de j(a) = J(a,W ) s’écrit de la manière suivante :
∂j
∂ai
=
∂J
∂ai
+
∂J
∂W
∂W
∂ai
. (3.12)
Il est alors nécessaire de faire intervenir la dérivée de l’équation d’état :
∂Ψ
∂ai
+
∂Ψ
∂W
∂W
∂ai
= 0. (3.13)
Cette équation permet de calculer la sensibilité des variables d’écoulement θi = ∂W∂ai en
résolvant le système linéaire suivant :
∂Ψ
∂W
θi = − ∂Ψ
∂ai
. (3.14)
Le gradient de j par rapport aux paramètres incertains peut donc être évalué en résolvant
dans un premier temps le système (3.14) pour obtenir les sensibilités, puis en utilisant l’ex-
pression (3.12). Cependant, cette stratégie est relativement coûteuse, puisqu’il faut résoudre
un système linéaire pour chaque paramètre ai.
Il est beaucoup efficace de mettre en oeuvre une approche adjointe. En combinant les
équations (3.12) et (3.13) on obtient :(
∂j
∂a
)⊤
=
(
∂J
∂a
)⊤
−
(
∂Ψ
∂a
)⊤(
∂Ψ
∂W
)−⊤(
∂J
∂W
)⊤
. (3.15)
On constate donc que le gradient de j peut être obtenu en résolvant dans un premier temps
le système adjoint : (
∂Ψ
∂W
)⊤
Π =
(
∂J
∂W
)⊤
, (3.16)
où Π sont les variables adjointes, puis en utilisant l’expression suivante :(
∂j
∂a
)⊤
=
(
∂J
∂a
)⊤
−
(
∂Ψ
∂a
)⊤
Π. (3.17)
On note que le système adjoint ne fait pas intervenir a. Par suite, cette straté-
gie nécessite la résolution d’un seul système linéaire, quel que soit le nombre de pa-
ramètres incertains. L’application de la méthode adjointe à l’aérodynamique a été étu-
diée par de nombreux auteurs, auxquels on pourra se référer pour avoir plus de dé-
tails [Pironneau 1974, Nielsen 1999, Jameson 1988, Mohammadi 2001, Mohammadi 1999,
Ta’asan 1994, Courty 2003, Elliott 1997, Martinelli 2007, Baysal 1996].
Pour les calculs de la dérivée seconde, on suit la démarche proposée dans [Ghate 2007,
Sherman 1996]. A partir de la dérivée première (3.12), on peut réaliser une seconde dériva-
tion par rapport à la k-ième composante de a. On obtient alors :
∂2j
∂ai∂ak
= D2i,kJ +
∂J
∂W
∂2W
∂ai∂ak
, (3.18)
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avec :
D2i,kJ =
∂
∂a
(
∂J
∂a
ei
)
ek +
∂
∂W
(
∂J
∂a
ei
)
∂W
∂ak
+
∂
∂W
(
∂J
∂a
ek
)
∂W
∂ai
+
∂
∂W
(
∂J
∂W
∂W
∂ai
)
∂W
∂ak
.
La dérivée de l’équation (3.13), fournit de manière analogue l’expression suivante :
D2i,kΨ+
∂Ψ
∂W
∂2W
∂ai∂ak
= 0, (3.19)
avec :
D2i,kΨ =
∂
∂a
(
∂Ψ
∂a
ei
)
ek +
∂
∂W
(
∂Ψ
∂a
ei
)
∂W
∂ak
+
∂
∂W
(
∂Ψ
∂a
ek
)
∂W
∂ai
+
∂
∂W
(
∂Ψ
∂W
∂W
∂ai
)
∂W
∂ak
.
Si on substitue la dérivée seconde des variables d’état ∂
2W
∂ai∂ak
dans l’équation (3.18) à partir
de l’équation (3.19), on obtient :
∂2j
∂ai∂ak
= D2i,kJ −
∂J
∂W
(
∂Ψ
∂W
)−1
D2i,kΨ (3.20)
= D2i,kJ −Π⊤D2i,kΨ, (3.21)
où Π est la solution du problème adjoint.
Finalement, l’algorithme permettant de calculer les dérivées premières et secondes,
peut se résumer à :
1. Résoudre les variables adjointes Π dans :
(
∂Ψ
∂W
)⊤
Π =
(
∂J
∂W
)⊤
2. Calculer le gradient de j :
(
∂j
∂a
)⊤
=
(
∂J
∂a
)⊤
−
(
∂Ψ
∂a
)⊤
Π
3. Pour i ∈ {1 . . . n} : Résolution des sensibilités θi dans :
(
∂Ψ
∂W
)
θi = −
(
∂Ψ
∂ai
)
4. Pour i ∈ {1 . . . n} et k ∈ 1 . . . i, calculer : ∂
2j
∂ai∂ak
= D2i,kJ −Π⊤(D2i,kΨ)
Le calcul des sensibilités est nécessaire pour l’évaluation des termes D2i,kJ et D
2
i,kΨ.
On observe dans cet algorithme de nombreux termes qui sont des dérivées partielles
et dont l’évaluation n’est pas triviale. Dans ce contexte, ces termes ont été évaluée en
utilisant le logiciel de différentiation automatique TAPENADE, développé par l’Equipe-
Projet Tropics. Le calcul des dérivées secondes a été réalisé par M. Martinelli durant sa
thèse de doctorat. L’application à l’estimation d’incertitude, décrite ci-dessous, a été réalisée
en collaboration. Les détails pourront être trouvés dans [Martinelli 2008, Martinelli 2010,
Martinelli 2007].
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3.2.1.2 Application au cas de conditions aux limites incertaines
On considère l’écoulement autour de l’aile d’un jet d’affaire, en régime subsonique. Les
conditions de vol nominales sont un nombre de Mach M∞ = 0.65 et une incidence α = 2◦.
Les caractéristiques de l’écoulement sont calculées par résolution des équations d’Euler
compressible en régime stationnaire, par une méthode de type volumes-finis [Dervieux 1992,
Kloczko 2008a]. Le maillage compte 31124 noeuds et 173 445 éléments tétraédriques.
On suppose que le nombre de Mach et l’incidence sont soumis à incertitude. Plus préci-
sément, on considère ces grandeurs comme des variables Gaussiennes non-corrélées, carac-
térisées par :
Mach Incidence (deg.)
Moyenne 0.65 2
Ecart-type 0.01666 0.1666
On propose d’appliquer l’approche présentée précédemment à l’estimation des statis-
tiques relatives au coefficient de traînée aérodynamique. Les détails de ces expériences
pourront être trouvés dans [Martinelli 2008, Martinelli 2010]. De manière à avoir un ré-
sultat de référence, on réalise au préalable 21 × 21 simulations, pour un nombre de Mach
et une incidence variable. La figure (3.1) illustre le résultat obtenu. Cette base de donnée
très fine est utilisée pour construire un métamodèle de référence, sur lequel on réalise une
analyse de Monte-Carlo. Pour obtenir un précision importante, plusieurs échantillons très
larges sont utilisés, avec un générateur de nombres pseudo-aléatoires de type "Mersenne
twister" [Matsumoto 1998], caractérisé par une périodicité de 219937−1. On considère dans
la suite les résulats obtenus comme résultats de référence :
Moyenne de référence 6.857 10−3
Variance de référence 1.553 10−7
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Figure 3.1 – Traînée pour 21× 21 analyses CFD.
A titre de comparaison, on considère ensuite l’estimation d’incertitude à partir de mé-
tamodèles reposant sur une base de dimension réduite. On construit ainsi des métamodèles
de types RBF et Krigeage pour des bases de données de taille croissante, correspondant à
des distributions de type hypercube latin [Sacks 1989], auxquelles les coins du domaine ont
été ajoutés. On obtient finalement les valeurs suivantes :
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Figure 3.2 – Valeurs de traînée et erreur relative avec un métamodèle RBF à 8 points.
Métamodèle Points Moyenne Erreur
RBF 8 6.85507 10−3 2.43491 10−6
RBF 23 6.85762 10−3 1.05410 10−7
KRG 8 6.85257 10−3 4.94454 10−6
KRG 23 6.85762 10−3 1.14150 10−7
Métamodèle Points Variance Erreur
RBF 8 1.56176 10−7 8.41631 10−10
RBF 23 1.56595 10−7 1.26098 10−9
KRG 8 1.55076 10−7 2.57555 10−10
KRG 23 1.56575 10−7 1.24084 10−9
La figure (3.2) montre la traînée prédite par un métamodèle RBF avec 8 points d’entraine-
ment, ainsi que l’erreur évaluée sur la grille de référence de 21×21 points. On peut noter que
l’erreur pour la variance est légèrement plus forte dans le cas d’une base de donnée large.
Ce phénomène est dû au fait que le métamodèle basé sur 23 points présente de légères
oscillations dégradant l’estimation de la variance.
On considère maintenant les résultats obtenus par analyse de sensibilité. On calcule
alors la traînée et ses dérivées pour les conditions nominales seulement. La méthode fournit
alors les résultats suivants, pour une approximation au premier ordre et second ordre :
Moyenne Erreur
Premier ordre 6.83049 10−3 2.70266 10−5
Second ordre 6.86056 10−3 3.04649 10−6
Variance Erreur
Premier ordre 1.54665 10−7 6.69276 10−10
Second ordre 1.55758 10−7 4.23060 10−10
Les figures (3.3) et (3.4) montrent l’évolution de la traînée prédite par les développements
de Taylor à l’ordre un et deux, ainsi que l’erreur sur la grille de 21× 21 points. Comme on
pouvait le prévoir, l’erreur croît lorsqu’on s’éloigne des conditions nominales.
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Figure 3.3 – Valeurs de traînée et erreur relative avec analyse de sensibilité (premier
ordre).
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Figure 3.4 – Valeurs de traînée et erreur relative avec analyse de sensibilité (second ordre).
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Les deux approches mises en oeuvre sont de natures profondément différentes. Il est
donc intéressant de comparer leur performance en terme de de coût CPU et de mémoire
nécessaire. Dans le cas de l’analyse de sensibilité, la mémoire et le temps de calcul
nécessaires au calcul des dérivées sont donnés dans les tableaux suivants (Intel Xeon 2.66
GHz) :
Mémoire en Mb
Simulation 130
Dérivées premières 250
Dérivées secondes 120
Solveur GMRES 250
Préconditionneur 340
Total 1090
Temps CPU en secondes
Simulation 403
Gradient 255
Hessien 278
Total 936
On constate que la différentiation automatique est particulièrement exigente en mémoire,
puisqu’il faut presque 10 fois plus de mémoire pour calculer les dérivées que pour le code
de simulation seul. En revanche, le coût de calcul est relativement faible car il est seule-
ment doublé par rapport à une simple simulation. On a montré que le coût de cette
stratégie croît de manière quadratique avec le nombre de paramètres incertains considé-
rés [Martinelli 2007].
En ce qui concerne l’approche par métamodèles, le coût de calcul est essentiellement
lié à la construction de la base de données. Si celle-ci est réalisée séquentiellement, le coût
croit quasi-linéairement. En revanche, si on peut faire appel au calcul parallèle, avec un
nombre de processeurs égal au nombre de points d’entrainement, le coût de calcul reste
presque identique à celui d’une seule simulation :
Temps CPU en secondes
Construction séquentielle (8 pts) 3250
Construction parallèle (8 pts) 440
On retiendra que l’approche par analyse de sensibilité est beaucoup plus complexe à
mettre en oeuvre, car intrusive, malgré l’utilisation de la différentiation automatique. Les
résultats obtenus pour ce cas relativement simple sont précis et la performance en terme de
temps CPU est satisfaisante. Cependant, le coût en terme de mémoire reste important. De
plus, certaines difficultés sont apparues lors du calcul des dérivées secondes pour un régime
transsonique, dues à la différentiation des limiteurs de pente utilisés pour la capture de
choc [Martinelli 2008]. Ces limitations militent pour l’utilisation d’une approche continue,
présentée dans le paragraphe suivant.
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3.2.2 Estimation d’incertitude pour l’écoulement
3.2.2.1 Principe
On s’intéresse maintenant à estimer les moments statistiques, non plus pour une fonc-
tionnelle, mais pour un champ solution des équations d’état. L’approche reste sensiblement
la même, l’approximation de la variance d’un champ u étant, pour un développement de
Taylor à l’ordre un :
σ2u ≈
∑
i
(
∂u
∂ai
)2
σ2ai . (3.22)
La difficulté réside encore dans le calcul de la dérivée partielle du champ solution par
rapport au paramètre incertain (champ de sensibilité). Contrairement au cas précédent,
on propose d’adopter ici une approche continue, pour laquelle la dérivation survient avant
la discrétisation. Ces travaux ont été menés en collaboration avec D. Pelletier de l’Ecole
Polytechnique de Montréal.
On considère les équations de Navier-Stokes pour un écoulement incompressible lami-
naire en régime stationnaire :
ρu · ∇u = −∇p+∇ · τ(u) + f , (3.23)
∇ · u = 0, (3.24)
où ρ est la densité, u la vitesse et p la pression. f représente une force volumique. Le tenseur
des contraintes visqueuses est donné par :
τ(u) = µ
{
∇u+ (∇u)T
}
.
où µ est la viscosité dynamique du fluide.
On impose de plus des conditions de Dirichlet et Neumann aux frontières ΓD et ΓN
respectivement :
u = u (ΓD), (3.25)[
−pI+ µ
(
∇u+ (∇u)T
)]
· nˆ = t (ΓN ), (3.26)
où nˆ est la normale unitaire sortante et I le tenseur identité d’ordre deux.
Les équations des sensibilités continues sont obtenues en dérivant formellement les équa-
tions d’état par rapport au paramètre a. Les champs u et p sont considérés comme des
fonctions de l’espace et du paramètre a : u(x; a) et p(x; a). Les champ de sensibilité corres-
pondants sont définis par :
su =
∂u
∂a
sp =
∂p
∂a
. (3.27)
La dérivation des équations 3.23 et 3.24 donne finalement :
ρ′u · ∇u+ ρ (su · ∇u+ u · ∇su) = −∇sp +∇ · τ(su) +∇ · Sτ (u) + f ′, (3.28)
∇ · su = 0, (3.29)
avec :
Sτ (u) = µ
′
{
∇u+ (∇u)T
}
.
Les dérivées des propriétés du fluide sont notées par (′). Les conditions aux limites sont
obtenues par dérivation des conditions aux limites pour les équations d’état. Cependant,
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si a représente un paramètre géométrique, la position de la frontière dépend de a, ce qui
introduit un terme additionnel. Ainsi, la dérivation de la condition de Dirichlet u = u
donne :
∂u
∂a
+∇u · ∂x
∂a
=
du
da
, (3.30)
où d/da représente la dérivée totale par rapport à a. La condition aux limites pour la
sensibilité de u est finalement :
su =
du
da
−∇u · ∂x
∂a
(ΓD). (3.31)
Les conditions aux limites de type Neumann sont traitées de manière similaire, pour obtenir
finalement :[
−spI+ µ
(
∇su + (∇su)T
)]
· nˆ
+
[
µ′
(
∇u+ (∇u)T
)]
· nˆ = dt
da
−
{
∇
[
−pI+ µ
(
∇u+ (∇u)T
)]
· ∂x
∂a
}
· nˆ
−
[
−pI+ µ
(
∇u+ (∇u)T
)]
· ∂nˆ
∂a
(ΓN ). (3.32)
Une fois les équations des sensibilités établies, celles-ci sont discrétisées et résolue par une
méthode éléments-finis avec maillage adaptatif, sur la base d’un estimateur d’erreur de type
Zhu-Zienkiewicz [Zienkiewicz 1992a, Zienkiewicz 1992b].
On remarque que les conditions aux limites de type Dirichlet font intervenir la dérivée
première de la solution des équations d’état, tandis que les conditions de type Neumann
font intervenir la dérivée seconde. Les conditions aux limites pour les sensibilités ne sont
donc pas connues exactement. Cette spécificité conduit à une difficulté supplémentaire et,
en l’absence d’un traitement spécifique, met en échec la méthode d’estimation d’erreur. J’ai
montré que cette difficulté pouvait être surmontée en réalisant une reconstruction d’ordre
élevé des dérivées aux frontières [Duvigneau 2006d, Duvigneau 2006b]. Plus précisément, si
les valeurs des conditions aux limites sont reconstruites avec un ordre de précision au moins
égal à celui du schéma numérique employé, alors l’estimateur d’erreur pour les champs de
sensibilités converge vers l’erreur exacte.
A titre d’illustration, la figure (3.5) montre l’évolution de l’estimateur d’erreur pour les
sensibilités, pour un problème avec une solution manufacturée où l’erreur exacte est connue,
dans le cas de différentes reconstructions des dérivées aux frontières [Duvigneau 2006b].
3.2.2.2 Application au cas d’une géométrie incertaine
On considère l’écoulement incompressible de fluide visqueux autour d’un profil d’aile
NACA-0012. Le nombre de Reynolds est 2000 et l’angle d’attaque 5◦. Les équations
de Navier-Stokes sont discrétisées par une méthode éléments-finis basée sur l’élément de
Crouzeix-Raviart. Le système d’équations non-linéaires est résolu par une méthode de New-
ton. Six cycles de raffinement automatique du maillage sont réalisés, sur la base d’une es-
timation de l’erreur pour les variables d’état et les variables de sensibilité, comme illustré
sur la figure (3.6). Les détails de ces calculs sont donnés dans [Duvigneau 2006c].
Les profils de type NACA-XXXX sont entièrement définis à partir d’un paramètre
d’épaisseur et deux paramètres de cambrure : le premier définit la position longitudinale
de cambrure maximale et le second l’amplitude de la cambrure, relativement à la corde du
profil l. Pour cet exercice d’estimation d’incertitude, on suppose que plusieurs paramètres
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Figure 3.5 – Estimation d’erreur dans le cas d’une évaluation d’ordre 1 des conditions
aux limites (gauche) et d’ordre 3 (droite).
Figure 3.6 – Maillage adapté pour l’écoulement et les sensibilités.
géométriques du problème sont des variables aléatoires Gaussiennes non corrélées : l’angle
d’attaque (variance 0.5◦), l’épaisseur du profil (variance 1% l) et l’amplitude de la cambrure
(variance 1% l).
Les équations des sensibilités par rapport à ces trois variables sont résolues par une
méthode de type éléments-finis similaire à celle utilisée pour les équations d’état. Le calcul
des sensibilités peut être facilement validé en comparant la solution issue d’une simulation
pour des valeurs voisines des paramètres, à une extrapolation linéaire de la solution obtenue
à partir des valeurs nominales des paramètres et des sensibilités. A titre d’exemple, on simule
l’écoulement autour du profil NACA-2212 et on compare la solution à une extrapolation
linéaire obtenue à partir de l’écoulement et des sensibilités pour un profil NACA-0012. La
figure (3.7) propose une comparaison du coefficient de pression sur le profil, tandis que les
figures (3.8) et (3.9) illustrent la comparaison du champ de pression entier. On constate
que l’approximation linéaire du comportement est valide pour une variation de la cambrure
assez importante.
Sur la base des équations (3.22), la variance des champs de vitesse et pression peut aisé-
ment être calculée à partir des champs de sensibilité et des variances des variables aléatoires
considérées. La figure (3.10) montre le champ de variance de la première composante de
vitesse.
La caractérisation de l’incertitude pour l’ensemble de l’écoulement est intéressante, dans
la mesure où elle permet ensuite de se focaliser sur des points particuliers et de décomposer la
variance selon son origine. Ainsi, les figures (3.11 - 3.12) présentent la variance du coefficient
de pression et la décomposition selon les variables aléatoires. De même, les figures (3.13)
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Figure 3.7 – Comparaison du coefficient de pression exact et extrapolé.
Figure 3.8 – Champ de pression pour le profil NACA-0012 (noir) et l’extrapolation pour
le profil NACA-2212 (rouge).
Figure 3.9 – Champ de pression pour le profil NACA-2212.
et (3.14) montrent la variance de la vitesse dans le sillage et sa décomposition.
Des études similaires, portant sur la même méthodologie, ont été réalisées pour quantifier
l’incertitude liée aux coefficients des modèles de turbulence [Turgeon 2001a, Godfrey 2001]
ou aux coefficients thermodynamiques du gaz [Turgeon 2001b].
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Figure 3.10 – Champ de variance pour la première composante de vitesse pour une
incertitude d’épaisseur du profil.
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Figure 3.11 – Intervalle µ± 3σ pour le coefficient de pression.
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Figure 3.12 – Ecart-type du coefficient de pression selon les variables (extrados).
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Figure 3.13 – Intervalle µ± 3σ pour la vitesse dans le sillage.
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Figure 3.14 – Ecart-type de la vitesse dans le sillage selon les variables.
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3.3 Optimisation robuste
Comme évoqué précédemment, les incertitudes et les erreurs se manifestent par un écart
entre la solution issue de la simulation et la réalité. Le terme optimisation robuste désigne
une méthode d’optimisation qui vise à prendre en compte ces erreurs et incertitudes durant
la phase de conception.
On peut distinguer deux approches bien distinctes : la première, qu’on désignera sous le
terme d’optimisation de critères statistiques, consiste à prendre en compte les moments sta-
tistiques de la performance comme critères d’optimisation, sachant que certains paramètres
du problème sont des variables aléatoires. L’application typique concerne une optimisation
avec une incertitude concernant les conditions de fonctionnement. La seconde approche,
qu’on désignera sous le terme d’optimisation de critères bruités, vise à réaliser une optimi-
sation sachant que le résultat de la simulation est entâchée d’erreur. L’application typique
concerne ici une optimisation reposant sur des simulations avec discrétisation grossière ou
convergence partielle.
Ces approches sont encore peu employées dans le domaine de la mécanique des fluides
numérique. Ma contribution a consisté à résoudre précocement des problèmes de conception
aérodynamique avec incertitude et de proposer une approche pour prendre en compte les
erreurs numériques au cours de l’optimisation. On présente dans les sections suivantes ces
approches.
3.3.1 Optimisation de critères statistiques
3.3.1.1 Méthode
Dans ce paragraphe, on cherche à formuler un problème de conception optimale sachant
que des paramètres sont incertains.
Pour cela, on adopte une formulation statistique : selon la théorie de la déci-
sion [Bandemer 2006], le meilleur choix en présence d’incertitude est celui qui maximise
l’espérance de la performance, ou minimise la moyenne du risque :
Minimiser µj =
∫
Ωa
J(x,W (x, a)) ρ(a) da. (3.33)
Cependant, dans un contexte industriel, on cherche généralement à éviter les variations
de la fonction coût. Pour cela, la prise en compte d’un critère reposant sur l’espérance n’est
pas suffisante et on y adjoint alors un critère reposant sur la variance :
Minimiser
{ µj = ∫
Ωa
J(x,W (x, a)) ρ(a) da,
σ2j =
∫
Ωa
(J(x,W (x, a))− µj)2 ρ(a) da.
(3.34)
Cette approche revient donc à résoudre un problème d’optimisation, en adoptant comme
critère(s) la valeur moyenne de la fonctionnelle coût et éventuellement sa variance. Un
examen des approches alternatives pourra être trouvé dans [Huyse 2001a, Huyse 2001b,
Li 2001]. Pour calculer les moments statistiques, on s’appuie bien entendu sur les différentes
méthodes d’estimation décrites précédemment.
3.3.1.2 Application à la conception aérodynamique
On propose d’illustrer cette méthode pour un problème de conception optimale de forme
aérodynamique. On considère comme cas-test l’optimisation de la forme d’une voilure en
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régime transsonique, présentée dans le chapitre premier. On suppose que le nombre de
Mach n’est plus fixé à M∞ = 0.83, mais est une variable aléatoire de densité Gaussienne,
de moyenne µM∞ = 0.83 et d’écart type σM∞ = 0.0166.
Dans un premier temps, on montre qu’il est nécessaire de prendre en compte les incer-
titudes au cours de la conception. Pour cela, on considère la forme de voilure optimisée
(réduction de traînée à portance constante) pour un nombre de Mach nominal M∞ = 0.83
et on simule l’écoulement pour un nombre de Mach voisin. Les résultats en terme de coef-
ficients aérodynamiques sont :
Mach number Drag coef. Lift coef.
0.81 0.01029 0.2929
0.83 (nominal) 0.01139 0.3188
0.85 0.01811 0.3512
(a) M∞ = 0.81
(b) M∞ = 0.83
(c) M∞ = 0.85
Figure 3.15 – Contours iso-Mach pour une voilure optimisée au nombre de Mach nominal
M∞ = 0.83 ; haut : M = 0.81 ; milieu : M = 0.83 (nominal) ; bas : M = 0.85.
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On constate que la traînée augmente fortement pour une faible augmentation du nombre
de Mach. L’analyse de l’écoulement montre qu’un choc apparaît lors de l’augmentation du
nombre de Mach, alors que l’optimisation à M∞ = 0.83 avait permis de supprimer le choc
à ce régime, comme illustré par la figure (3.15)). Ces observations justifient l’usage d’une
méthode optimisant des critères statistiques.
Dans un second temps, on résout le problème d’optimisation statistique bi-critère repré-
senté par l’équation (3.34). Pour cela, la moyenne et la variance du coefficient de traînée sont
calculées par construction d’un métamodèle, puis utilisation d’un estimateur non-biaisé de
Monte-Carlo sur la base du métamodèle. Une étude systématique de l’erreur pour l’estima-
tion des moments est réalisée dans [Duvigneau 2007a], qui montre qu’une base de donnée
constituée de K = 7 points est nécessaire pour obtenir un modèle précis pour l’estimation
des moments du coefficient de trainée. Différentes distributions des points de la base de
données ont été testées (uniforme, selon la fonction de répartition, points de Tchebychev),
sans impact significatif sur la précision du résultat. L’algorithme d’évaluation des critères
d’optimisation peut donc se résumer par :
1. Réalisation de K simulations correspondant aux valeurs a1, · · · , aK de la variable
incertaine a ;
2. Construction d’un métamodèle j˜(a) à partir des données j(a1), · · · , j(aK) ;
3. Estimation des moments de j par Monte-Carlo à partir du métamodèle j˜(a) .
Cette approche relativement simple présente un intérêt car elle est facilement parallé-
lisable. Ainsi, la résolution du problème d’optimisation robuste s’appuie sur trois niveaux
de parallélisme emboîtés [Duvigneau 2008a] : parallélisation de l’algorithme d’optimisation
PSO, parallélisation de la construction des bases de données et parallélisation des simula-
tions par partitionnement du domaine de calcul, comme illustré par la figure (3.16). Les
calculs présentés ci-dessous ont ainsi été réalisés à l’aide de 20× 7× 4 coeurs.
Figure 3.16 – Optimisation robuste à trois niveaux de parallélisme.
On résout trois problèmes d’optimisation, faisant intervenir différentes pondérations des
deux critères : on minimise dans un premier temps la moyenne de la traînée, puis la somme
de la moyenne et de la variance et enfin seulement la variance. Dans tous les cas, on considère
une contrainte de portance formulée de manière probabiliste : on impose que la probabilité
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d’avoir une portance supérieure à la portance initiale C0L soit au moins 95% :
P (CL > C
0
L) > 0.95. (3.35)
Ces problèmes sont résolus à l’aide d’un algorithme PSO, la voilure étant définie par
32 paramètres de forme. Les résultats obtenus sont illustrés par les figures (3.17) et (3.18),
montrant l’évolution du coefficient de traînée avec le nombre de Mach et la densité de
probabilité de la traînée, pour les trois solutions trouvées. Ces figures ont été obtenues par
un calcul a posteriori faisant intervenir 21 simulations sur l’intervalle de nombre de Mach
considéré et une analyse de Monte-Carlo avec un métamodèle basé sur ces 21 points. On
constate que la minimisation de la traînée moyenne fournit une voilure caractérisée par la
traînée la plus faible en moyenne mais présentant une variation de valeur encore importante.
Au contraire, la minimisation de la variance seule aboutit à une voilure dont la traînée est
quasiment insensible à la variation du nombre de Mach, mais dont la valeur est élevée.
Finalement, la minimisation des deux critères fournit un compromis entre une performance
moyenne et une variance de la performance, ce qui souligne que l’optimisation statistique
est nécessairement un problème multicritère, pour lequel un compromis est recherché.
Figure 3.17 – Variation de la traînée pour trois solutions de l’optimisation statistique :
minimisation de la variance seule (bleu), la moyenne seule (vert) et des deux critères (rouge).
Chaque point correspond à une simulation.
Ces essais montrent qu’une estimation d’incertitude basée sur des métamodèles, alliée
à une optimisation des moments statistiques, permet d’obtenir des résultats intéressants.
Mais cette approche n’est envisageable que pour un nombre de variables incertaines faible,
pour des raisons de coût de calcul des bases de données. Une première alternative consiste-
rait à utiliser une autre approche pour l’estimation d’incertitude, comme celles présentées
précédemment ; une seconde alternative serait de construire un échantillonnage couvrant à
la fois l’espace de conception et l’espace des événements, dans le contexte d’une optimisation
par processus Gaussiens. Cette dernière approche est en cours d’étude.
3.3.2 Optimisation de critères bruités
3.3.2.1 Méthodes
La méthode décrite ci-dessus permet de tenir compte d’une mauvaise connaissance du
problème. On s’intéresse maintenant à prendre en compte l’écart dû au fait que les équations
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Figure 3.18 – Histogrammes pour trois solutions de l’optimisation statistique : minimisa-
tion de la variance seule (bleu), la moyenne seule (vert) et des deux critères (rouge).
résolues sont simplifiées (erreur de modélisation) et que la résolution n’est pas exacte (erreur
de discrétisation et itérative). Ces erreurs liées à la simulation ont pour conséquence que
chaque évaluation de la fonctionnelle coût est inexacte, conduisant à fournir à l’algorithme
d’optimisation une évaluation erronée. Une quantification précise des erreurs et leur effet
sur une optimisation aérodynamique a été étudiée dans [Madsen 2000].
Dans le contexte qui nous intéresse ici, l’erreur de modélisation est liée à l’utilisation, par
exemple, d’une fermeture turbulente plutôt que de résoudre les équations de Navier-Stokes
directement. Le choix d’un modèle particulier influence la solution du système d’EDP et, par
conséquent, la forme optimale trouvée. l’erreur commise sera d’amplitude variable selon le
choix de la fonction coût. A titre d’illustration, la figure (3.19) montre les formes optimales
trouvées pour deux modèles de turbulence différents, dans le contexte de l’optimisation de
la forme arrière d’une carène de vraquier à échelle réelle (Re = 109). On constate que les
formes trouvées ont des caractéristiques similaires, bien que les écoulements correspondants
soient différents, comme illustré par la figure (3.20). Cette expérience montre que l’impact
de l’erreur de modélisation est difficilement prévisible [Duvigneau 2003].
k-t model
initial shape
Rij-t model
k-t model
initial shape
Rij-t model
Figure 3.19 – Comparaison des formes optimales de carène pour deux sections différentes,
trouvées avec un modèle de turbulence k − Ω et Rij − Ω.
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Figure 3.20 – Comparaison des lignes de frottement pour les deux carènes trouvées avec
un modèle de turbulence k − Ω (gauche) et Rij − Ω (droite).
Une approche classique, pour les erreurs de discrétisation et itérative, consiste à utiliser
un maillage "suffisamment" fin, si possible adapté, et une solution "suffisamment" convergée
pour estimer la valeur de la fonction coût, sur la base d’une étude pour la forme initiale.
Cependant, cette approche est coûteuse et pas nécessairement facile à mettre en oeuvre en
pratique. En effet, il est courant que le changement de forme modifie les caractéristiques de
convergence de la fonction de coût.
Dans la perspective d’avoir une gestion plus rigoureuse des erreurs, on propose une
approche alternative reposant sur la stratégie d’optimisation basée sur des processus Gaus-
siens, décrite dans le chapitre premier. En s’inspirant de l’approche proposée par Gins-
bourger [Ginsbourger 2009], on propose de modéliser les erreurs comme un bruit d’obser-
vation aux points XN = {x1,x2, . . . ,xN}. Ce bruit est défini par une distribution Gaus-
sienne multi-variée ε ∼ N (0,∆), de moyenne nulle et matrice de covariance diagonale
∆ = diag(τ2i ), i ∈ [1, N ]. τi représente l’écart-type du bruit associé à l’évaluation au point
xi. On peut alors montrer que le modèle Gaussien est modifié et a pour nouvelles expressions
de la moyenne et la variance [Ginsbourger 2009] :
fˆN+1 = k
⊤
N+1(C
−1
N +∆)FN , σ
2
fN+1 = κ− k⊤N+1(C−1N +∆)kN+1. (3.36)
Pour illustrer cette approche, on considère la fonction analytique suivante :
y(x) =
1
2
(
sin(20x)
1 + x
+ 3x3 cos(5x) + 10(x− 0.5)2 − 0.6
)
. (3.37)
On considère cinq observations, correspondant à la fonction analytique "exacte" plus une
perturbation Gaussienne d’écart-type τ = 0.1 uniforme. La figure (3.21) montre le modèle
initial et après 15 itérations d’optimisation, si une approche classique est employée. On
constate que le modèle interpole des points avec erreur et ne converge pas vers une repré-
sentation satisfaisante de la fonction. L’optimisation est un échec. Comme on le verra par
la suite, ce phénomène se produit également dans le contexte de la simulation.
Si on utilise un modèle prenant en compte les erreurs d’observation, comme illustré
par la figure (3.22), le modèle converge vers une représentation approchant la fonction.
Notamment, les évaluations convergent vers le minimum de la fonction analytique, même
si le modèle se base sur des observations bruitées. Comme proposé dans [Picheny 2012], on
a modifié la fonction de mérite de type EI, définie par l’équation (1.14), pour prendre en
compte le fait que la future évaluation sera en fait une observation bruitée. Le nouveau
critère ("Augmented Expected Improvement") devient :
jAEI(x) = jEI,T (x)
(
1− τ√
σ̂2(x) + τ2
)
, (3.38)
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Figure 3.21 – Illustration sans prise en compte du bruit : modèle initial (gauche) et après
15 itérations d’optimisation.
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Figure 3.22 – Illustration avec prise en compte du bruit : modèle initial (gauche) et après
15 itérations d’optimisation.
où τ désigne une estimation du bruit à la future évaluation et jEI,T est le critère classique,
où ĵ(xmin)+σ̂(xmin) remplace jmin. Cette modification favorise l’exploration dans les zones
de variance forte devant le bruit.
Cette approche a été utilisée dans [Picheny 2010], pour mener une optimisation en pre-
nant en compte l’erreur itérative, dans le contexte d’estimations de Monte-Carlo. Pour
appliquer cette approche à la conception optimale aérodynamique, il faut que la modéli-
sation de l’erreur par un bruit soit justifiée. La difficulté réside alors dans l’estimation de
la variance du bruit associée à chaque point d’observation. On examine dans les sections
suivantes quelques tentatives d’application.
3.3.2.2 Application au traitement de l’erreur itérative
On considère comme cas d’application l’optimisation d’un profil en régime transsonique
(M∞ = 0.8), l’écoulement étant simulé par résolution des équations d’Euler compressible
en régime stationnaire, par une méthode de type volumes-finis. Un maillage assez fin (10
770 noeuds) est employé, de manière à réduire l’influence de l’erreur d’approximation. Le
maillage et la solution pour le profil initial sont visibles sur les figures (3.23) et (3.24).
La forme de l’extrados du profil est représentée par une courbe B-Spline cubique com-
prenant 7 points de contrôle. On se propose de minimiser le ratio traînée / portance en
déplaçant verticalement les points de contrôle 4 et 5, qui ont une influence maximale à la
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Figure 3.23 – Maillage pour le profil initial.
Figure 3.24 – Champ de pression pour le profil initial.
position du choc. On choisit un problème avec seulement deux variables d’optimisation, de
manière à pouvoir représenter graphiquement la fonction de coût et les modèles Gaussiens
générés.
A titre de référence, un ensemble de 20× 20 simulations, avec un critère d’arrêt corres-
pondant à une réduction de la norme L2 des résidus de 6 ordres, est réalisé. La fonction de
coût correspondante est représentée à la figure (3.25), et apparaît convexe. La convergence,
en terme de réduction de la norme L2 des résidus et en terme de valeur de la fonction coût,
est illustrée par la figure (3.26). Comme le montre cette figure, on constate qu’il n’est pas
nécessaire d’imposer un tel critère de convergence pour la résolution des EDP, pour obtenir
une estimation précise de la fonction coût. On va donc chercher par la suite à minimiser la
fonction coût avec un critère de convergence bien moindre, de manière à réduire le coût de
calcul.
On considère désormais un critère d’arrêt pour la résolution des EDP correspondant à
une réduction de seulement un ordre de la norme des résidus. Dans un premier temps, on
réalise une optimisation par processus Gaussien classique, sans prise en compte de l’erreur,
associé à une fonction de mérite de type EI. La base donnée initiale compte 8 points. La
figure (3.27) montre le modèle obtenu après 40 itérations et les points évalués. On constate
que le modèle, qui interpole des points correspondant à une faible convergence, est loin
de représenter le comportement de la fonction coût. Par conséquent, les évaluation sont
dispersées dans le domaine. La figure (3.28) illustre l’évolution de la fonction de coût au
cours de l’optimisation. L’algorithme ne parvient à réaliser que trois étapes de recherche
avec succès, une recherche quasiment aléatoire remplaçant la phase d’optimisation, même
si la zone où se situe le minimum a été détectée. Ce comportement est donc très proche de
celui observé précédemment pour la fonction analytique bruitée.
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Figure 3.25 – Fonction de coût obtenue par 20× 20 simulations pleinement convergées.
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Figure 3.26 – Convergence en terme de réduction de la norme L2 des résidus et de valeur
de la fonction coût.
On teste maintenant l’optimisation par processus Gaussien, avec prise en compte de
l’erreur et fonction de mérite de type AEI. On constate sur la figure (3.26) que la valeur
de la fonction coût évolue en oscillant autour d’une valeur limite. On s’appuie sur cette
observation pour justifier une modélisation de l’erreur itérative par un bruit. L’étude de
la convergence pour la configuration initiale conduit à fixer l’écart-type de l’erreur à une
valeur uniforme de τ = 5. 10−4. Le modèle généré au bout de 40 itérations est illustré
par la figure (3.29). Contrairement au cas précédent, le modèle non-interpolant reproduit
le comportement de la fonction coût et les évaluations se focalisent rapidement vers la
zone du minimum, permettant une représentation plus précise de celle-ci. L’examen de la
convergence à la figure (3.28), montre que cette fois un réel processus d’optimisation locale
est en oeuvre. Le tableau (3.1) montre le meilleur point trouvé, en comparaison avec l’étude
systématique réalisée initialement, pour différents niveaux de convergence a posteriori.
Finalement, on représente à la figure (3.30) le champ de pression pour le profil optimisé,
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Figure 3.27 – Modèle obtenu par la méthode EI après 40 itérations faiblement convergées
(les points correspondent aux configurations simulées).
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Figure 3.28 – Convergence de la fonction coût pour les méthodes EI et AEI.
pour une réduction de la norme des résidus de 6 ordres et 1 ordre. Le choc a bien entendu
été significativement réduit, en comparaison avec la figure (3.24). On peut noter qu’avec
une convergence faible, l’écoulement n’est pas vraiment représentatif. Pourtant, ce niveau
de convergence a été suffisant pour déterminer une configuration proche de l’optimum, avec
une modélisation de l’erreur sous forme de bruit.
Ces résultats, encore préliminaires, illustrent l’impact de l’erreur itérative sur l’opti-
misation et l’intérêt de prendre éventuellement en compte cette erreur dans la stratégie
d’optimisation. Mener une optimisation avec un critère de convergence faible n’est pas réel-
lement un but en soi. On vise à terme le développement d’une stratégie adaptative pour
laquelle le critère de convergence serait fixé par l’algorithme au cours de l’optimisation, le
niveau d’erreur en chaque point étant pris en compte pour progresser.
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Figure 3.29 – Modèle obtenu par la méthode AEI après 40 itérations faiblement convergées
(les points correspondent aux configurations simulées).
Y ⋆4 Y
⋆
5 j(Y
⋆
4 , Y
⋆
5 ) (1 ordre) j(Y
⋆
4 , Y
⋆
5 ) (6 ordres)
Reference 0.0580 0.0580 - 5.126 10−2
AEI 0.0575 0.0569 5.262 10−2 5.109 10−2
Table 3.1 – Comparaison des meilleurs points trouvés par la méthode AEI et l’étude
systématique.
Figure 3.30 – Champ de pression pour le profil final, avec une réduction des résidus de 6
ordres (haut) et 1 ordre (bas).
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3.3.2.3 Application au traitement de l’erreur de discrétisation
On s’intéresse dans cette section à l’optimisation des caractéristiques d’un jet synthé-
tique pour le contrôle d’écoulements décollés. On considère l’écoulement turbulent au dessus
d’une marche descendante de hauteur h, correspondant au cas-test défini dans [Driver 1985],
pour lequel de nombreux résultats expérimentaux et numériques existent. On introduit en
amont de la marche un jet synthétique produisant une vitesse sinusoïdale :
~U = Uj sin(2πNt) ~dj
dont on cherche à optimiser la fréquence N et l’amplitude Uj , comme illustré par la fi-
gure (3.31). Les détails concernant la modélisation et l’implémentation numérique du jet
sont données dans [Labroquère 2012].
Figure 3.31 – Configuration de la marche descendante avec jet synthétique ;
L’écoulement instationnaire compressible (M∞ = 0.128) est simulé par une méthode
mixte volumes-finis / éléments-finis [Labroquère 2012], avec une modélisation de la turbu-
lence de type Spalart-Allmaras. Une procédure de pas de temps dual est mise en oeuvre
pour obtenir une discrétisation en espace et en temps du second ordre. En l’absence de jet,
l’écoulement est stationnaire et est caractérisé par une zone de recirculation de longueur
L = 7h, comme le montre la figure (3.32).
Figure 3.32 – Ecoulement sans actuateur
L’objectif du contrôle est de réduire l’étendue de la zone de recirculation moyenne, en
générant une excitation sinusoïdale en amont de la marche. On considère donc comme fonc-
tionnelle coût la position du recollement pour l’écoulement moyen. Celle-ci est calculée en
recherchant l’abscisse pour laquelle le cisaillement pariétal s’annule. L’écoulement moyen est
évalué en réalisant une moyenne sur six périodes, une fois l’écoulement transitoire disparu.
Dans un premier temps, l’optimisation est réalisée à l’aide de l’algorithme basé sur
des processus Gaussiens classiques, avec la fonction de mérite de type LB, décrite dans
le chapitre premier. Une base de donnée initiale de 16 points est utilisée, pour différentes
valeurs de fréquence et amplitude. Il faut souligner que cette méthode est particulièrement
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bien adaptée à ce type de problèmes, dans la mesure où le temps de calcul est important
(environ cinq heures), on ne dispose pas du gradient de la fonction de coût et le nombre de
paramètres de contrôle est faible.
La figure (3.33) montre le modèle construit grâce à la base de donnée initiale. Après six
itérations, l’algorithme a proposé 18 nouvelles évaluations correspondant à des configura-
tions intéressantes selon la fonction de mérite. La figure (3.34) montre le modèle obtenu à
partir de la base de données étendue. On constate que celui-ci est fortement oscillant et a
changé globalement, bien que les nouveaux points soient localisés dans certaines zones. Ce
phénomène s’explique par le fait que des points proches dans l’espace des paramètres ont
été inclus dans la base de données, ces points comprenant une erreur due à la simulation.
Comme pour l’étude précédente, le modèle interpolant présente des oscillations. Ce phé-
nomène empêche toute convergence de l’algorithme, disperse les évaluations et conduit à
l’échec de la procédure d’optimisation.
On propose de corriger cet effet avec l’approche proposée précédemment. La nature
particulière de la fonction coût (position de recollement pour l’écoulement moyen) conduit
à penser que la précision de l’évaluation est fortement dépendante de la longueur de maille
à cette position. Pour tenter de prendre en compte l’erreur d’évaluation, on propose donc
de faire l’hypothèse que l’écart-type de l’erreur a une valeur τ vérifiant 3τ = lr, où lr
désigne la longueur de maille dans la zone du recollement. La procédure d’optimisation est
alors suivie comme précédemment, à partir de la même base de donnée. La figure (3.35)
montre le modèle obtenu à la sixième itération. On constate que le modèle ne présente
pas de changement dans les zones sans nouvelles évaluations et que ces dernières ont
convergé vers un minimum. Finalement, un contrôle efficace est trouvé pour lequel la zone
de recirculation est significativement réduite, comme illustré par la figure (3.36) et(3.37).
La prise en compte de l’erreur de discrétisation sous forme de bruit a donc permis de
réaliser l’optimisation avec succès, même si cette modélisation stochastique peut être sujette
à caution.
Figure 3.33 – Modèle pour la base de données initiale (les points correspondent aux
configurations simulées).
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Figure 3.34 – Modèle après 6 itérations (les points correspondent aux configurations
simulées).
Figure 3.35 – Modèle avec observations bruitées après 6 itérations (les points corres-
pondent aux configurations simulées).
Figure 3.36 – Ecoulement moyen avec actuateur optimisé.
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Figure 3.37 – Ecoulement avec actuateur optimisé, phases Φ = 0, Π/4, Π/2 et 3Π/4.
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3.4 Synthèse
La simulation ne représente pas la réalité exactement, à cause d’un manque de connais-
sance (incertitude) ou de simplifications durant la résolution (erreur). L’ignorance de ces
écarts peut conduire à l’échec de la procédure de conception optimale, comme on l’a montré
lors de l’optimisation du dispositif de contrôle, ou à une solution dont la performance se
dégrade pour toute modification des paramètres de fonctionnement, comme on l’a illustré
par l’optimisation de la voilure en régime transsonique.
Il semble donc fondamental d’associer à la simulation des méthodes d’estimation d’in-
certitude et d’erreur, et d’utiliser ces informations additionnelles durant la procédure de
conception. A ce titre, les estimations d’incertitude reposant sur des analyses de sensibilités
sont intéressantes car les méthodes sous jacentes sont performantes. En revanche, l’utilisa-
tion de métamodèles, plus faciles à mettre en oeuvre, est fortement limitée par le nombre
de variables incertaines mises en jeu.
La prise en compte de certaines erreurs par un modèle stochastique, en considérant la
simulation comme une observation bruitée, semble prometteuse et permettrait d’envisager
une procédure adaptative contrôlant l’effort de calcul pour une précision donnée, tout en dis-
posant d’une gestion rigoureuse de l’erreur au cours de l’optimisation. Cette voie nécessite
cependant des approfondissements. D’autres approches ne doivent pas être négligées, comme
les méthodes reposant sur les correcteurs d’erreur [Pierce 2004] et l’adaptation de maillage
"goal-oriented" [Loseille 2010] pour contrôler efficacement l’erreur d’approximation.
Synthèse et persectives
Les travaux présentés dans ce manuscrit montrent qu’une procédure de conception opti-
male efficace ne s’obtient pas en utilisant des méthodes numériques indépendantes en géomé-
trie, simulation et optimisation. Au contraire, l’efficacité en terme de vitesse de convergence
et de précision s’obtient par des stratégies cohérentes incluant ces trois disciplines.
L’approche isogéométrique, présentée dans le chapitre 2, est conceptuellement la plus
aboutie : elle offre un cadre pour l’analyse sans approximation géométrique, facilitant les
couplages multidisciplinaires, les interfaces mobiles, l’analyse de sensibilité et l’optimisa-
tion. Les représentations sont intrinsèquement hiérarchiques, permettant la construction
d’algorithmes multiniveaux pour l’optimisation géométrique décrits dans le chapitre 1, mais
également pour la résolution des équations aux dérivées partielles décrits dans le chapitre 2.
L’introduction d’un niveau de modélisation supplémentaire, basé sur des techniques
d’apprentissage statistique, constitue un second élément méthodologique qui permet de
réaliser la conception avec une connaissance plus globale du problème. Le métamodèle peut
être exploité en alternance avec la simulation dans une stratégie d’optimisation globale
efficace, comme montré au chapitre 1. Il permet également de palier une connaissance
imparfaite du problème, en explorant l’espace des événements et en évaluant la performance
d’un point de vue statistique pour une conception robuste. Enfin, il peut permettre dans
certains cas une prise en compte des erreurs issues de la simulation, en considérant les
évaluations bruitées dans un contexte d’amélioration statistique, comme montré dans le
chapitre 3.
Ces différentes avancées ont permis des améliorations significatives, tant sur le plan de
l’efficacité que de la complexité des problèmes abordés. Néanmoins, des approfondissements
sont encore nécessaires. Le traitement de la géométrie, bien qu’amélioré par une stratégie
hiérarchique, est encore perfectible. Notamment, les paramétrisations classiques, de type B-
Splines ou NURBS, sont fortement limitées par leur construction tensorielle. Les approches
paramétriques alternatives, reposant sur des bases permettant le raffinement local, telles
les T-Splines [Dorfel 2010, Vuong 2011] ou LR-Splines[Dokken 2010], sont des pistes à ex-
plorer, bien qu’elles souffrent d’une complexité algorithmique pénalisante. Si cette difficulté
est surmontée, l’enjeu sera alors de construire des algorithmes de conception incluant un
raffinement local et adaptatif, de manière à ajouter des paramètres de conception à des
positions guidées par l’optimisation.
L’utilisation des métamodèles permet de réduire significativement le nombre d’évalua-
tions de la fonction coût par résolution des équations d’état. Cependant, le coût de ces
dernières reste prohibitif pour des problèmes complexes, alors qu’une estimation grossière
de la fonction peut dans certaines conditions être suffisante pour l’optimisation, comme
on l’a vu dans le chapitre 3. Il conviendrait donc de développer un algorithme qui fixe de
manière automatique et adaptative la finesse du maillage et le niveau de convergence, tout
en prenant en compte l’erreur résultante.
Le développement de méthodes pleinement adaptatives reste donc à réaliser. En outre,
plusieurs axes restent à explorer.
Les problèmes instationnaires représentent aujourd’hui un enjeu majeur, pour lequel
de nouvelles méthodes doivent être développées. En effet, le coût de calcul des simula-
tions est considérablement plus important, particulièrement lorsque la modélisation de la
turbulence repose sur des modèles hybrides ou une modélisation des grandes échelles. De
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plus, le calcul des gradients par méthode adjointe est délicat dans ce contexte puisqu’il
requiert une intégration temporelle à rebours nécessitant le stockage ou le re-calcul de la
solution [Belme 2011]. Enfin, les erreurs et incertitudes sont encore plus importantes dans
un contexte instationnaire.
Le seconde thématique importante concerne l’optimisation multidisciplinaire. Bien qu’il
ne s’agisse pas à proprement parler d’un sujet nouveau, les approches qui traitent de ma-
nière rigoureuse des hiérarchies de critères [Desideri 2009] ou de paramètres [Désidéri 2007a,
Parte 2010] sont encore rares. Si de nombreux travaux traitent ces problèmes à l’aide
de métamodèles, l’utilisation de modèles fins reposant sur la résolution d’équations
aux dérivées partielles est moins courante. Dans ce contexte, l’analyse de sensibilité
pour des simulations avec des couplages multidisciplinaires est également un sujet cri-
tique [Etienne 2004, Carrier 2006].
Finalement, il convient de souligner une difficulté majeure de la conception optimale :
la validation. Contrairement à la simulation, pour laquelle de nombreux cas-test existent
et permettent de comparer les différentes méthodes numériques développées à l’expérience,
contrairement à l’optimisation numérique pour laquelle des "benchmarks" ont été établis
pour chaque type de problème, la conception optimale manque de données pour comparer et
valider les approches. Les rares tentatives de comparaison [Benini 2012] mettent en évidence
la difficulté à établir rigoureusement qu’une approche est supérieure à une autre, dès lors
que les méthodes de simulation ou la paramétrisation sont différentes. Etablir une base de
données de cas-tests, associés à des résultats de référence, comme proposé récemment par
l’Université de Jyväskylä (http://jucri.jyu.fi), constitue une étape importante pour
l’amélioration des méthodes.
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