Abstract. In this survey paper we discuss the problem of characterizing the critical sets of bounded analytic functions in the unit disk of the complex plane. This problem is closely related to the Berger-Nirenberg problem in differential geometry as well as to the problem of describing the zero sets of functions in Bergman spaces. It turns out that for any non-constant bounded analytic function in the unit disk there is always a (essentially) unique "maximal" Blaschke product with the same critical points. These maximal Blaschke products have remarkable properties simliar to those of Bergman space inner functions and they provide a natural generalization of the class of finite Blaschke products. We call a sequence of points´Þ µ in a domain ª the critical set of an analytic function ª , if´Þ µ is the zero set of the first derivative ¼ of the function . There is an extensive literature on critical sets. In particular, there are many interesting results on the relation between the zeros and the critical points of analytic and harmonic functions. A classical reference for all this is the book of Walsh [64] .
The first aim of this survey paper is to point out the following analogue of Theorem A for the critical sets of bounded analytic functions instead of their zeros sets.
Theorem 1.1
Let´Þ µ be a sequence in . Then the following statements are equivalent.
(a) There is an analytic self-map of with critical set´Þ µ.
(b) There is a Blaschke product with critical set´Þ µ. Here, and throughout, Þ denotes two-dimensional Lebesgue measure with respect to Þ.
For the special case of finite sequences, a result related to Theorem 1.1 can be found in work of Heins [26, §29] , Wang & Peng [65] , Zakeri [69] and Stephenson [61] . They proved that for every finite sequence´Þ µ in there is always a finite Blaschke product whose critical set coincides with´Þ µ, see also Remark 2.8 below. A recent generalization of this result to infinite sequences is discussed in [42] . There it is shown that every Blaschke sequence´Þ µ is the critical set of an infinite Blaschke product. However, the converse to this, known as the Bloch-Nevanlinna conjecture [14] , is false. According to a result of Frostman, there do exist Blaschke products whose critical sets fail to satisfy the Blaschke condition, see [13, Theorem 3.6] . Thus the critical sets of bounded analytic functions are not just the Blaschke sequences and the situation for critical sets is much more complicated than for zero sets. Theorem 1.1 identifies the critical sets of bounded analytic functions as the zeros sets of functions in the Bergman space ¾ ½ . The simple geometric characterization of the zero sets of bounded analytic functions via the Blaschke condition (c) in Theorem A has not found an explicit counterpart for critical sets yet. However, condition (c) of Theorem 1.1 might be seen as an implicit substitute. The zero sets of (weighted) Bergman space functions have intensively been studied in the 1970's and 1990's by Horowitz [28, 29] , Korenblum [36] and Seip [56, 57] . As a result quite sharp necessary conditions and sufficient conditions for the zero sets of Bergman space functions are available. The gap between these necessary and sufficient conditions is quite small. In view of Theorem 1.1 all results about zero sets of Bergman space functions carry now over to the critical sets of bounded analytic functions and vice versa. Unfortunately, a geometric characterization of the zero sets of (weighted) Bergman space functions is still unknown, "and it is well known that this problem is very difficult", cf. [24, p. 133 ].
The implications "(b) µ (a)" and "(a) µ (c)" of Theorem 1.1 are easy to prove. In fact, the statement "(a) µ (c)" follows directly from the Littlewood-Paley identity (see [59, p. 178] ), which says that for any holomorphic function the derivative ¼ belongs to ¾ ½ . Hence the critical set of any non-constant bounded analytic function is trivially the zero set of a function in ¾ ½ . It is however not true that any ¾ ½ function is the derivative of a bounded analytic function, so "(c) µ (a)" is more subtle.
In the following sections, we describe some of the ingredients of the proofs of the implications "(a) µ (b)" and "(c) µ (a)" in Theorem 1.1 as well as some some further results connected to it. In particular, we explain the close relation of Theorem 1.1 to conformal differential geometry and the solvability of the Gauss curvature equation. This paper is expository, so there are essentially no proofs. For the proofs we refer to [38, 39, 40, 41, 42, 44] . Background material on Hardy spaces and Bergman spaces can be found e.g. in the excellent books [15, 19, 21, 24, 35, 47] .
Conformal metrics and maximal Blaschke products
An essential characteristic of the proof of the implication "(a) µ (b)" in Theorem 1.1 is the extensive use of negatively curved conformal pseudometrics. We give a short account of some of their properties and refer to [5, 26, 34, 37, 43, 60] for more details. In the following, and always denote domains in the complex plane .
Conformal metrics and developing maps
We recall that a nonnegative upper semicontinuous function on , 
Theorem B (Theorema Egregium)
For every analytic map Û ´Þµ and every regular conformal pseudometric ´Ûµ Û the relation £ ´Þµ ´ ´Þµµ is satisfied provided ´ ´Þµµ ¼´Þ µ ¼.
Hence pullbacks of conformal pseudometrics can be used for constructing conformal pseudometrics with various prescribed properties while controlling their curvature.
For instance, if ´Ûµ Û is a conformal metric on (without zeros) and Û ´Þµ is a non-constant analytic map from to , then´ £ µ´Þµ Þ is a pseudometric on with zeros exactly at the critical points of . In order to take the multiplicity of the zeros into account, it is convenient to introduce the following formal definition.
Definition (Zero set of a pseudometric)
Let ´Þµ Þ be a conformal pseudometric on . We say ´Þµ Þ has a zero of order Moreover, is uniquely determined up to postcomposition with a unit disk automorphism.
Liouville [46] stated Theorem C for the special case that ´Þµ Þ is a regular conformal metric. We therefore refer to Theorem C as well as to Theorem 2.4 as Liouville's theorem. Theorem C and in particular the special case that ´Þµ Þ is a conformal metric has a number of different proofs, see for instance [8, 11, 12, 49, 55, 66] . Theorem 2.4 is discussed in [42] .
Liouville's theorem plays an important r ole in this paper. It provides a bridge between the world of bounded analytic functions and the world of conformal pseudometrics with constant negative curvature. The critical points on the one side correspond to the zeros on the other side. Unfortunately, this bridge only works for simply connected domains, see Remark 5.5.
Maximal conformal pseudometrics and maximal Blaschke products
Apart from having constant negative curvature the hyperbolic metric ´Þµ Þ has another important property: it is maximal among all regular conformal pseudometrics on with curvature bounded above by . This is the content of the following result.
Theorem D (Fundamental Theorem)
Let ´Þµ Þ be a regular conformal pseudometric on with curvature bounded above by . Then ´Þµ ´Þµ for every Þ ¾ .
Theorem D is due to Ahlfors [1] and it is usually called Ahlfors' lemma. However, in view of its relevance Beardon and Minda proposed to call Ahlfors' lemma the fundamental theorem. We will follow their suggestion in this paper. As a result of the fundamental theorem we have ´Þµ Ñ Ü ´Þµ ´Þµ Þ is a regular conformal pseudometric on with curvature for any Þ ¾ .
Remark 2.5 (Developing maps and universal coverings)
Let be a hyperbolic subdomain of the complex plane , i.e., the complement Ò consists of more than one point. In analogy with the Poincaré metric for the unit disk, a regular conformal metric Thus maximal pseudometrics are generalizations of the hyperbolic metric and their developing maps are therefore of special interest.
Definition (Maximal functions)
Let be a sequence of points in such that there exists a maximal regular conformal pseudometric Ñ Ü´Þ µ Þ on with constant curvature and zero set . Then every developing map for Ñ Ü´Þ µ Þ is called maximal function for .
Some remarks are in order. First, in view of Theorem C every maximal function is uniquely determined by its critical set up to postcomposition with a unit disk automorphism and, conversely, the postcomposition of any maximal function with a unit disk automorphism is again a maximal function. Second, if , then the maximal functions for are precisely the unit disk automorphisms, i.e., the finite Blaschke products of degree ½. Now, we have the following result, see [39] .
Theorem 2.7
Every maximal function is a Blaschke product.
It is to emphasize that since the postcomposition of any maximal function with a unit disk automorphism is again a maximal function, every maximal function is an indestructible Blaschke product.
We note that Theorem E combined with Theorem 2.7 gives the implication "(a) µ (b)" in Theorem 1.1. In fact, if is a non-constant analytic self-map of with critical set , then ´Þµ Þ ´ £ µ´Þµ Þ is a regular conformal pseudometric on with zero set . Thus Theorem E guarantees the existence of a maximal conformal pseudometric on with zero set . Now, Theorem 2.7 says that the corresponding maximal function for is a Blaschke product.
In the special case that the maximal function has finitely many critical points, the statement of Theorem 2.7 follows from the next result which is due to Heins [26, §29] . We shall give a quick proof of Theorem F in Remark 3.10 below. Stephenson builds discrete finite Blaschke products with prescribed branch set and shows that under refinement these discrete Blaschke products converge locally uniformly in to the desired classical Blaschke product.
We are not aware of any efficient constructive method for computing a (nondiscrete) finite Blaschke product from its critical points.
Maximal functions form a particular class of Blaschke products. It is therefore convenient to make the following definition.
Definition (Maximal Blaschke products)
A non-constant Blaschke product is called a maximal Blaschke product, if it is a maximal function for its critical set.
As was mentioned earlier, every maximal Blaschke product is indestructible and every finite Blaschke product is a maximal Blaschke product. Moreover, if is the critical set of any non-constant analytic function , then there is maximal Blaschke product with critical set . A maximal Blaschke product is uniquely determined by its critical set up to postcomposition with a unit disk automorphism.
Geometrically, the finite maximal Blaschke products are just the finite branched coverings of . One is therefore inclined to consider maximal Blaschke products for infinite branch sets as "infinite branched coverings": 
is the maximal Blaschke product for normalized by ´¼µ ¼ and ´Ñµ´¼ µ ¼.
We refer to [44] for the proof of Theorem 3.1. To put Theorem 3.1 in perspective, note that if Ñ ½, then the extremal problem (3.1) is exactly the problem of maximizing the derivative at a point, i.e., exactly the character of Schwarz' lemma. 
In the following three cases there is a unique extremal function to the extremal problem (£).
(i) ª´ is simply connected and (conformal maps):
In this case, AE ¼ and the extremal problem (£) has exactly one extremal function, the normalized Riemann map © for ª, that is, the unique conformal map © from ª onto normalized such that ©´¼µ ¼ and © ¼´¼ µ ¼. If ª has connectivity Ò ¾, none of whose boundary components reduces to a point, then the extremal problem (£) has exactly one solution, namely the Ahlfors map © ª . It is a Ò ½ map from ª onto such that ©´¼µ ¼ and © ¼´¼ µ ¼, see Ahlfors [2] and Grunsky [22] .
The Schwarz lemma (i.e., the case of Theorem 3.1) can be stated in an invariant form, the Schwarz-Pick lemma which says that
for any analytic map , with equality for some point Þ ¾ if and only if is a conformal disk automorphism. Hence maximal Blaschke products without critical points serve as extremal functions. In a similar way, the more general statement of Theorem 3.1 admits an invariant formulation as follows (see [39] ). In searching for an analogue of Blaschke products for Bergman spaces, Hedenmalm [23] (see also [17, 18] ) had the idea of posing an appropriate counterpart of the latter extremal problem for Bergman spaces. As before, let ´Þ µ be a sequence in where the point ¼ occurs AE times and assume that is the zero set of a function in ¼ . This was proved by Sundberg [63] in 1997, who improved earlier work of Duren, Khavinson, Shapiro and Sundberg [17, 18] and Duren, Khavinson and Shapiro [16] . Now following the model that critical points of maximal functions correspond to the zeros of Blaschke products and canonical divisors respectively, one hopes that a maximal Blaschke product has an analytic continuation across every open arc of which does not meet any limit point of its critical set. This in fact turns out to be true:
Theorem 3.4 (Analytic continuability, [44] ) Let be a maximal Blaschke product with critical set . Then has an analytic continuation across each arc of which is free of limit points of . In particular, the limit points of the critical set of coincide with the limit points of the zero set of .
Another rather strong property of finite Blaschke products is their semigroup property with respect to composition. In contrast, the composition of two infinite Blaschke products does not need to be a Blaschke product (just consider destructible Blaschke products). However, in the case of maximal Blaschke products the following result holds.
Theorem 3.5 (Semigroup property, [44])
The set of maximal Blaschke products is closed under composition.
It would be interesting to get some information about the critical values of maximal Blaschke products and to explore the possibility of factorizing maximal Blaschke products in a way similar to the recent extension of Ritt's theorem for finite Blaschke products due to Ng and Wang (see [51] ).
Boundary behaviour of maximal Blaschke products
We now shift attention to the boundary behaviour of maximal Blaschke products. Ideally, one should be able to determine whether a bounded analytic function is a maximal Blaschke produkt either from the behaviour of In particular, if Á , then is in either case a finite Blaschke product.
The equivalence of conditions (a) and (b) in Theorem 3.6 for the special case Á is due to Heins [27] ; the general case is proved in [41] . We now extend Theorem 3.6 beyond the class of finite Blaschke products and start with the following auxiliary result. We further note that conditions (1) and (2) For maximal Blaschke products whose critical sets satisfy the Blaschke condition one can show that condition (a) in Corollary 3.8 holds:
Theorem 3.9 (see [38] ) Let ´Þ µ be a Blaschke sequence in . holds.
We don't know whether this result is true for any sequence for which there is a non-constant bounded analytic function with critical set .
Heins' results on maximal functions
For completeness, we close this section with a discussion of Heins' results on maximal functions, cf. [26, §25 & §26] . A first observation is that every maximal function is surjective. In fact more is true; a maximal function is "locally" surjective.
Here is the precise definition.
Definition Let be an analytic function. A point Õ ¾ is called locally omitted by provided that either Õ ¾ Ò ´ µ or else Õ ¾ ´ µ and there exists a domain ª, Õ ¾ ª, such that for some component Í of ½´ª µ the restriction of to Í omits Õ, i. e. Õ ¾ ´Íµ.
Theorem G (Heins [26])
A maximal function has no locally omitted point.
So far, the results about maximal functions leave an important question unanswered, namely, how to tell whether a given function in À ½ is a maximal function? Heins' second result gives a topological sufficient criterion and provides therefore a source of "examples" of maximal functions. It is based on the following concept. Obviously, every surjective analytic self-map of with constant finite valence, that is, every finite Blaschke product is locally of island type.
Theorem H (Heins [26] ) Every function locally of island type is a maximal function.
The Gauss curvature PDE and the Berger-Nirenberg problem
We return to a discussion of Theorem 1.1. The results of Section 2 (Theorem E and Theorem 2.7) provide a proof of implication "(a) µ (b)" in Theorem 1.1. In this section, we discuss implication "(c) µ (a)". The key idea is the following. In view of Theorem 4.1, the task is now to characterize those holomorphic functions for which the PDE (4.1) has a solution. In fact this problem is a special case of the Berger-Nirenberg problem from differential geometry:
Berger-Nirenberg problem: Given a function Ê Ê on a Riemann surface Ê. Is there a conformal metric on Ê with Gauss curvature ?
The Berger-Nirenberg problem is well-understood for the projective plane, see [50] and has been extensively studied for compact Riemannian surfaces, see [3, 9, 32, 62] as well as for the complex plane [4, 10, 54] 3 . However much less is known for 3 These are just some of the many references.
proper domains of the complex plane, see [6, 30, 33] . In this situation the BergerNirenberg problem reduces to the question if for a given function Ê the Gauss curvature equation
has a solution on . We just note that is the negative of the curvature of the conformal metric Ù´Þµ Þ .
In the next theorem we give some necessary conditions as well as sufficient conditions for the solvability of the Gauss curvature equation (4.2) only in terms of the curvature function and the domain . 
Remark 4.5
The sufficient condition (4.3) improves earlier results of Kalka ² Yang in [33] . In fact, Kalka ² Yang give explicit examples for the function which tend to ·½ at the boundary of such that the existence of a solution to (4.2) can be guaranteed.
All these examples are radially symmetric and satisfy (4.3). Kalka ² Yang also supplement their existence results by nonexistence results. They find explicit lower bounds for the function in terms of radially symmetric functions which grow to ·½ at the boundary of , such that (4.2) has no solution.
We wish to emphasize that the necessary conditions and the sufficient conditions for the solvability of the curvature equation [67, 68] , which is an extremely powerful tool. In [40] , an almost elementary proof of these nonexistence results is given, which has the additional advantage that Ahlfors' type lemmas for conformal metrics with variable curvature and explicit formulas for the corresponding maximal conformal metrics are obtained. In [40] A further remark is that Theorem 4.2 (c) characterizes those curvature functions for which (4.2) has at least one bounded solution. For the case of the unit disk , this result can be stated as follows. We end this section by including a result of Heins, which adds another item to the list of equivalent statements in Theorem 1.1.
Theorem I (Heins [26] ) Let ´Þ µ be a sequence in . Then the following conditions are equivalent. We begin by providing an answer to a question of Heins [26, §31] . For this purpose we recall the well-known Jensen formula which connects the rate of growth of an analytic function with the density of its zeros. Thus the restriction on the growth of the derivative of an analytic self-map of imposed by the Schwarz-Pick lemma With the help of Theorem 1.1, the well-developed rich theory of zero sets of (weighted) Bergman spaces (see e.g. the monographs [19, 24] ) provides us with a wealth of further information about the critical sets of bounded analytic functions. As an illustrative example, let us state the following properties of critical sets. We refer to Horowitz [28] and Shapiro and Shields [58] for the corresponding results about zero sets of Bergman spaces fuctions. Statement (3) of Proposition 5.2 can also be found in [26, §32] . Recall that a horodisk of is a disk in whose boundary is tangent to the boundary of . In particular, the Bergman spaces «·½ « , « ½, and ¾ ½ do have different zero sets.
As another application, we go back to statement (3) of Proposition 5.2. It is natural to ask whether, conversely, every sequence in which fulfills the Blaschke condition in each horodisk of is the critical set of a function in À ½ . The answer is no:
Proposition 5.4 (see [40] ) A sequence in which satisfies in each horodisk of the Blaschke condition need not be the critical set of any bounded analytic function on . 
Remark 5.5
With the help of the Riemann mapping theorem, the results of this paper about critical sets of (non-constant) bounded analytic functions can easily be transferred to the class À ½´ª µ of bounded analytic functions ª , when ª´ is a simply connected domain. The critical sets of bounded analytic functions on multiply connected domains are much more difficult to fathom.
