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1. Introduction
In this paper, we consider the following mixed initial-boundary value problem
(a) utt = uxxt + f (ux)x, (x, t) ∈ (0, 1)× [0, T ],
(b) u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ (0, 1),
(c) u(0, t) = u(1, t) = 0, t ∈ [0, T ].
(1.1)
This problem arises from the purely longitudinal motion of a homogeneous bar. In its original stress-free state, the bar is
of uniform cross-section and unit length. The displacement of a cross-section of the bar at time t is denoted by u(x, t). The
condition u(0, t) = u(1, t) = 0, t ∈ [0, T ] corresponds to the case when both ends of the bar are fixed. u0(x) and u1(x) are
the initial data.
If A(x, t) denotes the stress on a cross-section of the bar at time t , then the equation of motion takes the form
ρ0utt = Ax, (x, t) ∈ (0, 1)× [0, T ], (1.2)
where ρ0 is the density of the bar in its original configuration. We obtain the problem (1.1) from (1.2) by making the
constitutive assumption
A(x, t) = λuxt(x, t)+ f (ux(x, t)), λ > 0
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and then setting ρ0 = λ = 1. That is, we are assuming that the bar is composed of a visco-elastic material of the rate type.
This is the simplest model of a material whose stress depends on the history of the motion.
The problem (1.1) was first treated in [1], they assumed that the function f is monotonic, i.e.
f ′(s) > 0, ∀s ∈ (−∞,+∞) (1.3)
and that the initial data was smooth, specifically
u0 ∈ c4([0, 1]), u1 ∈ c2([0, 1]).
Under these assumptions they showed that a unique smooth solution exists and decays to zero as t →∞ (see also [2,3]).
A different approach to problem (1.1) was initiated in [4]. He used the Galerkinmethod to obtain a global ‘‘weak’’ solution
in the Sobolev spaceW 1,p(0, 1) under the hypothesis (1.3).
If the function f is locally Lipschitz continuous and there exists a constant a0 > 0 such that (f (s1)− f (s2))(s1 − s2) > 0
whenever |s1 − s2| ≥ a0, Andrew [5] proved the existence of a unique global weak solution under the hypotheses that
u0 ∈ W 1,∞0 (0, 1) and u1 ∈ H10 (0, 1).
Under the hypotheses that u0, u1 ∈ H2(0, 1) ∩ H10 (0, 1) and there exists a constant a1 > 0 such that f ′(s) ≥ a1, s ∈
(−∞,+∞), Liu and Liu [6] obtained the existence of a unique global strong solution of the problem (1.1).
Recently, some numerical simulation methods for the problem (1.1) have been studied by several authors [7–11]. Gao
et al. [7] studied a finite difference method of the problem (1.1) in the domain [0, 1] × [0, T ](T > 0) and proved the
convergence of themethod by using discrete functional analysis and a prior estimate. Jiang et al. [8,9] and Jiang and Zhu [11]
proposed the finite elementmethods and finite volume elementmethods of (1.1) and established the optimal error estimates
of the approximate solution in L2 and H1 norms. At the same time, Jiang and Jiang [10] also considered mixed finite element
methods of this problem and given the error estimates of the approximate solution in L2 norm.
In applied physics and engineering, the stress A = ux,t + f (ux) is a quantity as important as the displacement u, the
numerical method should yield an accurate approximation simultaneously for the stress and the displacement. That is why
the mixed finite element method has been used in [10]. In the mixed formulation, The stress is written as A = Pt + f (P)
with P = ux and then combined with the equation utt = (Pt + f (P))x to form a saddle-point problem: utt = (Pt + f (P))x,
P = ux, (x, t) ∈ (0, 1)× [0, T ]. Consequently, the mixed formulation could yield an indirect approximation to the stress A
and face a bad approximation due to the numerical derivative Pt and the nonlinear term f (P).
In this paper we propose the expanded mixed finite element method which would solve for the displacement u, its
gradient ux and the stress A directly, and thus avoids the numerical derivative Pt and the nonlinear term f (P). Furthermore
our method permits the diffusive coefficient f ′(s) to be semi-positive which corresponds the original advantage of the
expanded mixed finite method [12,13] and coincides with the solvability assumption (1.3) given in [1].
In order to define the expandedmixed finite elementmethod of the problem (1.1), we introduce a new function λ adjoint
to the displacement function u and the stress P , i.e.,
λ = ux, P = uxt + f (ux) = λt + f (λ).
Then the problem (1.1) can be rewritten as
utt − Px = 0, (x, t) ∈ (0, 1)× [0, T ],
λ− ux = 0, (x, t) ∈ (0, 1)× [0, T ],
P − λt − f (λ) = 0, (x, t) ∈ (0, 1) × [0, T ],
λ(0) = u0x, P(0) = u1x + f (u0x), x ∈ (0, 1),
u(0) = u0, ut(0) = u1, x ∈ (0, 1),
u(0, t) = u(1, t) = 0, t ∈ [0, T ].
(1.4)
Let I = (0, 1),W = {u ∈ L2(I) : u(0) = u(1) = 0}, V = H1(I). Then the weak form of (1.4) is to find {u, λ, P} : [0, T ] →
W × L2(I)× V such that
(utt , w)− (Px, w) = 0, ∀w ∈ W , t ∈ [0, T ],
(λ, v)+ (u, vx) = 0, ∀v ∈ V , t ∈ [0, T ],
(P, w)− (λt , w)− (f (λ), w) = 0, ∀w ∈ L2(I), t ∈ [0, T ],
(u(0), w) = (u0, w), (ut(0), w) = (u1, w), ∀w ∈ W ,
(λ(0), v) = (u0x, v), (P(0), v) = (u1x + f (u0x), v), ∀ v ∈ L2(I).
(1.5)
The remainder of the paper is organized as follows. In Section 2, we propose a new kind of expanded mixed finite
element scheme of (1.1) and prove the existence and uniqueness of the solution of this scheme. In Section 3, we introduce
an expanded mixed elliptic projection of the system (1.4) and discuss its approximate properties. In Section 4, using the
induction hypothesis, the mixed elliptic projection and other techniques, we obtain the optimal order error estimates of the
displacement of a cross-section of the bar at time t in L2 norm and the stress of a cross-section of the bar at time t in H1
norm.
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2. The expanded mixed finite element scheme
In this section, we construct the expanded mixed finite element method of the problem (1.1) and prove the existence
and uniqueness of the solution of this expanded mixed finite element scheme.
Let Th be a given partition for the interval I = [0, 1], with its nodes 0 = x0 < x1 < · · · < xr = 1. The length of the
element Ii = [xi−1, xi] is denoted by hi = xi − xi−1, i = 1, 2, . . . , r . Let h = max1≤i≤r hi be the maximum of hi. Suppose Th
is regular, that is, there exists a positive constant µ > 0 such that hi ≥ µh, i = 1, 2, . . . , r .
Define the piecewise constant function space Wh and continuous piecewise linear function space Vh over the partition
Th, satisfyingWh ⊂ W and Vh = {vh|div vh = vhx ∈ Wh} ⊂ V .
For any wh(x) ∈ Wh, if we write wi = wh

xi− 12

, then wh(x) = ∑nj=1wjϕj(x), where the ϕj(x) is the characteristic
function of Ij, that is,
ϕj(x) =

1, x ∈ Ij,
0, x ∉ Ij, j = 1, 2, . . . , n.
Notice thatwh(x) ∈ Wh impliesw1 = wn = 0. Then for anywh(x) ∈ Wh we havewh(x) =∑n−1j=2 wjϕj(x).
Similarly, ifwewritevi = vh(xi) for any vh(x) ∈ Vh, thenvh(x) =∑nj=0 vjψj(x), where the basis functionsψi(x) associated
with the nodes xi (i = 0, 1, . . . , n) are taken in the following way:
ψi(x) =

1− xi − x
hi
, x ∈ Ii,
1− x− xi
hi+1
, x ∈ Ii+1,
0, x ∉ Ii ∪ Ii+1,
i = 1, 2, . . . , n− 1,
ψ0(x) =
1−
x− x0
h1
x ∈ I1,
0, x ∉ I1,
ψn(x) =
1−
xn − x
hn
, x ∈ In,
0, x ∉ In.
Due to vhx(x) = vi−vi−1hi , xi−1 ≤ x ≤ xi, i = 1, 2, . . . , n, and vhx(x) ∈ Wh. Hence v0 = v1, vn−1 = vn and vh(x) can be
rewritten as
vh(x) = v1(ψ0(x)+ ψ1(x))+
n−2
j=2
vjψj(x)+ vn−1(ψn−1(x)+ ψn(x)).
If we define ψ˜1(x) = ψ0(x) + ψ1(x), ψ˜j(x) = ψj(x), j = 2, 3, . . . , n − 2, ψ˜n−1(x) = ψn−1(x) + ψn(x), then vh(x) =∑n−1
j=1 vjψ˜j(x),∀vh(x) ∈ Vh.
Hence the basis functions of Wh are ϕj(x), j = 2, 3, . . . , n − 1, dimWh = n − 2 and the basis functions of Vh are
ψ˜j(x), j = 1, 2, . . . , n− 1, dim Vh = n− 1.
The expanded mixed finite element method for the problem (1.1) is to find {uh, λh, Ph} : [0, T ] → Wh × Vh × Vh ⊂
W × L2(I)× V such that
(a) (uhtt , wh)− (Phx, wh) = 0, ∀wh ∈ Wh, t ∈ [0, T ],
(b) (λh, vh)+ (uh, vhx) = 0, ∀vh ∈ Vh, t ∈ [0, T ],
(c) (Ph, vh)− (λh,t , vh)− (f (λh), vh) = 0, ∀vh ∈ Vh, t ∈ [0, T ],
(d) (uh(0), wh) = (u0, wh), (uht(0), wh) = (u1, wh), ∀wh ∈ Wh,
(e) (Ph(0), vh) = (P(0), vh), (λh(0), vh) = (λ(0), vh), ∀vh ∈ Vh.
(2.1)
Theorem 2.1. If the function f is locally Lipschitz continuous, then the expanded mixed finite element scheme (2.1) has a unique
solution.
Proof. Since {uh, λh, Ph} : [0, T ] → Wh × Vh × Vh, we have
uh(x, t) =
n−1
j=2
uj(t)ϕj(x), λh(x, t) =
n−1
j=1
λj(t)ψ˜j(x), Ph(x, t) =
n−1
j=1
pj(t)ψ˜j(x).
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Substituting the above uh(x, t), λh(x, t), Ph(x, t) into (a)–(c) of (2.1), and taking wh = ϕi(x), i = 2, . . . , n − 1, vh = ψ˜i(x),
i = 1, 2, . . . , n− 1, we have
(a)
n−1
j=2
u′′j (ϕj, ϕi)−
n−1
j=1
pj(t)(ψ˜jx, ϕi) = 0, i = 2, 3, . . . , n− 1, t ∈ [0, T ],
(b)
n−1
j=1
λj(t)(ψ˜j, ψ˜i)+
n−1
j=2
uj(t)(ϕj, ψ˜ix) = 0, i = 1, 2, . . . , n− 1, t ∈ [0, T ],
(c)
n−1
j=1
pj(t)(ψ˜j, ψ˜i)−
n−1
j=1
λ′j(t)(ψ˜j, ψ˜i)
−

f

n−1
j=1
λj(t)ψ˜j(x)

, ψ˜i(x)

= 0, i = 1, 2, . . . , n− 1, t ∈ [0, T ],
(2.2)
where uh(0) = ∑n−1i=2 ui(0)ϕi(x), uht(0) = ∑n−1i=2 u′i(0)ϕi(x) are known, hence ui(0), u′i(0), i = 2, 3, . . . , n − 1 are known.
For simplification in notation, let
ai,j = (ϕj, ϕi), i, j = 2, 3, . . . , n− 1, A = (aij)(n−2)×(n−2),
bij = (ψ˜jx, ϕi), i = 2, 3, . . . , n− 1, j = 1, 2, . . . , n− 1, B = (bij)(n−2)×(n−1),
cij = (ψ˜j, ψ˜i), i, j = 1, 2, . . . , n− 1, C = (Cij)(n−1)×(n−1),
U(t) =
 u2(t)...
un−1(t)
 , λ(t) =
 λ1(t)...
λn−1(t)
 , P(t) =
 p1(t)...
pn−1(t)
 ,
ψ(x) =
 ψ˜1(x)...
ψ˜n−1(x)
 , F(λ(t)) =
 (f (λ(t)ψ(x)), ψ˜1)...
(f (λ(t)ψ(x)), ψ˜n−1)
 .
Then (2.2) is rewritten as(a) AU
′′(t)− BP(t) = 0, t ∈ [0, T ],
(b) Cλ(t)+ BTU(t) = 0, t ∈ [0, T ],
(c) CP(t)− Cλ′(t)− F(λ(t)) = 0, t ∈ [0, T ],
(2.3)
where U(0),U ′(0) are known. Notice that C is a positive definite diagonal matrix, from (b) and (c) of (2.3) we have
λ(t) = −C−1BTU(t), t ∈ [0, T ],
P(t) = −C−1BTU ′(t)+ C−1F(−C−1BTU(t)), t ∈ [0, T ]. (2.4)
Substituting P(t) into (a) of (2.3) leads to
AU ′′(t)+ BC−1BTU ′(t)− BC−1F(−C−1BTU(t)) = 0, t ∈ [0, T ]. (2.5)
Since A is a positive definite diagonalmatrix, and F(−C−1BTU(t)) is locally Lipschitz continuous aboutU(t), using the theory
of nonlinear system of equations, we know that (2.5) has a unique solution U(t)when U(0) and U ′(0) are known. From (2.4)
we know that λ(t) and P(t) are existent and unique, so the expanded mixed finite element scheme (2.1) has a unique
solution. 
3. An expanded mixed elliptic projection and its properties
In the study of numerical methods for parabolic problems, an elliptic projection associated with the problem is usually
introduced. According to our problem (1.4), we define a new map {u˜h, λ˜h, P˜h} : [0, T ] → Wh × Vh × Vh such that
(a) − (P˜hx − Px, wh) = 0, ∀wh ∈ Wh, t ∈ [0, T ],
(b) (λ˜h − λ, vh)+ (u˜h − u, vhx) = 0, ∀vh ∈ Vh, t ∈ [0, T ],
(c) (P˜h − P, vh)− (λ˜ht − λt , vh) = 0, ∀vh ∈ Vh, t ∈ [0, T ],
(d) (u˜h(0)− u(0), wh) = 0, ∀wh ∈ Wh,
(e) (P˜h(0)− P(0), vh) = 0, (λ˜h(0)− λ(0), vh) = 0, ∀vh ∈ Vh.
(3.1)
Then we can prove the result in the following.
Theorem 3.1. (3.1) has a unique solution {u˜h, λ˜h, P˜h}.
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Proof. Since (3.1) is a linear, it suffices to show the associated homogeneous system
(a) − (P˜hx, wh) = 0, ∀wh ∈ Wh, t ∈ [0, T ],
(b) (λ˜h, vh)+ (u˜h, vhx) = 0, ∀vh ∈ Vh, t ∈ [0, T ],
(c) (P˜h, vh)− (λ˜ht , vh) = 0, ∀vh ∈ Vh, t ∈ [0, T ],
(d) (u˜h(0), wh) = 0, ∀wh ∈ Wh,
(e) (P˜h(0), vh) = 0, (λ˜h(0), vh) = 0, ∀vh ∈ Vh
(3.2)
has only a trivial solution.
In fact, {0, 0, 0} is the solution of (3.2). If (3.2) has the solution {u˜h, λ˜h, P˜h}, choosing vh = P˜h in (b) of (3.2), wh = u˜h in
(a) and vh = λ˜h in (c) of (3.2), we have−(P˜hx, u˜h) = 0, t ∈ [0, T ],(λ˜h, P˜h)+ (u˜h, P˜hx) = 0, t ∈ [0, T ],
(P˜h, λ˜h)− (λ˜ht , P˜h) = 0, t ∈ [0, T ].
(3.3)
From (3.3) we know that (λ˜ht , λ˜h) = 0, t ∈ [0, T ], i.e. ddt ‖λ˜h‖2 = 0, t ∈ [0, T ], hence ‖λ˜h‖ = ‖λ˜h(0)‖, t ∈ [0, T ]. From (e)
of (3.2) we also know that ‖λ˜h(0)‖ = 0, which implies that ‖λ˜h‖ = 0, t ∈ [0, T ]. Thus λ˜h = 0, t ∈ [0, T ]. Noting λ˜ht = 0,
t ∈ [0, T ], and taking vh = P˜h in (c) of (3.2), we obtain ‖P˜h‖ = 0, which implies that P˜h = 0, t ∈ [0, T ]. On the other hand,
taking vh in (b) of (3.2) such that vhx = u˜h, noting λ˜h = 0, t ∈ [0, T ] and (d) of (3.2) we get u˜h = 0, t ∈ [0, T ]. Hence (3.2)
has only a trivial solution. The proof is completed. 
For theoretical analysis of the map defined in (3.1) we need the following three projection operators [13].
(i) The standard L2-projection P0 : L2(I)→ Wh, satisfies
(w − P0w, vhx) = 0, ∀w ∈ L2(I), ∀ vh ∈ Vh, (3.4)
and has the approximation properties
‖w − P0w‖ ≤ Chl‖w‖l, 0 ≤ l ≤ 1. (3.5)
(ii) The projection πh : V → Vh, satisfies
((v − πhv)x, wh) = 0, ∀v ∈ V , ∀wh ∈ Wh, (3.6)
and has the approximation properties
‖v − πhv‖ ≤ Ch‖v‖1, (3.7)
‖(v − πhv)x‖ ≤ Chl‖vx‖l, 0 ≤ l ≤ 1. (3.8)
(iii) The standard L2-projection Rh : V → Vh, satisfies
(λ− Rhλ, vh) = 0, ∀ λ ∈ V , ∀vh ∈ Vh, (3.9)
and has the approximation properties
‖λ− Rhλ‖ ≤ Chl‖λ‖l, 0 ≤ l ≤ 2, (3.10)
‖λ− Rhλ‖0,∞ ≤ Chl‖λ‖l,∞, 0 ≤ l ≤ 2. (3.11)
In the following of this section we shall study the error estimates of the elliptic projection {u˜h, λ˜h, P˜h}. Let
u− u˜h = (u− P0u)+ (P0u− u˜h) = u1 + u2,
λ− λ˜h = (λ− Rhλ)+ (Rhλ− λ˜h) = λ1 + λ2,
P − P˜h = (P − πhP)+ (πhP − P˜h) = P1 + P2.
Then from (3.1), (3.6), (3.9) and (3.4) we have
(a) (P2x, wh) = 0, ∀wh ∈ Wh, t ∈ [0, T ],
(b) (λ2, vh)+ (u2, vhx) = 0, ∀vh ∈ Vh, t ∈ [0, T ],
(c) (P2, vh)− (λ2t , vh) = −(P1, vh), ∀vh ∈ Vh, t ∈ [0, T ],
(d) λ2(0) = 0.
(3.12)
Takingwh = u2, vh = P2, vh = λ2 in (a)–(c) of (3.12), respectively, we can obtain
(P1, λ2)− (λ2t , λ2) = 0, t ∈ [0, T ].
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Hence
‖λ2‖ ddt ‖λ2‖ =
1
2
d
dt
‖λ2‖2 = (P1, λ2) ≤ ‖P1‖ ‖λ2‖,
i.e.
d
dt
‖λ2‖ ≤ ‖P1‖, t ∈ [0, T ].
Integrating the above inequality with respect to t from 0 to t and using λ2(0) = 0, we have
‖λ2‖ ≤
∫ t
0
‖P1‖dτ , t ∈ [0, T ].
Differentiating (b) of (3.12) with respect to t , we see that
(λ2t , vh)+ (u2t , vhx) = 0, ∀ vh ∈ Vh, t ∈ [0, T ]. (3.13)
Taking vh = P2 in (3.13),wh = u2t and vh = P2 in (a) and (b) of (3.12), respectively, then we have
(P2, P2) = −(P1, P2), t ∈ [0, T ].
Thus
‖P2‖ ≤ ‖P1‖, t ∈ [0, T ].
Takingwh = P2x in (a) of (3.12), we also get ‖P2x‖ = 0, t ∈ [0, T ].
For ψ ∈ L2(I), let ϕ ∈ H2(I) ∩ H10 (I) be the solution of the problem
ϕxx = ψ, x ∈ I, ϕ(0) = ϕ(1) = 0.
Then there is a priori estimate ‖ϕ‖2 ≤ C‖ψ‖. From (3.6) and (b) of (3.12), when 0 < h ≤ h0 we obtain
(u2, ψ) = (u2, ϕxx) = (u2, (πhϕx)x) = (λ2, πhϕx)
= (λ2, πhϕx − ϕx)+ (λ2, ϕx)
≤ Ch‖λ2‖ ‖ϕ‖ + ‖λ2‖ ‖ψ‖ ≤ C‖λ2‖ ‖ψ‖,
where h0 > 0, which implies that
‖u2‖ ≤ C‖λ2‖ ≤
∫ t
0
‖P1‖dτ , t ∈ [0, T ].
Taking vh = λ2t in (c) of (3.12), we obtain
‖λ2t‖ ≤ ‖P1 + P2‖ ≤ 2‖P1‖, t ∈ [0, T ].
Using (3.6) and (3.13), we have when 0 < h ≤ h0
(u2t , ψ) = (u2t , ϕxx) = (u2t , (πhϕx)x) = (λ2t , πhϕx)
= (λ2t , πhϕx − ϕx)+ (λ2t , ϕx)
≤ ‖λ2t‖ ‖ψ‖,
and so ‖u2t‖ ≤ C‖λ2t‖, t ∈ [0, T ]. Hence we have the following Theorem 3.2.
Theorem 3.2. If P1, P2, λ2, u2 satisfy (3.12), then for all 0 ≤ t ≤ T and 0 < h ≤ h0 we have
‖u2‖ + ‖λ2‖ ≤ C
∫ t
0
‖P1‖dτ , ‖P2x‖ = 0, ‖P2‖ + ‖u2t‖ + ‖λ2t‖ ≤ C‖P1‖.
Similarly, differentiating (a) and (c) of (3.12), (3.13)with respect to t one timeor two times,we get the following Theorem3.3.
Theorem 3.3. If P1, P2, λ2, u2 satisfy (3.12), then for all 0 ≤ t ≤ T and 0 < h ≤ h0 we have
‖u2tt‖ + ‖λ2tt‖ + ‖P2t‖ ≤ C‖P1t‖, ‖P2tt‖ + ‖u2ttt‖ + ‖λ2ttt‖ ≤ C‖P1tt‖.
Using Theorems 3.2 and 3.3, the inequalities (3.7), (3.5), (3.10) and the triangle inequality we obtain the following
Theorem 3.4.
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Theorem 3.4. If (u˜h, λ˜h, P˜h) ∈ Wh × Vh × Vh is the solution of (3.1), then for all 0 ≤ t ≤ T and 0 < h ≤ h0 we have the
following error estimates
‖u− u˜h‖ ≤ Ch

‖u‖1 +
∫ t
0
‖P‖1dτ

, ‖λ− λ˜h‖ ≤ Ch

‖λ‖1 +
∫ t
0
‖P‖1dτ

,
‖P − P˜h‖s ≤ Ch‖P‖s+1, s = 0, 1, ‖ut − u˜ht‖ ≤ Ch(‖ut‖1 + ‖P‖1),
‖λt − λ˜ht‖ ≤ Ch(‖λt‖1 + ‖P‖1), ‖Pt − P˜ht‖ ≤ Ch‖Pt‖1,
‖utt − u˜htt‖ ≤ Ch(‖utt‖1 + ‖Pt‖1), ‖λtt − λ˜htt‖ ≤ Ch(‖λtt‖1 + ‖Pt‖1),
‖Ptt − P˜htt‖ ≤ Ch‖Ptt‖1, ‖uttt − u˜httt‖ ≤ Ch(‖uttt‖1 + ‖Ptt‖1),
‖λttt − λ˜httt‖ ≤ Ch(‖λttt‖1 + ‖Ptt‖1dτ).
4. Error estimates
In this section, we shall present our main theoretical results, i.e., the optimal error estimates of the approximate solution
(uh, λh, Ph) to (2.1) in the L2 and H1 norms. Let
u− uh = (u− u˜h)+ (u˜h − uh) = u3 + u4,
λ− λh = (λ− λ˜h)+ (λ˜h − λh) = λ3 + λ4,
P − Ph = (P − P˜h)+ (P˜h − Ph) = P3 + P4,
M(t) =
∫ 1
0
f ′(sλ+ (1− s)λh)ds.
Then from (1.5), (2.1) and (3.1) we have the error equations
(a) (u4tt , wh)− (P4x, wh) = −(u3tt , wh), ∀wh ∈ Wh, t ∈ [0, T ],
(b) (λ4, vh)+ (u4, vhx) = 0, ∀vh ∈ Vh, t ∈ [0, T ],
(c) (P4, vh)− (λ4t , vh)− (M(t)(λ3 + λ4), vh) = 0, ∀vh ∈ Vh, t ∈ [0, T ],
(4.1)
where
u4(0) = 0, λ4(0) = 0, P4(0) = 0, (ut(0)− uht(0), wh) = 0, ∀wh ∈ Wh. (4.2)
First, we estimate ‖λ4‖, ‖u4t‖ and ‖u4‖. Differentiating (b) of (4.1) with respect to t and then taking vh = P4, and taking
wh = uht and vh = −λ4t in (a) and (c) of (4.1), respectively, we obtain
(u4tt , u4t)+ (λ4t , λ4t)+ (M(t)(λ3 + λ4), λ4t) = −(u3tt , u4t), t ∈ [0, T ]. (4.3)
Notice that
d
dt
(M(t)(λ3 + λ4), λ4) =

∂M(t)
∂t
(λ3 + λ4), λ4

+ (M(t)(λ3t + λ4t), λ4)+ (M(t)(λ3 + λ4), λ4t),
∂M(t)
∂t
= ∂
∂t
∫ 1
0
f ′(sλ+ (1− s)λh)ds =
∫ 1
0
f ′′(sλ+ (1− s)λh)(sλt + (1− s)λht)ds
=
∫ 1
0
f ′′(sλ+ (1− s)λh)dsλt +
∫ 1
0
f ′′(sλ+ (1− s)λh)(s− 1)ds(λ3t + λ4t)
= M1(t)λt +M2(t)(λ3t + λ4t).
If f ′′(s)(s ∈ (−∞,+∞)) is bounded, then from (4.3) we get
1
2
d
dt
‖u4t‖2 + ‖λ4t‖2 + ddt (M(t)(λ3 + λ4), λ4)
= −(u3tt , u4t)+ (M1(t)λt(λ3 + λ4), λ4)+ (M2(t)(λ3t + λ4t)(λ3 + λ4), λ4)+ (M(t)(λ3t + λ4t), λ4)
≤ ‖u3tt‖ ‖u4t‖ + C‖λ3 + λ4‖ ‖λ4‖ + C‖λ4‖0,∞‖λ3t + λ4t‖ ‖λ3 + λ4‖ + C‖λ3t + λ4t‖ ‖λ4‖. (4.4)
Suppose
max
[0,T ]
‖λ4‖0,∞ ≤ 1. (4.5)
Then from (4.4), (4.5) and the ε inequality we have
1
2
d
dt
‖u4t‖2 + ‖λ4t‖2 + ddt (M(t)(λ3 + λ4), λ4)
≤ 1
2
‖u3tt‖2 + 12‖u4t‖
2 + 1
2
‖λ4t‖2 + C(‖λ3t‖2 + ‖λ3‖2 + ‖λ4‖2). (4.6)
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Integrating (4.6) with respect to t from 0 to t we can get
‖u4t‖2 +
∫ t
0
‖λ4t‖2dτ + 2(M(t)(λ3 + λ4), λ4) ≤
∫ t
0
‖u4t‖2dτ +
∫ t
0
‖u3tt‖2dτ
+ C
∫ t
0
(‖λ3t‖2 + ‖λ3‖2 + ‖λ4‖2)dτ + ‖u4t(0)‖2 + 2(M(0)(λ3(0)+ λ4(0)), λ4(0)).
If 0 < l ≤ f ′(s) ≤ L(s ∈ (−∞,+∞)), then the above inequality implies that
‖u4t‖2 +
∫ t
0
‖λ4t‖2dτ + 2l‖λ4‖2 ≤
∫ t
0
‖u4t‖2dτ +
∫ t
0
‖u3tt‖2dτ + C
∫ t
0
(‖λ3t‖2 + ‖λ3‖2 + ‖λ4‖2)dτ
+ 2L‖λ3‖ ‖λ4‖ + ‖u4t(0)‖2 + 2(M(0)(λ3(0)+ λ4(0)), λ4(0))
≤
∫ t
0
‖u4t‖2dτ +
∫ t
0
‖u3tt‖2dτ + C
∫ t
0
(‖λ3t‖2 + ‖λ3‖2 + ‖λ4‖2)dτ
+ l‖λ4‖2 + C‖λ3‖2 + ‖u4t(0)‖2 + 2(M(0)(λ3(0)+ λ4(0)), λ4(0)).
Hence
‖u4t‖2 + l‖λ4‖2 ≤ C‖λ3‖2 + C
∫ t
0
(‖u3tt‖2 + ‖λ3t‖2 + ‖λ3‖2)dτ
+ C
∫ t
0
(‖u4t‖2 + ‖λ4‖2)dτ + ‖u4t(0)‖2 + 2(M(0)(λ3(0)+ λ4(0)), λ4(0)).
Using the Gronwall inequality we obtain
‖u4t‖2 + l‖λ4‖2 ≤ C‖λ3‖2 + C
∫ t
0
(‖u3tt‖2 + ‖λ3t‖2 + ‖λ3‖2)dτ + C‖u4t(0)‖2 + C(M(0)(λ3(0)+ λ4(0)), λ4(0)).
(4.7)
From (4.2) we know that
λ4(0) = 0, ‖u4t(0)‖ ≤ ‖u3t(0)‖. (4.8)
Combining (4.7)–(4.8) with Theorem 3.4 we have for 0 ≤ t ≤ T
‖u4t‖ + ‖λ4‖ ≤ Ch

‖λ‖1 + ‖u1‖1 + ‖P(0)‖1 +
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

. (4.9)
From the above proof of (4.9)wemust verify that (4.5) holds. In fact, by (4.8)we know that ‖λ4(0)‖0,∞ = 0. Since ‖λ4(t)‖0,∞
is a continuous function of t , it implies that there exists a t∗ ∈ (0, T ] such that
t∗ = max
t∈[0,T ]
{s ∈ [0, t] : ‖λ4(s)‖0,∞ ≤ 1}.
Suppose that t∗ < T , then (4.9) holds when t ∈ [0, t∗]. Using the inverse estimate in finite element space Vh, we know that
when t ∈ [0, t∗],
‖λ4(t)‖0,∞ ≤ Ch 12

‖λ‖1 + ‖u1‖1 + ‖P(0)‖1 +
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

→ 0(h → 0+),
especially,
‖λ4(t∗)‖0,∞ ≤ Ch 12

‖λ‖1 + ‖u1‖1 + ‖P(0)‖1 +
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

→ 0(h → 0+).
This implies that when h is sufficiently small, there exists t1 ∈ (t∗, T ] such that ‖λ4(t)‖0,∞ ≤ 1, t ∈ [0, t1], which
contradicts the definition of t∗. Hence t∗ = T , which implies that (4.5) holds.
Noticing that u4(0) = 0 and (4.9), we obtain
‖u4‖ ≤
∫ t
0
‖u4t‖dτ ≤ Ch

‖u1‖1 + ‖P(0)‖1 +
∫ t
0
‖λ‖1dτ
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

. (4.10)
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Second, we estimate ‖λ4t‖. Takingwh = u4tt in (a) of the error equation (4.1), differentiating (b) of (4.1) with respect to
t and taking vh = P4, taking vh = −λ4tt in (c) of (4.1), and then adding the three equations we get
(u4tt , u4tt)+ (λ4t , λ4tt)+ (M(t)(λ3 + λ4), λ4tt) = −(u3tt , u4tt). (4.11)
Notice that
(M(t)(λ3 + λ4), λ4tt) = ddt (M(t)(λ3 + λ4), λ4t)−

∂M(t)
∂t
(λ3 + λ4), λ4t

− (M(t)(λ3t + λ4t), λ4t)
= d
dt
(M(t)(λ3 + λ4), λ4t)− (M1(t)λt(λ3 + λ4), λ4t)
− (M2(t)(λ3t + λ4t)(λ3 + λ4), λ4t)− (M(t)(λ3t + λ4t), λ4t). (4.12)
From (4.11) and (4.12) we have
(u4tt , u4tt)+ 12
d
dt
‖λ4t‖2 + ddt (M(t)(λ3 + λ4), λ4t)
= −(u3tt , u4tt)+ (M1(t)λt(λ3 + λ4), λ4t)+ (M2(t)(λ3t + λ4t)(λ3 + λ4), λ4t)+ (M(t)(λ3t + λ4t), λ4t)
≤ 1
2
‖u3tt‖2 + 12‖u4tt‖
2 + C‖λ3 + λ4‖ ‖λ4t‖ + C‖λ4t‖0,∞‖λ3t + λ4t‖ ‖λ3 + λ4‖ + C‖λ3t + λ4t‖ ‖λ4t‖
≤ 1
2
‖u3tt‖2 + 12‖u4tt‖
2 + C[‖λ3‖2 + ‖λ4‖2 + ‖λ4t‖0,∞(‖λ3t‖2 + ‖λ4t‖2 + ‖λ3‖2 + ‖λ4‖2)+ ‖λ3t‖2 + ‖λ4t‖2]
= 1
2
‖u3tt‖2 + 12‖u4tt‖
2 + C(1+ ‖λ4t‖0,∞)(‖λ3t‖2 + ‖λ4t‖2 + ‖λ3‖2 + ‖λ4‖2). (4.13)
Suppose
max
[0,T ]
‖λ4t‖0,∞ ≤ 1. (4.14)
Then from (4.4) and (4.5) we have
‖u4tt‖2 + ddt ‖λ4t‖
2 + 2 d
dt
(M(t)(λ3 + λ4), λ4t) ≤ ‖u3tt‖2 + C(‖λ3t‖2 + ‖λ4t‖2 + ‖λ3‖2 + ‖λ4‖2).
Integrating the above inequality with respect to t from 0 to t and using the Gronwall inequality we get∫ t
0
‖u4tt‖2dτ + ‖λ4t‖2 + 2(M(t)(λ3 + λ4), λ4t) ≤ ‖λ4t(0)‖2 + 2(M(0)(λ3(0)+ λ4(0)), λ4t(0))
+ C
∫ t
0
(‖u3tt‖2 + ‖λ3t‖2 + ‖λ3‖2 + ‖λ4‖2)dτ ,
and hence∫ t
0
‖u4tt‖2dτ + ‖λ4t‖2 ≤ ‖λ4t(0)‖2 + 2(M(0)(λ3(0)+ λ4(0)), λ4t(0))
+ C
∫ t
0
(‖u3tt‖2 + ‖λ3t‖2 + ‖λ3‖2 + ‖λ4‖2)dτ + C‖λ3 + λ4‖ ‖λ4t‖
≤ ‖λ4t(0)‖2 + 2(M(0)(λ3(0)+ λ4(0)), λ4t(0))
+ C
∫ t
0
(‖u3tt‖2 + ‖λ3t‖2 + ‖λ3‖2 + ‖λ4‖2)dτ + C(‖λ3‖2 + ‖λ4‖2)+ 12‖λ4t‖
2,
which implies that
‖λ4t‖2 ≤ 2‖λ4t(0)‖2 + 4(M(0)(λ3(0)+ λ4(0)), λ4t(0))
+ C(‖λ3‖2 + ‖λ4‖2)+ C
∫ t
0
(‖u3tt‖2 + ‖λ3t‖2 + ‖λ3‖2 + ‖λ4‖2)dτ . (4.15)
Noticing that the second equation of (1.5) subtracted from (b) of (2.1) we also get
(λ− λh, vh)+ (u− uh, vhx) = 0, ∀ vh ∈ Vh, t ∈ [0, T ]. (4.16)
Differentiating (4.16) with respect to t and taking t = 0 we have
(λt(0)− λht(0), vh)+ (ut(0)− uht(0), vhx) = 0, ∀ vh ∈ Vh. (4.17)
2166 Z. Jiang, A. Li / Journal of Computational and Applied Mathematics 235 (2011) 2157–2169
Hence from (4.2) and (4.17) we obtain
λ4(0) = 0, ‖λ4t(0)‖ ≤ ‖λ3t(0)‖. (4.18)
Substituting (4.18) into (4.15), we get
‖λ4t‖2 ≤ C(‖λ3t(0)‖2 + ‖λ3(0)‖2 + ‖λ3‖2 + ‖λ4‖2)+ C
∫ t
0
(‖u3tt‖2 + ‖λ3t‖2 + ‖λ3‖2 + ‖λ4‖2)dτ . (4.19)
Combining (4.19) and (4.9) with Theorem 3.4 we have for all 0 ≤ t ≤ T
‖λ4t‖ ≤ Ch

‖λ‖1 + ‖λ(0)‖1 + ‖λt(0)‖1 + ‖u1‖1 + ‖P(0)‖1
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

. (4.20)
Thenwemust verify that the induction hypothesis (4.14) holds. In fact, from (4.18), Theorem 3.4 and the inverse estimate
in Vh, we deduce that
‖λ4t(0)‖0,∞ ≤ Ch 12 (‖λt(0)‖1 + ‖P(0)‖1)→ 0(h → 0+).
Since ‖λ4t(t)‖0,∞ is a continuous function of t , which implies that when h is sufficiently small, there exists a t∗ ∈ (0, T ]
such that
t∗ = max
t∈[0,T ]
{s ∈ [0, t] : ‖λ4t(s)‖0,∞ ≤ 1}.
Suppose that t∗ < T , then (4.20) holds when t ∈ [0, t∗]. Using the inverse estimate we know that when t ∈ [0, t∗]
‖λ4t(t)‖0,∞ ≤ Ch 12

‖λ‖1 + ‖λ(0)‖1 + ‖λt(0)‖1 + ‖u1‖1 + ‖P(0)‖1
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

→ 0(h → 0+),
especially,
‖λ4t(t∗)‖0,∞ ≤ Ch 12

‖λ‖1 + ‖λ(0)‖1 + ‖λt(0)‖1 + ‖u1‖1 + ‖P(0)‖1
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

→ 0(h → 0+).
This implies that when h is sufficiently small, there exists t1 ∈ (t∗, T ] such that ‖λ4t(t)‖0,∞ ≤ 1, t ∈ [0, t1], which
contradicts the definition of t∗. Hence t∗ = T , which implies that the induction hypothesis (4.14) holds. So the estimate
(4.20) holds.
Lastly, we estimate ‖P4‖ and ‖P4x‖. Taking vh = P4 in the error equation (4.1), then we have
‖P4‖ ≤ ‖λ4t‖ + C(‖λ3‖ + ‖λ4‖). (4.21)
Combining (4.9) and (4.20)–(4.21) with Theorem 3.4, we obtain
‖P4‖ ≤ Ch

‖λ‖1 + ‖λ(0)‖1 + ‖λt(0)‖1 + ‖u1‖1 + ‖P(0)‖1
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

. (4.22)
Takingwh = P4x in the error equation (4.1), we also obtain
‖P4x‖ ≤ ‖u4tt‖ + ‖u3tt‖. (4.23)
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By Theorem 3.4, we know that the estimate ‖P4x‖ changes to the estimate ‖u4tt‖. Differentiating (a) and (c) of (4.1) with
respect to t one time, (b) of (4.1) with respect to t two times, we get
(a) (u4ttt , wh)− (P4xt , wh) = −(u3ttt , wh), ∀wh ∈ Wh, t ∈ [0, T ],
(b) (λ4tt , vh)+ (u4tt , vhx) = 0, ∀vh ∈ Vh, t ∈ [0, T ],
(c) (P4t , vh)− (λ4tt , vh)− (M(t)(λ3t + λ4t), vh)−

∂M(t)
∂t
(λ3 + λ4), vh

= 0, ∀vh ∈ Vh, t ∈ [0, T ].
(4.24)
Takingwh = u4tt , vh = P4t , vh = −λ4tt in (a), (b) and (c) of (4.24) respectively, and adding them, then we have
(u4ttt , u4tt)+ (λ4tt , λ4tt)+ (M(t)(λ3t + λ4t), λ4tt)+

∂M(t)
∂t
(λ3 + λ4), λ4tt

= −(u3ttt , u4tt),
which implies that
1
2
d
dt
‖u4tt‖2 + ‖λ4tt‖2 ≤ ‖u3ttt‖ ‖u4tt‖ + C‖λ3t + λ4t‖‖λ4tt‖ + C‖λ3 + λ4‖ ‖λ4tt‖
+ C(‖λ3‖0,∞ + ‖λ4‖0,∞)‖λ3t + λ4t‖ ‖λ4tt‖. (4.25)
The proof of induction hypothesis (4.5) implies that ‖λ4‖0,∞ ≤ 1 when h is sufficiently small. From (3.11), the inverse
estimate in Vh and Theorem 3.2 together with (3.7), we see that
‖λ3‖0,∞ ≤ ‖λ− Rhλ‖0,∞ + ‖λ2‖0,∞ ≤ Ch‖λ‖1,∞ + Ch− 12 ‖λ2‖
≤ Ch‖λ‖1,∞ + Ch− 12
∫ t
0
‖P1‖dτ ≤ Ch‖λ‖1,∞ + Ch 12
∫ t
0
‖P‖1dτ ,
which implies that ‖λ3‖0,∞ ≤ C0 when h is sufficiently small. So from (4.25) we have
1
2
d
dt
‖u4tt‖2 + ‖λ4tt‖2 ≤ 12‖u3ttt‖
2 + 1
2
‖u4tt‖2 + C(‖λ3‖2 + ‖λ4‖2 + ‖λ3t‖2 + ‖λ4t‖2)+ 12‖λ4tt‖
2.
Integrating the above inequality with respect to t from 0 to t we get
‖u4tt‖2 − ‖u4tt(0)‖2 ≤
∫ t
0
(‖u3ttt‖2 + ‖u4tt‖2)dτ + C
∫ t
0
(‖λ3‖2 + ‖λ4‖2 + ‖λ3t‖2 + ‖λ4t‖2)dτ .
Using the Gronwall inequality we obtain
‖u4tt‖2 ≤ ‖u4tt(0)‖2 + C
∫ t
0
‖u3ttt‖2dτ + C
∫ t
0
(‖λ3‖2 + ‖λ4‖2 + ‖λ3t‖2 + ‖λ4t‖2)dτ . (4.26)
Takingwh = u4tt in (a) of (4.1), differentiating (b) of (4.1) with respect to t two times and then taking vh = P4, which implies
that 
(u4tt(0), u4tt(0))− (P4x(0), u4tt(0)) = −(u3tt(0), u4tt(0)),
(λ4tt(0), P4(0))+ (u4tt(0), P4x(0)) = 0
when letting t = 0. Since P4(0) = 0, from Theorem 3.4 and the above equation we can get
‖u4tt(0)‖ ≤ ‖u3tt(0)‖ ≤ Ch(‖Pt(0)‖1 + ‖utt(0)‖1). (4.27)
Thus from (4.27) and (4.26) together with Theorem 3.4, we have
‖u4tt‖ ≤ Ch

‖λ(0)‖1 + ‖λt(0)‖1 + ‖u1‖1 + ‖utt(0)‖1 + ‖P(0)‖1 + ‖Pt(0)‖1
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2
+
∫ t
0
(‖Ptt‖1 + ‖uttt‖1)dτ

. (4.28)
Combining (4.23) and (4.28) with Theorem 3.4, we obtain
‖P4x‖ ≤ Ch

‖λ(0)‖1 + ‖λt(0)‖1 + ‖u1‖1 + ‖utt(0)‖1 + ‖P(0)‖1 + ‖Pt(0)‖1
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2
+
∫ t
0
(‖Ptt‖1 + ‖uttt‖1)dτ + ‖Pt‖1 + ‖utt‖1

. (4.29)
Using the triangle inequality, (4.9)–(4.10), (4.20), (4.22) and (4.28)–(4.29) and Theorem 3.4, the main result of this paper
can be written as follows:
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Theorem 4.1. Let {u, λ, P} : [0, T ] → W×L2(I)×V and {uh, λh, Ph} : [0, T ] → Wh×Vh×Vh ⊂ W×L2(I)×V be the solutions
of (1.5) and (2.1), respectively. If the nonlinear function f (s) satisfies 0 < l ≤ f ′(s) ≤ L, |f ′′(s)| ≤ M, s ∈ (−∞,+∞), then
for h sufficiently small and 0 ≤ t ≤ T , we have the optimal order error estimates
‖u− uh‖ ≤ Ch

‖u1‖1 + ‖P(0)‖1 + ‖u‖1 +
∫ t
0
(‖λ‖1 + ‖P‖1)dτ
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

,
‖P − Ph‖1 ≤ Ch

‖λ(0)‖1 + ‖λt(0)‖1 + ‖u1‖1 + ‖utt(0)‖1 + ‖P(0)‖1 + ‖Pt(0)‖1
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2
+
∫ t
0
(‖Ptt‖1 + ‖uttt‖1)dτ + ‖Pt‖1 + ‖utt‖1 + ‖λ‖1 + ‖P‖2

,
and the following error estimates
‖ut − uht‖ ≤ Ch

‖λ‖1 + ‖u1‖1 + ‖P(0)‖1 + ‖ut‖1 + ‖P‖1
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

,
‖λ− λh‖ ≤ Ch

‖λ‖1 + ‖u1‖1 + ‖P(0)‖1 +
∫ t
0
‖P‖1dτ +
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

,
‖λt − λht‖ ≤ Ch

‖λ‖1 + ‖λt‖1 + ‖P‖1 + ‖λ(0)‖1 + ‖λt(0)‖1 + ‖u1‖1 + ‖P(0)‖1
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

,
‖utt − uhtt‖ ≤ Ch

‖λ(0)‖1 + ‖λt(0)‖1 + ‖u1‖1 + ‖utt(0)‖1 + ‖P(0)‖1 + ‖Pt(0)‖1
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2
+
∫ t
0
(‖Ptt‖1 + ‖uttt‖1)dτ + ‖Pt‖1 + ‖utt‖1

,
‖P − Ph‖ ≤ Ch

‖λ‖1 + ‖λ(0)‖1 + ‖λt(0)‖1 + ‖u1‖1 + ‖P(0)‖1 + ‖P‖1
+
∫ t
0
(‖λ‖21 + ‖λt‖21 + ‖P‖21 + ‖Pt‖21 + ‖utt‖21)dτ
 1
2

.
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