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A class of representations of Hecke algebras II
Dean Alvis
Abstract
This paper is a continuation of [1], in which the notion ofW -digraph was introduced
to model the structure of certain representations of Hecke algebras, including those
constructed by Lusztig from twisted involutions in the underlying Coxeter group in [4].
Here graph-theoretic properties of W -digraphs are established including, under certain
assumptions, acyclicity. When the Coxeter system is finite, a bound on the number
of vertices of a connected W -digraph is obtained, and a graph operation is considered
that induces the usual duality operation on the level of characters.
1 Introduction
In this paper, (W,S) will denote a Coxeter system. The associated Hecke algebra H has
basis elements Tw, w ∈W , satisfying
(1.1) TsTw =
{
Tsw if ℓ(sw) > ℓ(w),
u2Tsw + (u
2 − 1)Tw if ℓ(sw) < ℓ(w)
for s ∈ S, where ℓ is the length function on W . Let 1 ≤ n(s, t) ≤ ∞ denote the order of st
for s, t ∈ S. We recall some definitions from [1].
Definition 1.1. Let Γ be a directed multigraph with set of vertices X, and let S be a set.
Then Γ is an S-labeled digraph if (i) each edge of Γ is either a solid or a dashed directed
edge from one vertex to a different vertex, (ii) each edge of Γ is labeled by one element
of S, and (iii) for every vertex γ ∈ X and every s ∈ S, there is exactly one edge of Γ
containing γ that is labeled s.
For an S-labeled digraph Γ, denote by V(Γ) the set of vertices and E(Γ) the set of edges
of Γ. Let V be the vector space over Q(u) with basis V(X). For each s ∈ S, define a linear
operator τs ∈ gl(V ) as follows: if α ∈ V(X), then
(1.2) τs(α) =

β if α βs ∈ E(Γ),
(u2 − 1)α+ u2β if α βs ∈ E(Γ),
uα+ (u+ 1)β if α βs ∈ E(Γ),
(u2 − u− 1)α+ (u2 − u)β if α βs ∈ E(Γ).
Definition 1.2. An S-labeled digraph Γ is a W -digraph if the mapping Ts 7→ τs extends
to a representation of H, that is, a homomorphism of Q(u)-algebras ρ : H → gl(V ).
Thus the notion of W -digraph is, in some sense, dual to that of W -graph introduced by
Kazhdan and Lusztig in [3], in which the nodes, rather than edges, of a undirected graph
are labeled with (sets of) generators.
If Γ is an S-labeled digraph, let Γrev be the S-labeled digraph obtained by reversing all
of the edges of Γ, maintaining their labels and types. We have the following
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Theorem 1.3. If Γ is an S-labeled digraph, then Γ is a W -digraph if and only if Γrev is a
W -digraph.
Theorem 1.4. If n(s, t) < ∞ for all s, t ∈ S and Γ is a connected W -digraph, then the
following hold.
(i) Γ can have at most one source and at most one sink.
(ii) If Γ has either a source or a sink, then Γ is acyclic.
(iii) If (W,S) is finite, then Γ has both a source and a sink.
Corollary 1.5. If (W,S) is finite, then the number of sources (or sinks) in a W -digraph
Ψ is equal to the number of connected components of Ψ.
For J ⊆ S and Γ an S-labeled digraph, let ΓJ be the multigraph obtained by removing
from Γ all edges labeled by elements of S \ J , so ΓJ is a J-labeled digraph.
Theorem 1.6. If (W,S) is a finite Coxeter system, J ⊆ S, and Γ is a connected W -
digraph, then ΓJ has at most |W :WJ | connected components.
Taking J = ∅ gives the following.
Corollary 1.7. Let (W,S) be a finite Coxeter system, and let Γ be a connected W -digraph.
Then |V(Γ)| ≤ |W |.
The bound in Corollary 1.7 is always attained: see Example 3.10.
Theorem 1.8. Assume (W,S) satisfies n(s, t) < ∞ for s, t ∈ S and Γ is a connected
W -digraph with a source or sink. Then for α, β ∈ V(Γ), any two directed paths from α to
β in Γ have the same number of edges.
Suppose (W,S) is finite and χ(Γ) is the character of H afforded by the module for
a connected W -digraph Γ. For a = ±1, let χ(Γ)a denote the (ordinary) character of W
determined by χ(Γ)a(w) = χ(Γ)(Tw)|u=a.
Theorem 1.9. If (W,S) is finite and Γ is a connected W -digraph, then
χ(Γrev)1 = χ(Γ)−1 = sgnW ·χ(Γ)1.
The organization of this paper is as follows. Section 2 contains the proof of Theorem 1.3
as well as an alternative description of Γrev when (W,S) is finite and Γ is afforded by the
module constructed by Lusztig from twisted involutions as in [4]. Section 3 contains the
proofs of Theorem 1.4, Theorem 1.6, and Theorem 1.8. Section 4 contains the proof of
Theorem 1.9 and additional results relating matrix representations corresponding to Γ and
Γrev. The last section contains concluding remarks and an example related to Lusztig’s
notion of bar operator.
2 The proof of Theorem 1.3
Proof of Theorem 1.3. Let (W,S) be a Coxeter system, and let Γ be an S-labeled digraph.
For J = {s, t} and 1 < n < ∞, denote by Fn the collection of all J-labeled digraphs
C of Figures 1.4–1.11 of [1] for which m = |V(C)| /2 satisfies the divisibility conditions
of Theorem 1.3 of [1]. Then by the theorem just cited, Γ is a W -digraph if and only if
whenever J = {s, t} ⊆ S with 1 < n = n(s, t) < ∞, each connected component of ΓJ is
isomorphic to an element of Fn. It is easily seen that Fn is invariant under C 7→ Crev.
Also, C is a connected component of ΓJ if and only if Crev is a connected component of
(ΓJ)rev. The assertion of the theorem follows.
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Let w 7→ w∗ be an involutory automorphism of (W,S), and let I∗ =
{
x ∈W | x∗ = x−1
}
be the set of twisted involutions of W . By Lusztig [4], Theorem 0.1, there is an H-module
M∗ with basis X = {mw | w ∈ I∗} and H-action determined by
Tsmw =

msws∗ if sw 6= ws
∗ > w,
(u2 − 1)mw + u
2msws∗ if sw 6= ws
∗ < w,
umw + (u+ 1)msw if sw = ws
∗ > w,
(u2 − u− 1)mw + (u
2 − u)msw if sw = w
∗ < w.
The basis X for M∗ then affords the W -digraph Γ∗ defined by
mw msws∗
s ∈ E(Γ∗) ⇐⇒ sw 6= ws
∗ > w
and
mw msw
s ∈ E(Γ∗) ⇐⇒ sw = ws
∗ > w.
Theorem 2.1. Let W be finite with longest element w0, and let Γ∗ be the W -digraph cor-
responding to the involutory automorphism w 7→ w∗ of (W,S). Then (Γ∗)rev is isomorphic
to the W -digraph Γ# corresponding to the automorphism w 7→ w
# = w0w
∗w0 of (W,S)
via the bijection sending mx ∈ V(Γ∗) to mxw0 ∈ V(Γ#).
Proof. Observe w∗0 = w0 since w 7→ w
∗ preserves lengths. Suppose x ∈ I∗, so x
∗ = x−1.
Then xw0 ∈ I# because
(xw0)
# = w0(xw0)
∗w0 = w0x
∗w0w0 = w0x
−1 = (xw0)
−1.
Likewise, if xw0 ∈ I#, then x ∈ I∗. If x, y ∈ I∗ and s ∈ S, then
mx my
s ∈ E(Γ∗) ⇐⇒ x < y = sxs
∗
⇐⇒ yw0 < xw0 = (sys
∗)w0 = s(yw0)(w0s
∗w0) = s(yw0)s
#
⇐⇒ myw0 mxw0
s ∈ E(Γ#),
and
mx my
s ∈ E(Γ∗) ⇐⇒ x < y = sx = xs
∗
⇐⇒ yw0 < xw0 = (sy)w0 = s(yw0) = (ys
∗)w0 = (yw0)s
#
⇐⇒ myw0 mxw0
s ∈ E(Γ#).
Therefore (Γ∗)rev is isomorphic to Γ# via the bijection mx 7→ mxw0 on vertices.
Corollary 2.2. If w0 is central in W , then (Γ∗)rev is isomorphic to Γ∗.
Example 2.3. SupposeW = 〈r, s, t〉 with n(r, s) = n(s, t) = 3, n(r, t) = 2 and w∗ = w for
w ∈ W , so I∗ is the set of involutions in W (including e). The corresponding W -digraph
Γ∗ is shown in Figure 2.1. (The vertices are labeled x rather than mx for x ∈ I∗.) If
w 7→ w# is the nonidentity graph automorphism of W , the corresponding W -digraph Γ#
is as shown in Figure 2.2. Note (Γ∗)rev ∼= Γ#.
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Figure 2.1 Γ∗ for W (A3)
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Figure 2.2 Γ# for W (A3)
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Example 2.4. Suppose W = 〈r, s, t〉 with n(r, s) = 3, n(s, t) = 4, n(r, t) = 2. With
w 7→ w∗ = w, I∗ is the set of involutions of W . The correspondingW -digraph Γ∗ takes the
form shown in Figure 2.3. Note (Γ∗)rev ∼= Γ∗.
Figure 2.3 Γ∗ for W (B3)
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3 The proofs of Theorems 1.4, 1.6, 1.8
Throughout this section (W,S) is a Coxeter system and Γ is a W -digraph. Let Γ0 be the
S-labeled digraph obtained by replacing each dashed edge by a solid edge with the same
direction and label. If ε = α βs ∈ E(Γ) or ε = α βs ∈ E(Γ), then we call
α βs ∈ E(Γ0) the image of ε in Γ0. Let Γdir be the directed multigraph obtained by
removing all edge labels from Γ0. Clearly there is a directed path from α to β in Γ if and
only if there is a directed path from α to β in Γ0 and/or Γdir. An empty path is considered
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to be a directed path from a vertex to itself in any directed multigraph. We define Γ to
be acyclic if Γdir is acyclic, that is, if there is no nonempty directed circuit in Γdir. Also,
α ∈ V(Γ) is a source (sink) in Γ or Γ0 if α is a source (sink, respectively) in Γdir. Let Γundir
be the undirected multigraph obtained from Γ0 by replacing each directed edge α β
s
in Γ0 by an unlabeled edge α —– β.
Let H0 be the 0-Hecke algebra of (W,S) (see [5], or [2], Chapter IV, §2, Exercise 23,
with λs = −1, µs = 0 for s ∈ S). Thus H0 is an associative algebra over Q with generating
set {as | s ∈ S} satisfying the presentation
a2s = −as
for s ∈ S and
n(s,t)︷ ︸︸ ︷
asatas · · · =
n(s,t)︷ ︸︸ ︷
atasat · · ·
if s, t ∈ S, n(s, t) < ∞. Also, H0 has basis {aw | w ∈W} with ae the identity element of
H0 and
(3.1) asaw =
{
asw if sw > w,
−aw if sw < w.
It follows that for x, y ∈W , there is z ∈W such that
axay = ±az and max {ℓ(x), ℓ(y)} ≤ ℓ(z),
and
axay = axy ⇐⇒ ℓ(x) + ℓ(y) = ℓ(xy).
If (W,S) is finite and w0 is the longest element of W , then
awaw0 = (−1)
ℓ(w)aw0 = aw0aw
for w ∈W .
Let V be the module afforded by Γ, so V has basis X = V(Γ) over Q(u). Let V0 be the
vector space over Q with basis X. For s ∈ S, define (τs)0 ∈ gl(V0) by
(τs)0(α) =
β if α β
s ∈ E(Γ0),
−α if α is a sink in Γs.
Notice that by (1.2) , (τs)0(α) can be obtained by replacing the coefficients of the image
τs(α) expressed as a linear combination of the elements of X with their values at u = 0.
Since in gl(V ) we have
(τs + 1)(τs − u
2) = 0 and
n(s,t)︷ ︸︸ ︷
τsτtτs · · · =
n(s,t)︷ ︸︸ ︷
τtτsτt · · ·,
it follows that in gl(V0) we have
((τs)0))
2 = −(τs)0 and
n(s,t)︷ ︸︸ ︷
(τs)0(τt)0(τs)0 · · · =
n(s,t)︷ ︸︸ ︷
(τt)0(τs)0(τt)0 · · ·
if n(s, t) < ∞. Hence as 7→ (τs)0 defines a representation ρ0 : H0 → gl(V0), giving V0 the
structure of an H0-module. In particular, for α ∈ V(Γ),
(3.2) asα =
β if α β
s ∈ E(Γ0),
−α if α is a sink in Γ{s}.
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Lemma 3.1. Assume (W,S) is a Coxeter system, Γ is a W -digraph, X = V(Γ), and H0
acts on V0 as described above. Then the following hold.
(i) If α ∈ X and w ∈W , then awα ∈ X or −awα ∈ X.
(ii) If β ∈ X, then there exists some w ∈ W such that β = ±awα if and only if there is
a directed path from α to β in Γ.
Proof. Since aw = as1as2 · · · asℓ if s1s2 . . . sℓ is a reduced expression for w ∈ W by (3.1),
an easy induction argument based on (3.2) establishes (i).
For (ii), we can argue with Γ0 in place of Γ. Suppose β in X and there is some directed
path
γ0 γ1
s1
γ2
s2
· · ·
s3
γk−1
sk−1
γk
sk
(3.3)
in Γ0 with γ0 = α, γk = β. Define y ∈W by ±ay = askask−1 · · · as2as1 . Then
±ayα = askask−1 · · · as2as1γ0 = γk = β.
Conversely, assume β = ±awα ∈ X, where w ∈ W . Let w = tktk−1 · · · t2t1 be a reduced
expression for w as a product of generators tk, . . . , t1 ∈ S, so aw = atk · · · at2at1 by (3.1).
Put δ0 = α and δj = atjδj−1 for 1 ≤ j ≤ k, so β = ±δk. By (i), there are εj ∈ {−1, 1}
such that αj = εjδj ∈ X for 0 ≤ j ≤ k. Then for 1 ≤ j ≤ k, αj−1 6= αj if and only if
αj−1 αj
tj ∈ E(Γ0) . If 0 < j1 < j2 < · · · < jℓ are the values of j, 1 ≤ j ≤ k, for which
αj−1 6= αj , then
α0 αj1
tj1
αj2
tj2
· · ·
tj3
αjℓ−1
ttℓ−1
αjℓ
tjℓ
is a directed path in Γ0 from α to β. Thus (ii) holds.
Lemma 3.2. Assume (W,S) is a Coxeter system, Γ is a W -digraph, X = V(Γ), and H0
acts on V0 as in (3.2). For ω ∈ X, the following are equivalent.
(i) ω is a sink in Γ.
(ii) asω = −ω for all s ∈ S.
(iii) awω = (−1)
ℓ(w)ω for all w ∈W .
Moreover, if (W,S) is finite, then (i)–(iii) are equivalent to
(iv) ω = ±aw0α for some α ∈ X.
Proof. If ω is a sink in Γ, then asω = −ω for all s ∈ S by (3.2). Thus (i) implies (ii).
Assume asω = −ω for all s ∈ S and w ∈ W has reduced expression w = s1s2 · · · sk.
Then by (3.1),
awω = as1as2 · · · askω = (−1)
kω = (−1)ℓ(w)ω.
Hence (ii) imples (iii).
Suppose awω = (−1)
ℓ(w)ω for all w ∈ W . Then asω = −ω for all s ∈ S, and thus ω
must be a sink in Γ by (3.2). Hence (iii) implies (i).
Suppose (W,S) is finite and ω = εaw0α, where α ∈ X and ε ∈ {−1, 1}. Then
asω = as(εaw0α) = ε(asaw0)α = −εaw0α = −ω
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for any s ∈ S, and so ω is a sink in Γ. Conversely, if ω is a sink in Γ, then aw0ω =
(−1)Nω = ±ω by (3.2), where N = ℓ(w0), and thus ω = ±aw0ω. Hence (i) and (iv) are
equivalent.
The following is obtained by combining the lemma with Theorem 1.3.
Corollary 3.3. If (W,S) is a finite Coxeter system and Γ is a W -digraph, then Γ has both
a source and a sink.
Definition 3.4. (1) Let π1 and π2 be two directed paths in Γ, and let s, t ∈ S satisfy
1 < n(s, t) < ∞. Then π1 ≡s,t π2 if there is some connected component C of Γ{s,t} such
that π1 and π2 both pass through the source σ0 and the sink σ1 of C, and π2 can be
obtained from π1 by replacing one of the directed paths from σ0 to σ1 in Γ{s,t} by the
other.
(2) Let ≡ be the equivalence relation on directed paths in Γ generated by the relations ≡s,t
for s, t ∈ S, 1 < n(s, t) <∞.
Similar relations, also denoted ≡s,t and ≡, can be defined for directed paths in Γ0. It
is clear that two directed paths in Γ are in the same ≡ equivalence class if and only if their
images in Γ0 are in the same ≡ equivalence class.
Lemma 3.5. Suppose (W,S) is a Coxeter system such that n(s, t) <∞ for all s, t ∈ S, Γ
is a W -digraph, and there is some directed path from α ∈ V(Γ) to a sink ω in Γ. Then the
following hold.
(i) Any two directed paths from α to ω are in the same ≡ equivalence class.
(ii) If there is some directed path from α to δ ∈ V(Γ) in Γ, then there is some directed
path from δ to ω in Γ.
Proof. We can argue with Γ0 in place of Γ. Fix the sink ω of Γ. For π a directed path in Γ0,
let λ(π) be the number of edges in π. For γ ∈ V(Γ), define µ(γ) be the minimum of λ(π) as
π ranges over all directed paths in Γ0 from γ to ω, with µ(γ) = ∞ if no such path exists.
Under our assumptions, µ(α) < ∞. We argue by induction on µ(α). If µ(α) = 0, then
α = ω is a sink, so the assertions hold. Suppose µ(α) = k > 0 and that (i) and (ii) hold with
β in place of α whenever µ(β) < k. Let π1 be a directed path from α to ω with λ(π1) = k,
and let π2 be an arbitrary directed path from α to ω. Let φ1 = α β
s ∈ E(Γ0) be
the first edge of π1, and let ρ1 be the remainder of the path π1, so that π1 = φ1ρ1, with
juxtaposition indicating concatination of paths. Note µ(β) = k − 1 < k. Similarly, let
φ2 = α γ
t ∈ E(Γ0) be the first edge of π2 = φ2ρ2. If s = t, then β = γ, so ρ1 ≡ ρ2
by the induction hypothesis applied to β, and thus π1 ≡ π2 as desired. Suppose s 6= t. Let
σ be the sink of the the connected component C of (Γ0){s,t} containing α. (Such a sink
exists by the classification of the connected components of Γ{s,t} given in Theorem 1.3 of
[1].) Let ν1, ν2 be the (unique) directed paths in C0 from β and γ to σ, respectively, so
φ1ν1 ≡s,t φ2ν2. By (ii) applied to β, there is some directed path ρ from σ to ω in Γ0. (See
Figure 3.1, in which edges represent directed paths in Γ0, with labels s and t on the first
edges of π1, π2.) By (i) applied to β, ρ1 ≡ ν1ρ. In particular,
λ(ν2ρ) = λ(ν2) + λ(ρ) = λ(ν1) + λ(ρ) = λ(ν1ρ) = λ(ρ1) = k − 1
since λ is clearly constant on ≡ equivalence classes. Thus µ(γ) ≤ k − 1, and hence the
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Figure 3.1
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induction hypothesis can also be applied to γ, giving ρ2 ≡ ν2ρ. Therefore
π1 = φ1ρ1 ≡ φ1(ν1ρ) = (φ1ν1)ρ
≡ (φ2ν2)ρ = φ2(ν2ρ) ≡ φ2ρ2 = π2,
so (i) holds for α.
To complete the proof, suppose now that ψ is a directed path from α to δ in Γ0. Let
α εr be the first edge of ψ. If r = s, then ε = β, so there is some directed path from
δ to ω by (ii) applied to β. Assume r 6= s. Let τ be the sink in the connected component
of (Γ0){r,s} containing α. (See Figure 3.2, in which the edges not labeled by s or r indicate
directed paths in Γ0.) There exists some directed path from τ to ω by (ii) applied to β.
Figure 3.2
α
β
s
φ1
ε
r
τ ω
ρ1
δ
?
The argument given for γ above applies here to show that µ(ε) ≤ k − 1, and thus there
is some directed path from δ to ω by (ii) applied to ε. Therefore (ii) holds for α and the
proof is complete.
Example 3.6. It is not the case that any two directed paths between arbitrary vertices
in a W -digraph are in the same ≡ equivalence class. For example, let W = 〈r, s, t〉 be
of type A3, with n(r, s) = 3 = n(s, t), n(r, t) = 2, and let Γ be as in Figure 3.3. Then
α2 α3
s β3
r and α2 β2
t β3
s are inequivalent directed paths from α2 to
β3.
Lemma 3.7. Suppose (W,S) is a Coxeter system such that n(s, t) <∞ for all s, t ∈ S, Γ
is a connected W -digraph, and ω is a sink in Γ.
(i) For all α ∈ X = V(Γ), there is a directed path in Γ from α to ω. Moreover, any two
such paths are in the same ≡ equivalence class.
(ii) The only sink in Γ is ω.
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Figure 3.3 Digraph for Example 3.6
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Proof. It is sufficient to argue with Γ0 in place of Γ. Let λ(π) and µ(γ) be defined as in
the proof of Lemma 3.5 for the sink ω. For α ∈ V(Γ), define δ(α) to be the minimal length
of a path from α to ω in Γundir: such a path must exist because Γ0 is connected. We
prove µ(α) < ∞ for all α ∈ V(Γ) by induction on δ(α). If δ(α) = 0, then α = ω, and so
µ(α) = 0 < ∞. Suppose δ(α) = k > 0 and µ(β) <∞ whenever δ(β) < k. Let α —– β be
the first edge of a path in Γundir from α to ω of length k, so δ(β) = k − 1 and µ(β) < ∞.
If α βs is an edge of Γ0, then if follows that µ(α) ≤ 1 + µ(β) < ∞. On the other
hand, if α βs is an edge of Γ0, then there is some directed path from α to ω by part
(ii) of Lemma 3.5 applied to β, and thus µ(α) <∞. Hence µ(α) <∞, that is, there exists
some directed path from α to ω in Γ, for any α ∈ V(Γ) . Thus Lemma 3.5 applies to all
α ∈ V(Γ), and so (i) follows from part (ii) of Lemma 3.5.
If ω′ is a sink of Γ, then any directed path from ω′ to ω must be empty, and thus ω′ = ω.
Hence (ii) holds.
Combining Lemma 3.7 with Theorem 1.3 gives the following.
Corollary 3.8. Suppose (W,S) is a Coxeter system such that n(s, t) <∞ for all s, t ∈ S,
Γ is a connected W -digraph, and σ is a source in Γ.
(i) For all α ∈ V(Γ), there is a directed path in Γ from σ to α. Moreover, any two such
paths are in the same ≡ equivalence class.
(ii) The only source in Γ is σ.
We now prove Theorems 1.4, 1.6, and 1.8.
Proof of Theorem 1.4. Assume n(s, t) <∞ for all s, t ∈ S and Γ is a connectedW -digraph.
Since Γrev is also a connected W -digraph by Theorem 1.3, it is enough to prove the asser-
tions involving sinks. Part (i) holds by Lemma 3.7(ii).
Suppose Γ has a sink but is not acyclic. Let α ∈ V(Γ) be contained in a (nonempty)
directed circuit ρ in Γ. Let π be a directed path from α to the sink ω of Γ containing
α. Then the directed paths π and ρπ from α to ω are in different ≡ equivalence classes
because their lengths are different, contradicting Lemma 3.7. Thus (ii) holds.
Finally, part (iii) holds by Corollary 3.3.
Example 3.9. The following examples show that Γ need not be acyclic when the conditions
of Theorem 1.4 are not satisfied. IfW = 〈s, t〉 and n(s, t) =∞, then theW -digraph given in
Figure 3.4 has a directed circuit. On the other hand, ifW = 〈r, s, t〉 with n(r, s) = n(s, t) =
n(r, t) = 3, so W is the affine group W (A˜2), then Γ as in Figure 3.5 is a W -digraph with
directed circuits.
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Figure 3.5 Non-acyclic W -digraph for W (A˜2)
Proof of Theorem 1.6. Assume (W,S) is a finite Coxeter system, Γ is a connected W -
digraph, and J ⊆ S. Let
ΓJ =
⋃
i∈I
Γi
be the decomposition of ΓJ into its connected components, indexed by some set I. Let
σi ∈ X = V(Γ) be the source of Γi. Then σi = ±ax(i)σ for some x(i) ∈ W , where σ is the
source of Γ (Corollary 3.8 (i) and Lemma 3.1 (ii)). Since σi is the source of Γi, we have
asσi 6= −σi for s ∈ J , so asax(i) 6= −ax(i), and thus sx(i) > x(i), for all s ∈ J . Hence x(i)
is in the set of distinguished right coset representatives XJ = {w ∈W | sw > w for s ∈ J}
of WJ inW . Since σi 6= σj when i 6= j are in I, i 7→ x(i) is an injection from I into XJ .
Example 3.10. Let (W,S) be a Coxeter system. Let Γ be the W -digraph defined by
V(Γ) =W and x ys ∈ E(Γ) if and only if x < sx = y for x, y ∈ W , s ∈ S. Then the
H-module afforded by Γ is the left regular module H. Note that Γ is connected since if
w = sksk−1 · · · s1 is a reduced expression for w ∈W and xj = sjsj−1 · · · s1, then
x0 x1
s1
x2
s2
· · ·
s3
xk−1
sk−1
xk
sk
is a path from e = x0 to w = xk in Γ. When (W,S) is finite, this example shows that the
bound in Corollary 1.7 is always attained.
Proof of Theorem 1.8. Suppose n(s, t) <∞ for all s, t ∈ S and Γ is a connectedW -digraph
that has a sink. (The case in which Γ has a source follows by applying the same reasoning
to Γrev.) Let π1, π2 be two directed paths in Γ from α to β. Let ρ be some directed path
from β to the sink ω of Γ: such a path exists by Lemma 3.7. By Lemma 3.7, the directed
paths π1ρ and π2ρ from α to ω are in the same ≡ equivalence class, and thus have the
same number of edges. Hence π1 and π2 have the same number of edges.
4 The proof of Theorem 1.9
Let σ be an automorphism of Q(u), and let V be a vector space over Q(u). Let σV be the
vector space over Q(u) that has the same additive group as V and scalar multiplication
(α, v) 7→ α ∗ v given by
α ∗ v = (σα)v,
where the scalar multiplication on the right hand side is that of V . Observe gl(V ) = gl(σV ),
since if ϕ : V → V , then
ϕ(α ∗ v) = α ∗ ϕ(v) ⇐⇒ ϕ((σα)v) = (σα)ϕ(v)
for all α ∈ Q(u), v ∈ V , and σ is bijective.
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Lemma 4.1. Let (W,S) be a Coxeter system, and let V = V (Γ) be the H-module afforded
by the W -digraph Γ. Let σ be the automorphism of Q(u) determined by σ(u) = −1/u.
For s ∈ S, let τs ∈ gl(V ) be the operator v 7→ Tsv. Then Ts 7→ τ
−1
s ∈ gl(
σV ) extends
to a representation H → gl(σV ). Moreover, as a basis for the H-module σV , X = V(Γ)
supports the W -digraph Γrev.
Proof. Suppose α, β ∈ X, s ∈ S. If α βs is an edge of Γ, then
τ−1s (α) = u
−2
(
Ts − (u
2 − 1)
)
α
= u−2
(
β − (u2 − 1)α
)
= (u−2 − 1)α + u−2β
= (u2 − 1) ∗ α+ u2 ∗ β
and
τ−1s (β) = u
−2
(
Ts − (u
2 − 1)
)
β
= u−2
(
u2α+ (u2 − 1)β − (u2 − 1)β
)
= α
in σV . On the other hand, if α βs is an edge of Γ, then
τ−1s (α) = u
−2
(
Ts − (u
2 − 1)
)
α
= u−2
(
uα+ (u+ 1)β − (u2 − 1)α
)
= u−2
(
(1 + u− u2)α+ (1 + u)β
)
= (u−2 + u−1 − 1)α+ (u−2 + u−1)β
= (u2 − u− 1) ∗ α+ (u2 − u) ∗ β
and
τ−1s (β) = u
−2
(
Ts − (u
2 − 1)
)
β
= u−2
(
(u2 − u)α+ (u2 − u− 1)β − (u2 − 1)β
)
= u−2
(
(−u+ u2)α− uβ
)
= (−u−1 + 1)α+ (−u−1)β
= (u+ 1) ∗ α+ u ∗ β
in σV . It follows that τ−1s has eigenvalues u
2 and −1 on the subspace of σV spanned by
{α, β}, and so (τ−1s −u
2)(τ−1s +1) = 0 in gl(
σV ) since the sets {α, β} for α βs ∈ E(Γ0)
form a partition of the basis X. Also, since Ts 7→ τs extends to a representation H → gl(V ),
we have
n(s,t)︷ ︸︸ ︷
τ−1s τ
−1
t · · · = (
n(s,t)︷ ︸︸ ︷
· · · τtτs)
−1 = (
n(s,t)︷ ︸︸ ︷
· · · τsτt)
−1 =
n(s,t)︷ ︸︸ ︷
τ−1t τ
−1
s · · ·
if s, t ∈ S and 1 < n(s, t) < ∞. Therefore Ts 7→ τ
−1
s extends to a representation H →
gl(σV ). The calculations above show that the basis X for σV supports theW -digraph Γrev,
so the proof is complete.
For a matrix A over Q(u), denote by σA the matrix obtained by applying the automor-
phism σ of Q(u) to each entry of A.
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Corollary 4.2. Suppose Γ is a finite W -digraph, X = V(Γ), and σ is the automorphism
of Q(u) determined by σ(u) = −1/u. Let ρ and ρrev be the matrix representations relative
to the basis X for the actions of H on V = V (Γ) and σV according to the W -digraphs Γ
and Γrev, respectively. Then
ρrev(Tw) =
σρ(T−1
w−1
)
for w ∈W .
Proof. From the calculation in the proof above, we have
ρrev(Ts) =
σρ(T−1s )
for s ∈ S. The assertion follows since if w ∈ W has reduced expression w = s1 · · · sk, then
Tw = Ts1Ts2 · · ·Tsk and T
−1
w−1
= T−1s1 T
−1
s2
· · ·T−1sk .
We now consider another relationship between the matrix forms of the representations
afforded by Γ and Γrev when n(s, t) <∞ for s, t ∈ S and Γ is a finiteW -digraph with source.
Let V and Vrev be the modules afforded by Γ and Γrev, respectively. For α ∈ X = V(Γ),
define εα = (−1)
k if there is some directed path with k edges from the source of Γ to α.
(Thus εα is well-defined by Lemma 3.7.) Put X
′ = {εαα | α ∈ X}. Let ρ
′ be the matrix
representation afforded by V with basis X ′, and let ρrev be the matrix representation
corresponding to Vrev with basis X. Define uw = u
2ℓ(w) for w ∈W .
Lemma 4.3. With the notation above,
(4.1) ρrev(Tw) = ρ
′(εwuwT
−1
w )
T for w ∈W .
Proof. Let s ∈ S. Suppose α βs ∈ E(Γ), so also β αs ∈ E(Γrev). Thus in the
module Vrev we have
Tsα = (u
2 − 1)α + u2β and Tsβ = α,
so the matrix of Ts acting on the subspace with basis {α, β} is(
u2 − 1 1
u2 0
)
.
On the other hand, εβ = −εα and usT
−1
s = Ts − (u
2 − 1), so in the module V we have
εsusT
−1
s εαα = −εα
(
Ts − (u
2 − 1)
)
α = −εα
(
β − (u2 − 1)α
)
= (u2 − 1)εαα+ εββ
and
εsusT
−1
s εββ = −εβ
(
Ts − (u
2 − 1)
)
β
= −εβ
(
(u2 − 1)β + u2α− (u2 − 1)β
)
= u2εαα,
so the matrix of εsusT
−1
s acting on the subspace of V with basis {εαα, εββ} is(
u2 − 1 u2
1 0
)
.
Now suppose that α βs ∈ E(Γ). Then in Vrev we have
Tsα = (u
2 − u− 1)α + (u2 − u)β
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and
Tsβ = (u+ 1)α+ uβ,
so the matrix of Ts acting on the subspace with basis {α, β} is(
u2 − u− 1 u+ 1
u2 − u u
)
.
In the module V we have
εsusT
−1
s εαα = −εα
(
Ts − (u
2 − 1)
)
α
= −εα
(
uα+ (u+ 1)β − (u2 − 1)α
)
= (u2 − u− 1)εαα+ (u+ 1)εββ
and
εsusT
−1
s εββ = −εβ
(
Ts − (u
2 − 1)
)
β
= −εβ
(
(u2 − u− 1)β + (u2 − u)α− (u2 − 1)β
)
= (u2 − u)εαα+ εββ,
so the matrix of εsusT
−1
s acting on the subspace of V with basis {εαα, εββ} is(
u2 − u− 1 u2 − u
u+ 1 u
)
.
To summarize, (4.1) holds when w = s ∈ S. The general case follows since if w ∈ W
has reduced expression w = s1s2 · · · sk, then Tw = Ts1Ts2 · · ·Tsk .
Proof of Theorem 1.9. Assume (W,S) is finite, Γ is a connected W -digraph, and χ(Γ) and
χ(Γrev) are the characters of H afforded by the representations ρ and ρrev, respectively.
Then χ(Γ) is also afforded by the representation ρ′, and so by Corollary 4.2 and Lemma 4.3
we have
(4.2) χ(Γrev)(Tw) =
σχ(Γ)(T−1
w−1
) = χ(Γ)(εwuwT
−1
w )
for w ∈W . Theorem 1.9 follows by evaluating the three expressions in (4.2) at u = 1.
5 Concluding remarks
We begin this section with two observations. First, from the proof of the following result it
is clear that there is an efficient algorithm for determining whether two finite W -digraphs
with sources are isomorphic.
Theorem 5.1. Suppose (W,S) is a Coxeter system such that n(s, t) <∞ for s, t ∈ S and
Γ1, Γ2 are connected W -digraphs with sources. Then there is at most one isomorphism
from Γ1 onto Γ2.
Proof. Let σj be the source of Γj for j = 1, 2. For α ∈ Γ1, let λ(α) be the number of
edges in a direced path from σ1 to α. Suppose ϕj : V(Γ1) → V(Γ2) is an isomorphism of
W -digraphs for j = 1, 2. Thus for j = 1, 2, ϕj is a bijection such that
(5.1) α βs ∈ E(Γ1) ⇐⇒ ϕj(α) ϕj(β)
s ∈ E(Γ2)
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and
(5.2) α βs ∈ E(Γ1) ⇐⇒ ϕj(α) ϕj(β)
s ∈ E(Γ2).
Since an isomorphism ofW -digraphs must preserve sources, ϕ1(σ1) = σ2 = ϕ2(σ1). Assume
β ∈ V(Γ1) is such that λ(β) > 0 and ϕ1(α) = ϕ2(α) whenever α ∈ V(Γ1) satisifies
λ(α) < λ(β). If α βs is the last edge of a directed path from σ1 to β in Γ1, then
λ(α) = λ(β) − 1, so ϕ1(β) = ϕ2(β) by (5.1). Similarly, ϕ1(β) = ϕ2(β) by (5.2) if the last
edge of a directed path from σ1 to β has the form α β
s . Thus the assertion holds by
induction.
Next, suppose (W,S) is finite and Γ is a connected W -digraph. Let σ be the source of
Γ. From the definition of the action of H on the associated module V = V (Γ), it is clear
that V(Γ) ⊆ Hσ. Thus V (Γ) is isomorphic to a quotient of the left regular module of H,
and so the multiplicity of any irreducible H-module L as a constituent of V (Γ) is at most
dimL. Specializing at u = 1 gives the following.
Theorem 5.2. If (W,S) is finite, Γ is a connected W -digraph, χ = χ(Γ)1, and ϕ is an
irreducible character of W , then the multiplicity 〈ϕ,χ〉W of ϕ as a constituent of χ is at
most the degree ϕ(1) of ϕ.
Let α 7→ α be the automorphism of Q(u) determined by u = u−1. Let h 7→ h be the ring
involution of H determined by αTw = αT
−1
w−1
. We say the module V = V (Γ) associated
with a connected W -digraph Γ with source σ admits a bar operator if there is an involutory
automorphism v 7→ v of V , semilinear with respect to α 7→ α, such that σ = σ and
hv = h v for h ∈ H, v ∈ V .
Lusztig has shown that such a bar operator exists when Γ = Γ∗ is the W -digraph of
twisted involutions associated with an involutory automorphism w 7→ w∗ of (W,S). We
conclude with the following example, which shows that such a bar operator may not exist
for arbitrary Γ, even when (W,S) and Γ are finite.
Example 5.3. Let W = W (B3) = 〈r, s, t〉, with n(r, s) = 3, n(r, t) = 2, n(s, t) = 4. Let
Γ be the W -digraph of Figure 5.1. Suppose V = V (Γ) admits a bar operator in the sense
v0 v2
s
v4
r
t
v6
s
v1
t
v3
s
v5
r
t
v7
s
t
v8
r
v9
t
r
v10
s
r
v11s
t
r
Figure 5.1 Digraph for Example 5.3
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defined above. Then since v0 is the source of Γ and v4 = TrTsv0, we have
v4 = TrTsv0 = Tr Ts v0 = u
−2(Tr − (u
2 − 1))u−2(Ts − (u
2 − 1))v0
= u−4(Tr − (u
2 − 1))
(
v2 − (u
2 − 1)v0
)
= u−4
(
v4 − (u
2 − 1)v2 − (u
2 − 1)v8 + (u
2 − 1)2v0
)
.
(5.3)
On the other hand, v4 = TtTsv0, so we also have
v4 = TtTsv0 = Tt Ts v0 = u
−2(Tt − (u
2 − 1))u−2(Ts − (u
2 − 1))v0
= u−4(Tt − (u
2 − 1))
(
v2 − (u
2 − 1)v0
)
= u−4
(
v4 − (u
2 − 1)v2 − (u
2 − 1)v1 + (u
2 − 1)2v0
)
.
(5.4)
Since (5.3) and (5.4) cannot simultaneously hold, a contradiction is reached. Thus V does
not admit a bar operator.
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