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Anthony S. Tai
INITIALIZATION STRATEGY AND ACTIVATION FUNCTION SELECTION FOR NEURAL
NETWORKS BASED ON GAUSSIAN PROCESS OPTIMIZATION
To achieve better prediction performance, much research effort in deep/machine learning has been
devoted to improving neural network model development and training. Neural networks have been
implemented in healthcare systems, image classification, navigation and exploration applications.
However, neural network models, in general, may fail to train effectively without proper
preparation. In view of this, choosing appropriate initialization schemes and activation functions
remains an important research topic within the deep learning and machine learning communities.
My dissertation studies the connection between Gaussian processes and neural networks. It seeks
to leverage their synergies to enhance neural network initialization and activation function
selection for improved model accuracy.
In my dissertation I investigate marginal likelihood maximization, a Gaussian process procedure
that learns from data. Prediction tasks on real-world and simulated data are performed with
networks initialized with learned hyperparameters. The objective is to evaluate the statistical
technique for assisting model initialization in single- and multi-layer neural networks.
Furthermore, a simulation is carried out to assess the method for activation function selection in
single-hidden-layer neural networks. Empirical results suggest that the proposed Gaussian process
technique is a promising approach for guiding neural network model initialization and activation
function selection to achieve improved prediction performance.
There are three main contributions in this dissertation. First, I investigate the link between
neural networks and Gaussian processes. Second, I implement and validate the method of
marginal likelihood maximization for improving initialization and model prediction in single- and
multi-layer neural networks. Lastly, I demonstrate that under certain conditions the Gaussian
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1.1 Importance of Neural Network Initialization and Activation Function
Advanced research in structural design and algorithmic development in network prediction models
have led to many successes in machine learning applications. Researchers developed a navigation
system using machine learning technique [1] to generate rapid 3D spatial awareness for navigation
and exploration. Researchers also designed a machine learning model [2] to estimate the seriousness
of a patient’s pulmonary edema, a condition describing excess fluid in the lungs, by examining chest
radiographs. To achieve better neural network prediction, much research effort has been devoted
to improving model training.
Developing a good prediction model requires designing proper initialization schemes and choosing
appropriate activation functions. Researchers have proposed various techniques to improve model
initialization, such as the normalized initialization (aka Xavier-initialization) in [3], He-initialization
in [4], layer-sequential unit-variance (LSUV) initialization in [5], an initialization strategy for noisy
ReLU networks in [6], and the Gaussian SubMatrix method that makes use of initial parameter
sharing in [7]. Moreover, Ramachandran et al. [8] and Hayou et al. [9] demonstrate that selection of
activation function in a neural network plays a critical role in achieving good model accuracy. These
are just a few examples supporting the notion that neural network initialization and activation
function selection remain important research topics within the deep learning and the machine
learning communities.
1
1.2 Research Goal and Approach
This dissertation seeks a data-driven statistical approach for neural network initialization and acti-
vation function selection to improve model training and prediction accuracy. Intuitively, a machine
learning model built with prior knowledge about the data on which it makes predictions should
perform more accurately than without. This leads me to explore Gaussian process optimization for
learning relevant information from training data. To utilize information obtained from a Gaussian
process model to guide neural network initialization and activation function selection, I research
the link between the models’ structures. In particular, Neal in [10] establishes the equivalence of
a fully-connected, single-hidden-layer neural network and a Gaussian process. He shows that in
convergence the prior joint distribution of an infinitely wide network output values is a Gaussian
process. This results in an expression relating the activation function of the neural network and
the covariance function of the Gaussian process.
Although Neal proves the equivalence of the models, he does not provide the exact form of any
covariance function. However, in [11] Cho and Saul develop closed-form representations for arc-
cosine kernels/covariance functions corresponding to one-sided polynomial activation functions.
I mainly follow Cho and Saul’s procedure to derive an alternative form of covariance function
corresponding to rectified linear unit (ReLU) activation function.
Given the covariance function, I compute the marginal likelihood [12] of the Gaussian process to
measure the probability of the model given the observed data. Marginal likelihood maximization
tends to choose the model that is best for explaining the data. Once the model is chosen, hyper-
parameters that characterize the model are extracted to initialize the neural network. In principle,
neural networks initialized with these hyperparameters should achieve improved accuracy. This ini-




To assess GP-init, I design and conduct experiments to evaluate neural network prediction accuracy
based on the statistical method. First, neural networks are trained with initial hyperparameters
obtained from marginal likelihood maximization. Next, prediction tasks are performed on simulated
and real-world datasets with the trained models. Model prediction results are then compared to
those obtained from a benchmark initialization method. In addition, experiments are carried out to
evaluate the GP-init method for activation function selection in single-hidden-layer neural networks.
The details of these experiments are described in Chapter 3 for single-hidden-layer neural network
initialization, Chapter 4 for multi-layer model initialization, and Chapter 5 for activation function
selection for single-hidden-layer models.
1.4 Outline of the Remainder of the Dissertation
The remaining chapters of this dissertation discuss the relationship between neural networks and
Gaussian processes, and the procedure for linking the models to develop a strategy for neural
network initialization and activation function selection.
In Chapter 2, I address the issue of learning from data to improve neural network initialization.
The structure and properties of a neural network are first described, followed by an introduction
to Gaussian process model where log marginal likelihood maximization is demonstrated to learn
model hyperparameters. I then describe the equivalence of neural network and Gaussian process
based on [10] to develop a neural network model initialization strategy and activation function
selection technique.
In Chapter 3, I evaluate the Gaussian process initialization (GP-init) method on a single-hidden-
layer, fully-connected feedforward neural networks with rectified linear unit (ReLU) activation
function. A statistical method is used to derive the corresponding Gaussian process covariance
function. Simulations are then performed to assess GP-init on a neural network regression task.
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Evaluation is also done on a real-world image prediction task.
In Chapter 4, I extend the study to multilayer models. Parallel to the experiments performed in
Chapter 3, I evaluate the GP-init method on ReLU neural networks with two and three hidden
layers, respectively.
In Chapter 5, my main goal is to demonstrate how marginal likelihood maximization can be uti-
lized to select activation function for neural network models. Additionally, in the case when the
covariance function is analytically intractable, I show that Monte Carlo Approximation can be used
to address this issue.






A neural network is a prediction model composed of layers of individual processing nodes linked
through weighted connections. Its input layer passes the input data to the output layer through
a number of hidden layers to complete a task, such as producing an estimate of a target value
associated with the input in a regression task. The neural network design specifies its architec-
tural structure, optimization scheme, cost function, and the activation function as the network
nonlinearity mapping input to output.
As a prediction model, a neural network is tool for input-output mapping. In fact, it was shown in
[13, 14, 15] that under certain conditions a neural network can approximate any continuous function
to arbitrary precision. To obtain good prediction results, a neural network model requires proper
training. It is usually first trained with pairs of observed input and target output to optimize its
training convergence and accuracy. Given an unseen input, the well-trained neural network may
then be able to recognize relationships between data to make predictions about the target.
Figure 2.1: Structural diagrams of simple neural networks.
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The architecture of the simplest neural network consists of one single hidden layer situated between
the input and output layers. A diagram of a fully-connected, feedforward neural network with a
single hidden layer is shown in the left panel in Figure 2.1.
Recent development in deep learning discovered that network models with multiple layers of com-
putational nodes are able to extract various levels of abstractions, allowing them to learn represen-
tations of complex data [16]. The structural diagram of a fully-connected network with L hidden
layers is depicted in the right panel in Figure 2.1. Striving to improve the predictive performance
of multilayer networks, researchers investigated how these networks could be trained successfully
so that the models converge to acceptable solutions quickly. Functionalities of rectifying processing
nodes were studied and activation functions such as rectified linear unit (ReLU) and parametric
ReLU (PReLU) were proposed to replace the standard sigmoidal hyperbolic tangent function in
deep network applications [17, 4].
2.1.1 Activation functions
Activation functions are functions applied by the computational nodes in hidden and output layers
in neural networks to process information traveling through the network. They are typically non-
linear functions to facilitate mapping of complex input data to desired output in the model. There
are various activation functions available for machine learning applications [18].
Selection of activation functions is important because inappropriate choice can lead to inadequate
model training and poor prediction accuracy. In [3], Glorot and Bengio study the behavior of
sigmoid, hyperbolic tangent and softsign activation functions across network layers during model
training. They determine that sigmoidal logistic activation function should not be used in conjunc-
tion with random initialization in deep networks. He et al. define and describe parametric ReLU
(PReLU) activation function in [4]. Their experimental results show improvements over ReLU in
classifying ImageNet 2012 dataset when PReLU is used, suggesting the value of adaptive learning
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activation functions. Very recently, Hayou et al. [9] study how smoothness in activation functions
affects model training. Their empirical results indicate that smooth versions of ReLU including
Swish [8] give better prediction than ReLU in deep networks.
Examples of some popular activation functions are shown in Figure 2.2, with ReLU, logistic, and
Swish in the top panel, and PReLU, tanh, and softplus in the bottom panel.
Figure 2.2: Examples of popular activation functions.
2.1.2 Model initialization
Recognizing the difficulty in training multilayer networks, researchers also began tackling the issue
of model initialization. Typically the initial values of the model parameters, specifically the weights
and biases, are randomly assigned before training occurs.
However, [3] shows that standard gradient descent optimization algorithm from random initial-
ization produces poor prediction results. Their investigation on the variances of layer activations
and back-propagated gradients led to the normalized initialization (also known as the Xavier-
initialization) where the initial bias is assumed to be 0 and the initial weight value W between
















Instead of assuming that the network activation functions are linear, [4] develops an alternative
approach to model initialization with ReLU/PReLU rectifiers. Assuming that biases are 0 and
weights are symmetrically distributed about 0, and anticipating that the variances of input at the
first and last layers being equal, the authors propose the He-initialization scheme for the weights







Researchers have also studied the combined effect of initialization and momentum in deep and
recurrent neural networks [19] and conclude that poor initialization likely caused unsuccessful model
training. In [5] it was shown that pre-initialization with orthonormal matrices followed by output
variance normalization produces prediction performance comparable to, if not better than, standard
techniques. Additionally, [20] discusses the bound on the network depth based on the principle of
’Edge of Chaos’ given a particular set of initialization hyperparameters. Furthermore, [21] shows
that theoretically and in practice proper initialization parameter tuning with appropriate activation
function is important to model training for improved performance.
Even though many existing initialization methods have been applied successfully in multilayer
network models, they do not necessarily take full advantage of the information in observed data
that is relevant to model initialization. I address this issue in my research by exploring statistical
methods that learn directly from training data to guide the selection of initial hyperparameters and
activation functions in neural networks with the goal of improving model training and prediction
accuracy.
2.1.3 Model training and testing
Developing a neural network involves designing the model architecture. Careful consideration must
be given to the number of hidden layers, the amount of nodes in each hidden layer, and the
activation function that enables the network to learn complex patterns. In addition, optimization
8
techniques such as stochastic gradient descent and adaptive moment estimation, cost functions like
mean-squared-error and binary cross-entropy losses, and performance metric are chosen depending
on the task at hand. Lastly, the model needs to be trained in order to perform prediction.
Neural network training is an iterative process. The purpose is to prepare the model so that
its prediction performance meets the task requirements in accuracy and stability. The process
consists of forward and backward stages. During the forward stage, the network passes the input
information through hidden layers to the output layer. Within each hidden layer there are nodes
that process the incoming signals using the nonlinearity assigned to them. The output layer then
collects the hidden layer results to compute training error. A key component in helping the model
to learn during training is to propagate error information back through the network and adjust its
parameters to reduce training error. The forward-/back-propagation is repeated with new training
data until the training error reaches a design threshold. The model is then ready for performance
assessment.
Evaluating a trained neural network involves feeding previously unseen test data to the model
and measuring the difference between the predicted output and the ground truth target value. For
regression tasks, the metric mean squared error is usually used to compute the numerical difference.
On the other hand, classification tasks typically require finding how often predictions and target
labels are mismatched.
In this work, I conduct a number of simulations and real-world experiments using neural network
models to assess the proposed Gaussian process method for initialization and activation function
selection. Simulations are designed to observe the behavior of the GP-init method under various
conditions. Real-world experiments on MNIST image dataset is employed for further validation.
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Model training in simulation experiments
Each simulation data point is composed of a location and a response value where location ∈
{0.0, 0.01, · · · , 1.0}. A Gaussian process model with ReLU covariance function produces the re-
sponses associated with location inputs. The dataset is then split into a training set with 70 points
and a test set with the remaining 30 points.
Throughout the course of my dissertation research each neural network model is built with a fully-
connected, feedforward architecture. Since all inputs are one-dimensional, it is reasonable to set
the neural network hidden layer width to 3. Also, regression tasks require only a single node at the
output layer. For discussions on model initialization, ReLU activation function is assigned to each
hidden node as the model nonlinearity. For the discussion on activation function selection, neural
network models are also constructed with logistic activation for performance comparison. In all
cases, the output node simply employs the linear activation function.
For model training, Adam optimizer is applied with mean-squared-error loss and mean-squared-
error performance metric. During training the model continues to update its system parameters
until the difference between predicted output and the target responses reaches the design require-
ments.
Once the iterative training process is finished, the model is evaluated with the test set. Upon
the completion of testing, the network model produces prediction accuracy results. The entire
procedure is repeated 50 times for analysis.
Model training with real-world datasets
The MNIST image dataset [22] is chosen for the real-world experiments. It is a large dataset
widely used for neural network training and validation. The database has 60,000 training and
10,000 testing 28x28 pixel gray scale hand-written single digits. Some examples are shown in
Figure 2.3. Each image is flattened into a linear vector of 28x28=784 values before being fed to
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the model input layer. Sandwiched between the input and output layers are the hidden layers each
with 1000 hidden nodes.
Figure 2.3: MNIST handwritten
digit images.
Following the empirical study in [23], classifying MNIST im-
ages is considered as regression prediction. Inasmuch as the
network is designed for regression tasks, the model employs
mean-squared-error loss, Adam optimizer, and accuracy as the
performance metric for model training. In addition, one-hot
encoding is utilized to generate class labels, where an incor-
rectly labeled class is designated -0.1, and a correctly labeled
class 0.9 . For example, the one-hot representation of the in-
teger 7 is given by [-0.1, -0.1, -0.1, -0.1, -0.1, -0.1, -0.1, 0.9, -0.1, -0.1].
2.2 Statistical Machine Learning
Practitioners in statistical sciences use statistical methods like regression models, analysis of vari-
ance, and factorial designs to solve problems [24]. Moreover, exploratory data analysis [25, 26]
provides tools for studying the structure of data in detail. As modern technologies continue to
advance, the amount of data generated daily in the world is staggering [27]. To decipher and un-
derstand data accurately and efficiently, one may turn to statistical machine learning. Statistical
machine learning [28, 29] offers numerous models and methods including support vector machines,
kernel methods, and graphical models to help extract useful and important information from data.
As a result, statistical machine learning models have often been applied to make predictions.
A rather unique probabilistic prediction model, the Gaussian process framework [29] is chosen to
be studied in my dissertation research.
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2.2.1 Gaussian process basics
A Gaussian process [29, 30, 31, 32] is a set of random variables any finite collection of which
follows a multivariate normal distribution. A Guassian process prediction model exploits this
unique property and offers a Bayesian approach to solving machine learning problems. The model
is completely specified by its mean function and covariance function.
By choosing a particular covariance function, a prior distribution over functions is induced which,
together with observed inputs and targets, is then used to generate posterior distribution for making
predictions and uncertainty measures on unknown test points. These capabilities allow Gaussian
processes to be used effectively in many important machine learning applications such as human
pose inference [33] and object prediction [34]. Recent research works also apply Gaussian processes
in deep structures for image prediction [35] and regression tasks [36].
2.2.2 Gaussian process prediction: A demonstration
Performing simulations allows us to explore and understand some properties of the models we wish
to study. Simulation results also offer the opportunity for evaluating model precision and insight
into model behavior.
To describe the procedure of making predictions with a Gaussian process model, I borrow equations
from [32] where the formulation of Gaussian process predictive distribution is treated in great detail.
Consider a set of N multidimensional input data X = {xi}Ni=1, xi ∈ RD, and target set y =
{yi}Ni=1, yi ∈ R . For each input xi there is a corresponding input-output pair (xi, yi), where the
observed output target is given by yi = f(xi) + εi, with data noise εi ∼ N (0, σ2n). I model the






where it is customary to set the mean function µ(xi) := E[f(xi)] = 0, and denote c(xi, xj) as the
covariance function.
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Consider the unknown test data X∗, and their function values f∗ := f(X∗). Here the goal is to
make predictions of X∗. It is known that the joint distribution of the target and function values is
computed as  y
f∗
 ∼ N(0,
K(X,X) + σ2nI K(X,X∗
K(X∗, X) K(X∗, X∗)
),
where K(X,X) represents the covariance matrix of all pairs of training points, K(X,X∗) denotes
that of pairs of training and test points, and K(X∗, X∗) gives the covariance matrix of pairs of test
points.
In addition, the prediction distribution is the conditional distribution















A Gaussian process regression task is demonstrated below. The procedure utilizes a square-
exponential [37] covariance function







with the scale factor σ2 and the lengthscale parameter l > 0 to predict target values produced by
the latent function f(x) = sin(x− 2.5)2.
Given the design covariance function k(x, y) and input values, the prior distribution of the Gaus-
sian process model is computed to generate sample paths in the left panel in Figure 2.4. Once
the training targets, represented by the red dots in the right panel, are observed the prediction
distribution of the Gaussian process is formed to produce alternative solutions. The mean of the
distribution is displayed in black. The shaded regions in the panels represent the 95% confidence
interval within which a path is generated. Prediction on previously unseen input can then be made
using the sample paths.
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Figure 2.4: Solving a regression problem using Gaussian process.
To help improve performance in Gaussian process prediction, one first need to select a suitable
covariance function and then tune the model by adjusting the hyperparameters characterizing
the covariance function. These hyperparameters can be estimated through marginal likelihood
maximization [12]. This feature enables Gaussian processes to learn proper hyperparameter values
from training data and is a key focus of my research.
2.2.3 Marginal likelihood and hyperparameter estimation
I now briefly describe the procedure for estimating optimal hyperparamter values from the data.
The marginal likelihood (or evidence) [12, 29] measures the probability of obtaining the observed
targets given input data. It can be expressed as the integral of the product of likelihood and the
prior, marginalized over the latent function f :
p(y|X) =
∫
p(y, f |X) df =
∫
p(y|f,X)p(f |X) df. (2.1)
The marginal likelihood can be obtained by either evaluating the integral (2.1) or by noticing
{yi}Ni=1 = {f(xi) + εi}Ni=1, which gives us y|X ∼ N (0, C + σ2nI) where C = [c(xi, xj)]Ni,j=1 and I are











To facilitate computations, I evaluate instead the log marginal likelihood which is given by












Recall that the covariance matrix C is a function of the hyperparameters {σ2w, σ2b}, given fixed
training inputs X and targets y. Estimating hyperparamter values for the Gaussian process model
is done via maximizing its log marginal likelihood function (Equation 2.2). Grid search can be set
up where the log marginal likelihood is computed for specific combinations of σ2w, σ
2
b ∈ G. The
desired estimates are obtained as





The resulting hyperparameter values become the recommended initial values for the neural network
model. My research investigates whether the log marginal likelihood maximization can be an
effective method for guiding neural network initialization and activation function selection.
Note that the marginal likelihood is applied on the entire training dataset. In addition, Cholesky





2.2.4 Relationship between neural networks and Gaussian processes
In an early work Neal [10] discusses the asymptotic behavior of an untrained, fully-connected neural
network and its convergence to a Gaussian process as the number of hidden nodes approaches
infinity. In his dissertation, Neal delivers a convincing argument that under certain conditions
a neural network and a Gaussian process model are equivalent. It also provides a mathematical
expression that links the respective activation and covariance functions of the two models.
Equivalence of neural networks and Gaussian processes can be studied by investigating the prior
joint distributions of model output values. In the discussion below I follow the notation in [23] and
the structural diagram of the single-hidden-layer neural network as shown in Figure 3.1.
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First, for a fixed input x the expected value at the ith output node for any integer value N1 is










since W 1ij and X
1
j (x) are independent, and E[b
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Then, to explore the case when the width N1, i.e. the number of nodes in the hidden layer,















































































Therefore, for any finite set of input values x = {x(1), · · · , x(n)}, the joint probability distribution
at the ith output node converges to a multivariate Gaussian distribution with zero mean and
covariance:























being the covariance matrix composed of c1(x, y), with x, y ∈ x. This concludes that in the limit of
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an infinite number of hidden nodes, an untrained fully-connected, single-hidden-layer feedforward
neural network is equivalent to a Gaussian process.
2.3 Conclusion
The notion of NN-GP model equivalence for deep networks has been investigated in recent research.
In [23] the authors discuss and derive the equivalence of fully-connected deep neural networks with
infinitely wide hidden layers and Gaussian processes. They also propose an efficient computational
algorithm to compute Gaussian process covariance functions for large datasets. The work in [38]
shows that NN-GP model equivalence can be extended to convolutional neural networks. Specifi-
cally, the authors prove that the output of a convolutional neural network with an infinite number
of convolutional filters can be represented by a Gaussian process.
The theoretical and empirical findings resulting from these research efforts provide a strong mo-
tivation for my investigating Gaussian process models as a statistical learning tool for improving




The overarching question for this chapter is whether neural network initialization can be im-
proved with results from Gaussian process optimization. Here I focus on single-hidden-layer, fully-
connected feedforward neural networks with rectified linear unit (ReLU) activation function. First,
I explore the architecture of a typical neural network with an input layer, an output layer, and a sin-
gle hidden layer where each processing node is connected to every node in consecutive layers. Then
I examine the relationship between the network activation function and its corresponding Gaus-
sian process covariance function. I present an alternative derivation of the closed-form covariance
function at the output of the network model. Next, I describe experiments conducted on simulated
data and a real-world dataset for regression prediction. These experiments are designed to measure
the efficacy of the proposed GP-initialization method for the selecting initial hyperparameters for
network training, Finally, I discuss the experimental results and their implications.
3.1 Notation and Structure of a Single-hidden-layer Neural Network
Figure 3.1: Structural diagram of a single-hidden-layer, fully-connected feedforward neural network
for regression prediction with a plot of the standarad ReLU activation function.
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The left panel in Figure 3.1 shows a single-hidden-layer, fully-connected feedforward neural network
for regression prediction. On the right panel is the plot of the standard rectified linear unit (ReLU)
activation function. The nonlinearity φ outputs the nonnegative part of its input: φ(a) := (a)+ =
max(0, a) = a for a ≥ 0;φ(a) = 0 otherwise.
To maintain consistency in this dissertation I continue to adopt the notation used in [23].
As shown in the structural diagram, the single-hidden-layer neural network has a set of inputs
x = {x0k}, k ∈ {1, 2, · · · , din} with input layer width din := N0. The notation Nl is used to indicate
the width of, or the number of processing nodes in, the lth layer. Let W 0jk and b
0
j denote the weight
and bias of the connection from kth input node to jth hidden node. I assume that the set of weights
and the set of biases are each independent and identically distributed, and that they are mutually
independent: W 0jk





iid∼ N (0, σ2b ), and W 0jk |= b0j .
Similarly, the weight and the bias parameters from jth hidden node to ith output node with hidden
layer width N1 are given by W
1
ij





iid∼ N (0, σ2b ), and W 1ij |= b1i . For regression models
the output layer has a single node, and therefore i ∈ {1}.
The ReLU nonlinearity depicted in the right panel of Figure 3.1 produces only the positive part of
its input. It has a slope of 1 for positive inputs. In practice the slope is typically set to 0 for any
input ≤ 0.
Each hidden node has two functions: computing the weighted sum of received values to produce the
pre-activation, and passing the pre-activation through a nonlinear function to generate the post-
activation. The output layer collects post-activations from the hidden layer to give the network








k, and the post-activation
by x1j (x) = φ(z
0
j (x)), j ∈ {1, 2, · · · , N1}. Since one typically applies the linear activation function










3.2 ReLU Activation and Covariance Functions
Recent developments in nonlinear activation functions have improved prediction performance signif-
icantly in neural networks [4]. Specifically, rectified linear unit (ReLU) provides faster convergence
in deep model training in comparison to standard sigmoidal functions.
ReLU is termed the positive part rectifying nonlinearity in [39] and is shown to work well for object
recognition. The observation is supported by other studies such as [40] where ReLU in Restricted
Boltzmann Machines is shown to outperform binary stochastic units in object recognition and face
verification tasks. Furthermore, Glorot et al. [17] demonstrate that rectified activation functions
deliver better solutions than hyperbolic tangent function in image recognition and sentiment analy-
sis tasks. Subsequently, ReLU is shown to improve performance in neural network image classifiers
[41], acoustic models [42], and neural network speech processing [43].
As discussed in Chapter 2, equivalent neural networks and Gaussian process models are linked
through their activation and covariance functions. The next section describes the procedure for
obtaining a closed-form representation of the covariance function corresponding to the ReLU acti-
vation function.
3.2.1 Derivation of closed-form ReLU covariance function
The ReLU covariance function is developed to estimate model covariance at the output of ReLU
neural networks. The derivation given below was inspired by the work on arc-cosine family of
kernels developed in [11] which, however, excludes the bias term. In his further investigation, [44,
§3.2.2], Cho states that arc-cosine kernels with the inclusion of bias could no longer be expressed
in closed-form, but rather in terms of definite integrals. Nevertheless, in this section I show the
procedure for obtaining a closed-form expression for ReLU (which is a member of the arc-cosine
family) covariance function including both the weight and bias terms from scratch. The resulting
expression provides the foundation for building output covariance function of multilayer ReLU
20
neural networks described in Chapter 4 (an alternative to the expression given in [23]).
I first derive the expectation of the product of post-activations, instead of the expected value
of the input to the nonlinearity [23]. Then, I apply the output layer activation function on the
post-activation expected value.
I maintain that given the input (x, y) the exact expression for the covariance function at the network
output is
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In this section I briefly describe the steps taken to arrive at the expression. The complete derivation
is provided in Appendix A.1.
Referring to Figure 3.1, I consider input vectors x0, y0 ∈ Rdin . The initial weight value is drawn
randomly from the Gaussian distribution fW 0jk




) and bias value from fb0j
= N (0, σ2b ). The
























j · x0)+(b0j + w0j · y0)+fb0j ,W 0j (b, w) dw
0
j db (3.1)
The pre-activations can be written in terms of random variables U, V as
U = b0j +W
0









V = b0j +W
0










It can be shown that the random variables U, V have a joint Gaussian distribution:U
V
 ∼ N (0,Σ), where Σ =


































































With polar coordinate transformation: u = r√a11 cos α, v =
r√
a22
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It is important to note that the expression, at a given fixed input, is a function solely dependent
on the hyperparameter pair (σ2w, σ
2
b ). This simplicity enables us to leverage Gaussian process
optimization to systematically learn just two values from data, making model tuning a lot more
efficient.
3.3 Evaluation of GP-initialization Method
To study the effect of GP-init approach on single-hidden-layer ReLU network model prediction, I
conduct a neural network regression experiment on simulated data to observe the change in the
network behavior. This is then followed by a similar experiment on the MNIST image dataset.
In each experiment network prediction accuracy based on GP-init is computed and compared to
the benchmark based on He-initialization method [4]. He-init is a standard weight initialization
method developed for ReLU networks. In its formulation, He-init sets the bias term to 0 while the
weight values at the lth hidden layer are drawn randomly from a Gaussian distribution with zero




, where nl denotes the layer width. He-init is used
frequently in deep learning. For that reason it is chosen as the performance benchmark.
Both simulated and MNIST experiments share the same three-phase workflow process as depicted
in Figure 3.2. In the first phase, data are randomly divided into training and test sets. Through
Gaussian process log marginal likelihood maximization, GP-init method learns hyperparameter
values (σ2w, σ
2
b ) directly from training data. During phase two, a ReLU neural network model is
initialized prior to training with the hyperparameter pair obtained based on GP-init. Concurrently,
a second network model with identical structure is initialized with hyperparameter pair (2.0, 0.0)
in accordance with He-init. The two models are then trained with the same training dataset. In
the last phase both trained models are evaluated on the same test set. Model prediction accuracies
23
based on the two initialization methods are then computed and compared.
Figure 3.2: Workflow diagram for validating GP-init method in single-hidden-layer ReLU network
prediction.
3.3.1 Regression simulation
The main purpose of performing simulations is to explore and understand some properties of the
models I aim to study. This is possible because simulations provide a controlled environment where
the model structures are customized and the test data are prepared with specific parametric values.
Simulation results can therefore offer insight into the model behavior.
The first step in Figure 3.2 includes generating simulated datasets and estimating the hyperparam-




I use Gaussian process models with ReLU covariance function to generate one-dimensional sam-
ples for simulation experiments. The design hyperparameter pairs (σ2w, σ
2
b ) are chosen with σ
2
w ∈
[0.5, 2.0, 10.0] and σ2b ∈ [0.0, 1.0]. These values are so chosen because I am interested in performance
comparison at the He-init specification (σ2w = 2) and comparisons farther away (σ
2
w = 0.5, 10.0)
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from He-init specification.
For each hyperparameter pair a set of 100 data points of {location, target} are produced and
divided randomly into 70 training and 30 test points, where location ∈ [0.0, 0.01, · · · , 1.0]. All
together, 6 datasets are generated. These datasets are associated with the six design hyperpa-
rameter pairs on which the GP-init method is assessed. They allow us to train Gaussian process
models (3x2 = 6 total, one for each hyperparamter pair) to estimate hyperparameters, calculate
log marginal likelihood based on GP-init and He-init methods, measure and compare prediction
error of corresponding neural network models.
Estimating hyperparameters from data
Given a simulated dataset, I first estimate its design hyperparameter pair via maximizing ReLU
Gaussian process log marginal likelihood using Equation 2.3. Then I apply the grid-searching
method that iterates through every hyperparameter pair in a specific grid and compute its log
marginal likelihood. The pair that attains the maximum log marginal likelihood over the grid is
the desired hyperparameter pair for that particular dataset.
At each design weight hyperparameter value I focus on its close neighbors to create the search grid.
For σ2w = 0.5, the grid consists of 21 locations evenly distributed between 0.3 and 0.7. The search
grid for σ2w = 2.0 contains 21 locations between 1.5 and 2.5. Lastly, the search grid for σ
2
w = 10.0
also contains 21 locations, evenly spaced between 9.0 and 11.0. The search grid for design bias
hyperparameter value is composed of 31 locations ranging from 0.0 to 1.5 with step size set to 0.05.
Table 3.1 shows the Ground Truth design pairs (σ2w, σ
2
b ), the hyperparameter pairs learned from
training data, and the associated log marginal likelihood values (larger values are better) based on
GP-init and He-init methods, respectively.
The estimates from GP-init for the six datasets are used in the next section to evaluate the usefulness
of GP-init for neural network initialization.
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(0.5, 0.0) (0.3, 0.0) -26.26 (2.0, 0.0) -27.80
(0.5, 1.0) (0.3, 1.5) -29.29 (2.0, 0.0) -202.68
(2.0, 0.0) (2.5, 0.0) -31.19 (2.0, 0.0) -31.43
(2.0, 1.0) (1.5, 1.5) -23.26 (2.0, 0.0) -456.27
(10.0, 0.0) (9.0, 0.0) -25.90 (2.0, 0.0) -27.00
(10.0, 1.0) (11.0, 0.2) -39.94 (2.0, 0.0) -160.97
Regression implementation details
All neural network models for the simulation experiments share the same feedforward, fully-
connected, single-hidden-layer architecture. The only difference among the models is the hyperpa-
rameter pair for initialization. Since all inputs are one-dimensional, a hidden-layer width of 3 is
sufficient for training and testing. For model compilation, Adam optimizer is selected along with
’mse’ loss function and ’mse’ evaluation metric. Model training is then performed with a batch size
of 24 examples, and 200 passes (epochs) of the complete training set. During testing, each trained
model is evaluated repeatedly to collect 50 MSE values whose median is reported as the test result
for performance comparison.
3.3.2 Assessing GP-init on neural network regression performance
The second step of the simulation experiment is training neural network models. For each training
dataset, a neural network model is initialized with the estimated hyperparameter pair corresponding
to the dataset. For example, for the dataset generated with Ground Truth (σ2w, σ
2
b ) = (0.5, 1.0),
the neural network model is initialized with the GP-init recommended pair (0.3, 1.5) (see Table
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3.1). At the same time, an identically structured neural network model is initialized with (2.0, 0.0)
according to the He-init method. Both GP-init and He-init neural networks are then trained over
200 epochs.
The final step is evaluating and comparing regression performance of GP-init against He-init bench-
mark. This is done by performing regression with the trained neural network models on test
datasets.
The results are shown in Table 3.2. The table lists the Ground Truth design pairs (σ2w, σ
2
b ) and
the hyperparameter pairs learned as described in the previous section. The table also contains the
associated neural network prediction errors (MSEs) (smaller values are better) based on GP-init
and He-init methods, respectively.
Table 3.2: Neural network prediction error (MSE) values for single-layer model computed based on
hyperparameter pair (σ2w, σ
2











b ) MSE Ratio
(0.5, 0.0) (0.3, 0.0) 0.1039 (2.0, 0.0) 0.1067 0.97
(0.5, 1.0) (0.3, 1.5) 0.0888 (2.0, 0.0) 0.2045 0.43
(2.0, 0.0) (2.5, 0.0) 0.2736 (2.0, 0.0) 0.2945 0.93
(2.0, 1.0) (1.5, 1.5) 0.3849 (2.0, 0.0) 0.4156 0.93
(10.0, 0.0) (9.0, 0.0) 0.3267 (2.0, 0.0) 0.2766 1.18
(10.0, 1.0) (11.0, 0.2) 0.8683 (2.0, 0.0) 1.0716 0.81
The relative performance between GP-init and He-init is measured by their prediction error ratio,
GP-init MSE
He-init MSE
and is illustrated in Figure 3.3. Since the He-init prediction error is used as the
reference, a value less than 1 in the error ratio signifies the better performance of the GP-init
method,
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single-hidden-layer neural network regression experiment.
Discussion
We make a number of observations about the experimental results
• GP-init achieves better regression accuracy than He-init in the majority of cases
• GP-init works better than He-init for inputs characterized by non-zero σ2b value
• GP-init leads to lower regression error for inputs characterized by smaller σ2w values
• GP-init works slightly better than He-init for inputs characterized by σ2w = 2.0
The experiments suggest that both hyperparameter values, σ2w and σ
2
b , are key components in the
formulation of the model output covariance function and the bias term should not be left out.
Furthermore, it indicates that GP-init approach may indeed utilize information extracted from




Our goal here is to assess GP-init method for recommending hyperparameter initialization in a
neural network image prediction task.
As in the simulation experiments, I start with splitting the input, MNIST image database in
this case, randomly into training and test datasets. Recalling that the MNIST database [22] is a
standard image prediction database consisting of a training set of 60,000 examples, and a test set of
10,000 examples of handwritten digits. Each example is a 28 x 28 gray-level image. Some examples
are depicted below in Figure 3.4.
Figure 3.4: Examples of MNIST handwritten digit images.
While the entire test set is retained for evaluation, nine subsets are randomly selected from the
complete training dataset, varying from 1000 to 9000 training examples. The reason is two-fold:
(1) to examine consistency in GP-init recommendation across various training sizes, and (2) to
conduct experiments within the limitations of available hardware capacity.
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Estimating hyperparameters from data
Similar to the procedure applied in the simulation experiments, the hyperparameter pair (σ2w, σ
2
b )
for each training dataset is learned through the maximization of the ReLU Gaussian process log
marginal likelihood. However, contrary to the simulation experiments, the hyperparameter pair
based on which MNIST data was generated is unknown. I am therefore interested in exploring the
behavior of the models over the ranges (σ2w)ReLU ∈ [0.4, 1.2, 2.0, 2.8, 3.6] and (σ2b )ReLU ∈ [0, 1.0, 2.0].
These ranges are chosen after reviewing the experimental values used in [20, 21].
The experiments conducted on the MNIST dataset show that the log marginal likelihood maxi-
mization procedure determined consistently the pair (3.6, 0.0) as the optimal hyperparameter pair
for all training sizes from 10000 to 9000 examples.
Prediction implementation details
As for the simulation experiments, all neural network models for the prediction experiments share
the same feedforward, fully-connected, single-hidden-layer architecture. The main difference among
the models is the hyperparameter pair for initialization. Since the input dimension is 28 x 28 = 784
(pixels), each hidden-layer is assigned 2000 nodes for training and testing. For model compilation,
Adam optimizer is selected along with ’mse’ loss function and ’accuracy’ evaluation metric. Model
training is then performed with a batch size of 64, and 250 passes of the complete training set.
Assessing GP-init on neural network prediction performance
Following the workflow diagram shown in Figure 3.2, for each training dataset generated with a
specific training size, a neural network model is initialized based on the GP-init method. It is
initialized prior to training with the estimated hyperparameter pair obtained through log marginal
likelihood. A separate neural network model is initialized with (σ2w, σ
2
b ) = (2.0, 0.0) before training
in accordance with the He-init method.
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Table 3.3: GP-init vs. He-init: comparing prediction accuracy on MNIST image dataset for a
single-hidden-layer network model.
Training Size
Best Case Worst Case He-Init GP-init
Acc. (σ2w, σ
2













1000 92.68 (0.4, 0) 88.18 (3.6, 2) 92.12 (2, 0) 90.70 (3.6, 0)
2000 94.69 (3.6, 0) 92.99 (3.6, 2) 94.22 (2, 0) 94.69 (3.6, 0)
3000 95.07 (0.4, 0) 94.02 (0.4, 2) 94.59 (2, 0) 94.82 (3.6, 0)
4000 95.22 (0.4, 0) 93.97 (0.4, 2) 94.70 (2, 0) 94.97 (3.6, 0)
5000 95.53 (0.4, 0) 94.31 (0.4, 2) 95.33 (2, 0) 95.41 (3.6, 0)
6000 95.94 (1.2, 0) 95.22 (1.2, 2) 95.76 (2, 0) 95.73 (3.6, 0)
7000 96.24 (0.4, 0) 95.29 (0.4, 2) 96.09 (2, 0) 96.12 (3.6, 0)
8000 96.40 (0.4, 0) 95.54 (1.2, 2) 95.89 (2, 0) 95.96 (3.6, 0)
9000 96.64 (0.4, 0) 95.74 (2, 2) 96.37 (2, 0) 96.42 (3.6, 0)
The final step is measuring and comparing prediction performance of GP-init against He-init bench-
mark on the test dataset.
Table 3.3 presents the prediction results, comparing GP-init to He-init, the best and the worst
performer for various training sizes. The same results are also shown in Figure 3.5 for visual
comparison, with the x-axis representing the training size and the y-axis prediction accuracy.
Figure 3.5: Comparison of GP-init to He-init in prediction accuracy on MNIST image dataset for
a single-hidden-layer network model.
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Discussion
From the experiments we observe that GP-init achieves slightly higher prediction accuracy than
He-init in most cases. It generates consistent estimates of the hyperparameter pair (σ2w, σ
2
b ). Lastly,
GP-init learns that the optimal σ2b ought to be set to 0 for the MNIST dataset.
3.4 Conclusion
The main research question to address in this chapter is if GP-initialization method based on
Gaussian process optimization can improve training in single-hidden-layer neural networks, thereby
improving their prediction accuracy.
In order to conduct experiments for testing the proposed hypothesis, I first obtain an alternative
derivation of the model output covariance function shared by corresponding neural network and
Gaussian process models. Next, I apply log marginal likelihood maximization on input data to learn
the hyperparameter pair associated with the dataset. Neural network models are then initialized
with the estimates prior to training. Finally, the trained networks are evaluated over test datasets.
The procedure is carried out for a simulated and a real-world regression task.
The simulation experiments suggest that using the model output covariance function completed
with both weight and bias components, GP-init approach learns information from data and im-
proves network initialization. In addition, results from the image prediction experiment suggest that
GP-init achieves prediction accuracy comparable to, if not better than, He-initialization method.
GP-init method also generates consistent hyperparameter estimates over various training sizes. This
finding is important because the likelihood optimization procedure performs hyperparameter esti-
mation significantly faster with a much smaller training set, consequently reducing computational
cost.
In short, these empirical results show that the initialization scheme based on log marginal likeli-
hood maximization is a promising approach to improving model initialization in fully-connected
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single-hidden-layer neural networks. However, additional experiments with a larger design space of
hyperparameter pairs (σ2w, σ
2
b ) will be valuable to ascertaining current findings. It will also be bene-





Motivated by the connection between deep neural networks and Gaussian processes [45] [23] [38], I
investigate in this chapter the benefits of applying GP-initialization for neural networks with 2- and
3-hidden layers, respectively. Following the procedures established in Chapter 3, for each multilayer
model I aim to identify the hyperparameter pair (σ2w, σ
2
b ) that maximizes the model log marginal




provides information on the usefulness of GP-init method.
First, deriving the recursive covariance function is essential for evaluating GP-init for deep structure
initialization. The reason is that a multilayer neural network is also a prediction model with an
output covariance that can be expressed in terms of the model initial hyperparameter values and
its activation function. Therefore a multilayer neural network ought to have a corresponding deep
Gaussian process with approximately the same output covariance.
The derived recursive covariance function will enable applying log marginal likelihood maximization
to measure the effectiveness of recommendations made by GP-init method in multilayer models.
In the next section, I examine the structure of a two-hidden-layer fully-connected neural network
to help extending the derivation of model output covariance function from single- to multilayer
networks.
As in Section 3.3, I conduct regression experiments on simulated data and the MNIST image dataset
to validate the efficacy of GP-init on multilayer neural networks.
4.1 Structure of a Multi-hidden-layer Neural Network
Similar to the single-hidden-layer model described in Chapter 3, the multilayer neural network
as shown in Figure 4.1 has inputs x = {x0k}, k ∈ {1, 2, · · · , din} where din denotes the input
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Figure 4.1: Configuration diagram of a fully-connected, two-hidden-layer feedforward neural net-
work for regression prediction.
dimension. I again use the notation Nl to indicate the width of, or the number of processing




j denote the weight and bias of the con-
nection from kth input node to jth hidden node. In addition, let W 1ij and b
1
i denote the weight
and bias of the connection from jth hidden node in the first hidden layer to ith hidden node
in the second hidden layer. I assume that the set of weights and the set of biases are each







iid∼ N (0, σ2b ), and W 0jk |= b0j ; W 1ij





iid∼ N (0, σ2b ), and W 1ij |= b1i . Moreover,
W 2mi





iid∼ N (0, σ2b ), and W 2mi |= b2m. For regression models the output layer has a
single node, and therefore m ∈ {1}. The pre-activation and post-activation for the second hidden










i (x) = φ(z
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i (x)), i ∈ {1, 2, · · · , N2}.









4.2 Derivation of Closed-form Recursive ReLU Covariance Function
The recursive ReLU covariance function for a multilayer prediction model can be obtained based on
the closed-form expression of the output covariance function for a single-hidden-layer ReLU neural
network established in Chapter 3. Importantly, it is known that for any covariance function k, which
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is inherently symmetric and positive semidefinite, there exists a feature map Φ and an inner product
space F := span
{
Φ(x) : x ∈ X
}









Following the reasoning in [11, §2.3], I apply l−layer nested feature maps evaluated at the inputs
x, y ∈ Rdin to construct the recursive covariance function corresponding to ReLU neural network
with l hidden layers:
k(l)(x, y) =
〈
Φ(Φ(· · ·Φ(x)) · · · )︸ ︷︷ ︸
l terms




Given inputs x, y ∈ Rdin , I claim that for any whole number l the exact recursive ReLU covariance























sin θ(l)(x, y) + (π − θ(l)(x, y)) cos θ(l)(x, y)
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and θ(l)(x, y) = cos−1

















at the input layer.
As a result, given input (x, y) the effective covariance function at the output node p for an











The complete derivation is provided in Appendix A.2.
4.3 Evaluation of GP-init Method
This section studies the effect of GP-init approach on multi-hidden-layer ReLU networks. Experi-
ments are conducted to measure predictive performance of multilayer neural networks on simulated
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data and the MNIST image dataset for regression tasks. The overall objective is to assess whether
GP-init is a better choice than He-init method for multilayer-network prediction.
As in Chapter 3, these experiments are conducted following the three-phase workflow process shown
in Figure 3.2. First, the data are partitioned randomly into training and test sets. Then, GP-init
learns hyperparameter values (σ2w, σ
2
b ) from training data via log marginal likelihood maximization.
Prior to model training, a network is initialized with GP-init recommended setting. Simultaneously,
an identically built neural network is initialized according to the He-init method. The trained
models are then evaluated using the same test dataset. Neural network prediction accuracies are
then computed and compared.
4.3.1 Regression simulation
The procedures described in this section parallel those in Chapter 3. The main difference is that
here I am investigating if GP-init provides useful recommendations for initialization in multilayer
instead of single-hidden-layer neural networks. Specifically, the objective is to determine if GP-init
could improve neural network prediction accuracy on regression tasks for network depths: L = 2
and 3.
Generating simulated data
I first generate one-dimensional datasets using a Gaussian process with the recursive ReLU co-
variance function expressed in equation (4.2). The design hyperparameter pairs (σ2w, σ
2
b ) are again
chosen with σ2w ∈ [0.5, 2.0, 10.0] and σ2b ∈ [0.0, 1.0], producing six distinct design points.
For each network depth L and each hyperparameter pair, a set of 100 data points of {location,
target} is produced and split randomly into 70 training and 30 test points. In all, the process
generates 3x2x2 = 12 sets of data.
These datasets are associated with the twelve design hyperparameter pairs on which the GP-init
method is assessed. They are used to train the twenty-four corresponding Gaussian process models
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for estimating hyperparameters, calculating log marginal likelihood based on GP-init and He-init
methods. The experiments are completed with measuring and comparing prediction error of the
neural network models.
Estimating hyperparameters from data
Estimation of design hyperparameter pairs is performed via maximizing the Gaussian process log
marginal likelihood. I apply the grid-searching method over a specific set of hyperparameter pairs.
The pair that attains the maximum log marginal likelihood is the desired hyperparameter pair
for that particular dataset. The search-grid for σ2w = 0.5 contains 21 locations evenly distributed
between 0.3 and 0.7. Similarly, the search grid for σ2w = 2.0 contains 21 locations between 1.5 and
2.5. Also, the search grid for σ2w = 10.0 consists of 21 locations evenly spaced between 9.0 and 11.0.
The search grid for design bias hyperparameter value has 31 locations ranging from 0.0 to 1.5 with
step size set to 0.05. The results are shown in Table 4.1.
Table 4.1 presents the Ground Truth design pairs (σ2w, σ
2
b ), the hyperparameter pairs learned from
training data, and the associated log marginal likelihood values based on respectively GP-init and
He-init methods. The estimates obtained from GP-init for the twelve datasets are then used to
validate the GP-init method for neural network initialization.
Regression implementation details
All twenty-four models for the simulation experiment are feedforward, fully-connected neural net-
works. Since all inputs are one-dimensional, a hidden-layer width of 3 is sufficient for model training
and testing. The other difference among the models is the hyperparameter pair for initialization.
For model compilation, Adam optimizer is selected along with ’mse’ loss function and ’mse’ eval-
uation metric. Model training is then conducted with a batch size of 24 examples, and 200 passes
of the entire training set (epochs).
38
Table 4.1: Log marginal likelihood (lml) values corresponding to neural networks with 2 and 3










L2: (0.5, 0.0) (0.52, 0.0) -66.36 (2.0, 0.0) -128.86
L2: (0.5, 1.0) (0.46, 0.9) -62.78 (2.0, 0.0) -128.72
L2: (2.0, 0.0) (2.45, 0.0) -83.27 (2.0, 0.0) -86.61
L2: (2.0, 1.0) (2.40, 0.0) -83.10 (2.0, 0.0) -86.21
L2: (10.0, 0.0) (11.0, 0.5) -199.53 (2.0, 0.0) -1478.58
L2: (10.0, 1.0) (10.7, 0.65) -192.03 (2.0, 0.0) -1265.66
L3: (0.5, 0.0) (0.46, 0.0) -4.82 (2.0, 0.0) -117.36
L3: (0.5, 1.0) (0.48, 0.2) -9.44 (2.0, 0.0) -117.38
L3: (2.0, 0.0) (2.15, 0.1) -38.85 (2.0, 0.0) -44.96
L3: (2.0, 1.0) (2.4, 0.0) -49.47 (2.0, 0.0) -56.65
L3: (10.0, 0.0) (11.0, 0.0) -229.56 (2.0, 0.0) -6510.00
L3: (10.0, 1.0) (11.0, 0.0) -224.85 (2.0, 0.0) -6428.89
4.3.2 Assessing GP-init on multilayer neural network regression performance
Next in the simulation experiment is training neural network models. For each dataset generated
with Ground Truth hyperparameter pair, a neural network model is initialized prior to training with
the estimated hyperparameter pair. For example, for the dataset generated with Ground Truth
(σ2w, σ
2
b ) = (2.0, 1.0) and L = 2, the neural network model for evaluating GP-init is initialized with
the GP-init recommended pair (2.4, 0.0) (see Table 4.1). A separate neural network model for
evaluating the He-init method is initialized with (2.0, 0.0) before training.
The final step computes and measures regression performance of GP-init against He-init benchmark.
This is done by performing regression with the trained neural network models on the test datasets.
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Table 4.2: Neural network prediction error (MSE) values corresponding to neural networks with 2











b ) MSE Ratio
L2: (0.5, 0.0) (0.52, 0.0) 0.2854 (2.0, 0.0) 0.2894 0.99
L2: (0.5, 1.0) (0.46, 0.9) 0.3821 (2.0, 0.0) 0.4343 0.88
L2: (2.0, 0.0) (2.45, 0.0) 0.5853 (2.0, 0.0) 0.6014 0.97
L2: (2.0, 1.0) (2.40, 0.0) 0.4151 (2.0, 0.0) 0.4276 0.97
L2: (10.0, 0.0) (11.0, 0.5) 17.2579 (2.0, 0.0) 18.2235 0.95
L2: (10.0, 1.0) (10.7, 0.65) 14.2456 (2.0, 0.0) 13.5472 1.05
L3: (0.5, 0.0) (0.46, 0.0) 0.0627 (2.0, 0.0) 0.0671 0.93
L3: (0.5, 1.0) (0.48, 0.2) 0.0846 (2.0, 0.0) 0.1588 0.53
L3: (2.0, 0.0) (2.15, 0.1) 0.1211 (2.0, 0.0) 0.1199 1.01
L3: (2.0, 1.0) (2.4, 0.0) 0.2424 (2.0, 0.0) 0.2676 0.91
L3: (10.0, 0.0) (11.0, 0.0) 21.2186 (2.0, 0.0) 21.1817 1.00




, is used to assess the relative performance between GP-init and He-init
methods.
The results are shown in Table 4.2. The table lists the Ground Truth design pairs (σ2w, σ
2
b ), the
hyperparameter pairs learned in the previous section, and the associated neural network prediction
errors (MSEs) (smaller values are better) based on GP-init and He-init methods, respectively.
The relative performance between GP-init and He-init methods is illustrated in Figure 4.2.
Discussion
We make the following observations about the experimental results. GP-init in general performs as
well as, if not better than, He-init in either two- or three-hidden-layer models. Also, the difference
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Figure 4.2: Performance ratio in regression prediction,
GP-init MSE
He-init MSE
, resulting from ReLU neural
networks with two and three hidden layers, respectively.
in prediction accuracy between GP-init and He-init is more noticeable at σ2b = 1.0. Furthermore,
the one major difference occurs at (σ2w, σ
2
b ) = (0.5, 1.0) where GP-init achieved about 50% of the
He-init error rate
The experiments suggest that both hyperparameter values, σ2w and σ
2
b , are important for construct-
ing recursive covariance functions. Moreover, they indicate that GP-init approach may be able to
extract useful information from data to enhance initialization in multilayer networks.
4.3.3 Image prediction
The prediction experiments are conducted on the MNIST database [22] which consists of a training
set of 60,000 examples, and a test set of 10,000 examples of handwritten digits. Each example is a
28 x 28 gray-level image. Some examples are depicted in Figure 3.4 in Chapter 3.
As before, I first divide the MNIST image database into training and test datasets. While the
entire test set is retained for evaluation, nine data subsets are generated from the training dataset,
varying from 1000 to 9000 training examples. There are two reasons for investigating the model
behavior over these training sizes: (1) to examine consistency in GP-init recommendation, and (2)
to conduct experiments within the limitations of available hardware.
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Estimating hyperparameters from data
For each training dataset I estimate the design hyperparameter pair (σ2w, σ
2
b ) by maximizing the
ReLU Gaussian process log marginal likelihood. Since the Ground Truth hyperparameter pair
associated with the MNIST data is unknown, I choose to explore the behavior of the models over
the ranges σ2w ∈ [0.4, 1.2, 2.0, 2.8, 3.6] and σ2b ∈ [0, 1.0, 2.0]. These ranges are selected based on the
experimental values used in [20, 21]. As a result, fifteen models are constructed for every given
test set, and with which the GP-init method produces consistent value of (3.6, 0.0) as the optimal
hyperparameter pair for all MNIST training data subsets.
Prediction implementation details
As for the simulations, all neural network models for the prediction experiments are feedforward,
fully-connected neural networks. The main difference among the models is in the number of hidden
layers. Since the input dimension is 28 (pixels) x 28 (pixels) = 784, I choose 2000 nodes for each
hidden-layer for training and testing. For model compilation, Adam optimizer is selected along
with ’mse’ loss function and ’accuracy’ evaluation metric. Model training is then conducted with a
batch size of 64 examples, and 200 passes of the complete training set. The other main difference
is in model initialization.
Assessing GP-init on neural network prediction performance
For each training dataset generated with a specific training size, a neural network model is initialized
with the estimated hyperparameter pair. A separate neural network model designed for evaluating
He-init is initialized with (2.0, 0.0) prior to training.
The final step includes measuring and comparing prediction performance of GP-init against He-init
benchmark. This is done by running the trained model on the test dataset corresponding to the
depth of the model. For example, I evaluate a network model of depth L = 3 on the training and
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test datasets generated using a recursive covariance function for depth L = 3.
Table 4.3: GP-init vs. He-init: comparing prediction accuracy on MNIST image dataset for 2- and
3-hidden layer network model.
Training Size
GP-init He-Init Best Case Worst Case
Acc. Acc. Acc. (σ2w, σ
2





L2: 1000 92.24 92.43 92.76 (0.4, 0) 92.07 (3.6, 0.1)
L2: 2000 93.84 93.53 93.85 (3.6, 0.1) 92.73 (0.4, 0.1)
L2: 3000 94.50 94.09 94.55 (3.6, 0.1) 93.53 (0.4, 0.1)
L2: 4000 94.81 94.31 94.91 (3.6, 0.1) 93.91 (0.4, 0.1)
L2: 5000 95.28 94.82 95.40 (3.6, 0.1) 94.45 (0.4, 0.1)
L2: 6000 95.86 95.54 95.94 (3.6, 0.1) 95.26 (0.4, 0.1)
L2: 7000 95.90 95.52 96.00 (3.6, 0.1) 95.23 (0.4, 0.1)
L2: 8000 95.96 95.61 96.05 (3.6, 0.1) 95.31 (0.4, 0.1)
L2: 9000 96.23 95.91 96.32 (3.6, 0.1) 95.65 (0.4, 0.1)
L3: 1000 92.24 92.36 92.38 (2, 0.01) 92.16 (3.6, 0.1)
L3: 2000 93.87 93.86 93.88 (1.2, 0.01) 93.79 (0.4, 0)
L3: 3000 94.53 94.71 94.78 (0.4, 0) 94.48 (3.6, 0.1)
L3: 4000 95.09 95.15 95.36 (0.4, 0) 95.06 (3.6, 0.1)
L3: 5000 95.46 95.53 95.70 (0.4, 0) 95.45 (2.8, 0)
L3: 6000 96.02 96.04 96.06 (0.4, 0) 95.99 (3.6, 0.01)
L3: 7000 96.21 96.24 96.33 (0.4, 0) 96.20 (3.6, 0.1)
L3: 8000 96.36 96.43 96.52 (0.4, 0.1) 96.35 (3.6, 0.1)
L3: 9000 96.46 96.52 96.71 (0.4, 0) 96.46 (3.6, 0)
Table 4.3 presents the prediction results, comparing GP-init to He-init, the best and the worst
performer for various training sizes. The same results are also shown in Figure 3.5 for visual
comparison, with the x-axis representing the training size and the y-axis the prediction accuracy.
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Figure 4.3: Comparing prediction accuracy of multi-hidden-layer network models on MNIST image
dataset using GP-init vs. He-init methods.
4.4 Conclusion
The main objective of this chapter is to investigate if GP-initialization method based on Gaussian
process optimization can improve model initialization in multi-hidden-layer neural networks and
increase their prediction accuracy.
I present an alternative derivation of the recursive output covariance function of a multi-hidden-layer
ReLU neural network. I apply the procedure of log marginal likelihood maximization in simulation
experiments to study the effectiveness of the GP-init approach on neural network regression tasks,
in comparison to the benchmark He-init method. The procedure is then used to assess GP-init on
neural network image prediction with multilayer neural network models
The simulation experiments show that in general GP-init performs as well as if not better than
He-init in regression prediction in either two- or three-hidden-layer models. The difference in
performance between GP-init and He-init is more evident at σ2b = 1.0. In addition, GP-init achieves
about 50% of the He-init error rate. This suggests that both hyperparameters are important in the
formulation of recursive covariance functions.
Furthermore, results from the MNIST prediction experiment indicate that GP-init improves predic-
tion accuracy over He-init in a neural network with two hidden layers. However, the performance
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difference between the two initialization methods becomes negligible in a three-hidden-layer net-
work. On the other hand, consistency in GP-init recommendation (3.6, 0.0) for this experiment
implies that smaller training sets could be used to provide reasonable recommendation for neural
network initialization. This may help to reduce the computational time needed for inverting large
covariance matrices resulting from training data.
In conclusion, the experiments conducted in this chapter demonstrate the efficacy and efficiency in
applying GP-init in making recommendations for multi-hidden-layer neural network initialization.
It might be interesting to find out if similar conclusions would result from other real-world datasets
for different kinds of applications such as speech recognition.
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Chapter 5
Neural Network Activation Function Selection
The significance of activation functions in neural networks and covariance functions in Gaussian
processes is discussed in Chapter 2. My main goal in this chapter is to assess log marginal likelihood
maximization technique in the selection of activation functions.
5.1 Monte Carlo Approximation
In Chapters 3 and 4, I demonstrate the techniques for obtaining covariance functions of Gaussian
processes corresponding to single- and multi- hidden-layer neural networks with ReLU activation
function. However, the list of standard activation functions is quite large [18], including ReLU,
parametric ReLU, tanh, swish, and many more. Deriving closed-form covariance functions for
some of these conventional activations might not be possible if they are analytically intractable.
To address this issue, I turned to the Monte Carlo method.
Monte Carlo technique is a sampling method that can be used to approximate the empirical distri-
bution, the median and the variance of certain parameters of a posterior distribution [46]. With a
sufficiently large Monte Carlo sample, these quantities can be approximated to an arbitrary degree
of precision. Generally, the method can be applied to estimate the expected value of a given random
function [29].
For example, suppose the goal is to approximate the expectation of the function φ(W ) where the




φ(w)fW (w) dw. (5.1)
The Monte Carlo estimation method starts with drawing a set of samples w(m),m ∈ {1, 2, · · · ,M},
independently from the distribution fW (w). Then, the expected value in Equation (5.1) can be
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As an illustration, consider a single-hidden-layer neural network with activation function φ(x). As
shown in Chapter 3, the output covariance function of the network is given by




























First, values of w(m) and b(m) are sampled independently from the distributions fW (w) and fB(b).






φ(b(m) + w(m) · x0)φ(b(m) + w(m) · y0). (5.5)
In the limit of M → ∞, φ̄(x0, y0) → E[Xj(x0)Xj(y0)]. In other words, the Monte Carlo approx-
imation φ̄(x0, y0) approaches the kernel E[Xj(x
0)Xj(y
0)] as the number of samples increases. A
close estimate of the output covariance function, C(x0, y0) in Equation 5.3, is obtained when the
sample size is large.
This is a straightforward approach for obtaining Monte Carlo approximation to the covariance
function. However, as the dimension of input data increases, the number of multiplications within
the activation functions φ increases. For large input dimensions, an alternative approach using the
U-V transformation introduced in Appendix A.1 is proposed to reduce computational cost.
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A modified approach
In general, the arguments of the activation functions in Equation (5.4) are pre-activations that can
be written as
U = b0j +W
0
j · x0 ∼ N (0, σ2b +
σ2w
din




This gives the joint Gaussian distribution of the random variables U, V :U
V
 ∼ N (0,Σ), where Σ =



























φ(u)φ(v)fU,V (u, v) du dv (5.6)
Now, values of u(m) and v(m) are sampled independently from their joint distributions fU,V (u, v).








In the limit of M →∞, φ̄UV (x0, y0)→ E[Xj(x0)Xj(y0)]. A close estimate of the output covariance
function can then be obtained.
The hypothesis is that this modified approach may improve efficiency in computing Monte Carlo
approximation of a desired covariance function. Future experiments will be needed to verify the
assertion.
5.1.1 Empirical validation: A Gaussian process regression example
I now conduct a simulation to empirically validate the Monte Carlo method in approximating the
exact output covariance function corresponding to a ReLU activation.
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The simulation experiment consists of three steps. First, simulated data are generated by using
a Gaussian process model with ReLU covariance function and hyperparameter pair (σ2w, σ
2
b ) =
(2.8, 0.001). 10 sample paths are produced from which one is randomly chosen to provide 70
training and 30 test points, as depicted in Figure 5.1.
Figure 5.1: Sample paths and test points for empirical validation of Monte Carlo method for
approximating ReLU neural network output covariance function.
Next, a Gaussian process regression model is built with the exact ReLU covariance function to make
predictions on the previously unseen test points. A second Gaussian process regression model is
concurrently built with the Monte Carlo approximation to the ReLU covariance function to make
predictions on the same test set. The models are trained with the training dataset and then
evaluated on the test set.
The comparison between predictions resulting from the exact form and its Monte Carlo approxi-
mation, respectively, is presented in Figure 5.2. The pairwise response comparison on the left panel
and the line of equality comparison on the right panel support the notion that utilizing Monte
Carlo approximation in place of the analytic form of covariance function is reasonable.
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Figure 5.2: Empirical validation of Monte Carlo method for approximating ReLU neural network
output covariance function.
5.2 Activation Function Selection
5.2.1 Simulation objective
In a typical setting, ReLU activation function is chosen as the nonlinearity for neural network
models. It is also a common practice to initialize models with He-initialization which specifies the







where nl is the hidden layer width.
The simulation conducted in this section aims to demonstrate that the log marginal likelihood
maximization technique is able to select a more appropriate activation function and hyperparameter
pairs to improve neural network prediction accuracy. Accordingly, a dataset generated with logistic





whose Monte Carlo approximation can be obtained by following the steps outlined in Section 5.1.
The exact expression for ReLU covariance function is provided in Chapter 3.
There are two main parts in the simulation experiment. First, hyperparameter pairs are estimated
for the Gaussian process model with logistic covariance function, (σ2w, σ
2
b )logistic, and for the Gaus-
sian process model with ReLU covariance function, (σ2w, σ
2
b )ReLU . Their corresponding marginal
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Figure 5.3: Activation function selection based on log marginal likelihood maximization.
likelihoods are computed for comparison. The second step is evaluating the prediction accuracy of
the neural network model configured with logistic activation function, initialized using the estimated
hyperparameter pair (σ2w, σ
2
b )logistic, and a ReLU neural network initialized using He-initialization
method. The flowchart of the procedure is shown in Figure 5.3.
5.2.2 Data generation
I first generate simulation data using a Gaussian process model with logistic covariance function
and design hypermarameter pair (σ2w, σ
2
b )design = (0.5, 1.0), as suggested in Chapter 3. The dataset
is randomly split into training and test sets. The training set is then applied to train the logistic
Gaussian process model to learn from data the hyperparameter pair (σ2w, σ
2
b )logistic.
5.2.3 Selecting activation functions with log marginal likelihood maximization
The hyperparameter pair (σ2w, σ
2
b )logistic = (0.008, 0.0) is learned via log marginal likelihood maxi-
mization and identified over the search grids: σ2w ∈ [0.008, 0.01, 0.05, 0.07, 0.1, 0.3, 0.5, 0.7, 1.0, 2.0];
σ2b ∈ [0.0, 0.05, 0.1, 0.5, 1.0, 2.0].
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The first part of the experiment shows that the log marginal likelihood obtained with the logistic
Gaussian process model is larger than that with the ReLU model, as presented in Table 5.1. This
result picks logistic activation function to be used for neural network prediction in part 2..
Table 5.1: Logistic vs. ReLU: model log marginal likelihood on Logistic dataset.
Metric Logistic GP-init Model ReLU He-init Model
lml (σ2w, σ
2





Log marginal likelihood -120.70 (0.008 0.00) -1226.49 (2.0, 0.00)
5.2.4 Validating the likelihood maximization approach
The second part of the simulation trains and evaluates ReLU and logistic neural networks. Two
single-hidden-layer neural networks each with 100 hidden nodes were built. The neural net-
work model with logistic activation function is initialized with the learned hyperparameter pair
(σ2w, σ
2
b )logistic = (0.008, 0.0). A second model is configured according to conventional practice:
with ReLU activation function and initialized with the hyperparameter pair (σ2w, σ
2
b )He = (2.0, 0.0).
Each of the models is run 50 times to collect prediction mean-square-errors.
5.2.5 Neural network prediction
The simulation results are shown in Table 5.2. They indicate that the GP-init method not only
learns a better hyperparameter pair than the fixed (2.0, 0.0) suggested by He-init, but also selects a
more appropriate activation function than the standard ReLU for the application and dataset. The
method estimates the hyperparameter pair from data through log marginal likelihood maximization
and chooses logistic activation function that enables the neural network to achieve higher prediction
accuracy and lower variance.
Furthermore, the boxplot in Figure 5.4 displays a much narrower interquartile range in the outcome
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using GP-init scheme, indicating that the proposed GP-init method is more consistent than the
benchmark He-initialization method.
Table 5.2: GP-init vs. He-init: Neural network regression error (MSE) on Logistic dataset.
Proposed Method Standard Method
Logistic GP-init Model ReLU He-init Model Selection
Mean 1.47 2.29 GP-init
Median 1.47 1.68 GP-init
Figure 5.4: NN regression prediction error on logistic dataset.
5.3 Analysis and Conclusion
I describe the procedure for applying Monte Carlo method to approximate covariance functions
that may be too complex to derive. To examine the preciseness of the method, I conduct a
simulation where the Monte Carlo approximation of ReLU covariance function is compared to
the exact expression in a regression task. The experiment shows that prediction results obtained
from the Monte Carlo method closely approximate those from the exact expression, thus validating
the approximation method.
The main objective of this section is to determine how marginal likelihood maximization can be
utilized to select activation function for neural network models. In practice a neural network model
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applies ReLU activation function and is initialized with He-initialization method prior to training.
I design and conduct a simulation experiment to test GP-init against He-init method in choosing
an appropriate activation function given the training and test data.
Empirical results show that the GP-init method learns a hyperparameter pair and selects an ac-
tivation function for the neural network model that achieves higher prediction accuracy than the
neural network with the same structural design but with ReLU activation function, and initialized
using He-init method. In addition, the accuracy of the neural network model trained based on




Summary and Future Directions
6.1 Conclusion
This dissertation addresses the research question: Is there a statistical approach that can learn
from data to improve neural network model initialization and activation function selection?
Proper model initialization and appropriate activation functions are critical to neural network train-
ing. However, existing initialization schemes do not consider extracting relevant information from
data. In addition, it is common to use ReLU as the standard activation function for prediction tasks.
In this work, I show that Gaussian process optimization offers a tool, marginal likelihood maxi-
mization, that learns model hyperparameters from data and improves neural network initialization.
The method of using marginal likelihood maximization, known as GP-init in this dissertation, also
guides the selection of proper activation function in neural networks.
To evaluate the efficacy of GP-init, I design and conduct experiments on simulated data and MNIST
hand-written digit dataset. Hyperparameters are first learned via computing marginal likelihood.
Single-hidden-layer neural network models are then initialized with the learned hyperparameters
prior to model training. After training, the networks are evaluated over test datasets and compared
to the benchmark He-initialization method. Empirical results suggest that GP-init achieved better
prediction accuracy than He-init for input data characterized by small weight variance and large
bias variance. Furthermore, both weight and bias parameters in a neural network architecture are
essential for obtaining the covariance function of its corresponding Gaussian process.
Similar experiments are performed on multilayer neural network models. Results from simulation
show that GP-init generally performs better than He-init in prediction accuracy. This was par-
ticularly evident for input data characterized by small weight variance and large bias variance, as
55
for the single-hidden-layer model. Results from MNIST prediction experiment also indicate that
GP-init improves prediction accuracy over He-init in a neural network with two hidden layers.
However, their performance difference became very small in a three-hidden-layer network.
As mentioned in the beginning of this chapter, in practice a neural network model usually applies the
de facto standard ReLU activation function. I design and conduct a simulation on a single-hidden-
layer neural network to test GP-init in choosing appropriate activation functions. Empirical results
show that GP-init is able to choose activation function in accordance with data. Using the selected
activation function and the learned hyperparameters for initialization, the neural network model is
shown to achieve higher prediction accuracy than the model using ReLU activation function and
the He-initialization method.
All in all, GP-init seems to be a promising technique for improving neural network model initial-
ization and activation function selection.
6.2 Future Directions
Future research efforts are needed to further measure the validity and reliability of the GP-init
method. They include performing additional experiments with activation functions other than
ReLU and logistic activations. A notable candidate is the parametric ReLU (PReLU). It is a learned
parametric activation that generalizes the standard rectified linear unit [4]. Another candidate is
the Swish activation function [8, 9].
In this dissertation, only fully-connected, feedforward neural networks are considered. Future work
will examine architectures such as convolutional neural networks [47], recurrent neural networks
[48], and residual networks [49].
Another area for future research is derivation of closed-form covariance functions corresponding to
other standard activation functions. Even though Monte Carlo Approximation may be useful for
estimating covariance functions that may not be analytically tractable, it is not ideal. Finding the
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closed-form expression should still be considered whenever it may be possible. Parametric ReLU
(PReLU) is a desirable candidate.
Finally, future research also includes incorporating GP-init into investigating the maximum train-
able depth of a neural network, in comparison to the notion of edge of chaos [20] where the depth
of a trainable deep network is dependent on the choice of model hyperparameters.
6.3 Contributions
Recent research efforts in machine learning expand the equivalence of single-hidden-layer neural
networks and Gaussian process models [10] to fully-connected deep networks [23] and deep convo-
lutional neural networks [38]. In conjunction with the work in developing kernel methods for deep
learning [11], they provided inspiration and motivation for this dissertation.
There are three contributions in this dissertation. First, I investigated the link between neural
networks and Gaussian processes to explore statistical methods for initializing neural networks
and choosing activation functions. I discovered that log marginal likelihood maximization could
indeed be helpful for improving neural network initialization. Second, I designed and implemented
Gaussian process and neural network models to test and evaluate the GP-initialization method.
Experiments on simulated data and real-world image dataset indicated that log marginal likelihood
maximization is a promising approach for network initialization. Lastly, I demonstrated that GP-
initialization was also effective in selecting activation functions in neural network models. This is
important as properly chosen activation functions can enhance neural network training and help
improve model predictive accuracy.
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[47] Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick Haffner. Gradient-based learning
applied to document recognition. Proceedings of the IEEE, 86(11):2278–2324, 1998. Publisher:
Ieee.
[48] Quoc V. Le, Navdeep Jaitly, and Geoffrey E. Hinton. A Simple Way to Initialize Recurrent
Networks of Rectified Linear Units. arXiv:1504.00941 [cs], April 2015. arXiv: 1504.00941.
[49] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep Residual Learning for Image
Recognition. In 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
pages 770–778, Las Vegas, NV, USA, June 2016. IEEE.




A.1 Covariance Function for Single-hidden-layer ReLU Neural Networks
Denote the input layer (layer 0) weight and bias parameters as b0j ∼ N (0, σ2b ) and W 0jk





where b0j |= W 0jk for all k ∈ {1, · · · , din}, j ∈ {1, · · · , N1}.
























j · x0)+(b0j + w0j · y0)+fb0j ,W 0j (b, w) dw
0
j db (A.1)
Each pre-activation can be written in terms of a random variable:
U = b0j +W
0









V = b0j +W
0









Since E[U ] = E[V ] = 0, their covariance can be expressed as
cov(U, V ) = E[(b0j +W
0








































(x · y) (For simplicity x = x0, y = y0)
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This implies that the random variables U, V have a joint Gaussian distribution:U
V
 ∼ N (0,Σ), where Σ =













































































































=1. (by definition) (A.3)
The exponential term in equation (A.2) then becomes:
− 1
2


















=⇒ a11u2 = r2cos2α, a22v2 = r2sin2α.

















































Next, it is necessary to show that H := 1 + a12 sin 2α√
a11a22
≥ 0 to ensure the expression in (A.4) is
bounded.
First, since ‖x − y‖2 = ‖x‖2 + ‖y‖2 − 2(x · y) ≥ 0 =⇒ ‖x‖2 + ‖y‖2 ≥ 2(x · y), and let the angle
between the vectors x, y be θ = cos−1













































































































This also leads to



















































































































1− cos φ sin 2α
)2 . (from Equation A.5)
































































The expected value of the product of post-activations at the output of the jth hidden node in the
















sin(φ) + (π − φ) cos(φ)
)
,








































































• The derivation follows the work on arc-cosine family of kernels developed in [11]. However,
instead of applying coplanar vector rotation in calculating the kernel integral, it is recognized
that the integrand can be written in terms of two jointly normal random variables. This helps
to facilitate the computation which becomes more involved when both the weight and bias
parameters are included.
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• The derivation is also made to conform to the arc-cosine kernel by utilizing the identities [11,


















sin(φ) + (π − φ) cos(φ)
)
. (A.9)
• Equation (A.9) is derived with the substitution η = 2(θ − π
4








































sin(φ) + (π − φ) cos(φ)
)
. 




























































1 + cosφ = 1 + cos 2(
φ
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1− cos φ cos η
dη 
A.2 Covariance Function for Multi-hidden-layer ReLU Neural Networks























sin θ(l)(x, y) + (π − θ(l)(x, y)) cos θ(l)(x, y)
)
,
and θ(l)(x, y) = cos−1













In order to evaluate the recursive ReLU covariance function, I need to apply Mercer’s theorem and
construct appropriate feature space mapping functions to establish the recursion.
As stated in [37], Mercer’s theorem indicates that a covariance function can be represented as an










and ξ(x, y) is the angle between Φ(x) and Φ(y).
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I now illustrate the procedure for the first two layers. Then mathematical induction is applied to
prove the claim for the general case.
Similar to the approach applied in [11, §2.3], I construct ReLU covariance functions corresponding
to l−layer nested feature maps evaluated at the input x, y ∈ Rdin as
k(l)(x, y) =
〈
Φ(Φ(· · ·Φ(x)) · · · )︸ ︷︷ ︸
l terms




Recall that the covariance function at the output of the post-activation in the first hidden layer for
inputs x, y is computed as
E[X1j (x)X
1


















sin θ + (π − θ) cos θ
)
, (A.13)
where θ = cos−1




























































sin θ(1)(x, y) + (π − θ(1)(x, y)) cos θ(1)(x, y)
)
,
and θ(1)(x, y) = cos−1











Applying the multilayer model (equation A.12), the variance at the second layer for input x becomes



















The ReLU covariance function at the second layer (l = 2) can therefore be evaluated in terms of



















































sin θ(2)(x, y) + (π − θ(2)(x, y)) cos θ(2)(x, y)
)
,
and θ(2)(x, y) := θ(1)(Φ(x),Φ(y))
= cos−1


























The procedure so far proves the recursion for l = 2. Now I show that if the recursion holds for any
l = m ∈ N, then it has to hold for the next case l = m + 1. Jointly, the two steps prove that the
recursion holds for all natural numbers.
Proof of claim using mathematical induction
By definition,































































































Therefore, by mathematical induction I prove that the recursive covariance function corresponding
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