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Abstract
The new Stream Control Transmission Protocol (SCTP) was originally standard-
ised for the transport of signaling messages – originating from the Common Chan-
nel Signaling System No.7 (SS7) – over IP based networks. Nonetheless, SCTP
is a general purpose IP-based reliable transport protocol which is connection ori-
ented and offers message based data transfer. It supports multiple independent
message streams and flexible data delivery mechanisms. In contrast to TCP,
SCTP protocol endpoints support multiple addresses (multihoming), and therefore
an endpoint may be reached via different and possibly redundant network paths.
Several SCTP enhancements, e.g. for partially reliable message transfer [82], are
currently being proposed, and it is conceivable that SCTP is a suitable transport
protocol for many established and future applications [5, 20].
In this thesis, the behaviour and performance of SCTP was investigated within
different scenarios. A suite of tools were developed to this end: in a testbed
environment, a Unix-based protocol implementation named sctplib was created
for demonstrating SCTP fairness towards TCP, and the applicability of SCTP for
signaling transport was investigated.
Discrete event-based simulation models of the SCTP data path and some con-
trol path elements were created and validated against the results from the testbed
experiments. These models were later enhanced to investigate the simultaneous
use of several available paths (also named load sharing). From an operator per-
spective, load sharing is desirable for signaling transport at high network loads,
even though it requires substantial protocol adaptations. Load sharing mecha-
nisms from the literature were evaluated, and a number of modifications of these
algorithms were suggested and evaluated, as well.
It could be shown that the modifications of the existing load sharing algorithms
that were developed within the scope of this dissertation indeed lead to an
optimisation of the load sharing algorithms so far proposed, both in terms of
overall throughput and maximum message delay that can be expected.
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Zusammenfassung
Das Stream Control Transmission Protocol (SCTP) wurde als Basis fu¨r den ef-
fizienten Transport von Signalisierungsnachrichten aus dem Zentralen Zeichen-
gabesystem No.7 (SS7) u¨ber IP-basierte Netze entwickelt. SCTP ist ein generi-
sches Vielzweck-Transportprotokoll, welches verbindungsorientiert operiert und
eine zuverla¨ssige, nachrichtenorientierte Datenu¨bertragung bietet. So unterstu¨tzt
es mehrere unabha¨ngige Nachrichtenstro¨me in einer Verbindung sowie flexible
Zustellmechanismen. Im Gegensatz zu TCP unterstu¨tzt SCTP mehrere Netzadres-
sen pro Verbindung (Multihoming), und aus diesem Grund sind SCTP-Endpunkte
u¨ber mehrere – mo¨glicherweise redundante – Netzwerkpfade erreichbar.
In der vorliegenden Dissertation wurde das Verhalten und die Leistungsfa¨higkeit
des SCTP in verschiedenen Szenarien untersucht. Geeignete Werkzeuge wur-
den zu diesem Zweck entwickelt: in einer Testbett-Umgebung wurde eine Unix-
basierte Protokollimplementation namens sctplib dazu benutzt, die Fairness von
SCTP im Zusammenspiel mit TCP sowie die Eignung des SCTP fu¨r den SS7-
basierten Signalisierungstransport zu untersuchen.
Ein ereignisorientiertes Simulationsmodell des SCTP-Datenpfades und einiger
Elemente des Kontrollpfades wurde erstellt und mit Hilfe der Ergebnisse aus den
Untersuchungen im Testbett validiert. Mit einer Erweiterung dieses Modells wur-
den Lastverteilungsalgorithmen untersucht. Lastverteilung ist aus der Perspektive
eines Netzbetreibers wu¨nschenswert, um eine gleichma¨ßige Verteilung der Ver-
kehrslast zu erreichen, und Spitzenlasten im Netz abzufangen. Ihre effiziente Un-
terstu¨tzung erfordert jedoch betra¨chtliche Protokollmodifikationen beim SCTP.
Neben einer Bewertung der in der Literatur beschriebenen Lastverteilungsal-
gorithmen wurden eigene Modifikationen dieser Algorithmen vorgeschlagen
und gleichfalls bewertet. Dabei konnte gezeigt werden, dass die beschriebenen
Modifikationen zu einer Optimierung der existierenden Lastverteilungsalgorith-
men fu¨hren, sowohl im Hinblick auf den Gesamtdurchsatz als auch auf die zu
erwartende Nachrichtenverzo¨gerung.
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Durch die steigende Verbreitung integrierter digitaler Dienste, basierend z.B. auf
dem ISDN, oder der zunehmenden Nutzung neuer Funknetztechnologien wie
GPRS (General Packet Radio Service) und UMTS (Universal Mobile Telecommu-
nications System) mu¨ssen die Netzwerkarchitekturen, auf denen diese Technolo-
gien aufsetzen, Sprach-, Daten- und Multimedia-Dienste umfassend unterstu¨tzen.
Dies fu¨hrt zu einem zunehmenden Zwang und Trend zur Konvergenz von paket-
vermittelnden und leitungsvermittelnden Netzwerkarchitekturen.
Die effektive Kooperation zwischen herko¨mmlichen, auf ISDN-basierenden, und
neueren IP-basierten Architekturen ist daher fu¨r heutige Netzbetreiber wesent-
lich, ebenso wie eine sinnvolle Evolution bestehender Kernnetze hin zu kosten-
gu¨nstigeren, einfacher und homogener strukturierten und gut wartbaren Netzen.
Der Trend zur Konvergenz der verschiedenen Technologien erfordert mithin, dass
die ¨Ubertragung von Signalisierungsinformationen auch u¨ber IP-basierte Netze
mit der erforderlichen Zuverla¨ssigkeit und Dienstgu¨te erfolgen kann. In klassi-
schen Telekommunikationsnetzen u¨bernimmt den Transport von Signalisierungs-
informationen das Zentrale Zeichengabesystem No. 7 (engl. Common Channel
Signaling System No. 7, CSS7, oder kurz SS7) [30].
Um eine standardisierte ¨Ubertragung von Signalisierungsinformationen aus dem
SS7 auch in IP-Netzen zu ermo¨glichen, begann die SIGTRAN Arbeitsgruppe der
IETF 1998 damit, eine neue Protokollarchitektur fu¨r die ¨Ubertragung von SS7-
basierten Signalisierungsinformationen zu definieren. Die Grundlage dieser Ar-
chitektur bildet das im Jahre 2000 in dem Dokument [86] spezifizierte Stream
Control Transmission Protocol (SCTP), ein neues, zuverla¨ssiges Transportproto-
koll, welches auf IP aufsetzt. Auf diesem Transportprotokoll wiederum setzen
eine Reihe von Anpassungsschichten auf, die dazu bestimmt sind, Dienstprimiti-
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2ve und Nachrichten des zentralen Zeichengabesystems No. 7 zu u¨bertragen (vgl.
Abschnitt 2.1.2).
In dieser Arbeit wird das fu¨r diese Protokollarchitektur grundlegende Transport-
protokoll SCTP eingehender dargestellt und untersucht. Die Protokollmechanis-
men, die entscheidend fu¨r das Zusammenspiel des SCTP mit etablierten Trans-
portprotokollen wie TCP sind, werden ebenso betrachtet wie Modifikationen,
die in bestimmten Situationen das Protokollverhalten optimieren. Diese Ergeb-
nisse sind teilweise mit einer im Laufe der Arbeit entstandenen Protokollim-
plementierung in einem Labortestbett erarbeitet worden. Ferner werden Mecha-
nismen untersucht, durch die SCTP gleichzeitig mehrere Netzwerkpfade effek-
tiv zur Datenu¨bertragung nutzen kann. Dies ist, insbesondere im Hinblick auf
die ¨Ubertragung von Signalisierungsinformationen, eine wu¨nschenswerte Eigen-
schaft, die das Standard-SCTP jedoch nicht vorsieht. Die entsprechenden Unter-
suchungen wurden an einer Reihe von ebenfalls im Laufe der Arbeit entstandenen
Simulationsmodellen durchgefu¨hrt, die zuvor durch Vergleich mit den Ergebnis-
sen aus dem Labortestbett validiert wurden. Dabei konnte gezeigt werden, dass
die im Laufe dieser Arbeit entwickelten Algorithmen zur simultanen Pfadnutzung
in bestimmten Szenarien den bisher von Iyengar et al. in [41] diskutierten Algo-
rithmen in Bezug auf den mo¨glichen Datendurchsatz u¨berlegen sind.
1.1 Die Eigenschaften des SCTP
Das verbindungsorientierte Stream Control Transmission Protocol (SCTP) bie-
tet einen zuverla¨ssigen Transport von Nachrichten zwischen IP-basierten End-
gera¨ten.
Eine SCTP-Verbindung, nachfolgend Assoziation genannt, kann ein Multiplex aus
bis zu 65536 weitgehend unabha¨ngigen Nachrichtenstro¨men u¨bertragen, inner-
halb derer Nachrichten in der Regel mit Reihenfolgesicherung u¨bertragen werden.
Neben der Sicherung der Reihenfolge der Nachrichten bei der Zustellung (d.h. die
Reihenfolge bei der Zustellung gleicht der Absendereihenfolge) ko¨nnen Anwen-
dungen Nachrichten auch in der Ankunftsreihenfolge zustellen lassen.
Ein weiteres Merkmal des SCTP ist die Unterstu¨tzung von IP-Multihoming, d.h.
von mehreren IP-Adressen pro Assoziation. Dies ist relevant fu¨r Endgera¨te, die
mit mehreren Netzwerkadaptern ausgestattet sind (z.B. Router, Server etc.), oder
fu¨r solche, die neben dem IPv4 [65] gleichzeitig auch das neuere IPv6 [18] als
Netzwerkprotokoll unterstu¨tzen (sog. Dual-Stack Systeme [29]). Die Zahl dieser
Endgera¨te wird mit dem Wachstum datenorientierter Dienste in Mobilfunknetzen
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IETF wurde hauptsa¨chlich Ru¨cksicht auf die bereits bestehenden und weit ver-
breiteten Protokollarchitekturen (insbes. TCP/IP) genommen: Protokollparameter
sowie Sendealgorithmen wurden deshalb so gewa¨hlt, dass Standard-SCTP die
hohen Anforderungen hinsichtlich Ausfallsicherheit und Fehlererkennung beim
SS7-basierten Transport von Signalisierungsinformationen nicht erfu¨llen kann.
Die zentralen Teile dieser Arbeit befassen sich daher mit der Auswahl geeigneter
Protokollparameter und Bewertung neuer Algorithmen fu¨r den ho¨chst anspruchs-
vollen Einsatz des SCTP in modernen, IP-basierten Signalisiernetzen.
1.2 Anwendungsszenarien fu¨r das SCTP
Da SCTP auch im Hinblick auf spa¨tere Erweiterbarkeit entwickelt wurde, sind
zum gegenwa¨rtigen Zeitpunkt noch nicht alle Anwendungsmo¨glichkeiten fu¨r die-
ses neue Protokoll abzusehen. Im Folgenden wird daher nur kurz auf einige der
teilweise bereits in der Standardisierung befindlichen, wichtigen Anwendungen
des SCTP eingegangen.
1.2.1 IP-basierter Transport von Signalisierungsnachrichten
In den ga¨ngigen Telekommunikationsnetzen werden Kontrollmeldungen vorwie-
gend basierend auf dem Signalisierungssystem No. 7 (SS7) [30] u¨bertragen. Be-
stehende Dienste und Anwendungen unterstu¨tzen und nutzen die hohe Effizienz
von SS7, die im Wesentlichen von der guten Fehlerkontrolle auf der Schicht 2 so-
wie den signalisierungsspezifischen Netzwerk-Managementprozeduren im MTP
Level 3 herru¨hren.
Allerdings repra¨sentiert das SS7 Signalisierungsnetz ein logisch vom Nutzdaten-
verkehr (Sprachdaten) separiertes Netz, welches eine gesonderte Infrastruktur er-
fordert und nur wenige Ressourcen mit dem Nutzdatenverkehr teilt.
In der IETF Arbeitsgruppe ’Signaling Transport (SIGTRAN)’ wird seit eini-
gen Jahren an einer Architektur zur ¨Ubertragung von Signalisierungsmeldun-
gen auf eine andere Weise gearbeitet [60]. Diese Architektur basiert auf dem
Transport von Signalisierungsinformationen durch das Stream Control Trans-
mission Protocol (SCTP) [86], die u¨ber ein gemeinsames paketvermittelndes
(IP-basiertes) Core-Netzwerk u¨bertragen werden. Die Fluss- und Fehlerkontrolle
werden Ende-zu-Ende durchgefu¨hrt und eine hohe Zuverla¨ssigkeit erreicht man
durch sog. ’Multihomed Nodes’ (das entspricht Signalisierungspunkten mit mehr
4als einer Transport-Adresse) sowie durch Clustering (vgl. auch Abschnitte 1.2.2
und 2.2). Letztendlich ermo¨glicht die konsequente Einfu¨hrung dieses Protokolls
die ¨Ubertragung sowohl von Nutzdaten als auch Signalisierungsmeldungen u¨ber
ein gemeinsames IP-basiertes Core-Netzwerk.
1.2.2 Reliable Server Pooling
SCTP ist als Transportprotokoll der neuen Reliable Server Pooling-
Architektur [91] vorgesehen. Diese wird in der RSerPool-Arbeitsgruppe der
IETF diskutiert und definiert Mechanismen fu¨r das zuverla¨ssige Zusammenspiel
von Serververbu¨nden, die einen gemeinsamen Dienst erbringen, und Clients, die
die Dienste eines Servers in Anspruch nehmen.
Wa¨hrend SCTP durch die Unterstu¨tzung des Multihoming fu¨r Redundanz in der
Netzwerk- und Sicherungsschicht sorgt, definiert RSerPool einen Session-Layer,
der auch bei Ausfa¨llen von Servern dafu¨r sorgt, dass Anwendungen einen Dienst
transparent und ohne Unterbrechungen nutzen ko¨nnen. In Abschnitt 2.2 wird das
Konzept des Reliable Server Pooling na¨her erla¨utert.
1.2.3 Weitere Anwendungen
In der IETF-Standardisierung wird die Nutzung des SCTP als Transportprotokoll
einer ganzen Reihe von Anwendungsprotokollen geplant. Dabei tauchen immer
wieder Bedenken auf, dass die mangelnde Verbreitung verfu¨gbarer und getesteter
Implementierungen einer schnellen Nutzung der entsprechenden Anwendungs-
protokolle entgegensteht. Daru¨ber hinaus sind viele Architekturelemente heuti-
ger Netze (noch) nicht fu¨r SCTP vorbereitet (z.B. Firewalls). Daher wird neben
SCTP in der Regel auch das etablierte TCP als Transportprotokoll fu¨r neue An-
wendungsprotokolle beru¨cksichtigt. Es ist jedoch davon auszugehen, dass mit zu-
nehmender Verbreitung von nativen SCTP-Implementierungen in den aktuellen
Betriebssystemen (vgl. auch Abschnitt 3.4) diese Bedenken hinfa¨llig werden.
1.2.3.1 Authentifizierung, Autorisierung und Abrechnung (AAA)
Die AAA-Arbeitsgruppe der IETF standardisiert ein neues Protokoll unter dem
Namen Diameter [13], welches Dienste fu¨r die Authentifizierung, Autorisierung
und Abrechnung (engl. Authentication, Authorization and Accounting, AAA) zur
Verfu¨gung stellt. Nutzer dieser Dienste sind typisch Systeme fu¨r den Netzwerk-
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oder in ein WLAN-Funknetz).
Das Wachstum des Internets und die Einfu¨hrung neuer Zugangsmo¨glichkeiten
(z.B. DSL oder Kabelmodems) machen ein neues flexibles AAA-Protokoll er-
forderlich, das z.B. das etablierte RADIUS-Protokoll [70] ersetzt.
Die AAA-Arbeitsgruppe hat entschieden, dass in der Client-Server basierten
Diameter-Architektur protokollkonforme Server sowohl TCP als auch SCTP
als Transportprotokoll unterstu¨tzen mu¨ssen. Clients ko¨nnen entweder TCP oder
SCTP unterstu¨tzen, wobei SCTP empfohlen wird. Diameter nutzt dabei die
hervorragenden Eigenschaften des SCTP im Hinblick auf die mo¨gliche Vermei-
dung von Blockierungen, indem alle mo¨glichen Nachrichtenstro¨me einer beste-
henden SCTP-Assoziation verwendet werden (vgl. auch Abschnitt 2.3.5.2).
1.2.3.2 Session Initiation Protocol u¨ber SCTP
Das Session Initiation Protocol (SIP) [73] ist ein textbasiertes, HTTP-a¨hnliches
Protokoll zum Aufbau interaktiver Kommunikationsbeziehungen (engl. Sessions)
mehrerer Nutzer. Solche Kommunikationsbeziehungen ko¨nnen fu¨r interaktive
Sprach- oder Videoverbindungen ebenso etabliert werden, wie fu¨r textbasierte In-
teraktionen (engl. Chat) oder Online-Spiele.
Als grundlegendes und flexibles IP-basiertes Signalisierungsprotokoll wird SIP
gegenwa¨rtig vor allem fu¨r IP-Telefonie eingesetzt. In den Spezifikationen fu¨r
das IP-Multimedia Subsystem (IMS) des Release 5 der 3G-Mobilfunknetze [2]
ist SIP als Transportprotokoll vorgesehen und erfordert dann insbesondere im
UMTS-Kernnetz eine leistungsfa¨hige Architektur, um eine Vielzahl simultaner
SIP-Rufanforderungen verarbeiten und u¨bertragen zu ko¨nnen.
Eine typische auf SIP basierende Architektur besteht aus Servern (Proxies) und
Endgera¨ten, z.B. IP-Telefonen. Server dienen vor allem dazu, zu einer Doma¨ne
geho¨rige Teilnehmer zu registrieren und ankommende Anrufe entsprechend (ge-
gebenenfalls u¨ber weitere Proxies) an diese Teilnehmer weiterzuleiten. Der Aus-
tausch von Mediendaten geschieht nachfolgend unabha¨ngig von der SIP-Archi-
tektur basierend auf einer direkten IP-Verbindung der kommunizierenden Teil-
nehmer.
Da SCTP als Transportprotokoll fu¨r die ¨Ubermittlung von Signalisierungsdaten
entwickelt wurde und SIP weitgehend unabha¨ngig vom Transportprotokoll ist,
profitiert SIP besonders von den Vorteilen des SCTP, wie z.B. der Vermeidung
von Blockierungen bei Nachrichtenverlust. Dies wird durch erste Untersuchun-
gen von De Marco et al. in [55] belegt. In der IETF-Standardisierung wird die
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folgt; das entsprechende Dokument [72] von Schulzrinne et al. hat zurzeit noch
den inoffiziellen ‘Draft’-Status.
1.2.3.3 ¨Ubertragung von Medienstro¨men
Mit der Erweiterung des SCTP durch den teilgesicherten Transportmodus (engl.
Partially Reliable SCTP, PR-SCTP) [82] wird SCTP auch zum Anwa¨rter fu¨r
den flexiblen Transport von Multimedia- und Sensor-Daten (vgl. auch Ab-
schnitt 2.4.1). So untersuchten Balk et al. in [5], sowie Molteni und Villari in [57]
bereits die ¨Ubertragung von MPEG-4 [38] codierten Medienstro¨men u¨ber SCTP.
Sie zeigen, dass bei mo¨glichen Paketverlusten im Netz MPEG-4 Anwendungen,
welche SCTP mit der PR-Erweiterung nutzen, durch selektive Neuu¨bertragung
bestimmter Schlu¨ssel-Informationen (sog. MPEG-4 I-Frames) die Qualita¨t von
MPEG-4 basierten Video-Stro¨men im Vergleich zur ¨Ubertragung u¨ber RTP/UDP
betra¨chtlich erho¨hen ko¨nnen.
1.2.3.4 SCTP und Mobilita¨t
Eine weitere Erweiterung des SCTP definiert Mechanismen, die das Hinzufu¨gen
und Lo¨schen von Transportadressen in bestehenden SCTP-Assoziationen erlau-
ben [83]. Diese Erweiterung kann auch genutzt werden, um es Endgera¨ten in mo-
bilen Szenarien zu erlauben, Verbindungen ohne Unterbrechung aufrecht zu erhal-
ten, wa¨hrend sie z.B. in einem Funknetz wechselnde Transportadressen besitzen.
Entsprechende Untersuchungen wurden im Laufe dieser Arbeit durchgefu¨hrt und
in [20] vero¨ffentlicht.
1.3 ¨Uberblick u¨ber die Arbeit
Im Kapitel 2 wird zuna¨chst die Motivation zur Entwicklung des SCTP erla¨utert,
indem Anwendungsszenarien vorgestellt werden, die ein neues Transportprotokoll
voraussetzen. Beispiele solcher Anwendungen sind die ¨Ubertragung von Meldun-
gen des Zentralen Zeichengabesystems No. 7 u¨ber IP-basierte Netze oder das Re-
liable Server Pooling. Es folgt eine Diskussion des SCTP, die die Basis fu¨r die
Untersuchungen in den folgenden Kapiteln bildet. Dabei werden u.a. Eigenschaf-
ten wie die Unterstu¨tzung fu¨r Multihoming, ¨Uberwachung von Pfaden, und die
flexible Datenzustellung betrachtet. Anschließend folgt eine Diskussion der rele-
vanten, standardisierten Protokollerweiterungen und ihrer Anwendungen.
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SCTP-Implementierung, die unter einer Open Source-Lizenz fu¨r die Allgemein-
heit verfu¨gbar ist. Dabei werden die Entwicklungsstufen dieser Implementierung
beginnend mit einer systemorientierten Spezifikation, u¨ber die funktionalen An-
forderungen, bis hin zur existierenden Implementierung und ihrer Weiterentwick-
lung dokumentiert. Ferner werden die mo¨glichen Schnittstellen fu¨r die Nutzung
des SCTP vorgestellt, bevor ein ¨Uberblick u¨ber die Eigenschaften der wichtigsten
derzeitig verfu¨gbaren SCTP-Implementierungen gegeben wird.
Im Kapitel 4 wird eine Reihe von Untersuchungen vorgestellt, die mit der im Kapi-
tel 3 beschriebenen SCTP-Implementierung im Labor in einer Testbett-Umgebung
durchgefu¨hrt wurden. Zu diesen Untersuchungen geho¨rt ein Vergleich des SCTP
mit etablierten Transportprotokollen, der u.a. belegt, dass sich SCTP und TCP
zur Verfu¨gung stehende Netzwerkressourcen fair teilen. Damit konnte gezeigt
werden, dass SCTP fu¨r einen breiten Einsatz im Internet geeignet ist. Zum an-
deren wurden Modifikationen des Protokolls untersucht, die unter bestimmten
Gegebenheiten (z.B. hohe Verzo¨gerung bei der ¨Ubertragung und verlustbehaftete
Links) ein optimaleres Protokollverhalten bewirken. Schließlich werden Untersu-
chungen vorgestellt, in denen optimale Parametereinstellungen des SCTP fu¨r die
¨Ubertragung von Signalisierungsmeldungen aus SS7-Netzen vorgeschlagen wer-
den.
Das Kapitel 5 befasst sich mit der ereignisorientierten Simulation des SCTP.
Zuna¨chst werden die Anforderungen an die Simulationsumgebung und an das
SCTP-Modell ero¨rtert, bevor auf die Struktur des im Laufe der Arbeit entwickel-
ten Modells eingegangen wird. Zur Validierung dieses Modells werden mehre-
re der im Labortestbett untersuchten Szenarien durch entsprechende Simulatio-
nen nachgestellt und die Ergebnisse dieser Simulationen mit den Untersuchungen
der SCTP-Implementierung verglichen. Durch die weitgehende ¨Ubereinstimmung
zwischen dem simulierten und dem im Labor beobachteten Protokollverhalten
ist gewa¨hrleistet, dass die im Kapitel 6 folgenden Ergebnisse auch in der Pra-
xis relevant sind und Bestand haben. Dort werden Algorithmen untersucht, die
das Verhalten des SCTP an die Anforderungen des Signalisierungstransports
anpassen. Dazu geho¨ren vor allem die simultane Nutzung aller zur Verfu¨gung
stehenden Netzwerkpfade einer SCTP-Verbindung. Damit wird zum einen eine
gleichma¨ßigere Auslastung der Netzwerkpfade erreicht, zum anderen kann in Zei-
ten hoher Belastung ein insgesamt ho¨herer Netzwerkdurchsatz erreicht werden
als mit Standard-SCTP. In Kapitel 6 werden bisherige, in der Literatur diskutier-
te Lo¨sungen untersucht, und mit neu entwickelten Algorithmen verglichen, die
einige Nachteile der bekannten Lo¨sungen beheben.
8Die Arbeit schließt mit der Zusammenfassung in Kapitel 7 und gibt einen ab-
schließenden Ausblick auf die zuku¨nftige Entwicklung des SCTP.
Kapitel 2
Das Stream Control Transmission
Protokoll (SCTP)
Die urspru¨ngliche Motivation fu¨r die Entwicklung von SCTP entstand aus dem
zunehmenden Trend zur Konvergenz zwischen leitungsvermittelnden und paket-
vermittelnden Netzen, die es erfordert, dass Dienste wie z.B. IN-Dienste [95] von
Servern in paketvermittelnden Netzen in leitungsvermittelnden Telekommunika-
tionsnetzen angeboten werden ko¨nnen. So wurde Ende 1998 die SIGTRAN (Si-
gnaling Transport) Arbeitsgruppe der Internet Engineering Task Force (IETF) ge-
gru¨ndet, die zum Ziel hatte, sich des Transports von PSTN-Signalisierung u¨ber
IP-basierte, paketvermittelnde Netzinfrastrukturen – unter der Beru¨cksichtigung
funktionaler Aspekte und Leistungsanforderungen – anzunehmen. In dieser
Gruppe wurden zuna¨chst die Anforderungen an ein Transportprotokoll zu die-
sem Zweck diskutiert, bevor man mit der Standardisierung eines dafu¨r geeigneten
Protokolls begann.
Im Oktober 2000 wurde nach mehr als 14 Revisionen das Dokument zum Stream
Control Transmission Protocol (SCTP) [86] von der IETF in den Status eines
Standards-Track RFC erhoben und somit gu¨ltiger Internet-Standard. Damit war
ein vorla¨ufiger Schlusspunkt in einer Entwicklung erreicht, die zum Ziel hatte,
ein neues Transportprotokoll zu standardisieren – neben dem UDP und dem TCP
das dritte bisher von der IETF verabschiedete.
Im folgenden Kapitel werden zuna¨chst einige typische Anwendungsszenarien
erla¨utert, die sich auf die Dienste des SCTP stu¨tzen, bevor detaillierter auf seine
Funktionen eingegangen wird. Im Anschluss daran folgt eine Diskussion neuerer
Standards, die die grundlegenden Fa¨higkeiten des SCTP erweitern. Daraus erge-
ben sich neue Anwendungsmo¨glichkeiten, die im letzten Teil vorgestellt werden.
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2.1 Transport von Signalisierungsnachrichten
Die SIGTRAN Arbeitsgruppe der IETF hat in dem Dokument [60] eine Rahmen-
architektur fu¨r den Transport von Signalisierungsdaten u¨ber paketvermittelnde
Netze definiert. Diese setzt ein leistungsfa¨higes Transportprotokoll auf der Schicht
4 des Internet-Referenzmodells voraus. Um die Anforderungen an dieses Trans-
portprotokoll verstehen zu ko¨nnen, wird hier das zentrale Zeichengabesystem
No. 7 (Common Channel Signaling System No. 7 – nachfolgend kurz SS7 ge-
nannt) vorgestellt, auf welches sich gro¨ßtenteils die ¨Ubertragung von Signalisie-
rungsmeldungen in heutigen Telekommunikationsnetzen stu¨tzt. Eine detaillierte
Darstellung des SS7 findet sich in [9].
2.1.1 Das zentrale Zeichengabesystem No. 7
Das ISDN Protokollreferenzmodell trennt die Funktionen der Nutzdatenu¨ber-
tragung von den Netzkontroll- und Signalisierungsfunktionen. Zur ¨Ubertragung
von Signalisierungsinformationen zwischen Endteilnehmer und Vermittlungsstel-
le kommt das D-Kanal-Protokoll (Digital Subscriber Signaling System No. 1,
DSS1) [36] zum Einsatz, wa¨hrend zur Zwischenamtsignalisierung zwischen Ver-
mittlungsstellen das zentrale Zeichengabesystem No. 7 [30] (SS7) genutzt wird.
Durch diese Architektur ergeben sich logisch und zum Teil auch physikalisch ge-
trennte Netze fu¨r den Nutzdatentransfer (typisch mehrere Kana¨le mit einer Kapa-












Abbildung 2.1: Einfaches Beispiel fu¨r ein SS7-Netz
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In der SS7-Netztopologie unterscheidet man sog. Signalisierpunkte (SP) und Si-
gnalisiertransferpunkte (STP). Diese sind durch die zentralen Zeichengabekana¨le
(Signaling Links, SL) verbunden. SPs, die auch als Signalisierendpunkte (SEP)
bezeichnet werden, sind Quellen und Senken der Signalisierungsmeldungen.
Dabei unterscheidet man Vermittlungsstellen (Service Switching Points, SSP)
und Dienststeuereinheiten (Service Control Points, SCP), wie z.B. Netzwerk-
datenbanken (Location Register) oder Betriebs-und Wartungszentren. In ihnen
sind typisch die Anwendungen, die Anwendungsprotokolle sowie die transport-
orientierten Protokollschichten implementiert. STPs leiten die Signalisierungs-
informationen lediglich weiter und sorgen im Netz fu¨r Ausfallsicherheit (durch
Redundanz) und optimale Wegewahl. In ihnen werden deshalb auch die oberen
SS7-Protokollschichten nicht ausgewertet. Abbildung 2.1 zeigt ein einfaches SS7-
Netz mit zwei Vermittlungsstellen SSP1 und SSP2, vier Signalisiertransferpunkten
STPA, STPB, STPC und STPD, sowie einem SCP (SCP3).
Die grundlegende Protokollarchitektur des SS7 zeigt Abbildung 2.2. Die
transportorientierten Funktionsschichten 1-3 werden als “Nachrichtentransfer-
Teil” (engl. Message Transfer Part, MTP) [32] bezeichnet. Die MTP-Schicht 1
(MTP1) realisiert typische Funktionen der OSI-Schicht 1, in der Regel auf TDM-
basierten Signalisierkana¨len. Die grundlegende Funktion der MTP-Schicht 2
ist die ¨Ubertragung von Nachrichteneinheiten (Message Signal Units, MSUs)
u¨ber bidirektionale Signalisierkana¨le mittels eines bitorientierten Sicherungs-
protokolls. Dazu geho¨rt auch die Fehlererkennung, Fehlerkorrektur, sowie ei-
ne ¨Uberwachung des Verbindungsstatus. Die MTP-Schicht 3 besteht aus zwei
Funktionsblo¨cken : sie stellt einen einfachen, paketorientierten, verbindungslosen
Dienst – eine Untermenge der OSI Schicht 3 – sowie Funktionen zum Manage-
ment des Signalisierungsnetzes und der Signalisierverbindungen zur Verfu¨gung
(Wegewahl; alternative Wegewahl bei Ausfall eines SL; ¨Uberlastkontrolle). Der
Signaling Connection Control Part (SCCP) [35] erweitert den MTP zum vollen
Funktionsumfang der OSI Schicht 3 (OSI Network Service Access Point, N-SAP).
So stellt er neben der Mo¨glichkeit der Nutzung funktionaler Adressen (Global Tit-
les, GT) auch vier verschiedene Dienste zur Verfu¨gung:
1. verbindungsloser Dienst,
2. verbindungsloser, reihenfolgegesicherter Dienst,
3. verbindungsorientierter Dienst,
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Abbildung 2.2: SS7 Protokoll-Architektur
Gemeinhin wird der SCCP in Kombination mit dem transaktionsorientierten
Anwendungs-Teil (Transaction Capabilities Application Part, TCAP) eingesetzt,
was es Anwendungen wie dem System-Management (SMAP) oder intelligenten
Netzen (IN) [95] erlaubt, transaktionsbasierte Dienste zwischen zwei Netzknoten
anzubieten. Daru¨ber hinaus kommt SCCP beispielsweise im UTRAN als Trans-
portprotokoll fu¨r den RANAP (Radio Access Network Application Part) zum Ein-
satz [1], welches den Aufbau des Radio Access Bearer (RAB) zwischen dem
UMTS Kernnetz und Radio Network Controller (RNC) steuert.
Die Dienste des MTP und z.T. auch des SCCP werden von sog. Anwender-
Teilen (engl. User Parts) in Anspruch genommen, die die OSI Schichten 4 bis
7 implementieren. Beispiele fu¨r diese Anwender-Teile sind z.B. der “Telephone
User Part” (TUP), der die Rufsteuerung einfacher leitungsvermittelter Sprach- und
Datenverbindungen durchfu¨hrt, oder der ISDN User Part (ISUP) [34], der die Ver-
bindungssteuerung leitungsvermittelter ISDN-Teilnehmerverbindungen realisiert.
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Abbildung 2.3: Rahmenarchitektur des IP-basierten Signalisierungstransports
Das Dokument [60] beschreibt eine Rahmenarchitektur fu¨r den Transport von Si-
gnalisierungsdaten zwischen leitungsvermittelnden und paketvermittelnden Net-
zen. Zentrale Elemente dabei sind Vermittlungsknoten, die sich an den Schnitt-
stellen zwischen diesen Netzen befinden (engl. Gateways). Die Rahmenarchi-
tektur sieht solche Gateways im Wesentlichen fu¨r die Umsetzung der Nutz-
datenstro¨me (engl. Media Streams) zwischen leitungsvermittelnden und paket-
vermittelnden Netzen vor, sowie fu¨r die Umsetzung und ¨Ubertragung von SS7-
Signalisierungsmeldungen auf IP-basierte Signalisierungsprotokolle. Entspre-
chende Knoten heißen engl. Media Gateways (MG) und Signaling Gateways (SG).
Des Weiteren beschreibt [60] Steuerknoten, die die Ressourcen der Media Ga-
teways verwalten. Diese Steuerknoten heißen engl. Media Gateway Controller
(MGC), und ko¨nnen als Signalisierungsendpunkte fu¨r Protokolle wie den SS7
ISDN User Part [34] oder Q.931/DSS1 [36] dienen.
Die logischen Funktionen von MGs, MGCs und SGs ko¨nnen auf verschiede-
ne Art und Weise physikalisch implementiert werden; Abbildung 2.3 zeigt ei-
ne mo¨gliche Realisierung, in der zwei SGs an SS7-Netze und zwei Knoten mit
MG und MGC an herko¨mmliche Sprachkana¨le eines leitungsvermittelnden Tele-
kommunikationsnetzes angeschlossen sind. Die Kommunikation der SGs unter-
einander wird durch eine Variante des IP-basierten Signalisierungstransports rea-
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lisiert (z.B. MTP3 u¨ber IP) und die Kommunikation zwischen SG und MG/MGC
mo¨glicherweise durch eine andere Variante (z.B. ISUP u¨ber IP). Zwei der mo¨g-
lichen Varianten des IP-basierten Signalisierungstransports werden exemplarisch
in den folgenden Abschnitten na¨her erla¨utert.
Alle Varianten haben gemeinsam, dass ein einheitliches, auf IP aufsetzendes
Transportprotokoll genutzt wird, welches durch geeignete Zwischenschichten
(Adaptation Layers, AL) an das jeweilige Nutzerprotokoll angepasst wird. Daher
muss die Funktionenkombination aus Anpassungsschicht (AL) und IP-basiertem
Transportprotokoll so beschaffen sein, dass die oberen Protokollschichten (also je






















Abbildung 2.4: MTP2 Peer-to-Peer-Transport u¨ber IP-Netze
Abbildung 2.4 zeigt ein Anwendungsszenario einer Anpassungsschicht, mit der es
mo¨glich ist, STPs bzw. SGs im gemischten Betrieb mit IP-basierten Schnittstel-
len und traditionellen SS7-Verbindungen und SEPs oder auch STPs vollsta¨ndig
in IP-Netzen zu betreiben. Die Anpassungsschicht (AL) stellt in Verbindung mit
dem IP-basierten Signalisiertransport (ST) die Funktionalita¨t eines MTP2- ¨Uber-
tragungsabschnitts (Link) sowie die Dienstprimitive der MTP2-Schicht zur Ver-
fu¨gung. Fu¨r den Betrieb als vollwertiger, IP-basierter STP muss ein Knoten zu-
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mindest MTP3 implementieren, fu¨r einen SEP wird neben dem MTP3 auch noch
ein entsprechender Anwender-Teil (User Part) beno¨tigt. Die notwendigen Funk-
tionen der Anpassungsschicht stellt das in [28] definierte Protokoll “SS7 MTP2-





















Abbildung 2.5: Transfer von MTP3-Primitiven u¨ber IP-Netze
Eine weitere Anwendungsmo¨glichkeit fu¨r den Signalisierungstransport u¨ber IP-
Netze zeigt Abbildung 2.5. Dabei wird der Transport von MTP3-Anwender-
Nachrichten am Beispiel des ISUP von einem SEP u¨ber ein SS7-Netz zu ei-
nem SG und weiter zu einem MGC in einem IP-Netz dargestellt. Die Anwender-
Nachrichten, sowie Dienstprimitive zwischen MTP3 und MTP3-Anwender wer-
den u¨ber die Anpassungschicht (AL) und Signalisiertransport (ST) an den MGC
weitergeleitet. Das SG ist hier kein eigensta¨ndiger Knoten im SS7-Netz, erst die
Kombination aus SG und MGC macht einen vollwertigen Signalisierendpunkt
aus. Mithin wird also der MTP3 des SGs im MGC terminiert. Neben einem MGC
als IP-basiertem Knoten sind natu¨rlich auch z.B. IP-basierte Netzdatenbanken
mit transaktionsorientierten Anwendungen (mittels TCAP u¨ber SCCP) denkbar.
Ein Vorteil dieser Lo¨sung ist die Tatsache, dass mehrere, vergleichsweise ein-
fache Knoten im IP-Netz die Funktion eines SEPs in Kombination mit einem
SG u¨bernehmen ko¨nnen. Daru¨ber hinaus ko¨nnen diese Knoten transparent u¨ber
mehrere SGs mit dem SS7-Netz verbunden sein, was eine sehr flexible Nutzung
ermo¨glicht. Mit dem Protokoll “SS7 MTP3-User Adaptation Layer” (M3UA) [76]
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hat die SIGTRAN-Gruppe eine Anpassungsschicht definiert, mit der die oben be-
schriebenen Anwendungen implementiert werden ko¨nnen.
2.1.3 Anforderungen an das Transportprotokoll
In der ITU-Empfehlung Q.706 [31] werden folgende Anforderungen an SS7-
Signalisierverbindungen gestellt:
 Durch Ausfall oder Fehler des MTP darf nicht mehr als eine von 107 Nach-
richten verloren gehen.
 Nicht mehr als eine von 1010 Nachrichten darf dem MTP-Nutzer außer
der Reihenfolge zugestellt werden. Das betrifft auch die Verdopplung von
Nachrichten.
 Die Wahrscheinlichkeit, dass Fehler einer empfangenen Nachricht nicht er-
kannt werden, muss kleiner als 1 zu 1010 sein.
 Die Verfu¨gbarkeit einer Signalisierbeziehung (zwischen zwei SPs) muss
wenigstens 0,99998 betragen, das entspricht einer Ausfallzeit von ho¨chstens
10 Minuten pro Jahr.
Die oben beschriebenen Protokollarchitekturen, in denen dem SS7-Netz Dien-
ste aus einem IP-basierten Netz zur Verfu¨gung gestellt werden, mu¨ssen daher so
organisiert sein, dass diese Anforderungen erfu¨llt werden ko¨nnen. Das fu¨r den Si-
gnalisierungstransport (ST) eingesetzte Transportprotokoll spielt dabei eine ent-
scheidende Rolle.
Diskussionen in der SIGTRAN-Gruppe ergaben, dass dieses folgenden An-
spru¨chen genu¨gen sollte:
 Flexible, gesicherte Datenu¨bertragung (z.B. mit oder ohne Reihenfolge-
sicherung).
 Erhaltung von Nachrichtengrenzen.
 Flexible ¨Ubertragung von Nachrichten ( ¨Ubertragung eines Multiplexes aus
mehreren Nachrichtenstro¨men).
 Unterstu¨tzung mehrerer Netzwerkpfade (Multihoming).
 Geeignete Fluss- und ¨Uberlastkontrollmechanismen fu¨r den Einsatz im
Internet.
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 ¨Uberwachungsmechanismen fu¨r Netzwerkpfade und Endpunkte.
 Konfigurierbare Timer.
 Implementierung aktueller Sicherheitsmechanismen und Vermeidung
bekannter Sicherheitsprobleme.
In der SIGTRAN-Gruppe wurde ebenfalls diskutiert, inwieweit die bereits eta-
blierten, IP-basierten Transportprotokolle User Datagram Protocol (UDP) [64]
und Transmission Control Protocol (TCP) [66], die in bisherigen IP-basierten
Lo¨sungen Signalisierungsmeldungen u¨bertragen, die no¨tigen Anforderungen fu¨r
SS7-Protokolle erfu¨llen.
2.1.3.1 TCP als Transportprotokoll fu¨r den Signalisierungstransport
TCP ist ein verbindungsorientiertes Protokoll, das sowohl Fehlersicherung als
auch Flusssteuerung zur Verfu¨gung stellt. Es hat jedoch folgende Nachteile:
 TCP ist stream-orientiert. Das bedeutet, dass es nicht einzelne Nachrich-
ten, sondern einen Strom einzelner Bytes transportiert. Sollen jedoch Nach-
richten u¨bertragen werden, so muss die Anwendung Nachrichtengrenzen
einfu¨gen (Record Marking). Das sofortige Absenden vollsta¨ndiger Nach-
richten muss durch die Anwendung mittels des Push-Mechanismus erzwun-
gen werden.
 Transaktionsorientierte Anwendungen erfordern lediglich eine teilweise
Reihenfolgesicherung von Meldungen. TCP erbringt einen strikt reihen-
folgegesicherten Dienst, wodurch es unno¨tigerweise zu einer Blockierung
bereits angekommener Daten kommen kann (engl. Head-of-Line Blocking).
Dies kann bei Paketverlusten – je nach Rundlaufverzo¨gerung (engl. Round
Trip Time, RTT) – zu inakzeptablen Wartezeiten fu¨r Signalisierungsan-
wendungen fu¨hren.
 TCP unterstu¨tzt keine Redundanzmechanismen auf der Netzwerkschicht.
Eine TCP-Verbindung wird durch genau zwei Transportadressen charak-
terisiert, das sind Kombinationen aus einer IP-Adresse und einer Port-
nummer. Eine Unterstu¨tzung fu¨r mehrere redundante Wege (engl. Multi-
homing) mu¨sste in der Anwendungsschicht durch mehrere parallele TCP-
Verbindungen implementiert werden.
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 Typische TCP-Implementierungen erlauben nicht, spezifische Protokoll-
parameter zu kontrollieren. Das ist allerdings fu¨r Szenarien erforderlich,
in denen Signalisierungsdaten mit zeitkritischen Anforderungen u¨bertragen
werden.
 Viele TCP-Implementierungen sind anfa¨llig fu¨r Angriffe, die die Dienstgu¨te
beeintra¨chtigen (engl. Denial-of-Service Attacks).
Insbesondere die ersten drei Aspekte fu¨hrten dazu, dass TCP nicht ernsthaft als
Transportprotokoll fu¨r die SIGTRAN-Protokollarchitekturen in Erwa¨gung gezo-
gen wurde.
2.1.3.2 UDP als Transportprotokoll fu¨r den Signalisierungstransport
UDP erbringt einen unzuverla¨ssigen, ungeordneten und nachrichtenorientierten
verbindungslosen Transportdienst. Ferner bietet es keine Flusssteuerungs- und
¨Uberlastkontrollmechanismen. Daher ist es als Transportprotokoll fu¨r den Signa-
lisiertransport ungeeignet.
Da UDP allerdings ein sehr einfaches Protokoll ist, wurde in der SIGTRAN-
Gruppe als Signalisiertransport zuna¨chst der Protokollvorschlag Multi-Network
Datagram Transmission Protocol (MDTP) [84] diskutiert, der sich auf die Dienste
des UDP stu¨tzt und folgende Mechanismen definiert:
 Zuverla¨ssiger Transport von Nachrichten (durch Vergabe von Sequenz-
nummern, Quittierung erhaltener Nachrichten und gegebenenfalls Neuu¨ber-
tragung verlorener Nachrichten).
 Flusssteuerungs- und ¨Uberlastkontrollmechanismen.
 Unterstu¨tzung von mehreren Transportadressen pro Protokollendpunkt
(Multihoming).
 ¨Uberwachung der Verfu¨gbarkeit von Netzwerk-Pfaden und assoziierten
Protokollendpunkten (durch periodische sog. Heartbeats).
MDTP wurde lange als Lo¨sung fu¨r den Signalisiertransport gehandelt, mehr-
fach u¨berarbeitet und modifiziert, mu¨ndete schließlich aber in die Definition des
IP-basierten Transportprotokolls SCTP [86], das ausfu¨hrlich in Abschnitt 2.3
erla¨utert wird.
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2.2 Reliable Server Pooling
Die RSerPool-Arbeitsgruppe der IETF arbeitet an einer Rahmenarchitektur [91]
fu¨r die Nutzung und Verwaltung von zuverla¨ssigen Serververbu¨nden. Diese Ar-
chitektur definiert Server (engl. Pool Elements, PEs), die in einem Verbund einen
Dienst anbieten und Nutzer dieses Dienstes (engl. Pool Users, PUs). Des Weite-
ren geho¨rt zur RSerPool-Architektur ein Namensdienst, der von einem besonderen
Server-Verbund, den Namens-Servern (engl. Name Servers, NSs) angeboten wird.
Er liefert den PUs einen zu einem Dienstnamen (z.B. “Video Service”) geho¨rigen
Zeiger (Pool Handle, PH). Die oben erwa¨hnte Rahmenarchitektur beschreibt die
Nutzung der zwei folgenden Protokolle:
1. das “Endpoint Name Resolution Protocol” (ENRP) [93] dient der Kommu-
nikation zwischen Namens-Servern und erlaubt ihnen den Austausch von
Informationen zu allen Server-Verbu¨nden, d.h. zu allen registrierten PEs
sowie deren angebotenen Diensten.
2. das “Aggregate Server Access Protocol” (ASAP) [87] dient der Kommuni-
kation folgender Architekturelemente:
(a) PU und NS: Zur Abfrage von zu einem PH geho¨rigen Kombinationen
aus Transportprotokoll und Transportadressen. Diese adressieren PEs,
die den entsprechenden Dienst erbringen.
(b) PE und NS: Zur Registrierung (und Deregistrierung) von PEs bei ihren
NSs.
(c) PU und PE: Zum Austausch der eigentlichen Nutzdaten, sowie re-
levanter Daten zur Organisation eines Serverwechsels im Fehlerfall
(Failover).
(d) PE und PE: Dies ist ein Spezialfall der Kommunikation zwischen PU
und PE.
Bei allen diesen Kommunikationsbeziehungen ist SCTP als das ENRP bzw. AS-
AP stu¨tzende Transportprotokoll vorgesehen, um eine gro¨ßtmo¨gliche Flexibilita¨t
und Redundanz auf der Netzwerkschicht erzielen zu ko¨nnen. Lediglich im Fal-
le der Kommunikation zwischen PU und NS (2.a) sowie zwischen PU und PE
(2.c) ist ebenfalls vorgesehen, dass TCP anstatt SCTP (wenn auch mit gewis-
sen funktionalen Einschra¨nkungen) genutzt werden kann. Dadurch sollen einer
gro¨ßtmo¨glichen Anzahl von Nutzern die RSerPool-Dienste zuga¨nglich gemacht
werden.
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2.3 Protokolleigenschaften des SCTP
Das Stream Control Transmission Protocol (SCTP) ist ein nachrichtenorientiertes
Vielzweck-Transportprotokoll, welches durch die Trennung von zuverla¨ssigem
Transport und Reihenfolgesicherung einen flexibleren Datentransport erlaubt als
TCP und durch die Unterstu¨tzung von Redundanzmechanismen in der Netzwerk-
schicht (Unterstu¨tzung von Multihoming) eine erho¨hte Fehlertoleranz aufweist.
SCTP ist in den Dokumenten [86, 89] standardisiert. Der urspru¨ngliche Standard
wurde im Oktober 2000 von der SIGTRAN-Gruppe verabschiedet und von der
IETF zum Standards-Track RFC erhoben. Seither werden alle Erweiterungen und
Fortentwicklungen zum Thema SCTP in der Transport Area-Arbeitsgruppe der
IETF (TSVWG) diskutiert. Im September 2002 wurde mit [89] der vom SCTP zu
verwendende Pru¨fsummen-Algorithmus (bis dahin Adler-32) gea¨ndert. Seither ist
die Verwendung des CRC32C-Algorithmus durch den Standard vorgeschrieben
(siehe auch Abschnitt 2.3.2).
2.3.1 Nachrichtenorientierter Transport
SCTP ist ein verbindungsorientiertes Protokoll. Eine SCTP-Verbindung wird
Assoziation (engl. Association) genannt; sie besteht zwischen zwei Protokollend-
punkten, die jeweils durch eine Menge von Transportadressen (d.h. Kombinatio-
nen von IP-Adressen und SCTP Portnummern) charakterisiert sind. Alle Trans-
portadressen eines SCTP-Endpunktes haben identische Portnummern.
Beim Verbindungsaufbau werden zwischen den Endpunkten alle Transportadres-
sen ausgetauscht, die Quell- oder Zieladressen eines SCTP-Pakets innerhalb einer
Assoziation sein du¨rfen. Ferner handeln die beiden Endpunkte eine Anzahl von
unidirektionalen logischen ¨Ubertragungskana¨len fu¨r Nachrichtenstro¨me aus, in-
nerhalb derer dem Empfa¨nger Nachrichten in der Regel reihenfolgegesichert zu-
gestellt werden, es sei denn der Anwender verlangt eine ungeordnete Zustellung.
Diese Kana¨le werden nachfolgend mit “Streams” bezeichnet.
Im Gegensatz zum TCP bewahren die Sende- und Empfangsprimitive des Pro-
tokolls die Nachrichtengrenzen. Dies hat einen enormen Vorteil fu¨r Anwendun-
gen, die nachrichtenbasiert agieren, denn sie mu¨ssen nicht mehr umsta¨ndlich die
Markierung von Nachrichten und deren La¨ngen vornehmen.
Das Protokoll kann mehrere kurze Nachrichten gebu¨ndelt in einem SCTP-
Paket u¨bertragen, welches von einem verbindungslosen, datagrammorientierten
Netzwerk-Dienst (wie z.B. dem IP) zum Ziel-Endpunkt transportiert wird. Im
Folgenden wird von IP als Netzwerk-Dienst ausgegangen. SCTP vermeidet eine
21
Fragmentierung von Daten, die u¨ber IP transportiert werden, durch die Anwen-


















Abbildung 2.6: SCTP Paketformat mit Common Header und Chunks
Wie in Abbildung 2.6 dargestellt, bestehen SCTP Pakete aus einem einheitlichen,
96 Bit langen Protokollkopf (engl. Common Header), gefolgt von einer variablen
Anzahl an Protokolleinheiten, nachfolgend engl. Chunks genannt. Der Protokoll-
kopf entha¨lt, analog zu TCP und UDP, zwei 16 Bit lange Quell- und Zielport-
nummern, eine 32 Bit lange Pru¨fmarke (engl. Verification Tag) und eine 32 Bit
lange CRC32C-Pru¨fsumme [89]. Die Pru¨fmarke ist ein zufa¨llig gewa¨hlter Wert,
der beim Verbindungsaufbau zwischen beiden Protokollendpunkten ausgetauscht
wird. Mit Hilfe der Pru¨fmarke wird unterbunden, dass gefa¨lschte Pakete durch
sog. blinde Angriffe (bei denen der Angreifer die Verbindung nicht belauschen
kann) in bestehende Assoziationen eingeschleust werden ko¨nnen.
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Wenn ein Endpunkt ein SCTP Paket empfa¨ngt, wird zuna¨chst verifiziert, ob es
eine korrekte Pru¨fsumme tra¨gt. Ist dies nicht der Fall, so wird das Paket verwor-
fen, da es bei der ¨Ubertragung verfa¨lscht wurde. Dann u¨berpru¨ft der empfangende
Endpunkt, ob er anhand der Quell- und Zieladressen (also der IP-Adressen) und
der Quell- und Zielports des Pakets dieses zu einer bestehenden Verbindung zu-
ordnen kann, oder ob es sich um ein Paket handelt, das zu einer neuen Verbindung
geho¨rt. Im ersten Fall (Paket geho¨rt zu einer bestehenden Verbindung) wird nun
u¨berpru¨ft, ob die Pru¨fmarke zu der bestehenden Verbindung passt. Ist dies nicht
der Fall, so wird das Paket verworfen und ein Abort-Chunk an die Gegenseite ge-
sendet. Ansonsten werden die empfangenen Chunks der Reihe nach bearbeitet. Im
zweiten Fall (Paket geho¨rt zu einer neuen Verbindung) wird die Pru¨fmarke vom
Sender auf 0 gesetzt und beim Empfa¨nger ignoriert (siehe auch Abschnitt 2.3.3).
Im Fehlerfall ko¨nnen Endpunkte allerdings bestimmte Meldungen auch dann be-
arbeiten, wenn sie die entsprechenden Pru¨fmarken nicht zuordnen ko¨nnen (siehe
auch Abschnitt 2.3.4).
Chunks bestehen zumindest aus einem Header und sind mindestens 32 Bit lang.
Darin sind enthalten:
 der Typ (8 Bit),
 optional genutzte Flags (8 Bit),
 und das La¨ngenfeld (16 Bit).
Man unterscheidet zwei Chunktypen: Daten-Chunks (engl. Data Chunks) und
Kontroll-Chunks (engl. Control Chunks). Daten-Chunks u¨bertragen die eigent-
lichen Nutzerdaten (siehe auch Abschnitt 2.3.5). Kontroll-Chunks werden genutzt
 zum Verbindungsaufbau,
 zum Verbindungsabbau,
 fu¨r Besta¨tigungen empfangener Nutzdaten,
 fu¨r die ¨Uberwachung der Erreichbarkeit des assoziierten Endpunkts,
 fu¨r die ¨Uberwachung des Status von Netzwerkpfaden zum assoziierten End-
punkt,
 fu¨r die ¨Ubertragung von Fehlermeldungen,
 fu¨r optionale Protokollerweiterungen.
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Daten-Chunks, sowie eine Vielzahl von Kontroll-Chunks, haben eine Reihe vor-
geschriebener Protokollfelder, deren Format in [86] definiert ist. Daru¨ber hinaus
fu¨hren einige Kontroll-Chunks auch noch eine Zahl vorgeschriebener und/oder
optionaler Parameter variabler La¨nge mit, deren Format gema¨ß Abbildung 2.7
durch ein Typfeld, ein La¨ngenfeld und ein Datenfeld bestimmt ist. Chunks und
Parameter, die nicht ein Vielfaches von 32 Bit lang sind, werden mit so genannten






Abbildung 2.7: SCTP Parameterformat
2.3.3 Verbindungsaufbau
SCTP-Assoziationen werden (im einfachsten Fall) durch Austausch von vier
SCTP Paketen mit Kontroll-Chunks etabliert, wie in Abbildung 2.8 dargestellt.
Der Protokollendpunkt, der die Verbindung initiiert, wird nachfolgend “Client”
genannt, der passive Protokollendpunkt, der den Verbindungsaufbauwunsch ak-
zeptiert, wird “Server” genannt. Der Client sendet zuna¨chst einen INIT-Chunk, der
als vorgeschriebene Felder neben der Gro¨ße des Sendefensters die vom Server zu
verwendende Pru¨fmarke (engl. Initiate Tag), die Anzahl der maximal mo¨glichen
Streams in Sende- und Empfangsrichtung ( 216) und die erste Sendereihenfolge-
nummer (engl. Initial Transmission Sequence Number) entha¨lt. Als variable Para-
meter sendet der Client eine Liste aller von ihm innerhalb der betreffenden Asso-
ziation verwendeten IP-Adressen mit (dies ist vorgeschrieben, sofern es mehr als
eine Adresse ist). Gleichzeitig wird ein Timer gestartet, der bei einem mo¨glichen
Verlust des INIT-Chunks eine Neuu¨bertragung initiiert.
Der Server sendet eine Besta¨tigung des INIT-Chunks, einen sog. INIT-ACK-
Chunk. Dieser entha¨lt die gleichen Informationen wie ein INIT-Chunk und
zusa¨tzlich noch einen Parameter, der als engl. Cookie bezeichnet wird. Das Cookie





INIT ACK (Cookie; IP−Adressen von B)
INIT (IP−Adressen von A)
COOKIE ECHO (Cookie)
Endpunkt A
Abbildung 2.8: Aufbau einer SCTP-Assoziation
noch eine kryptographisch sichere Signatur (z.B. SHA-1 [21]) aller Daten des
Cookie-Parameters. Diese Signatur wird mit einen nur dem Server bekannten
geheimen Schlu¨ssel erzeugt. Mit der Signatur kann der Server – und nur der Server
– die Korrektheit des Cookies verifizieren. Nach dem Aussenden des INIT-ACK-
Chunks alloziert der Server keine Ressourcen und lo¨scht alle zu der betreffenden,
im Aufbau befindlichen Assoziation geho¨renden Informationen. Dadurch werden
Angriffe, die fru¨hzeitig Serverressourcen blockieren ko¨nnen (engl. Denial of Ser-
vice, DoS) ausgeschlossen.
Der Client sendet ein erhaltenes Cookie mit dem dritten Kontroll-Chunk, dem sog.
COOKIE-ECHO zuru¨ck. Erst wenn der Server dieses COOKIE-ECHO erha¨lt und
die Korrektheit der Signatur des Cookies verifiziert hat, wird er die no¨tigen Res-
sourcen fu¨r eine Assoziation belegen und in den Zustand einer ordentlich etablier-
ten Assoziation wechseln. Er sendet zur Besta¨tigung ein COOKIE-ACK-Chunk
fu¨r das erhaltene COOKIE-ECHO an den Client und kann danach weitere Daten
vom Client akzeptieren. Der Client wechselt nach dem Erhalt des entsprechenden
COOKIE-ACK-Chunks in den Zustand einer etablierten Assoziation.
Die Abbildung 2.9 zeigt ein Zustandsdiagramm des Verbindungsaufbaus, in dem
der Client u¨ber die Zusta¨nde CLOSED, COOKIE-SENT und COOKIE-ECHOED
den Zustand ESTABLISHED (entspricht der etablierten Assoziation) erreicht,
wa¨hrend der Server vom Zustand CLOSED erst nach Erhalt des gu¨ltigen Cookies
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direkt in den etablierten Zustand wechselt. Die ¨Ubergangszusta¨nde des Clients
sind entsprechend durch Timer gegen Nachrichtenverlust abgesichert. SCTP-
Implementierungen der Clients, wie auch der Server, erzeugen bei dem ¨Ubergang
vom Zustand CLOSED zu ESTABLISHED eine Datenstruktur, die alle relevan-
ten Daten einer Assoziation entha¨lt. Diese ist in Abbildung 2.9 und nachfolgend
mit TCB (engl. Transmission Control Block) bezeichnet und wird in Abschnitt 12






























Abbildung 2.9: Zustandsdiagramm des Aufbaus einer SCTP-Assoziation
2.3.4 Verbindungsabbau
Fu¨r den Verbindungsabbau einer etablierten SCTP-Assoziation definiert der
RFC 2960 zwei Methoden:
1. den Abbruch (engl. Abort). Er wird durch Aussenden eines ABORT-Chunks






















































Abbildung 2.10: Zustandsdiagramm des Abbaus einer SCTP-Assoziation
noch im Transfer oder in Pufferspeichern befindlicher Dateneinheiten ver-
nachla¨ssigbar oder nicht mehr mo¨glich ist. Dies kann z.B. vor dem Her-
unterfahren eines Rechners der Fall sein, der noch aktive Assoziationen
etabliert hat.
2. die ordentliche Beendigung (engl. Graceful Termination). Dabei wird von
beiden Seiten sicher gestellt, dass noch ausstehende Dateneinheiten gesen-
det und von der Gegenseite besta¨tigt wurden.
Bei letzterem Verfahren leitet der SCTP-Nutzer den Verbindungsabbau durch
Aufruf des SHUTDOWN-Primitivs ein, und der Endpunkt wechselt in den Zu-
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stand “Shutdown Pending” (vgl. Abbildung 2.10). Sind alle Daten von der Ge-
genseite besta¨tigt worden, so sendet er einen SHUTDOWN-Chunk und wechselt
in den Zustand “Shutdown Sent”. Dieser Zustand ist durch einen Timer gesichert,
bei dessen Ablauf erneut ein SHUTDOWN-Chunk gesendet wu¨rde. Bei Erhalt
des SHUTDOWN-Chunks wechselt die Gegenseite in den Zustand “Shutdown
Received”.
Hat sie nun ihrerseits alle Dateneinheiten gesendet und besta¨tigt bekommen, so
sendet sie als Besta¨tigung des SHUTDOWN einen SHUTDOWN-ACK-Chunk,
startet einen Timer, und wechselt in den Zustand “Shutdown-Ack Sent”. Der End-
punkt, der den Verbindungsabbau einleitet, erha¨lt den SHUTDOWN-ACK-Chunk
und sendet einen SHUTDOWN-COMPLETE-Chunk zuru¨ck. Danach lo¨scht er
alle Assoziationsdaten und wechselt in den Zustand “Closed”.
Wenn die Gegenseite den SHUTDOWN-COMPLETE-Chunk erha¨lt, lo¨scht sie
ebenfalls alle Assoziationsdaten und nimmt den Zustand “Closed” an. Bei Verlust
dieser letzten Meldung wu¨rde sie nach Ablauf des Timers eine Neuu¨bertragung
des SHUTDOWN-ACK-Chunks durchfu¨hren, was der Empfa¨nger wieder mit ei-
nem SHUTDOWN-COMPLETE-Chunk beantworten muss (auch wenn er alle
Assoziationsdaten bereits gelo¨scht hat; siehe auch Abschnitt 8.4.5. von [86]).
Situationen, in denen beide Endpunkte die Assoziation zu einer a¨hnlichen Zeit
beenden wollen, werden durch die u¨brigen Zustandsu¨berga¨nge in Abbildung 2.10
abgedeckt.
2.3.5 ¨Ubertragung von Nutzdaten
Das SCTP unterstu¨tzt zuna¨chst einen zuverla¨ssigen, gesicherten Transport zwi-
schen zwei Endpunkten. Dieser wird erreicht durch die Nummerierung von u¨ber-
tragenen Dateneinheiten (Daten-Chunks) mit sog. ¨Ubertragungssequenznummern
(engl. Transmission Sequence Numbers, TSN) und Quittierung des Erhalts durch
die Gegenseite mittels selektiver Besta¨tigungen (engl. Selective Acknowled-
gement, SACK) in SACK-Chunks. Fu¨r TSNs steht ein Feld von 32 Bit zur
Verfu¨gung; der erste u¨bertragene Daten-Chunk erha¨lt einen beim Verbindungs-
aufbau vereinbarten Wert.
Der SACK-Chunk entha¨lt neben der fu¨r die Flusssteuerung wichtigen Fenster-
gro¨ße (siehe auch Abschnitt 2.3.8) die gro¨ßte in fortlaufender Reihenfolge emp-
fangene TSN (engl. Cumulative TSN Acknowledged, CTSNA), sowie zwei wei-
tere mo¨gliche Angaben:
 Bereiche von TSNs, die nicht in fortlaufender Reihenfolge empfangen wur-
28
den. Die nicht erhaltenen, also fehlenden TSNs nennt man “Lu¨cken” (engl.
Gaps).
 Werte von TSNs, die mehrfach erhalten wurden. Diese heißen “Duplikate”.
Quittungen werden verzo¨gert gesendet, spa¨testens aber 200 ms nach dem Er-
halt eines Datenpakets oder sofort nach dem Erhalt des jeweils zweiten Daten-
pakets. In einem mo¨glichen Fehlerfall, wie etwa bei Auftauchen von Lu¨cken in
den SACK-Chunks, wird fu¨r jedes Datenpaket sofort eine Quittung gesendet.
Da SCTP insbesondere als Transportprotokoll fu¨r kurze Signalisierungsnachrich-
ten entworfen wurde, existiert die Mo¨glichkeit, effektiv mehrere kurze Nachrich-
ten (Daten-Chunks) mit Kontroll-Chunks (wie etwa einem SACK-Chunk) in ei-
nem SCTP-Paket zusammenzufassen (engl. Bundling). Dabei ist in [86] festge-
legt, dass Daten-Chunks nach den Kontroll-Chunks im Paket angeordnet sind und
der Reihenfolge nach verarbeitet werden.
2.3.5.1 Verlust eines Daten-Chunks
Das SCTP reagiert auf den Verlust eines Datenchunks – je nach Protokoll-
situation – mit Vera¨nderungen der Fluss- und ¨Uberlastkontroll-Parameter, was
weiter unten in Abschnitt 2.3.8 erla¨utert wird, sowie mit der Neuu¨bertragung der
entsprechenden Daten.
Fu¨r einen zu sendenden Daten-Chunk wird ein sog. T3-Timer gestartet – falls
noch keiner la¨uft – und erst wieder gestoppt, wenn entsprechende Quittungen fu¨r
alle noch nicht besta¨tigten Daten-Chunks eingegangen sind. Treffen neue Quittun-
gen ein, ohne dass alle ausstehenden Daten besta¨tigt wurden, so wird der entspre-
chende Timer neu gestartet. La¨uft der Timer aus, so wurde fu¨r einen Daten-Chunk
keine passende Quittung empfangen, und der Daten-Chunk muss neu u¨bertragen
werden. Dies nennt der RFC 2960 “timer-basierte Neuu¨bertragung”. Sie kann auf-
treten, wenn kaum Daten gesendet werden und ein Paket verloren geht, oder wenn
der entsprechende SACK-Chunk fu¨r einen gesendeten Daten-Chunk verloren geht
und der T3-Timer ausla¨uft, bevor weitere SACKs eintreffen.
Neben der timer-basierten Neuu¨bertragung definiert der RFC 2960 noch die
“schnelle Neuu¨bertragung” (engl. Fast Retransmission), die bei Verlusten
wa¨hrend laufender Datenu¨bertragung insgesamt einen gu¨nstigeren Protokollver-
lauf erlaubt. Dabei wird bei jedem ankommenden SACK-Chunk nach wiederholt
auftretenden Lu¨cken bei den besta¨tigten TSNs gesucht. Fu¨r jeden Daten-Chunk
wird ein Za¨hler (engl. Gap Counter) gefu¨hrt, der anzeigt, wie oft die TSN des
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Chunks in einer Lu¨cke enthalten war. Wird eine TSN viermal durch eine Lu¨cke
als nicht erhalten markiert, so muss der Endpunkt diese neu u¨bertragen.
2.3.5.2 Flexible Nachrichtenzustellung durch den Stream-Mechanismus
Beim Verbindungsaufbau vereinbaren beide SCTP-Endpunkte eine Anzahl von
ein- und ausgehenden unidirektionalen Nachrichtenkana¨len, die Nachrichten-
stro¨me (Streams). Innerhalb der Streams ko¨nnen Nachrichten entweder geordnet
oder aber in Ankunftsreihenfolge an den SCTP-Nutzer ausgeliefert werden. Letz-
tere ko¨nnen also die geordneten Nachrichten u¨berholen.
Dieser Mechanismus benutzt zwei 16 Bit-Felder im Daten-Chunk, die zum einen
die Nummer des Nachrichtenstroms und zum anderen eine weitere, von der
TSN unabha¨ngige Sequenznummer, die Strom-Sequenznummer (engl. Stream
Sequence Number, SSN), tragen. Er hat zum Zweck, unno¨tige Blockierungseffek-
te zu vermeiden, die dadurch zustande kommen ko¨nnen, dass einzelne Nachrich-
ten verloren gehen und neu u¨bertragen werden mu¨ssen. Bei strikt geordneter Aus-
lieferung wird dann die Zustellung nachfolgender Daten verzo¨gert. Der Stream-
Mechanismus erlaubt es nun, voneinander unabha¨ngige Daten innerhalb verschie-
dener Streams zu transportieren, so dass verlorene Daten eines Streams nicht die
Zustellung von Daten an den SCTP-User eines anderen Streams verzo¨gern. Aus
der Feldgro¨ße ergibt sich eine maximale Anzahl von 216 = 65536 Streams, und
ein Bereich fu¨r Strom-Sequenznummern von 0 bis 65535.
2.3.5.3 Segmentierung von Nachrichten
Da SCTP ein Vielzweck-Transportprotokoll ist, ko¨nnen Nachrichten verschiede-
ner La¨ngen transportiert werden. Um die ineffektive IP-Fragmentierung zu ver-
meiden, schreibt [86] vor, dass SCTP-Implementierungen die Gro¨ße der MTU
auf benutzten Netzwerkpfaden gema¨ß [56] feststellen.
¨Ubersteigt die La¨nge einer zu sendenden Nachricht die maximale La¨nge, die auf-
grund der festgestellten Pfad-MTU in einem Daten-Chunk als Nutzdaten transpor-
tiert werden kann, so muss die Protokoll-Implementierung diese Daten in mehrere
Segmente aufteilen. Diese Segmente werden nachfolgend in separaten, mit auf-
einander folgenden TSNs versehenen Daten-Chunks u¨bertragen. In diesem Fall
stimmt also die Zuordnung Nachricht $ Daten-Chunk nicht mehr. Um die Seg-
mente wieder korrekt zusammensetzen zu ko¨nnen, werden die entsprechenden
Daten-Chunks mit Markierungen (Flags) versehen, die Beginn, Mitte und Ende
eines Segments eindeutig kennzeichnen. Diese Flags und die direkt aufeinander
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folgenden TSNs der einzelnen Segmente erlauben dem Empfa¨nger eindeutig, die
Nachricht aus den Nachrichtenfragmenten zu rekonstruieren.
2.3.6 Unterstu¨tzung von Multihoming
Das SCTP unterstu¨tzt das sog. Multihoming, d.h. Endpunkte, die mehr als eine
IP-Adresse besitzen. Der RFC 2960 bezeichnet den Weg von einem Endpunkt
zu einer IP-Adresse des assoziierten Endpunktes als Netzwerk-Pfad oder einfach
Pfad. Da IP-Implementierungen die zu einer Zieladresse geho¨rige Quelladresse
durch den Prozess der Wegewahl (engl. Routing) festlegen, besitzt ein EndpunktA, der n IP-Adressen besitzt, zu einem Endpunkt B mit m IP-Adressen genaum gu¨ltige Pfade. IP-Pakete, die A zu B sendet, ko¨nnen genau m mo¨gliche Kom-
binationen aus Quell- und Zieladressen aufweisen. Ebenso besitzt B natu¨rlich n
Pfade zum Endpunkt A. Dabei wird davon ausgegangen, dass die Endpunkte die
Wegewahl-Tabelle (engl. Routing Table) nicht beeinflussen ko¨nnen. Sollte eine
SCTP-Implementierung die Wegewahl-Tabelle beeinflussen ko¨nnen, so besitzt im
obigen Beispiel Endpunkt A gema¨ß Definition immer noch m Pfade zu EndpunktB, IP-Pakete ko¨nnen aber mehr alsmKombinationen aus Quell- und Zieladressen
aufweisen und zwar maximal m  n Kombinationen.
Jeder Endpunkt fu¨hrt pro Pfad einen separaten Parametersatz fu¨r die Fluss- und
¨Uberlastkontrolle (siehe auch Abschnitt 2.3.8). Somit wird eine Kompatibilita¨t zu
etablierten Transportprotokollen wie TCP sichergestellt.
Nach dem Aufbau einer Assoziation kennen beide Protokollendpunkte alle
mo¨glichen Pfade zu ihrem assoziierten Endpunkt. Jeder Endpunkt wa¨hlt einen
der Pfade aus, der nachfolgend der sog. Prima¨rpfad wird. Der Prima¨rpfad tra¨gt
die Hauptverkehrslast der Assoziation, kann aber vom SCTP-Nutzer jederzeit
neu festgelegt werden. Andere Pfade werden nur fu¨r den Datentransfer genutzt,
wenn Neuu¨bertragungen durchgefu¨hrt werden (vgl. Abschnitt 2.3.5). Ein End-
punkt soll, wenn mo¨glich, Neuu¨bertragungen nur u¨ber Pfade vornehmen, die vom
urspru¨nglich gewa¨hlten Pfad (in der Regel vom Prima¨rpfad) verschieden sind.
Zusa¨tzlich kann der SCTP-Nutzer explizit verlangen, dass eine Nachricht u¨ber
einen bestimmten Pfad gesendet wird.
Besta¨tigungen (also SACK-Chunks) fu¨r empfangene Daten sollen an diejeni-
ge Adresse zuru¨ckgesendet werden, von der die Daten kamen. Werden durch
einen SACK-Chunk Daten besta¨tigt, die von mehreren unterschiedlichen Adres-
sen empfangen wurden, so steht es der Implementierung frei, einen geeigneten
Pfad fu¨r die Quittungen auszuwa¨hlen.
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2.3.7 Fehlererkennung und Fehlermanagement
Der RFC 2960 definiert Mechanismen zur einfachen ¨Uberwachung des Pfadzu-
stands innerhalb einer etablierten Assoziation und damit einhergehend die ¨Uber-
wachung der Erreichbarkeit eines assoziierten Endpunkts. Dies geschieht durch
zwei bisher noch nicht erwa¨hnte Kontroll-Chunks:
1. den HEARTBEAT-Chunk und
2. den HEARTBEAT-ACK-Chunk.
Endpunkte senden periodisch HEARTBEAT-Chunks auf allen inaktiven Pfaden
zum assoziierten Endpunkt. Pfade sind inaktiv, wenn wa¨hrend einer bestimmten
Zeit, z.B. innerhalb der letzten Heartbeat-Periode, keine Chunks gesendet wurden,
die zur neuerlichen Bestimmung der RTT genutzt werden ko¨nnen.
Die HEARTBEAT-Chunks enthalten einen von der jeweiligen Implementierung
frei definierbaren Parameter (vgl. Abbildung 2.7). Bei Erhalt eines HEARTBEAT-
Chunks muss dieser Parameter vom Endpunkt in einem HEARTBEAT-ACK-
Chunk an die Quelladresse des HEARTBEAT-Chunks zuru¨ckgesendet werden.
Jeder Endpunkt fu¨hrt einen Za¨hler, dessen Wert jeweils um eins erho¨ht wird, wenn
ein HEARTBEAT-Chunk nicht innerhalb einer bestimmten Zeit besta¨tigt wurde.
Wenn dieser Fehlerza¨hler einen Schwellwert Path.Max.Retrans ([86] empfiehlt 5)
u¨berschreitet, so wird der Pfadzustand auf unerreichbar gesetzt. Der Endpunkt
wird weiterhin versuchen, HEARTBEAT-Chunks auf diesem Pfad zu senden, bis
entweder eine gu¨ltige Besta¨tigung empfangen wird und der Pfadzustand wieder
auf erreichbar gesetzt werden kann, oder die Assoziation beendet ist.
Da Quittungen (SACK-Chunks) fu¨r erhaltene Daten-Chunks an die Adresse
zuru¨ckgesendet werden sollen, von der die Daten kamen, beno¨tigen Pfade, die
aktiv fu¨r die Datenu¨bertragung genutzt werden, keine Kontrolle der Erreichbar-
keit durch den Heartbeat-Mechanismus. Bei einer timer-basierten Neuu¨bertragung
wird der Fehlerza¨hler fu¨r den entsprechenden Pfad ebenfalls erho¨ht, was fu¨r die
Fehlererkennung auf diesem Pfad genu¨gt.
Wird ein HEARTBEAT-ACK-Chunk als Besta¨tigung eines HEARTBEAT-
Chunks, oder ein SACK-Chunk als Quittung eines Daten-Chunks empfangen, so
wird fu¨r den betreffenden Pfad der entsprechende Fehlerza¨hler zuru¨ckgesetzt.
Pfade, die als unerreichbar gekennzeichnet sind, werden nicht fu¨r die Datenu¨ber-
tragung benutzt, und zusa¨tzlich wird dem SCTP-Nutzer die ¨Anderung von Pfad-
zusta¨nden angezeigt. Insbesondere kann der SCTP-Nutzer einen neuen Prima¨r-
pfad auswa¨hlen, wenn der alte Prima¨rpfad unerreichbar wird. Der Datentransfer
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wird trotz mo¨glichem Pfadausfall u¨ber sekunda¨re Pfade fortgefu¨hrt, falls solche
vorhanden sind. Siehe auch Abschnitt 4.4 fu¨r weitere Informationen zum Thema
“Pfadausfall”.
2.3.7.1 ¨Uberwachung der Pfadeigenschaften
Fu¨r jeden Pfad einer SCTP-Assoziation werden bei Eintreffen neuer SACK- oder
HEARTBEAT-ACK Chunks kontinuierlich gegla¨ttete Scha¨tzwerte fu¨r die Rund-
laufzeit (engl. Smoothed RTT, SRTT) und deren Schwankung (engl. RTT Variati-
on, RTTVAR) bestimmt. Aus diesen Scha¨tzwerten wird gema¨ß der Gleichung
RTO = SRTT + 4  RTTVAR (2.1)
der neue Wert fu¨r den Neuu¨bertragungs-Timer Timeout (engl. Retransmissi-
on Timer Timeout Value, RTO) des betreffenden Pfades bestimmt. Ist der neu
berechnete Wert kleiner als der Protokoll-Parameter RTOmin, so wird RTOmin
angenommen. Ist er gro¨ßer als der Protokoll-Parameter RTOmax, so wird RTOmax
angenommen. [86] schla¨gt RTOmin = 1 s und RTOmax = 60 s vor. Nach einer
timer-basierten Neuu¨bertragung (vgl. Abschnitt 2.3.5.1) wird der aktuelle RTO-
Wert fu¨r den betreffenden Pfad verdoppelt, oder, falls der neue Wert gro¨ßer als
RTOmax wa¨re, auf diesen Wert gesetzt. Dieser Mechanismus (engl. Exponential
Backoff) dient dazu, im ¨Uberlast-Fall eine zusa¨tzliche Netzbelastung, die durch
sukzessive Neuu¨bertragungen entstehen wu¨rde, zu vermeiden.
2.3.7.2 ¨Uberwachung des assoziierten Endpunktes
Jeder Endpunkt u¨berwacht auch mit einem Za¨hler die Anzahl aufeinander fol-
gender Neuu¨bertragungen von Daten- oder HEARTBEAT-Chunks zum assozi-
ierten Endpunkt ohne erfolgreiche Quittung. Dieser Za¨hler wird fu¨r jede erfolg-
reich empfangene Quittung zuru¨ckgesetzt (also SACK- oder HEARTBEAT-ACK-
Chunk). Wenn der Fehlerza¨hler den Schwellwert Assoc.Max.Retrans (in [86] wird
ein Wert von 10 empfohlen) u¨berschreitet, so ist der assoziierte Endpunkt nicht
mehr erreichbar, und die Assoziation wird geschlossen.
2.3.8 Fluss- und ¨Uberlastkontrolle
Analog zur Fluss- und ¨Uberlastkontrolle beim TCP [3] wird die ¨Ubertragung von
Daten-Chunks durch das SCTP durch zwei Regelmechanismen gesteuert:
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1. Die fensterbasierte Flusssteuerung und
2. die ¨Uberlastkontrolle.
Die Flusssteuerung benutzt zum einen die beim Verbindungsaufbau zwischen den
Endpunkten ausgetauschten Maximalwerte fu¨r die Gro¨ßen der Sendefenster und
bestimmt zum anderen die maximale Datenmenge, die gesendet werden darf,
dynamisch nach dem Empfang neuer SACK-Chunks. Diese enthalten eine aktu-
elle Angabe des Empfa¨ngerfensters und damit des freien Puffers des Empfa¨ngers
(engl. Advertised Receiver Window, arwnd ).
Nachdem ein Endpunkt alle durch ein SACK besta¨tigten Daten-Chunks markiert
hat, berechnet er die La¨nge aller noch ausstehenden (d.h. gesendeten, aber noch
unbesta¨tigten) Daten-Chunks. Diese wird von dem im SACK empfangenen arwnd
subtrahiert und ergibt die Datenmenge, die augenblicklich gesendet werden darf.
Erha¨lt der Sender ein arwnd von Null, so darf er normalerweise keine weite-
ren Daten mehr senden. Da SACK-Chunks bei der ¨Ubertragung verloren gehen
ko¨nnen, ist es ihm zu jeder Zeit erlaubt, durch Aussenden eines neuen Daten-
Chunks einen neuen SACK-Chunk anzufordern, der eine ¨Anderung des arwnd
anzeigen kann. Gilt allerdings arwnd = 0, so darf er jeweils nur maximal einen
Daten-Chunk ausstehend haben.
Fu¨r die ¨Uberlastkontrolle (engl. Congestion Control) wird ein Parametersatz
pro Pfad zum assoziierten Endpunkt beno¨tigt. Dieser umfasst zwei Werte: das
¨Uberlast-Sendefenster (engl. Congestion Window, nachfolgend cwnd genannt)
und die ¨Uberlast-Schwelle (engl. Slow Start Threshold, ssthresh). Die aktuel-
len Werte dieser Parameter entscheiden u¨ber den Sendezustand des betreffenden
Pfades. Abschnitt 7.2 von [86] definiert die folgenden zwei Zusta¨nde:
1. Langsamer Anstieg (engl. Slow Start), fu¨r cwnd  ssthresh
2. ¨Uberlast-Vermeidung (engl. Congestion Avoidance), fu¨r cwnd > ssthresh.
Abbildung 2.11 stellt die Entwicklung des cwnd u¨ber der Zeit, sowie die ent-
sprechenden Zusta¨nde Slow Start und Congestion Avoidance anschaulich dar. Die
Datenu¨bertragung erfordert zu Beginn ein langsames Erproben der Bedingungen
des Netzwerks, damit dieses nicht u¨berlastet wird. Daher werden die Parameter
wie folgt initialisiert: ssthresh( arwnd und (2.2)


















Abbildung 2.11: Das Wachstum des Congestion Window: Slow Start und Conge-
stion Avoidance
Das Sendefenster wird im Zustand “Slow Start” relativ schnell erho¨ht, denn fu¨r
jedes neue SACK wird das cwnd um die MTU, oder falls dies weniger ist, um
die Anzahl der besta¨tigten Bytes, erho¨ht. Im Idealfall (keine Verluste) wa¨chst da-
durch das cwnd exponentiell mehrmals pro RTT (vgl. auch Wachstum des cwnd
in Abbildung 2.11 fu¨r t  0; 25 s). Wird anfangs ssthresh ( arwnd gesetzt,
so bleibt der Sender im “Slow Start”, bis das gesamte Sendefenster ausgenutzt
ist und erreicht nie den Zustand der ¨Uberlast-Vermeidung. In Abbildung 2.11 gilt
allerdings zum dargestellten Zeitpunkt ssthresh = 12  arwnd.
Im Zustand der “Congestion Avoidance” erfolgt das weitere Wachstum des cwnd
langsamer, maximal einmal pro gemessener RTT. Wird ein Pfad la¨ngere Zeit (ei-
ne RTO) nicht genutzt, so werden seine Parameter zuru¨ckgesetzt, und er beginnt
gegebenenfalls erneut im “Slow Start”.
Ein Wachstum des cwnd darf in jedem Fall nur erfolgen, wenn der neue SACK-
Chunk das CTSNA avanciert, und das Wachstum muss jeweils dem cwnd des-
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jenigen Pfades gutgeschrieben werden, u¨ber den die entsprechenden besta¨tigten
Daten gesendet wurden.
Werden wa¨hrend der ¨Ubertragung Datenverluste festgestellt, so wird die Gro¨ße
des Sendefensters halbiert und damit die Senderate drastisch reduziert (AIMD,
Additive Increase, Multiplicative Decrease)1. Dies ha¨ngt damit zusammen, dass
Datenverluste einer Netzu¨berlast-Situation zugeschrieben werden, in der Router
beginnen, Pakete zu verwerfen. Im Einzelnen werden bei einer schnellen Neu-
u¨bertragung die folgenden Zuweisungen vorgenommen:
ssthresh( max(cwnd2 ; 2 MTU) und cwnd ( ssthresh (2.4)
Bei einer timer-basierten Neuu¨bertragung hingegen wird wieder ganz langsam
begonnen:
ssthresh ( max(cwnd2 ; 2 MTU) und cwnd (MTU (2.5)
2.3.9 Protokoll-Sicherheit
SCTP wurde entworfen mit den Erfahrungen, die durch den jahrelangen Einsatz
des TCP gewonnen wurden. Daher spezifiziert der Standard [86] Mechanismen,
die bestimmte Angriffe auf Protokollendpunkte bzw. bestehende Assoziationen
erschweren. Ein Angreifer, dem es mo¨glich ist, die Mehrzahl aller Pakete zwi-
schen zwei Endpunkten zu u¨berwachen, kann als sog. “Man in the Middle” Daten
in eine bestehende Assoziation einschleusen. In dieser Hinsicht ist SCTP (ebenso
wie TCP) anfa¨llig fu¨r Angriffe.
Erheblich schwieriger ist es jedoch fu¨r Angreifer, blind Daten in eine Assoziation
einzuschleusen, d.h. ohne dass er die Mehrzahl der u¨bertragenen Daten abho¨ren
kann. Dies wird erreicht durch den Einsatz der zufa¨llig gewa¨hlten 32 Bit langen
Pru¨fmarken (Tags), die beim Verbindungsaufbau ausgetauscht werden. Dadurch
wird die Chance, dass ein von einem Angreifer erzeugtes Paket von einem End-
punkt akzeptiert wird, um den Faktor 1 : 232 reduziert. Zusa¨tzlich mu¨sste ein sol-
ches Paket natu¨rlich noch eine gu¨ltige Kombination von Quell- und Zieladressen
sowie Quell- und Zielports aufweisen.
Ein weiterer Sicherheitsmechanismus, der Einsatz des Cookies (siehe auch Ab-
schnitt 2.3.3), stellt sicher, dass ein Server erst dann Ressourcen alloziert, wenn
1Beschreibt die ¨Uberlast-Kontrolle bei Protokollen wie TCP und SCTP. Dabei wird das Conge-
stion Window (cwnd) schrittweise maximal um eine MTU erho¨ht und bei Feststellen von Verlusten
(durch ¨Uberlast im Netz) halbiert.
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der Client das vom Server erzeugte Cookie an diesen zuru¨ckgesendet hat. Da-
durch wird verifiziert, dass der Absender des INIT-Chunks wirklich eine Verbin-
dung initiieren wollte. Unter der Voraussetzung, dass der Server einen wirklich
zufa¨lligen Schlu¨ssel fu¨r die Erzeugung der Signatur (HMAC, siehe [53]) ver-
wendet, macht dieser Mechanismus die unerwu¨nschte Allokation von Ressourcen
nahezu unmo¨glich.
SCTP erho¨ht durch die Unterstu¨tzung von Multihoming potentiell die
Verfu¨gbarkeit der Netzwerkverbindung zwischen zwei Endpunkten, unterstu¨tzt
aber keine inha¨renten Sicherheitsprotokolle, um die Sicherheit (Vertraulichkeit,
Authentizita¨t usw.) der u¨bertragenen Daten zu gewa¨hrleisten. Fu¨r diesen Zweck
ist der SCTP-Benutzer gegenwa¨rtig entweder auf die Funktionen von IPSec [51],
oder der Transport Layer Security (TLS) [19] angewiesen. Erstere Lo¨sung sichert,
wie in [79] beschrieben, die Protokolldaten des SCTP in der Netzwerkschicht.
TLS hingegen setzt eine verbindungsorientierte, reihenfolgegesicherte, bidirek-
tionale Kommunikation voraus. Die sich daraus ergebenden Anforderungen an
Implementierungen des SCTP wurden von uns in dem Dokument “Transport
Layer Security over Stream Control Transmission Protocol” [48] als Standards-
Track RFC in die IETF-Standardisierung eingebracht. Darin werden u.a. bidi-
rektionale Kana¨le definiert, die je einen ein- und ausgehenden Stream pro TLS-
Verbindung nutzen. Eine SCTP-Assoziation kann dann im Multiplex mehrere
TLS-Verbindungen transportieren.
2.4 Erweiterungen des SCTP
Bei der Standardisierung des SCTP wurde Wert darauf gelegt, ein Protokoll zu
definieren, welches leicht erweiterbar ist. So definiert [86] 15 Chunk-Typen und
sieht dafu¨r ein 8 Bit-Feld vor. Die verbleibenden Werte sind fu¨r Erweiterungen
gedacht, von denen einige in der TSVWG der IETF bereits diskutiert werden.
Zwei dieser Erweiterungen werden nachfolgend vorgestellt.
Die Erweiterungen profitieren von einem SCTP-Mechanismus, der einfach auf-
und abwa¨rtskompatible Protokollerweiterungen ermo¨glicht. Die jeweils ersten
zwei Bits neu definierter Chunk- oder Parametertypen entscheiden daru¨ber, wie
eine SCTP-Implementierung bei Verarbeitung dieser Chunks oder Parameter vor-
geht, wenn ihr diese unbekannt sind:
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Bits Aktion
00 Beende die Verarbeitung des SCTP-Pakets/Chunks; verwerfe es/ihn.
01 Beende die Verarbeitung des SCTP-Pakets/Chunks, verwerfe es/ihn,
und sende einen Fehlerbericht zuru¨ck (Fehler: nicht erkannter
Chunk/Parameter).
10 ¨Uberspringe den Chunk/Parameter und setze die Verarbeitung beim
na¨chsten Chunk/Parameter fort.
11 ¨Uberspringe den Chunk/Parameter und setze die Verarbeitung beim
na¨chsten Chunk/Parameter fort und sende einen Fehlerbericht zuru¨ck
(Fehler: nicht erkannter Chunk/Parameter).
Dieser Mechanismus erlaubt es einer Implementierung, bereits beim Verbindungs-
aufbau festzustellen, ob die Gegenseite einen bestimmten Parameter unterstu¨tzt.
Des Weiteren kann eine Implementierung zu jeder Zeit einen neu definierten
Chunk an seinen assoziierten Endpunkt senden. Dieser wird entsprechend reagie-
ren, woraus sich entweder ergibt, dass dieser Chunk benutzt werden kann, oder
von der Gegenseite nicht unterstu¨tzt wird.
2.4.1 Der teilgesicherte Transportmodus (PR-SCTP)
Die in RFC 3758 [82] spezifizierte Erweiterung des SCTP um einen nur teilwei-
se gesicherten ¨Ubertragungsmodus (engl. Partially Reliable SCTP, PR-SCTP) er-
laubt es einer Implementierung, statt einer Neuu¨bertragung eines oder mehrerer
mo¨glicherweise verloren gegangener Daten-Chunks einen neuen Chunk-Typen
zu senden, der der Gegenseite anzeigt, dass sie ihren CTSNA-Za¨hler erho¨hen
kann. Dieser Chunk-Typ wird engl. Forward-TSN-Chunk bezeichnet (“erho¨he die
TSN”), und er entha¨lt u.a. die TSN, auf die der Empfa¨nger seinen CTSNA-Wert
setzen soll. Beim Verbindungsaufbau werden Parameter ausgetauscht, die der Ge-
genseite anzeigen, dass die PR-SCTP Protokollerweiterung unterstu¨tzt wird. Nur
wenn beide Seiten diese Erweiterung unterstu¨tzen, du¨rfen Forward-TSN-Chunks
innerhalb einer Assoziation gesendet werden.
Der Erhalt eines Forward-TSN-Chunks ist fu¨r den Empfa¨nger a¨quivalent mit
dem Erhalt aller bisher noch nicht vom assoziierten Endpunkt erhaltenen Daten-
Chunks mit einer TSN kleiner oder gleich der darin enthaltenen TSN. Abbil-
dung 2.12 zeigt, dass neben dem neuen CTSNA fu¨r den Empfa¨nger noch eine
Reihe von Streams und zugeho¨rigen Stream-Sequenznummern u¨bertragen wer-
den. Diese ermo¨glichen es, fu¨r jeden Stream festzustellen, welche Nachrichten
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Abbildung 2.12: Aufbau eines Forward-TSN Chunks
bzw. welche Nachrichten-Fragmente nicht mehr zu kompletten Nachrichten zu-
sammengesetzt werden und daher verworfen werden ko¨nnen.
Die PR-SCTP-Erweiterung ermo¨glicht es einem Endpunkt, einen Dienst anzu-
bieten, welcher u¨bertragene Daten mit einer Lebensdauer versieht, nach deren
Ablauf in keinem Fall eine Neuu¨bertragung der entsprechenden Nachricht vor-
genommen wird. Dem Sender steht es dabei frei, bei jeder Nachricht individuell
zu bestimmen, mit welcher Qualita¨t (geordnet oder ungeordnet, zuverla¨ssig oder
unzuverla¨ssig) und Lebensdauer sie gesendet wird.
2.4.2 Dynamische Adressa¨nderung (Add-IP)
Die Mo¨glichkeit, dynamisch Adressen einer bestehenden Assoziation zu a¨ndern,
ero¨ffnet fu¨r die Anwendbarkeit des SCTP neue Perspektiven. Erreicht wird dies
durch zwei neue Chunks, die eine ¨Anderung der Adresskonfiguration anzeigen
(ASCONF-Chunk) und den Erhalt einer solchen Anzeige besta¨tigen (ASCONF-
Ack-Chunk) [83]. Mo¨gliche Konfigurationsa¨nderungen sind im Wesentlichen:
 das Hinzufu¨gen einer neuen Adresse,
 das Lo¨schen einer alten Adresse und
 das Setzen eines neuen Prima¨rpfads auf dem assoziierten Endpunkt.
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Die Add-IP-Erweiterung verwendet Sequenznummern, um die ASCONF-Chunks
zu nummerieren. Regel ist, dass genau ein ASCONF-Chunk gesendet werden darf
und dieser erst besta¨tigt werden muss, bevor ein weiterer ASCONF-Chunk gesen-
det werden darf. Der Chunk wird durch einen Timer gegen Verlust abgesichert.
Die Sequenznummer wird entsprechend fu¨r jede neue ASCONF-Nachricht um
eins erho¨ht. Die jeweilige Konfigurationsa¨nderung wird als Parameter variabler
La¨nge mit dem ASCONF-Chunk u¨bertragen, wobei dieser mehrere Parameter
gleichzeitig enthalten kann (z.B. eine neue Adresse und das Setzen des neuen
Prima¨rpfades auf diese Adresse). Parameter werden in der Reihenfolge abgear-
beitet, in der sie im Chunk auftreten. Dabei darf ein Endpunkt nie seine letzte
Adresse lo¨schen.
Jeder ASCONF-Chunk entha¨lt zusa¨tzlich eine Adresse, die der assoziierte End-
punkt vor Empfang des ASCONF-Chunks einer Assozation zuordnen kann.
In [83] wird der normale Algorithmus, um Pakete zu erkennen, die nicht zu
einer etablierten oder neuen Assoziation geho¨ren, modifiziert: zuna¨chst wird
versucht, das SCTP-Paket anhand seiner Quell- und Zieladressen und Quell-
und Zielports zu einer bestehenden Assoziation zuzuordnen. Falls das nicht ge-
lingt, wird versucht, die Kombination aus der im ASCONF-Chunk enthalte-
nen (Absender-)Adresse mit den Ports des SCTP-Headers zu einer Assozati-
on zuzuordnen. Falls auch dies misslingt, so wird das Paket verworfen und ein
Abort-Chunk an die Gegenseite gesendet. Andernfalls wird die Pru¨fmarke (Tag)
u¨berpru¨ft, und wenn diese fehlerfrei ist, werden die im Paket enthaltenen Chunks
(und insbesondere der ASCONF-Chunk) weiterverarbeitet.
2.5 Eignung fu¨r zusa¨tzliche Anwendungen
Mit den beiden in den Abschnitten 2.4.1 und 2.4.2 beschriebenen Erweiterun-
gen ergeben sich, neben den bisher schon erwa¨hnten Applikationen, neue Anwen-
dungsgebiete fu¨r das Vielzweck-Transportprotokoll SCTP. Diese Gebiete werden
zurzeit intensiv in der Forschung diskutiert.
2.5.1 Transport von Multimedia-Stro¨men
Die Erweiterung von SCTP um die Mo¨glichkeit, Nachrichten mit einer
variablen Lebenszeit zu versehen, ist eine ideale Voraussetzung fu¨r ein echt-
zeitfa¨higes Transportprotokoll fu¨r Multimedia-Daten. Hier kann die Anzahl von
Neuu¨bertragungen so limitiert werden, dass Daten, die veraltet sind, nicht mehr
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u¨bertragen werden mu¨ssen und so die Bandbreite einer Verbindung fu¨r aktuellere
Daten zur Verfu¨gung steht. Die Tatsache, dass SCTP effektive Neuu¨bertragungen
durchfu¨hrt (selektive Quittierung), sorgt dafu¨r, dass SCTP zur ¨Ubertragung von
Multimedia-Datenstro¨men, die beim Empfa¨nger zuna¨chst gepuffert werden, ge-
eignet ist. Informationseinheiten (z.B. MPEG-4 Frames, vgl. [5]) ko¨nnen in ver-
schiedenen Streams mit unterschiedlichen Zuverla¨ssigkeitsstufen (zuverla¨ssig,
maximal eine Neuu¨bertragung, keine Neuu¨bertragung, also unzuverla¨ssig, o.a¨.)
u¨bertragen werden. Untersuchungen, bei denen MPEG-4 Daten u¨ber das PR-
SCTP u¨bertragen wurden [5, 57], zeigen, dass Multimedia-Anwendungen nicht
nur von den Eigenschaften des SCTP wie der gebu¨ndelten ¨Ubertragung von
kurzen Kontroll- und Anwendungs-Nachrichten in SCTP-Paketen, oder der fle-
xiblen Zustellung von Daten profitieren, sondern auch von der Variabilita¨t der
Zuverla¨ssigkeit, die fein granular pro Nachrichteneinheit bestimmt werden kann.
2.5.2 Mobilita¨tsunterstu¨tzung
Ein Charakteristikum IP-basierter Mobilita¨tslo¨sungen (Mobile IP [63], Mobile
IPv6 [44]) ist die Tatsache, dass ein sich durch ein Netz bewegendes Endgera¨t
wechselnde IP-Adressen erha¨lt. Unter diesen Bedingungen versuchen die oben
erwa¨hnten Lo¨sungen, Pakete zumindest tempora¨r u¨ber einen fixen Endpunkt, den
sog. Home-Agent, umzuleiten, bei dem sich das mobile Endgera¨t nach jedem
Adresswechsel registrieren muss.
Die in Abschnitt 2.4.2 beschriebene Add-IP Erweiterung des SCTP ero¨ffnet eine
neue Mo¨glichkeit, mit wechselnden Adressen umzugehen. Geht man von einem
feststehenden Server mit unvera¨nderlichen Adressen und einem mobilen Endgera¨t
mit sich potentiell a¨ndernden Adressen aus, so bietet die oben beschriebene Pro-
tokollerweiterung eine einfache Mo¨glichkeit, persistente Ende-zu-Ende Verbin-
dungen auf der Transportschicht zu realisieren. Diese wird als “Mobile SCTP”
in [69] ausfu¨hrlich erla¨utert. Im Falle eines simultanen Wechsels von Adressen
zweier SCTP-Endpunkte wird bei ausschließlicher Nutzung von Mobile-SCTP
jedoch eine bestehende Assoziation unterbrochen.
In [52] wird eine weiterfu¨hrende Lo¨sung ero¨rtert, die als Kombination von
Mobile-IP und Mobile-SCTP eine Mobilita¨tslo¨sung bietet, die auch in einem sol-
chen Fall die Assoziation aufrecht erha¨lt. Dabei bleibt beim simultanen Han-
doff die Erreichbarkeit jedes Endpunktes u¨ber die jeweilige Adresse seines
Home-Agents gewa¨hrleistet. Eine weitere Lo¨sung fu¨r dieses Problem wurde
in [20] ausfu¨hrlich vorgestellt. Dabei nutzt jeder Endpunkt die Session-Layer-
Funktionalita¨t des Reliable Server Pooling, um im Falle des simultanen Han-
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doffs zweier Mobile-SCTP Endpunkte die neue Adresse per Namensanfrage in
Erfahrung zu bringen und eine abgebrochene Assoziation neu zu etablieren. Das
Reliable-Server Pooling sorgt in diesem Fall fu¨r eine nahtlose Fortsetzung der
Sitzung.
2.6 Weiterfu¨hrende Informationen
Fu¨r weiterfu¨hrende Informationen sei besonders das Buch von Randall Stewart
und Qiaobing Xie [85] empfohlen, in dem die Autoren ausfu¨hrliche Erla¨uterungen
zu den Eigenschaften und Mechanismen des SCTP geben. Insbesondere ist hier
auch interessant, dass die Diskussionen, die in den IETF Arbeitsgruppen um die
Protokolleigenschaften gefu¨hrt wurden und somit die Hintergru¨nde fu¨r manche
Designentscheidungen na¨her erla¨utert werden.
Ein weiterer guter Ausgangspunkt ist die Webseite “SCTP for Beginners” [45],
die der Autor erstellt hat, um Lesern schnell einen strukturierten ¨Uberblick u¨ber
die Eigenschaften des SCTP zu geben. Hier findet man auch aktuelle Verweise
auf verschiedene SCTP-Implementierungen, Standards, Vero¨ffentlichungen und
nu¨tzliche Software. Die Zugriffsstatistik zeigt, dass dieses Angebot wahrgenom-





Ein betra¨chtlicher Teil der Forschungsarbeiten zum Thema SCTP wurde mit Hilfe
einer am Lehrstuhl “Technik der Rechnernetze” erstellten Protokollimplementie-
rung angefertigt, die zuna¨chst in Kooperation mit der Fa. Siemens AG (ICN),
Mu¨nchen, entwickelt wurde.
Im folgenden Kapitel werden die wa¨hrend der Abwicklung dieses Projekts
durchlaufenen Entwicklungsphasen und Ergebnisse dokumentiert. Zu Projektbe-
ginn wurde eine formale Grobspezifikation erstellt, die nicht nur eine Projekt-
dokumentation darstellen sollte, sondern auch als Grundlage einer funktionalen
Gliederung des SCTP und der nachfolgenden Implementierung diente.
Daru¨ber hinaus werden zwei Mo¨glichkeiten fu¨r standard-konforme Schnittstel-
len na¨her erla¨utert, bevor schließlich eine Auswahl der wichtigsten zurzeit
verfu¨gbaren SCTP-Implementierungen vorgestellt und ero¨rtert werden.
3.1 SDL-basierter Systementwurf
Bei der Entwicklung der Protokollimplementierung wurde im Wesentlichen nach
einem einfachen und dem Umfang des Softwareprojekts angemessenen Entwick-
lungsmodell vorgegangen, dem bekannten Wasserfall-Modell [8]. Dabei werden
mehrere Entwicklungsphasen in einem Softwareprojekt beschrieben, die von ei-
ner groben Aufgabenstellung u¨ber eine detaillerte Anforderungsanalyse zu einer
formalen Spezifikation reichen, wobei letztere als Basis fu¨r eine Implementierung
dient. Ist die Implementierung erfolgt, so folgen als abschließende Prozessstufen
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der Test, die Fehlerbeseitigung und Wartung.
In der ersten Projektstufe wurde als Ziel die Entwicklung einer prototypi-
schen, d.h. einer nicht unbedingt auf hohe Leistung hin optimierten, SCTP-
Implementierung festgelegt. Als erster Schritt sollte dazu – ganz gema¨ß der
oben erwa¨hnten Methodik – eine Anforderungsanalyse fu¨r den Einsatz der
Software, sowie eine formalisierte Beschreibung der Implementierungsstruktur
durchgefu¨hrt werden, wie im folgenden Abschnitt erla¨utert.
3.1.1 Entwicklungsmethodik
Bei der Spezifikation wurde eine Top-Down Methodik gewa¨hlt. Das bedeutet,
es wurde zuna¨chst die grobe Funktionalita¨t der zu erstellenden Software in den
System-Kontext eingeordnet, in dem sie zu funktionieren hat. Dabei wurde die
Spezifikationssprache SDL verwendet. SDL ist eine von der CCITT (ITU) in [37]
standardisierte Spezifikationssprache und Entwurfsmethode. Sie ist als formali-
sierte Sprache besonders geeignet, Kommunikationsprotokolle und Datenverar-
beitungssysteme als sog. erweiterte endliche Automaten zu beschreiben. Dabei
existieren drei verschiedene Beschreibungsmo¨glichkeiten:
1. Grafisch. Dabei werden Prozesse als Zustandsablaufdiagramme mit Ein-
und Ausgaben, Entscheidungen, sowie Prozeduren beschrieben. Die
Beschreibung ho¨herer Hierarchiestufen eines Systems wird durch die
Komposition miteinander kommunizierender Prozesse gebildet. Bei dieser
Variante werden i.A. nicht die zeitlichen Eigenschaften eines Systems be-
schrieben, sondern nur das Ein-/Ausgabeverhalten.
2. Textuell. Zu einer grafischen Darstellung a¨quivalente, aber maschinenles-
bare Form. Erlaubt eine vollsta¨ndige Verhaltensspezifikation.
3. Nachrichtenflu¨sse. Sie erlauben, das Verhalten auch in zeitlich korrek-
tem Kontext darzustellen, beschreiben i.A. aber nicht sa¨mtliche Verhal-
tensmo¨glichkeiten eines Prozesses.
Bei der Protokollspezifikation kommt die block- und modulorientierte Hierarchie
des SDL voll zum Tragen. Die Funktionalita¨ten der einzelnen Teilsysteme und
Blo¨cke ko¨nnen in funktionale Module aufgeteilt, und deren Interaktion mit Hilfe
von Ein-/Ausgaben durch sog. Signale verdeutlicht werden.
Bei der Einteilung in Blo¨cke gilt der Grundsatz der funktionalen und informativen
Koha¨sion: es werden Blo¨cke/Module durch Teilprozesse gebildet, die funktional
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zusammen geho¨ren, oder die intern auf die gleichen Daten zugreifen. Die Kom-
munikation zwischen den Blo¨cken erfolgt so, dass eine lose Kopplung entsteht,
bei der interne Zusta¨nde und Daten nicht gea¨ndert oder abgefragt werden mu¨ssen.
Ferner gilt der Grundsatz der Modularisierung, bei der jedes Modul ausgetauscht














Abbildung 3.1: Systemstruktur der SCTP-Implementierung
3.1.2 Spezifikation auf Systemebene
Abbildung 3.1 zeigt die grundlegende Struktur, die das Ergebnis der Top-Down
Spezifikation eines SCTP-Protokollsystems darstellt. Dieses System entha¨lt neben
der Anwendung die Implementierung des Transportprotokolls und eine Anpas-
sungsschicht an das jeweilige Betriebssystem. Hinter dieser Architektur steht die
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Idee der Kapselung betriebssystemnaher Funktionen wie Ein-/Ausgabe u¨ber Netz-
werkprotokolle und Timerfunktionen in einer Schicht mit festgelegter Schnitt-
stelle und einer weitgehend betriebssystemunabha¨ngigen Protokollimplementie-
rung, die eine standardisierte Schnittstelle fu¨r unterschiedliche Anwendungen bie-
tet.
Die Anwendung registriert sog. Callbacks, d.h. Funktionen, die die Protokoll-
implementierung zur asynchronen Kommunikation mit der Anwendung nutzen
kann und aufruft. Ferner stellt die Implementierung eine Schnittstelle mit Dienst-
primitiven zur Verfu¨gung, u¨ber die die Anwendung z.B. Assoziationen aufbauen
und beenden sowie Daten senden kann. Die Anwendung nutzt die Dienste der
Anpassungsschicht, um z.B. Timer zu implementieren, Daten u¨ber die Standard-
eingabe zu lesen oder u¨ber UDP zu kommunizieren. Die eigentliche SCTP-
Implementierung reicht SCTP-Pakete u¨ber die Anpassungsschicht an die Netz-
werkschicht weiter und benutzt ebenfalls die Timerfunktionen, um einen korrek-
ten Protokollablauf zu gewa¨hrleisten.
3.1.3 Funktionale Gliederung des Protokollmoduls
Der na¨chste Schritt bei der Top-Down Spezifikation ist die Untergliederung der
Protokollfunktionalita¨t in funktionale Module. Die Abbildung 2 aus [86] diente
hierbei lediglich als Grundlage. SDL stellt jedoch auch die Art und Richtung der
Kommunikation zwischen Prozessen und Modulen dar, deshalb wurde die im Ab-
lauf des Projekts erstellte Grobspezifikation detaillierter als Abbildung 2 aus [86]
und zeigt insbesondere die Trennung von Daten- und Kontrollpfad innerhalb
des Protokollmoduls auf. Abbildung 3.2 zeigt die entstandene Struktur und den
Daten- und Kontrollfluss exemplarisch, sowie deren Verknu¨pfung mit den SDL-
Prozessen, die das eigentliche Protokollverhalten bestimmen.
Eine zentrale Funktion kommt dem SCTP-Controller zu: Er beinhaltet den endli-
chen Automaten, der den Zustand des Protokolls beschreibt, d.h. den ¨Ubergang
vom Zustand Closed zum Zustand Established beim Verbindungsaufbau (sie-
he auch Abb. 2.9), bzw. vom Zustand Established zum Zustand Closed beim
Verbindungsabbau (siehe Abb. 2.10). Dabei erzeugt der SCTP-Controller die
entsprechenden Kontroll-Chunks mit allen Parametern und sendet sie u¨ber den
Paketierungs- und den Validierungsprozess an die Anpassungsschicht, die den
weiteren Transport u¨ber das Netzwerk u¨bernimmt.
Der Paketierungs-Prozess hat zwei Funktionen: zum einen fasst er ausgehende
Chunks zu SCTP-Paketen zusammen, fu¨gt den entsprechenden Common Header



















Abbildung 3.2: Funktionale Struktur des SCTP-Protokollmoduls
tiert er von diesem SCTP-Pakete und zerlegt sie in einzelne Chunks, die er an emp-
fangende Prozesse weiterleitet. Der Validierungsprozess berechnet die CRC32C
Pru¨fsumme und schreibt sie in den Common Header ausgehender SCTP-Pakete,
bzw. u¨berpru¨ft diese Pru¨fsumme in ankommenden Paketen. Stimmt die berech-
nete Pru¨fsumme eines ankommenden Pakets nicht mit der im Paketkopf enthal-
tenen Pru¨fsumme u¨berein, so wird das Paket verworfen. Der Pfadu¨berwachungs-
Prozess sendet – timergesteuert – regelma¨ßig HEARTBEAT-Chunks zu allen an-
sonsten unbenutzten Pfaden. Er verarbeitet auch ankommende HEARTBEAT- und
HEARTBEAT-ACK-Chunks und u¨berwacht mit Fehlerza¨hlern den Status aller
Pfade, sowie der gesamten Assoziation.
Die restlichen Prozesse verarbeiten Daten- und SACK-Chunks. Sendet der Nutzer
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Nachrichten, so werden aus diesen in dem Prozess, der die Verwaltung von Nach-
richtenstro¨men u¨bernimmt, Daten-Chunks erzeugt. Dies kann z.B. auch eine Seg-
mentierung langer Nachrichten beinhalten. Die Daten-Chunks werden an den
Fluss- und ¨Uberlastkontroll-Prozess (vgl. Abbildung 3.2) weitergeleitet. Dieser
verwaltet neben einer Warteschlange die notwendigen Parameter, um zu ent-
scheiden, wann ein Daten-Chunk auf einem bestimmten Pfad gesendet wer-
den darf. Erstmalig u¨bertragene Chunks werden im angrenzenden Prozess so-
lange gespeichert, bis ihr Empfang durch ankommende SACK-Chunks besta¨tigt
wird und sie gelo¨scht werden ko¨nnen. Gegebenenfalls werden die Chunks auch
neu ausgesandt, wenn sie nicht rechtzeitig besta¨tigt werden, oder eine schnelle
Neuu¨bertragung angezeigt ist (vgl. Abschnitt 2.3.5.1).
Ankommende Daten-Chunks werden an den SACK-Erzeugungs-Prozess wei-
tergeleitet, der u¨berpru¨ft, ob diese Daten neu sind und gegebenenfalls zur
Besta¨tigung SACK-Chunks sendet. Neue Daten-Chunks werden an den Prozess
der Nachrichtenstrom-Verwaltung weitergeleitet, der die gegebenenfalls segmen-
tierten Daten wieder zu Nachrichten zusammensetzt und sie in der richtigen
Reihenfolge an den SCTP-Nutzer ausliefert.
Die Funktion einzelner zentraler Prozesse wurde detaillierter in SDL-GR spezifi-
ziert, wobei aber viele Abla¨ufe nur als Prozeduren angefu¨hrt wurden, deren Funk-
tionen nicht weiter ausgearbeitet wurden. Die somit formalisiert beschriebenen
Abla¨ufe dienten als direkte Grundlage fu¨r die nachfolgend von Hand erzeugte
Protokollimplementierung.
Bei dieser Vorgehensweise ist es wichtig festzustellen, dass die formalisierte
Beschreibung nicht die vollsta¨ndige Interaktion aller beteiligten Prozesse auf-
gefu¨hrt hat. So fehlen beispielsweise in Abbildung 3.2 die Erzeugung von Pro-
zessen beim Systemstart, die Aufrufe von Timern in der Anpassungsschicht
und die Kommunikation zwischen Pfadu¨berwachungs- und Flusskontroll-Prozess
sowie zwischen Pfadu¨berwachungs- und SACK-Verarbeitungs-Prozess. Letztere
hat z.B. Einfluss auf den Status von Pfaden, sowie auf deren Nutzung.
3.2 Architektur der SCTP-Implementierung
Nach Abschluss der Grobspezifikation wurde auf der Basis dieser Aufteilung der
Protokollfunktionalita¨ten mit der Implementierung der einzelnen Prozesse in der
Programmiersprache C begonnen. Im nun folgenden Abschnitt werden die Grund-




Grundsa¨tzlich gibt es zwei Mo¨glichkeiten, ein neues Protokollsystem auf einem
mehrprozessfa¨higen Betriebssystem zu implementieren:
1. als normalen oder privilegierten Prozess, der vom Betriebssystem (in der
Regel nebenla¨ufig zu anderen Prozessen) abgearbeitet wird.
2. als Erweiterung des bestehenden Betriebssystems, je nach System als
festes Bestandteil des Betriebssystems, als dynamisches Modul oder als
zusa¨tzlicher Treiber.
Jede dieser Mo¨glichkeiten hat Vorzu¨ge und Nachteile. Im ersten Fall ist die Er-
stellung der Implementierung an die – wohldokumentierten – Schnittstellen des
Betriebssystems gebunden, und erlaubt die Fehlersuche und Optimierung mit
komfortablen Werkzeugen wie Debuggern, Speicherpru¨fern (vergl. z.B. das Pro-
gramm valgrind) und Profilern. Daru¨ber hinaus kann auf umfangreiche Bi-
bliotheken zuru¨ckgegriffen werden, die ha¨ufig beno¨tigte Funktionen wie z.B. die
Verwaltung von Listen zur Verfu¨gung stellen, ohne dass diese noch einmal neu
implementiert werden mu¨ssen. Fehler in der Implementierung fu¨hren i.A. zum
Abbruch des Protokoll-Prozesses und beeintra¨chtigen die Funktion des Gast-
Betriebssystems nicht. ¨Anderungen ko¨nnen damit schneller in eine solche Im-
plementierung eingebracht und getestet werden. Auf der anderen Seite mu¨ssen
transportierte Daten mehrfach kopiert werden, z.B. von der Anwendung zum
Protokoll-Prozess und von dort noch einmal zum Puffer der Netzwerkschicht des
Betriebssystems (entsprechend beim Empfa¨nger), was den Datendurchsatz beein-
tra¨chtigen kann. Timer eines normalen Prozesses ko¨nnen nicht mit derselben fei-
nen Granularita¨t laufen, wie Timer innerhalb eines Betriebssystems. Auch dies
kann Einfluss auf die Leistung und den Durchsatz einer Protokollimplementie-
rung haben. Des Weiteren skaliert eine Implementierung als Prozess schlechter,
d.h. es ko¨nnen gleichzeitig weniger Verbindungen aufrecht erhalten werden, als
dies bei einer Implementierung innerhalb des Betriebssystem der Fall ist. Schließ-
lich erfordert die Implementierung eines neuen, auf IP-basierenden Protokolls bei
den meisten Betriebssystemen (Linux, Solaris, BSD-Unix) die Nutzung eines sog.
Raw-Sockets. Dieser erlaubt es zwar privilegierten Prozessen, alle SCTP-Pakete
zu empfangen, er ermo¨glicht aber nicht die Diskriminierung nach Ports. Damit
ko¨nnen mehrere gleichzeitig aktive SCTP-Prozesse auch alle bei einem Endgera¨t
ankommenden SCTP-Pakete empfangen und werden auf diese reagieren, was
zu einem scheinbar nicht protokollkonformen Verhalten eines Endgera¨ts fu¨hren
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kann. Um diese Problematik zu lo¨sen, ist eine Interprozess-Kommunikation er-
forderlich, wenn mehrere SCTP-Prozesse gleichzeitig aktiv sind.
Im zweiten Fall, der Betriebssystem-Implementierung, ist die Entwicklungszeit
fu¨r eine ausgereifte und stabile Protokollschicht erfahrungsgema¨ß wesentlich
ho¨her anzusetzen, da die Komplexita¨t des jeweiligen Betriebssystems wesent-
lich gro¨ßer ist als die der funktionalen Schnittstellen fu¨r einen Prozess eines
Betriebssystems. Fehler bei der Programmierung erfordern in der Regel eine
umsta¨ndliche Fehlersuche und beeintra¨chtigen oft die Systemstabilita¨t, so dass
auch die Entwicklungsumgebung komplexer ist als im ersten Fall. Ferner erfor-
dern auch kleinere ¨Anderungen oft eine aufwa¨ndige Neuu¨bersetzung des Betriebs-
systemkerns. Eine Betriebssystem-Implementierung wird immer nur auf einem
bestimmten Betriebssystem laufen, da die internen Unterschiede verschiedener
Betriebssysteme z.T. sehr stark ausgepra¨gt sind. Eine Prozess-Implementierung
hingegen kann portabel programmiert werden, so dass sie auf einer Vielfalt von
Betriebssystemen lauffa¨hig ist. Ein unbestrittener Vorzug von Betriebssystem-
Implementierungen ist hingegen die Leistungsfa¨higkeit, die im Idealfall nur noch
das einmalige Kopieren der zu sendenden Daten von dem erzeugenden Anwen-
dungsprozess in den Betriebssystem-Kern erfordert. Ihre Integration in bestehen-
de Betriebssysteme ist hingegen schwieriger, da die Funktionalita¨t nur u¨ber ei-
ne komplexe, standardisierte Schnittstelle (siehe auch Abschnitt A.2) angeboten
werden kann, die noch nicht von den Systembibliotheken (z.B. libc) unterstu¨tzt
wird. Dies erfordert zumindest in der ersten ¨Ubergangszeit zusa¨tzliche Biblio-
theken, mittels derer die Anwendungen die neuen Betriebssystem-Schnittstellen
nutzen ko¨nnen.
3.2.2 Rahmenbedingungen der Implementierung
Die Zielsetzung zu Beginn der Entwicklung unserer Implementierung war es,
mo¨glichst schnell eine umfangreiche Protokollfunktionalita¨t zur Verfu¨gung zu
stellen, um Untersuchungen des Protokollverhaltens durchfu¨hren zu ko¨nnen. Da-
bei war die Leistungsfa¨higkeit der Implementierung zweitrangig. Aufgrund der
Vorgaben unserer Projektpartner sollte die Implementierung des Protokolls in ei-
ner Funktionsbibliothek in der Programmiersprache C realisiert werden, die ne-
ben einer Schnittstelle gema¨ß Abschnitt 10 von [86] auch die Funktionen der
Betriebssystem-Anpassungsschicht (vgl. Abbildungen 3.1 und 3.3) zur Verfu¨gung
stellen sollte. Als sctplib wurde diese Implementierung im Juni 2000 unter der
GNU-Lizenz [27] der Allgemeinheit zur Verfu¨gung gestellt und seither in mehr
als 15 Versionen weiter gepflegt. Aus den zahlreichen Ru¨ckmeldungen der fu¨r
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die Implementierung eingerichteten Mailing-Liste [74] ist zu entnehmen, dass die
sctplib weltweit von vielen Forschungsgruppen und Unternehmen eingesetzt
wird.
Durch das Linken des Objektcodes der Bibliothek zu dem einer Anwendung
entsteht ein einziger Prozess, der die jeweilige Anwendung und die Protokoll-
funktionalita¨t des SCTP integriert. Die Nachteile, die durch die Nutzung des
Raw-Sockets entstehen, wurden dabei in Kauf genommen: werden mehrere die-
ser Prozesse gleichzeitig auf einem Endgera¨t ausgefu¨hrt, so verhalten sich die-
se mo¨glicherweise nicht protokollkonform. So kann z.B. eine Server-Instanz
auf einen ankommenden INIT-Chunk mit einem INIT-ACK-Chunk antworten,
wa¨hrend eine zweite Server-Instanz diesen Chunk nahezu gleichzeitig mit einem
ABORT-Chunk ablehnt. Um auch in diesem Fall Tests durchfu¨hren zu ko¨nnen,
kann das Aussenden von ABORT-Chunks fu¨r einen Prozess deaktiviert werden.
Durch die Kapselung der Anpassungsschicht in einem einzigen Quellcode-Modul
konnte die Implementierung portabel programmiert und schnell an neue Betriebs-
systeme angepasst werden. Zum gegenwa¨rtigen Zeitpunkt werden als Betriebs-
systeme Linux, Windows, FreeBSD, Solaris und das BSD-basierte Mac OS 10
unterstu¨tzt. Abbildung 3.3 zeigt die funktionalen Module der auf der SDL-
Spezifikation aus Abschnitt 3.1.3 beruhenden SCTPLIB-Implementierung, deren
Funktionen im Folgenden na¨her erla¨utert werden.
3.2.3 Die Betriebssystem-Anpassungsschicht
Die Betriebssystem-Anpassungsschicht kapselt alle Funktionen, die abha¨ngig
vom jeweiligen Betriebssystem implementiert werden mu¨ssen. Hierzu za¨hlen im
Wesentlichen die Ein- und Ausgabe u¨ber Dateisystem-Deskriptoren sowie Timer.
Die Ein- und Ausgabe umfasst dabei das Senden und Empfangen von SCTP-
Paketen mittels eines sog. Raw-Sockets, der alle IP-Pakete mit der IP-Kennung
132 fu¨r das SCTP-Protokoll empfa¨ngt. Zum ¨Offnen dieses Raw-Sockets und
zum Setzen entsprechender Socket-Parameter (wie Gro¨ße des Empfangspuffers
etc.) werden bei Posix-kompatiblen Betriebssystemen Administrator-Privilegien
beno¨tigt.
Daru¨ber hinaus wird auch das Lesen von der Standard-Eingabe zur interaktiven
Kommunikation mit einem Benutzer in dieser Schicht implementiert. Um eine
einfache Interprozess-Kommunikation mit anderen Prozessen zu ermo¨glichen,
wurden ferner Schnittstellen-Funktionen zur Nutzung des UDP-Protokolls ge-
schaffen.




















Abbildung 3.3: Funktionale Module der SCTPLIB
mit zuku¨nftigen Ereignissen geordnet nach deren Ausfu¨hrungszeit gefu¨hrt. Zeigt
die Systemzeit an, dass ein solches Ereignis ausgefu¨hrt werden soll, so wird eine
zu dem entsprechenden Timer geho¨rige Funktion mit vorher definierten Parame-
tern aufgerufen. Die Timer werden zur Steuerung des Protokollablaufs eingesetzt,
ko¨nnen aber auch vom Anwender genutzt werden.
Die sctplib wartet im normalen Betrieb in einer Schleife fortlaufend auf
das Eintreten des na¨chsten Ereignisses, das mit der Betriebssystemfunktion
select() abgefragt wird. Dies ist entweder ein Ereignis auf einem der regi-
strierten Dateisystem-Deskriptoren (SCTP Eingabe, UDP Eingabe, oder Standar-
deingabe), oder der Ablauf des na¨chsten Timers. Alle diese Ereignisse ko¨nnen
darin mu¨nden, dass die sctplib u¨ber eine Ru¨ckruf-Funktion dem Nutzerpro-
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gramm die Ablaufkontrolle u¨bergibt. Dieses Programm muss dann sicherstellen,
dass die Ablaufkontrolle nicht fu¨r eine zu lange Zeit dort verbleibt, da anson-
sten der ordentliche Protokollablauf nicht mehr gewa¨hrleistet werden kann. Dies
kann man als kooperatives Multitasking auffassen. Die Implementierung dieser
beiden Prozesse als nebenla¨ufige Threads wa¨re eine denkbare Alternative, da
hierbei die Steuerung der Ablaufkontrolle dem Scheduler der Threads u¨bertragen
wu¨rde. Aufgrund des oben bereits erwa¨hnten Projektumfelds wurde davon jedoch
Abstand genommen.
3.2.4 Die Verteilungsschicht
Die Verteilungsschicht ermo¨glicht einem einzelnen Nutzerprogramm die Verwal-
tung mehrerer nebenla¨ufiger SCTP-Assoziationen und ordnet die eintretenden
Ereignisse der jeweils korrekten Assoziation zu. Diese Verwaltungsarbeit ist an
zwei Schnittstellen zu leisten (vgl. Abbildung 3.3): zum einen an der Schnittstelle
zum Benutzerprogramm, zum anderen an der Schnittstelle zur Betriebssystem-
Anpassungsschicht. Fu¨r die erstere sieht der Abschnitt 10 von [86] einen Index
vor, der die jeweilige Assoziation pro Endpunkt eindeutig bezeichnet. Fu¨r ankom-
mende SCTP-Pakete ist es notwendig, aus Absende- und Zieladresse, sowie aus
Absende- und Zielport die zugeho¨rige Assoziation zu bestimmen. Die entspre-
chende Kombination muss fu¨r jeden Host eindeutig den Endpunkt der jeweiligen
Assoziation bestimmen (vgl. auch Abschnitt 1.4, S.14 von [86]). Timer enthalten
als Parameter einen Zeiger auf die zugeho¨rige Assoziation und ko¨nnen so entspre-
chend ausgefu¨hrt werden.
Bei der Implementierung der Assoziationsverwaltung profitiert die sctplib-
Implementierung von der objektorientierten Struktur, die sich aus der in Ab-
schnitt 3.1.2 beschriebenen anfa¨nglichen Spezifikation ergab. So ko¨nnen alle zu
einer Assoziation geho¨rigen Parameter in den jeweiligen funktionalen Blo¨cken
durch Zeiger auf eine fu¨r jeden Block spezifische Datenstruktur abgefragt und
modifiziert werden. Die objektorientierte Kapselung erlaubt dabei den Zugriff auf
blockinterne Daten nur u¨ber definierte Schnittstellenfunktionen, auch wenn dies
nicht durch die verwendete Programmiersprache C erzwungen wird.
In der Verteilungsschicht werden auch die wesentlichen Mechanismen implemen-
tiert, die die Behandlung von SCTP-Paketen durchfu¨hren, die nicht zu einer eta-
blierten Assoziation geho¨ren. Dies ko¨nnen Pakete sein, die den Aufbau einer neu-
en Assoziation veranlassen (z.B. ein INIT-Chunk) oder aber Pakete, die nicht zu-
geordnet werden ko¨nnen. In diesem Fall wird in der Verteilungsschicht eine ent-
sprechende standardkonforme Antwort generiert und gesendet, z.B. ein ABORT-
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Chunk (vgl. Abschnitt 8.4 von [86]).
3.2.5 Der Kontrollpfad
Zum Kontrollpfad geho¨ren alle Funktionen, die den Auf- und Abbau von As-
soziationen steuern, sowie die ¨Uberwachung der Pfadzusta¨nde. Diese Funktionen
sind in zwei funktionalen Modulen implementiert: dem SCTP-Zustandsautomaten
(SCTP-Controller) und der Pfadkontrolle, die in Abbildung 3.3 links dargestellt
sind.
Der SCTP-Zustandsautomat entha¨lt im Wesentlichen Funktionen, mit denen er
auf Dienstprimitive des SCTP-Nutzers reagiert und z.B. den Aufbau oder Ab-
bau von SCTP-Assoziationen initiiert. Als Reaktion auf ankommende Kontroll-
Chunks a¨ndert er den Zustand einer Assoziation (also bei INIT, INIT-ACK,
COOKIE-ECHO, COOKIE-ACK, ABORT, SHUTDOWN, SHUTDOWN-ACK,
oder SHUTDOWN-COMPLETE). Im Fehlerfall wird eine entsprechende Ant-
wort erzeugt (in der Regel Verwerfen von Chunks oder Senden eines ABORT-
Chunks). Andere externe Ereignisse ko¨nnen ebenfalls eine ¨Anderung des
Assoziationszustands herbeifu¨hren, wie z.B. der Ablauf eines Protokoll-Timers,
durch den ein Fehlerza¨hler erho¨ht wird. ¨Uberschreitet dieser den Schwellwert,
dann kann die Assoziation beendet werden (und in den Zustand CLOSED
wechseln). Die Implementierung des SCTP-Zustandsautomaten erfolgte auf der
Grundlage der vorher erstellten SDL-Grobspezifikation, die alle mo¨glichen Zu-
standsu¨berga¨nge erfasste.
Das Pfadkontroll-Modul steuert die Verarbeitung von HEARTBEAT- und
HEARTBEAT-ACK-Chunks sowie die ¨Uberwachung von Rundlaufzeiten und
Pfadzusta¨nden fu¨r alle Pfade einer Assoziation. Dazu werden HEARTBEAT-
Chunks in regelma¨ßigen, durch zufa¨llige Jitter verzo¨gerten, Absta¨nden auf al-
len inaktiven Pfaden gesendet. Fu¨r aktive Pfade werden die Besta¨tigungen emp-
fangener Daten-Chunks fu¨r die Messung aktueller Rundlaufzeiten herangezogen.
Nach Karn’s Algorithmus [50] werden dabei Neuu¨bertragungen ausdru¨cklich von
der Messung ausgeschlossen, da bei diesen nicht eindeutig festzustellen ist, ob
eine Besta¨tigung durch einen erstmalig u¨bertragenen oder einen neu u¨bertragenen
Daten-Chunk ausgelo¨st wurde. Gema¨ß [86] werden die Messungen der Rund-
laufzeiten maximal einmal pro aktueller Rundlaufzeit durchgefu¨hrt. Werden auf
einem Pfad u¨ber einen la¨ngeren Zeitraum keine Besta¨tigungen empfangen und
deshalb bei den resultierenden Neuu¨bertragungen die Fehlerza¨hler des Pfades in-
krementiert, so wechselt der Zustand eines Pfades von aktiv zu inaktiv, wenn der
Fehlerza¨hler einen Schwellwert (path.max.retrans) u¨berschreitet. In die-
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sem Fall wird der SCTP-Nutzer durch eine Ru¨ckruf-Funktion benachrichtigt. Sind
entweder alle Pfade inaktiv oder u¨berschreitet der Fehlerza¨hler fu¨r die gesamte
Assoziation einen zweiten Schwellwert (assoc.max.retrans), so wird die
Assoziation terminiert.
Zusammen mit den minimalen und maximalen Timeouts (path.rto.min und
path.rto.mx) fu¨r die Neuu¨bertragungstimer sind diese Schwellwerte Proto-
kollparameter, die die Geschwindigkeit und Sicherheit, mit der ein tatsa¨chlicher
Ausfall eines SCTP-Pfades erkannt werden kann, entscheidend beeinflussen. Wei-
tere Informationen zu diesem Thema finden sich in Abschnitt 4.4.
3.2.6 Der Datenpfad
Die Implementierung des Datenpfades ist analog zu der in Abschnitt 3.1.2
erla¨uterten Struktur realisiert. Dabei wird in dem Modul zur Verwaltung der Nach-
richtenstro¨me (engl. Stream Engine) die Segmentierung und Wiederherstellung
von Nachrichten durchgefu¨hrt. Fu¨r jeden vom SCTP zu sendenden Daten-Chunk
wird eine Datenstruktur erstellt, die neben den Nutzdaten alle relevanten Infor-
mationen, wie Anzahl der Sendeversuche, letzte Zieladresse, Lebensdauer, Status
der Besta¨tigung etc. entha¨lt. Zur effizienten Verwaltung dieser Strukturen wer-
den innerhalb der sctplib nur Zeiger benutzt. Lediglich bei der endgu¨ltigen
Paketierung werden die Nutzdaten in einen zusammenha¨ngenden Sendepuffer
kopiert. Alle Nutzdaten werden in der Stream Engine in Warteschlangen ver-
waltet, bis die Flusskontrolle ein Aussenden erlaubt. Erstmalig gesendete Nutzda-
ten werden entsprechend in einer Liste in dem Modul zur Neuu¨bertragung solan-
ge vorgehalten, bis eine gu¨ltige Besta¨tigung eintrifft und der CTSNA-Wert (vgl.
Abschnitt 2.3.5) anzeigt, dass die Daten beim assoziierten Endpunkt angelangt
sind. Erneut zu u¨bertragende Daten-Chunks werden in eine Sendewarteschlange
im Flusskontroll-Modul eingereiht und haben dort Vorrang vor neuen (noch nicht
gesendeten) Chunks. Da die sctplib die in Abschnitt 2.4.1 beschriebene Erwei-
terung (PR-SCTP) voll unterstu¨tzt, kann der SCTP-Nutzer zu sendenden Nach-
richten eine Lebensdauer zuordnen. Ist diese u¨berschritten, so werden die zu der
entsprechenden Nachricht geho¨rigen Daten-Chunks nicht mehr gesendet und auch
nicht mehr neu u¨bertragen. Wurden die entsprechenden Daten-Chunks bereits ge-
sendet (und somit TSNs vergeben), so sendet der SCTP-Endpunkt einen Forward-
TSN Kontroll-Chunk und zeigt dem assoziierten Endpunkt damit an, dass Chunks
u¨bersprungen wurden und nicht la¨nger erwartet werden mu¨ssen.
In Empfangsrichtung u¨berwacht das Modul zur SACK-Erzeugung die ankommen-
den Daten-Chunks. Nur neue, d.h. erstmalig empfangene Daten-Chunks werden
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an die Stream Engine weitergeleitet. In dem Modul werden auch Strukturen und
Listen fu¨r mehrfach empfangene Daten und die sog. Lu¨cken in der Ankunftsrei-
henfolge verwaltet, d.h. fu¨r Daten-Chunks, die nicht in sequenzieller Reihenfolge
empfangen wurden. Aus diesen Strukturen werden zu geeigneten Zeitpunkten die
Besta¨tigungen in Form von SACK-Chunks generiert. Dieses Modul verarbeitet
ankommende Forward-TSN Kontroll-Chunks. Ein solcher Chunk hat prinzipiell
eine a¨hnliche Wirkung wie der Empfang aller Daten-Chunks mit einer TSN klei-
ner oder gleich der Forward-TSN. Der einzige Unterschied besteht darin, dass das
Modul zur Verarbeitung der Nachrichtenstro¨me alle Warteschlangen u¨berpru¨fen
muss, um etwaige Nachrichtenfragmente, die dann nicht mehr zusammengesetzt
werden ko¨nnen, zu verwerfen und fertige Nachrichten zuzustellen.
3.2.7 Weiterentwicklung der SCTP-Implementierung
Die Entwicklung der sctplib war und ist ein kontinuierlicher Prozess, in dem
neu erkannte Fehler beseitigt und neue Funktionen hinzugefu¨gt werden. Die ak-
tuelle Entwicklung geschieht in zwei getrennten Versionen. Die Version 1.0 un-
terstu¨tzt den oben beschriebenen Funktionsumfang, liefert also eine Implemen-
tierung die im Wesentlichen konform zu [86, 89, 80] ist und die Netzwerkpro-
tokolle IPv4 und IPv6 unterstu¨tzt. Ferner wird die PR-SCTP Erweiterung [82]
unterstu¨tzt. Die Version 1.0 ist zurzeit fu¨r die Betriebssysteme Linux, FreeBSD,
Solaris, Mac OS 10 und Windows verfu¨gbar und wird als stabile Version weiter
gepflegt, d.h. es werden neu erkannte Probleme beseitigt, ohne dass der Funktions-
umfang wesentlich erweitert wird.
Daneben gibt es eine Entwicklerversion 1.3, die neben dem von der Versi-
on 1.0 unterstu¨tzten Funktionsumfang noch weitere Funktionalita¨ten aufweist.
Zuna¨chst wurde in dieser Version die interne Adressverwaltung umstrukturiert
und die Erkennung der ¨Anderung lokaler Adressen hinzugefu¨gt. Dies ermo¨glicht
es beispielsweise der Implementierung zu erkennen, wenn ein Interface in einem
Funknetz eine neue IP-Adresse erha¨lt, oder aber die Verbindung verliert. Darauf
aufbauend wurde ein Modul hinzugefu¨gt, das die SCTP-Erweiterung zur dynami-
schen Adresskonfiguration (vgl. Abschnitt 2.4.2) realisiert.
Ein weiterer Punkt ist die im RFC 2960 geforderte Pfad-MTU Erkennung (vgl.
auch Abschnitt 2.3.1). Diese wird nicht in der Version 1.0 unterstu¨tzt und wurde
in der Entwicklerversion 1.3 erga¨nzt. Als maximale MTU einer Assoziation wird
dazu zuna¨chst die kleinste MTU aller lokalen Interfaces angenommen. Auf allen
Pfaden wird bei Paketen, die die der MTU entsprechende La¨nge erreichen, re-
gelma¨ßig das “Don’t Fragment”-Bit (DF-Bit) des IP-Protokollkopfes gesetzt. Sind
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Pfade unbenutzt, so werden regelma¨ßig (z.B. alle 10 Minuten) HEARTBEAT-
Chunks in der der MTU entsprechenden La¨nge gesendet. In [10] wird gefor-
dert, dass Router, die ein IP-Paket der entsprechenden La¨nge nicht ohne IP-
Fragmentierung weiter senden ko¨nnen, das Paket bei gesetztem DF-Bit verwer-
fen und eine ICMP-Fehlermeldung (Typ: “Endpoint Unreachable”, Code: “Frag-
mentation Needed”) zuru¨cksenden mu¨ssen. Diese Fehlermeldung entha¨lt auch
einen MTU-Wert, der die maximale La¨nge einer Nachricht anzeigt, die ohne
Fehler ha¨tte u¨bertragen werden ko¨nnen. Die sctplib dekodiert die ankommen-
den ICMP-Fehlermeldungen und passt die jeweilige Pfad-MTU der Assoziationen
nachfolgend entsprechend an.
Schließlich wurde das bereits in Abschnitt 3.2.1 angesprochene Problem der Inter-
prozesskommunikation gelo¨st. Dazu wurde die SCTP-Implementierung in ein
Client-/Server-System aufgespalten. Der Server, nachfolgend SCTP-Server ge-
nannt, ist als zentraler, privilegierter Hintergrundprozess einmal pro Endgera¨t
aktiv und fu¨hrt die Ein- und Ausgabe u¨ber den SCTP-Netzwerksocket durch.
Der SCTP-Server reagiert auf ankommende SCTP-Pakete und weist diese gege-
benenfalls ab, wenn keine dazu passende Client-Instanz registriert ist. Ist eine
passende Client-Instanz registriert, so leitet er das ankommende Paket durch
eine Interprozesskommunikation an diese Instanz weiter. Diese Interprozess-
kommunikation bedient sich der Unix-Domain Sockets, die einen zuverla¨ssigen,
datagrammorientierten lokalen Transport zur Verfu¨gung stellen.
SCTP-Clients fu¨hren die eigentliche Verarbeitung der fu¨r sie bestimmten SCTP-
Pakete durch. Die Schnittstelle zwischen SCTP-Clients und SCTP-Server liegt al-
so in der Verteilungsschicht. Diese wurde um die Funktionalita¨t der Interprozess-
kommunikation erweitert und stellt den Clients und dem Server Funktionen zur
Registrierung, Deregistrierung, zum Empfang und Versenden von SCTP-Paketen
sowie fu¨r sonstige Ereignisse (z.B. ¨Anderung der Pfad-MTU, ¨Anderung der loka-
len Adressen, ¨Uberwachung des Status von Client-Programmen) zur Verfu¨gung.
Diese interne ¨Anderung der sctplib-Implementierung wurde so durchgefu¨hrt,
dass vorhandene Programme, die auf die stabile Version 1.0 aufsetzen, prinzipiell
unvera¨ndert weiter eingesetzt werden ko¨nnen und ordnungsgema¨ß funktionieren,
sofern ein SCTP-Server aktiv ist.
Auch vom Standpunkt der Systemsicherheit ist diese ¨Anderung der Implemen-
tierungsstruktur a¨ußerst vorteilhaft, da die Funktionalita¨t des privilegierten Pro-
zesses auf ein notwendiges Minimum beschra¨nkt werden kann, und die Nutzer
des SCTP auf einem System mehrere SCTP Client-Prozesse auch mit niedrigen
Privilegien starten ko¨nnen. Zudem ist es bei der Client-/Server-Struktur mo¨glich,
eine korrekte Behandlung mehrerer nebenla¨ufiger SCTP-Prozesse auf einem Sy-
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stem durchzufu¨hren, da ein einzelner zentraler Prozess die Verteilung von SCTP-
Paketen koordiniert.
3.3 SCTP Benutzerschnittstellen
Fu¨r die Nutzung des SCTP existieren derzeitig zwei mo¨gliche Benutzerschnitt-
stellen. Die erste entspricht den von OSI bekannten Dienstprimitiven, die in Form
von Schnittstellen- und Ru¨ckruffunktionen (engl. Callbacks) implementiert wer-
den. Abschnitt 10 von [86] stellt beispielhaft diesen Dienst-Zugangspunkt fu¨r
das SCTP vor. Er wurde als Grundlage fu¨r die Entwicklung der Schnittstelle zur
sctplib genommen. Darin existieren entsprechende Funktionen fu¨r den Auf-
und Abbau von Verbindungen, zum Senden und Empfangen von Nachrichten und
fu¨r die Status- ¨Uberwachung. Protokollereignisse (z.B. ein erfolgreicher Aufbau
einer Assoziation) werden der jeweiligen Anwendung u¨ber Ru¨ckruffunktionen
mitgeteilt. Die verfu¨gbaren Dienstprimitive und ihre Implementierung werden
ausfu¨hrlicher im Anhang A.1 erla¨utert.
Die zweite Schnittstelle ist entsprechend der in den ga¨ngigen Betriebssystemen
verfu¨gbaren, POSIX-kompatiblen Socket-Schnittstelle modelliert. Dabei entha¨lt
sie Modifikationen, um die Mo¨glichkeiten des SCTP auszuscho¨pfen. Diese
Socket-Schnittstelle ist in [88] definiert und a¨hnelt der Standard-Schnittstelle fu¨r
die auf einer Vielzahl von Betriebssystemen etablierten Transport-Protokolle TCP
oder UDP. Die weitgehende Kompatibilita¨t verspricht eine einfache Portierung
der meisten Anwenderprogramme, in der Regel aber ohne die – gegenu¨ber den
Protokollen TCP und UDP – stark erweiterten Mo¨glichkeiten des SCTP auszu-
nutzen. Die Nutzung von Mo¨glichkeiten wie dem Multiplexen von Nachrichten
in unterschiedliche Datenstro¨me oder dem Multihoming wird durch eine Erweite-
rung bestehender Funktionen der Socket-Schnittstelle erreicht.
Durch die Festlegung von Daten-Strukturen und Funktionen in dem Doku-
ment [88] bereits in einer fru¨hen Phase der Entwicklung von neuen Protokoll-
implementierungen (siehe auch Abschnitt 3.4) kann sichergestellt werden, dass
eine Vielzahl von SCTP-Implementierungen der verschiedensten Betriebssy-
steme eine identische Schnittstelle aufweisen werden. So ko¨nnen betriebssy-
stemu¨bergreifend SCTP-spezifische, portable Anwendungen geschrieben werden.
Das Dokument [88] unterscheidet zwei Socket-Typen:
 TCP-a¨hnliche Sockets, die eine 1-zu-1 Beziehung zwischen einem Socket-
Deskriptor und einer Assoziation aufweisen.
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 UDP-a¨hnliche Sockets, die eine 1-zu-N Beziehung zwischen einem Socket-
Deskriptor und N Assoziationen aufweisen ko¨nnen.
Na¨here Erla¨uterungen zu diesen Socket-Typen und ihren Unterschieden, sowie
zur typischen Anwendung und zu SCTP-spezifischen neuen Funktionen finden
sich im Anhang A.2.
3.4 Vergleich verschiedener Implementierungen
Nachfolgend wird ein kurzer ¨Uberblick u¨ber die ga¨ngigsten Implementierun-
gen (Stand: Mai 2005) gegeben, die zurzeit fu¨r die etablierten Standard-
Betriebssysteme zur Verfu¨gung stehen. Abschließend zeigt Tabelle 3.1 die wich-
tigsten Eigenschaften dieser Implementierungen noch einmal im ¨Uberblick.
Alle hier erwa¨hnten Implementierungen, inklusive der sctplib, wurden auf re-
gelma¨ßig stattfindenden Treffen erfolgreich auf Interoperabilita¨t hin getestet.
3.4.1 Die SCTP-Implementierung fu¨r KAME
KAME ist eine Erweiterung des Netzwerk-Protokollstacks fu¨r die Betriebs-
systeme FreeBSD, OpenBSD und NetBSD. Diese Erweiterung liefert fu¨r die
erwa¨hnten Systeme insbesondere eine vollwertige und stabile Unterstu¨tzung von
IPv6, der na¨chsten Generation des Internet-Protokolls, und von IPSec.
Der von der Firma Cisco bescha¨ftigte Randall Stewart, einer der Autoren des
RFC 2960, begann im Jahr 2001 mit der Erstellung einer unter der BSD-
Lizenz stehenden Kernel-Implementierung von SCTP im KAME-Stack. Diese
wurde vorwiegend unter FreeBSD entwickelt. Zum gegenwa¨rtigen Zeitpunkt
ist dies wahrscheinlich die stabilste und umfangreichste Implementierung, die
erha¨ltlich ist. Die RFCs 2960 und 3309 [86, 89] sowie die Erweiterung des
SCTP-Implementer’s Guide [80] werden vollsta¨ndig unterstu¨tzt. Ebenso wer-
den die Erweiterungen PR-SCTP und Add-IP [82, 83] und daru¨ber hinaus die
Early Congestion Notification (ECN) [67] unterstu¨tzt. Außerdem werden noch
zwei Erweiterungen unterstu¨tzt: Hochgeschwindigkeits-SCTP, eine Anpassung
des Drafts [23] an das SCTP und der Draft [81] zum SCTP Packet-Drop Report.
Dies erlaubt es Netzwerkelementen, einem SCTP-Sender Paketverluste zu mel-
den, die nicht durch ¨Uberlast (engl. Congestion), sondern z.B. durch Verluste auf
einer Funkstrecke zustande kommen. In diesem Fall muss die ¨Uberlastkontrolle
die Senderate nicht durch den AIMD-Algorithmus so stark reduzieren, wie in Ab-
schnitt 2.3.8 beschrieben.
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Eine Unterstu¨tzung fu¨r ECN-Nonce [78], eine robustere Version der ECN, ist noch
nicht vorhanden, soll aber in naher Zukunft implementiert werden. Eine Biblio-
thek ruft die Schnittstellenfunktionen des Betriebssystemkerns, um die in [88]
beschriebenen Funktionen wie z.B. sctp sendmsg() zu implementieren. Alle
grundlegenden Funktionen, wie z.B. socket(), stehen natu¨rlich im System zur
Verfu¨gung. Da die KAME-Erweiterung IPv6 unterstu¨tzt, werden – im Gegensatz
zu den meisten IPv4-Netzwerkstacks – auch mehrere Default-Eintra¨ge beim Rou-
ting mo¨glich, was es dieser SCTP-Implementierung erlaubt, z.B. im Falle einer
Neuu¨bertragung oder eines Pfadausfalls eine sekunda¨re Default-Route zu benut-
zen.
Da KAME unter FreeBSD, NetBSD und OpenBSD la¨uft, werden alle Architek-
turen unterstu¨tzt, unter denen diese Betriebssysteme laufen. Das sind zumindest
ix86, Intel64/AMD64, Alpha, PowerPC und Sparc64. Auf allen diesen Systemen
kann SCTP nach Installation des KAME-Stacks statisch in den Betriebssystem-
kern einkompiliert werden.
3.4.2 SCTP im Linux-Kern (LKSCTP)
Seit 2001 arbeitet eine Gruppe von Entwicklern verschiedener Firmen (u.a. Moto-
rola, IBM und Nokia) an einer nativen Kernel-Implementierung fu¨r das Betriebs-
system Linux (LKSCTP). Seit der Kernel-Version 2.5.43 ist SCTP Bestandteil des
Standard-Betriebssystemkerns und wurde auch in der stabilen Kernel-Version 2.6
als experimentelles Netzwerkmodul integriert.
Gegenwa¨rtig unterstu¨tzt diese Implementierung die RFCs 2960, 3309 und den
Implementer’s Guide, sowie die Early Congestion Notification (ECN). Erweite-
rungen wie PR-SCTP und Add-IP werden noch nicht unterstu¨tzt; es ist jedoch
geplant, diese in Zukunft zu implementieren.
¨Ahnlich wie bei der KAME-Implementierung werden sowohl TCP-a¨hnliche als
auch UDP-a¨hnliche Socket-Schnittstellen unterstu¨tzt, und alle anderen Funk-
tionen von [88] werden in einer Bibliothek zur Verfu¨gung gestellt. LKSCTP
unterstu¨tzt auch einen Teil der SCTP-MIB [62], aus der u¨ber das Protokoll
SNMP [17, 54] bestimmte Protokollparameter und Statistikwerte abgefragt wer-
den ko¨nnen.
Die LKSCTP Implementierung fu¨r Linux-Version 2.6 wurde auf den Plattfor-
men ix86, PowerPC und Intel64 validiert, andere werden sicherlich folgen. Auf-
grund der Modularita¨t des Linux-Kerns kann SCTP entweder statisch in den Kern
einkompiliert werden oder aber zur Laufzeit als Kern-Modul wie ein Treiber
in ein System geladen werden. Wie auch der Linux-Kern wird die LKSCTP-
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Implementierung unter der GPL vero¨ffentlicht, wa¨hrend die Bibliothek unter der
LGPL freigegeben ist (damit auch kommerzielle Programme diese nutzen du¨rfen,
ohne ihren Quellcode offenlegen zu mu¨ssen). Die Stabilita¨t des LKSCTP wird
von den Entwicklern als zuverla¨ssig, aber noch nicht ausreichend eingestuft und
die Komplexita¨t der Implementierung liegt bei etwa 30000 Zeilen C-Code.
3.4.3 SCTP im Cisco IOS
Cisco spielte eine wichtige Rolle bei der Standardisierung des SCTP und inte-
griert dieses Protokoll auch in seine IOS-Betriebssysteme. Cisco war auch eine
der ersten Firmen, die ihren SCTP-Stack in Produkten auf den Markt brachten
(Cisco IP-Transferpunkte). Die IOS-Implementierung wird u.a. auch von Randall
Stewart mitentwickelt.
Sie unterstu¨tzt die RFCs 2960 und 3309 sowie den Implementer’s Guide und auch
die PR-SCTP Erweiterung. Die Add-IP Erweiterung wird noch nicht unterstu¨tzt;
lediglich ein kleiner Teil der Spezifikation, der die ¨Ubertragung von speziellen
Anwendungsdaten (engl. Adaptation Layer Indication) beim Verbindungsaufbau
erlaubt, wurde implementiert. ECN [67] wird ebenfalls nicht unterstu¨tzt
Cisco-intern wird eine u¨ber SNMP abzufragende MIB integriert, jedoch ist dies
noch nicht Teil der Standard SCTP-Implementierung fu¨r das IOS. Die Implemen-
tierung unterstu¨tzt daru¨ber hinaus den SCTP Packet-Drop Report [81].
3.4.4 SCTP in IBM’s AIX-Unix
Neben seinem Engagement beim Linux-System hat IBM noch eine weitere SCTP-
Implementierung entwickelt, die in das IBM-eigene kommerzielle AIX Unix inte-
griert ist. Ebenso wie die anderen Implementierungen unterstu¨tzt die AIX-Version
die RFCs 2960 und 3309 sowie den Implementer’s Guide (bis zur Version 04,
Stand Oktober 2002). Eine weitere Entwicklung der Implementierung ist nach
Aussagen der Entwickler zuna¨chst nicht mehr vorgesehen.
Die Early Congestion Notification wird unterstu¨tzt, die Erweiterungen PR-SCTP
und Add-IP oder die SCTP-MIB aber nicht. Die Implementierung bietet nur ein
UDP-a¨hnliches Interface, bei dem alle Funktionen u¨ber Standard-Betriebssystem-
Aufrufe (wie z.B. socket() oder sendmsg()) zuga¨nglich sind.
Unterstu¨tzt wird nur das System AIX auf der PowerPC-Architektur. SCTP auf
AIX ist modular und kann zur Laufzeit in das System geladen werden. Die Im-
plementierung ist stabil und hat einen Umfang von ca. 15000 Zeilen C-Code, der












































































































































































































Im folgenden Kapitel werden die Forschungsergebnisse vorgestellt, die u.a. mit
SCTP Implementierungen im Laborbetrieb erarbeitet wurden. Zuna¨chst wird der
grundsa¨tzliche Aufbau des Testbetts erla¨utert, in dem diese Versuche realisiert
wurden.
Das Ziel der ersten Untersuchungen, die zur Evaluierung des SCTP insgesamt
und verschiedener, standardkonformer Protokollauspra¨gungen im Besonderen an-
gefertigt wurden, war es, das Verhalten der untersuchten Implementierungen in
Bezug auf die Qualita¨t der Fluss- und ¨Uberlastkontrolle zu untersuchen. Da
der Einsatz eines neuen Protokolls insbesondere im o¨ffentlichen Internet a¨hnlich
hohe Anforderungen stellt, wie der Einsatz etablierter Protokolle (insbesondere
des TCP), muss die Vertra¨glichkeit aller in diesem Umfeld benutzten Protokolle
gewa¨hrleistet sein. An dieser Stelle ist besonders zu untersuchen, ob der allge-
meine Einsatz des SCTP eine Verdra¨ngung oder Qualita¨tseinbußen bestehender,
auf anderen Protokollen basierender, Anwendungen zur Konsequenz haben kann.
Die im Kapitel 2.4 erwa¨hnten Erweiterungen des SCTP du¨rfen ebenfalls nicht zu
solchen Auswirkungen fu¨hren.
In weiterfu¨hrenden Untersuchungen wurde eine Modifikation des Algorithmus
zum Senden von Empfangsbesta¨tigungen (SACK-Chunks) vorgeschlagen, der in
bestimmten Szenarien zu einem wesentlich gu¨nstigeren Protokollverhalten fu¨hrt,
als der entsprechende, im Standard RFC 2960 [86] geforderte Algorithmus. Die
Ergebnisse dieser Untersuchungen werden in Abschnitt 4.3 zusammengefasst.
Mit dem Einsatz von SCTP als das vorrangige, den IP-basierten Transport von
Signalisierungsmeldungen stu¨tzende, Protokoll sind besondere Anforderungen
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verbunden, damit auch bei widrigen Umsta¨nden Fehlersituationen schnell erkannt
und behoben werden ko¨nnen. Inwieweit und unter welchen Bedingungen SCTP
diese Anforderungen erfu¨llen kann, wird in Abschnitt 4.4 na¨her erla¨utert.
4.1 Aufbau des Testbetts
Das Testbett besteht aus einem einfach strukturierten Netz, das Untersuchungen
des SCTP sowohl im Singlehoming-Betrieb (mit einer Adresse pro Endgera¨t), als
auch im Dualhoming-Betrieb (mit je zwei Adressen pro Endgera¨t) erlaubt. Durch
den zusa¨tzlichen Einsatz von IPv6 kann die Zahl der Adressen pro Endpunkt noch
einmal um 4 erho¨ht werden (je eine site-lokale und globale Adresse pro Interface),
so dass Konfigurationen mit 6 Adressen pro Endpunkt mo¨glich sind.
IP A2
IP A1




Assoziation 1 − Pfad 2
Abbildung 4.1: Testbett-Konfiguration fu¨r Dualhoming
Abbildung 4.1 stellt eine einfache Netzkonfiguration fu¨r zwei Endpunkte dar, die
u¨ber die Adressen A1 und A2 sowie B1 und B2 erreichbar sind. Zentrales Element
dieses Szenarios ist ein sog. WAN-Emulator, der es erlaubt, verschiedene einfa-
che Netzkonfigurationen einzustellen. Dieser WAN-Emulator ist prinzipiell ein
einfacher Router, der zusa¨tzlich Funktionen wie (deterministische oder zufa¨llige)
Verzo¨gerung transportierter IP-Pakete, beschra¨nkte Paket-Warteschlangen und
die Beschra¨nkung der Netz-Bandbreite zur Verfu¨gung stellt. Basis dieses WAN-
Emulators waren die Systeme Dummynet [71] unter FreeBSD, sowie Nistnet [16]
unter Linux.
Mit diesem Testbett ist es mo¨glich, das Protokollverhalten in Abha¨ngigkeit
von der festgelegten Rundlaufzeit und Verlustwahrscheinlichkeit zu untersuchen.
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Daru¨ber hinaus ko¨nnen Fehlerszenarien untersucht werden, in denen ein Pfad-
ausfall simuliert wird. Dafu¨r kann z.B. auf den Endgera¨ten oder auf dem WAN-
Emulator mit Firewall-Regeln der Verlust aller IP-Pakete erzwungen werden.
Paketu¨berholungen ko¨nnen durch variable Verzo¨gerung aufeinander folgender Pa-
kete ebenfalls erzeugt werden.
Um den maximalen Durchsatz der untersuchten Protokolle TCP und SCTP unter
den jeweilig durch den WAN-Emulator erzwungenen Bedingungen zu ermitteln,
werden Programme wie das bekannte ttcp [77] fu¨r das TCP und ein entspre-
chendes Programm fu¨r das SCTP benutzt. Diese Programme ko¨nnen in den Modi
Quelle oder Senke arbeiten und erzeugen einen unidirektionalen Verkehrsstrom
zwischen der Quelle und der Senke. Da die Quelle in einem Modus arbeitet, in
dem sie immer gesa¨ttigt ist, wird bei Einsatz der Testprogramme der maximale
Durchsatz der verwendeten Transportprotokolle erzielt, der durch die Fluss- und
¨Uberlastkontrollmechanismen gesteuert wird. Weitere Testprogramme erzeugten
bidirektionalen Verkehr unter SCTP. Die benutzten Testprogramme wurden so
geschrieben, dass sie periodisch den Protokolldurchsatz bezogen auf die jewei-
lige, konfigurierte Zeitperiode (z.B. mehrmals pro Sekunde) ausgeben ko¨nnen.
4.2 Untersuchung des Verhaltens der Fluss- und
¨Uberlastkontrolle
Sowohl TCP als auch SCTP sind Transportprotokolle mit einer fensterbasierten
Flusskontrolle. Sie ko¨nnen in einem gegebenen Zeitraum zwischen Aussenden
von Daten und Eintreffen einer zugeho¨rigen Besta¨tigung (= 1  RTT ) maxi-
mal eine Datenmenge senden, die dem Sendefenster des Kommunikationspart-
ners entspricht. Fu¨r kurze Rundlaufzeiten beschra¨nkt die zur Verfu¨gung stehende
Bandbreite der Netzwerkschicht den maximalen Nutzdurchsatz des Transportpro-
tokolls, fu¨r la¨ngere der Quotient aus der Gro¨ße des Empfangsfensters des Partners
und der Rundlaufzeit.
4.2.1 Eine TCP-Verbindung und eine SCTP-Assoziation
Das transiente Verhalten des SCTP wurde untersucht, wenn bei bestehender
SCTP-Verbindung eine weitere SCTP- oder TCP-Verbindung aktiviert wird. Die-
se konkurriert mit der ersten SCTP-Verbindung um die zur Verfu¨gung stehende




















SCTP max. Durchsatz (Link mit 100 KByte/s)
SCTP max. Durchsatz (Link mit  50 KByte/s)
Abbildung 4.2: Protokolldurchsatz einer SCTP-Assoziation beim Einschalten
einer TCP-Verbindung
kurzzeitig aktiven zweiten TCP-Verbindung. Dabei erhalten nach dem Abklingen
des Einschaltvorgangs die Anwendungen auf beiden Verbindungen gleiche Antei-
le des Gesamtnutzdurchsatzes.
4.2.2 Mehrere TCP-Verbindungen und eine SCTP-Assoziation
Im Weiteren wurde das Verhalten der Fluss- und ¨Uberlastkontrolle des SCTP
untersucht, wenn sich eine Assoziation mit mehreren konkurrierenden TCP-
Verbindungen einen gemeinsamen, bandbreitenbeschra¨nkten Link teilt. Bei dieser
Untersuchung ergab sich, dass auf Links mit einer zur Verfu¨gung stehenden Band-
breite (bezogen auf den Nutzdurchsatz) von B bei insgesamt n Verbindungen mit
einem Bandbreitenbedarf von x, fu¨r B  (n  x), jede Verbindung einen Anteil
von B=n erha¨lt. Abbildung 4.3 stellt das Ergebnis anschaulich dar.






























Abbildung 4.3: Protokolldurchsatz einer SCTP-Assoziation beim Zuschalten
mehrerer TCP-Verbindungen
4.2.3 Vergleich zwischen TCP und SCTP
Diese ersten Ergebnisse zum Verhalten des SCTP in Zusammenhang mit dem
TCP wurden in [49] vorgestellt, wobei das oben erwa¨hnte Programm ttcp fu¨r
Durchsatz-Messungen des TCP zur Anwendung kam und eine entsprechende An-
wendung fu¨r das SCTP. Bei den Messungen wurden Nachrichten unterschiedli-
cher La¨ngen u¨bertragen.
TCP minimiert durch die Zusammenfassung von Nachrichten zu einem Bytestrom
den Protokolloverhead, da die u¨bertragenen Segmentla¨ngen maximiert werden.
Es erfordert aber bei der ¨Ubertragung von (kurzen) Nachrichten zusa¨tzlich die
Einfu¨gung von Markierungen (engl. Record Marking), die es der Anwendung er-
lauben, die Nachrichtengrenzen zu bestimmen und die Nachrichten wiederherzu-
stellen. SCTP hingegen weist in der Regel einen ho¨heren Protokolloverhead auf,
macht diesen jedoch in der Praxis oft durch die gewonnene Flexibilita¨t bei der Zu-
stellung angekommener Nachrichten, insbesondere im Falle von Paketverlusten
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im Netz und bei mehreren voneinander unabha¨ngigen Nachrichtenstro¨men, wett.
Fu¨r nachrichtenorientierte Anwendungen ist die Anwendung von SCTP auch vor-
teilhaft, da Nachrichten effektiv in einem SCTP-Paket zusammengefasst werden
ko¨nnen (vgl. Abschnitt 2.3.5).
Die in [49] vorgestellten Messungen ergeben, dass sich die Protokolle TCP
und SCTP beim Wettbewerb um limitierte Bandbreitenressourcen der Netzwerk-
schicht in einer einfachen Netzwerktopologie a¨hnlich verhalten und dass die
Bandbreite prinzipiell fair auf die Anzahl der Verbindungen verteilt wird. Kleine
Unterschiede zwischen TCP und SCTP ergeben sich jedoch dadurch, dass die Be-
rechnung der Fluss- und ¨Uberlastkontrollparameter (insbes. cwnd , rwnd ) beim
SCTP auf Basis der gesendeten Bytes, beim TCP aber auf Basis der gesendeten
MTUs geschieht.
4.2.3.1 Weiterfu¨hrende Untersuchungen
In der Vero¨ffentlichung [11] untersuchten Brennan und Curran die ¨Uberlast-
kontrollmechanismen von SCTP und TCP an einem Simulationsmodell und
stellten Ma¨ngel beim SCTP im Vergleich zur TCP-Reno Variante fest, die bei
einzelnen Paketverlusten zum Tragen kommen. Es war insbesondere Tatsache,
dass die schnelle Neuu¨bertragung von Daten-Chunks beim SCTP nach einem ein-
zelnen Verlustereignis mehrfach erfolgen konnte, wodurch das cwnd unno¨tig ver-
ringert wurde. Ferner wurde vorgeschlagen, bei Neuu¨bertragungen den aktuellen
Wert des cwnd nicht zu beru¨cksichtigen, was in jedem Fall eine Neuu¨bertragung
ermo¨glicht (selbst wenn bei maximal reduziertem cwnd noch nicht alle Daten von
der Gegenseite besta¨tigt sind). So wurden in [11] entsprechende Modifikationen
vorgeschlagen, die Eingang in die Standardisierung und in den “SCTP Implemen-
ter’s Guide”[80] fanden.
4.3 Ein modifizierter Algorithmus fu¨r Empfangs-
besta¨tigungen
Das Verhalten des SCTP wurde in einem anwendungsorientierten Szenario mit
TCP verglichen (vgl. auch [46]). Dabei wurde davon ausgegangen, dass dem
TCP und dem SCTP eine bidirektionale Satellitenverbindung mit der Bandbrei-
te W 0 eines T1-Links (W 0 = 1.544 MBit/s) zur Verfu¨gung steht, die eine hohe
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Abbildung 4.4: Durchsatzuntersuchung bei TCP und SCTP in einer Topologie mit
Satellitenstrecke
Satellitenverbindungen ko¨nnen tempora¨r, z.B. bei atmospha¨rischen Sto¨rungen,
eine recht hohe Verlustwahrscheinlichkeit aufweisen, was bei TCP und SCTP
dazu fu¨hrt, dass der Flusskontrollmechanismus von Netzu¨berlast ausgeht und die
Senderate (u¨ber das cwnd ) reduziert. Dabei verhalten sich TCP und SCTP prinzi-
piell a¨hnlich.
Das erwa¨hnte Szenario wird nun mit einer zusa¨tzlichen Backup-Leitung (z.B.
einem dedizierten ISDN-Link) erweitert, die nur das SCTP aufgrund der
Multihoming-Unterstu¨tzung nutzen kann. Diese Leitung soll eine Bandbreite vonW 00 = 128 KBit/s zur Verfu¨gung stellen und eine wesentlich ku¨rzere Link-
verzo¨gerung D00 = 25 ms aufweisen als die Satellitenstrecke.
In dem untersuchten Szenario wurde angenommen, dass ein Sender mit einem
mittleren (konstanten) Ankunftsabstand von tmsg = 33 ms Nachrichten sendet,
die jeweils eine Nutzlast von 1 KByte enthalten. Damit ergibt sich ein Nettodurch-
satz von 30 KByte/s, was sowohl TCP als auch SCTP in dem erwa¨hnten Szenario
im fehlerfreien Fall leicht erreichen. In den folgenden Experimenten wurde ange-
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nommen, dass wa¨hrend einer signifikanten Zeitdauer bei der ¨Ubertragung 1% aller
Pakete ¨Ubertragungsfehler erleiden (entspricht einer BER von etwa 1:2  10 6).
In den nachfolgend erla¨uterten Untersuchungen werden die Zustellzeiten aller
Nachrichten zwischen Sender und Empfa¨nger betrachtet, die sich durch die
¨Uberlagerung mehrerer Effekte ergeben:
 Wartezeit in der Absender-Warteschlange,
 Verzo¨gerung in der Zugangs-Warteschlange der genutzten ¨Ubertragungs-
strecke,
 die ¨Ubertragungszeit (oder Emissionszeit) auf dieser Strecke,
 die Laufzeitverzo¨gerung auf der Strecke,
 Wartezeit zur Wiederherstellung der korrekten Reihenfolge im Empfa¨nger
(bei verloren gegangenen Paketen).
Die ersten beiden Wartezeiten sind bei dem geringen Nachrichtenangebot von
30 KByte/s in diesem Szenario zu vernachla¨ssigen.
Bei den nachfolgenden Abscha¨tzungen (Abschnitte 4.3.1 - 4.3.3) wird davon aus-
gegangen, dass neu u¨bertragene Daten nicht erneut verloren gehen, was in der
Praxis nicht immer gegeben ist. Hier kann es immer dann zu Mehrfachverlusten
kommen, wenn Daten mehrfach u¨ber den fehlerhaften Pfad gesendet werden.
4.3.1 Abscha¨tzung des TCP-Protokollverhaltens
Bei einer Link-Verzo¨gerung D0 auf dem prima¨ren (Satelliten-)Pfad und einem
mittleren Ankunftsabstand von tmsg der gesendeten Nachrichten beim Sender
gilt fu¨r die maximale ¨Ubertragungszeit tlost;TCP einer verlorenen Nachricht bei
Neuu¨bertragung u¨ber das TCP:
tlost;TCP  3 D0 + 4 tmsg + 2  tet0  893 ms (4.1)
wobei tet0  5 ms die Emissionszeit der u¨bertragenen Nachrichten auf dem
Satelliten-Link bezeichnet.
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4.3.2 Abscha¨tzung des SCTP Standard-Algorithmus
Der beim SCTP zusa¨tzlich zur Verfu¨gung stehende Pfad weist nur eine geringe
Bandbreite auf. Seine Nutzung im Falle einer schnellen Neuu¨bertragung (Fast Re-
transmission, FR) durch ¨Ubertragungsfehler auf den ersten Pfad kann jedoch sehr
vorteilhaft sein, da er eine wesentlich geringere Verzo¨gerung aufweist. Da bei
kleinen Verlustraten die FR ein seltenes Ereignis ist, wird nur wenig zusa¨tzliche
Bandbreite auf dem sekunda¨ren Pfad belegt.
Ausgehend von einer Link-Verzo¨gerungD0 auf dem prima¨ren Satellitenpfad, einer
Verzo¨gerung vonD00 auf dem ISDN-basierten Pfad und einem mittleren Ankunfts-
abstand von tmsg der gesendeten Nachrichten beim Sender gilt fu¨r die maximale
¨Ubertragungszeit tlost;SCTP einer verlorenen Nachricht bei Neuu¨bertragung:
tlost;SCTP  2 D0 +D00 + 4 tmsg + tet0 + tet00  729 ms (4.2)
wobei tet00  66 ms die Emissionszeit einer neu u¨bertragenen Nachricht auf dem
Sekunda¨r-Link bezeichnet.
Diese Werte ergeben sich durch die Rundlaufzeit zwischen den Endpunkten u¨ber
die Satellitenstrecke (2  D0) und der Zeit, die vergeht, bis 4 aufeinander folgen-
de SACKs nach einem Paketverlust gesendet werden (4  tmsg). Hinzu kommt
die Zeit, die die neue ¨Ubertragung der Nachricht auf dem Sekunda¨rlink beno¨tigt.
Die Emissionszeiten der SACK-Chunks auf dem Prima¨rlink werden hierbei ver-
nachla¨ssigt, da sie wesentlich kleiner sind als die der Nachrichten auf Prima¨r- oder
Sekunda¨rlink.
Damit ergibt sich durch die zusa¨tzliche Nutzung des Sekunda¨rlinks beim SCTP
eine Verku¨rzung der maximalen Nachrichtenverzo¨gerung gegenu¨ber TCP von
tlost;TCP   tlost;SCTP = tmax;lost = D0  D00 + tet0   tet00  164 ms (4.3)
Dies fu¨hrt auch zu einer geringeren Wartezeit in der Empfa¨nger-Warteschlange,
da schneller die richtige Reihenfolge wiederhergestellt werden kann.
4.3.3 Abscha¨tzung der Standard-Modifikation
Schließlich wurde in [46] eine SCTP-Modifikation untersucht, die nach dem Fest-
stellen einer nicht in Sendereihenfolge zugestellten Nachricht alle SACK-Chunks
mit Berichten u¨ber mo¨gliche Verluste (d.h. Lu¨cken bei den in Reihenfolge ein-
getroffenen und besta¨tigten Sequenznummern) u¨ber den Link mit der ku¨rzesten
Rundlaufzeit sendet.
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Durch diese Modifikation ist es mo¨glich, die Zustellzeit von Paketen relativ un-
abha¨ngig von der Fehlerrate auf dem Prima¨rpfad zu halten. Damit bietet sich das
Verfahren insbesondere fu¨r Anwendungen an, in denen eine starke Variation der
Zustellzeit kritisch ist.
Da die Besta¨tigungsmeldungen auch benutzt werden, um die Umlaufverzo¨gerung
pro Pfad zu bestimmen, ist bei der Modifikation darauf zu achten, dass nur dieje-
nigen Meldungen fu¨r diese Berechnung benutzt werden, die keine Lu¨cken melden
und tatsa¨chlich u¨ber den Prima¨rpfad laufen.
Bei dieser Protokollmodifikation erfolgt nun eine maximale Verzo¨gerung der Zu-
stellung bei verloren gegangenen Nachrichten um die Zeit
tmod;lost  D0 + 2 D00 + 4 tmesg + tet0 + tet00  504 ms (4.4)
mit tet00 der ¨Ubertragungszeit u¨ber den sekunda¨ren ISDN-Link. Die
¨Ubertragungszeit der SACK-Chunks wird wieder vernachla¨ssigt.
Im Vergleich zu TCP verringert sich die maximale Zustellverzo¨gerung von Nach-
richten um
tmax;mod;tcp = 2 D0   2 D00 + tet0   tet00  389 ms: (4.5)
Im Vergleich zum Standard-SCTP verringert sich die maximale Zustell-
verzo¨gerung von Nachrichten bei diesem modifizierten SCTP-SACK Algorithmus
um tmax;mod;sctp = D0  D00  225 ms: (4.6)
4.3.4 Abschließende Bewertung
Die hier kurz dargestellten Ergebnisse wurden in [46] anhand einer Testbett-
Umgebung verifiziert, und es konnte gezeigt werden, dass sich SCTP generell
gu¨nstiger verha¨lt als TCP, wenn verlustbehaftete Links mit stark unterschiedlichen
¨Ubertragungseigenschaften vorhanden sind. Die in Abschnitt 4.3.3 diskutierte
Optimierung erlaubt daru¨ber hinaus eine weitere Verbesserung des Protokoll-
verhaltens bei fehlerbehafteten Links. Diese Ergebnisse sind nicht nur in dem
erwa¨hnten Szenario relevant, in dem eine Satellitenstrecke mit hoher Bandbreite
aber auch hoher Linkverzo¨gerung zur Verfu¨gung steht, sondern spielen auch in
Mobilita¨tsszenarien mit heterogenen, IP-basierten Funkzugangsnetzen, in denen
Endgera¨te gleichzeitig u¨ber mehrere IP-Adressen erreichbar sind, eine wesentli-
che Rolle.
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4.4 Untersuchung des SCTP im Falle eines Failover
Da SCTP auch definiert wurde, um den Transport von SS7-
Signalisierungsnachrichten in IP-Netzen zu ermo¨glichen, lag es nahe, zu
untersuchen, wie Protokollparameter eingestellt werden mu¨ssen, damit die
besonderen Anforderungen an Ausfallsicherheit und Redundanz in SS7-Netzen
erfu¨llt werden.
Die ITU-T Empfehlung Q.706 [31] stellt sehr hohe Anforderungen an das
¨Ubertragungssystem des MTP in Bezug auf Verlustwahrscheinlichkeit, Reihen-
folgesicherung und Verfu¨gbarkeit. Insbesondere spezifiziert sie auch die Anfor-
derungen an eine sog. Changeover-Prozedur, die bei Ausfall eines MTP2-Links
durch den MTP3 ausgefu¨hrt wird. MTP2-Links werden aus Gru¨nden der Aus-
fallsicherheit immer in redundanten, teilweise physikalisch getrennten Paaren
implementiert. So kann der MTP3 bei Ausfall eines Links alle Nachrichten u¨ber
den noch aktiven MTP2-Link aussenden. Nach [31] muss diese Changeover-
Prozedur nach spa¨testens 800 ms abgeschlossen sein. Bei Nutzung des M2PA (vgl.
auch [28]) ersetzen eine oder mehrere SCTP-Assoziationen zusammen mit ent-
sprechenden M2PA-Layern die MTP2-Links. Dabei muss sichergestellt werden,
dass die oben erwa¨hnten Anforderungen bezu¨glich des Changeover erfu¨llt werden
ko¨nnen.
Das Changeover-Verhalten einer Anwendung, die Teilfunktionen des MTP3
modelliert, wurde untersucht. Diese sendet zuna¨chst Daten u¨ber einen prima¨ren
Breitband-Signalisierlink bzw. Pfad. Fa¨llt dieser Pfad aus, so fu¨hrt die Anwen-
dung einen Changeover durch und u¨bertra¨gt zuna¨chst die verbleibenden Nach-
richten aus der Warteschlange des ausgefallenen Pfads und danach alle neuen
Nachrichten u¨ber den sekunda¨ren Link bzw. Pfad. Es wurde das Verhalten zweier
mo¨glicher Anordnungen untersucht, denen beiden eine identische Netztopologie
und physikalische Versuchsanordnung (vgl. auch Abschnitt 4.1) zugrunde liegt:
1. zwei SCTP-Assoziationen (jeweils single-homed), entsprechend zwei
MTP2-Links mit je einem SCTP-Pfad, und
2. eine SCTP-Assoziation (dual-homed), entsprechend einem Link mit zwei
SCTP-Pfaden.
In dem betrachteten Netzaufbau wurde angenommen, dass Pakete bei der
¨Ubertragung zwischen den beiden Endpunkten eine Verzo¨gerung von je 10 ms
erfahren. Die Verzo¨gerung wurde so gewa¨hlt, um ein Szenario zu untersuchen,
in dem ein auf IP/SCTP/M2PA basierender Signalisierendpunkt nicht weit vom
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zugeho¨rigen Signalisierungs-Gateway entfernt ist (z.B. weniger als 100 km). In
diesem Fall ist die gewa¨hlte Nachrichtenverzo¨gerung angemessen. Die Bandbreite
zwischen den beiden Endpunkten war auf 2,048 MBit/s beschra¨nkt, d.h. es wurde
die ¨Ubertragung auf einem E1-Link emuliert. Eine Quelle erzeugte Nachrichten,
deren Ankunftsabsta¨nde einer negativen Exponentialverteilung mit einer mittleren
Ankunftsrate von 100 Nachrichten pro Sekunde gehorchten. Alle Nachrichten hat-
ten eine konstante La¨nge von 500 Bytes, womit sich (incl. Overhead) eine mittlere
Netzlast von ca. 22% ergab.
Das Verhalten des SCTP beim Pfadausfall ist im Wesentlichen abha¨ngig von den
folgenden Protokollparametern des SCTP (vgl. auch Abschnitt 2.3.7.1):
 RTOmax, der maximale Wert, den ein T3-Timer (fu¨r Neuu¨bertragungen) an-
nehmen kann. Spa¨testens nach Ablauf dieser Zeit findet eine timer-basierte
Neuu¨bertragung statt, wenn fu¨r einen bereits gesendeten Daten-Chunk kein
SACK empfangen wurde.
 RTOmin, der minimale Wert, den ein T3-Timer (fu¨r Neuu¨bertragungen)
annehmen kann. Fru¨hestens nach Ablauf dieses Timers kann eine timer-
basierte Neuu¨bertragung erstmals stattfinden.
 RTOinit, der Startwert fu¨r den T3-Timer Timeout.
 dem Schwellwert fu¨r Fehler auf einem Pfad (Path Retransmission Limit,
PRL).
 dem Schwellwert fu¨r Fehler pro Assoziation (Association Retransmission
Limit, ARL).
Die beiden untersuchten Anordnungen wurden bei verschiedenen Einstellungen
dieser Parameter miteinander verglichen. Dabei wurden insbesondere die Werte
fu¨r PRL/ARL von 2 bis 5 und die Werte von RTOmax von 100 ms bis 250 ms vari-
iert, also in dem fu¨r den SS7 Signalisierungstransport interessanten Wertebereich.
Fu¨r kleinere Werte dieser Parameter ergab sich ha¨ufig ein instabiles Verhalten; sie
wurden daher nicht weiter beru¨cksichtigt.
Neben der maximalen und der mittleren Nachrichtenverzo¨gerung wa¨hrend der
Changeover-Prozedur wurde auch noch die Gesamtdauer des Changeovers be-
stimmt, da diese als Kriterium fu¨r die Eignung als Transportmedium der SS7-
Signalisierung entscheidend ist. Es wurde angenommen, dass die jeweilige
Changeover-Prozedur beendet war, nachdem die Nachrichtenverzo¨gerung nach
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Abbildung 4.5: Nachrichtenverzo¨gerung bei erfolgreicher Neuu¨bertragung u¨ber
Sekunda¨rpfad
dem simulierten Pfadausfall wieder den Wert angenommen hatte, den sie vor die-
sem Ereignis aufwies.
Fu¨r jeden Parameter-Punkt wurden 25 Messungen durchgefu¨hrt, deren Ausgaben
nachfolgend mittels geeigneter Skripte so ausgewertet wurden, dass die im Fol-
genden pra¨sentierten Ergebnisse ein Konfidenzintervall von 99% zeigen. Aus den
Messungen wurde die individuelle Nachrichtenverzo¨gerung (nach einer Synchro-
nisierung zwischen Sender und Empfa¨nger) mit einer Genauigkeit von ca. 1 ms
ermittelt.
4.4.1 Pfadausfall bei einer Assoziation mit zwei Pfaden
Fa¨llt der Prima¨rpfad einer Assoziation mit zwei Pfaden aus, so werden die
a¨ltesten Daten-Chunks nach Ablauf des Retransmission Timers (RTO) u¨ber
den Sekunda¨rpfad (erfolgreich) neu u¨bertragen und besta¨tigt. Alle von der An-
wendung neu gesendeten Nachrichten werden zuna¨chst wieder (erfolglos) u¨ber
den Prima¨rpfad u¨bertragen und ko¨nnen fru¨hestens beim na¨chsten Ablauf des
Retransmission Timers erfolgreich u¨ber den Sekunda¨rpfad gesendet werden. Die
neuen Nachrichten verbleiben also in der Sendewarteschlange, bis schließlich der
bei jeder Neuu¨bertragung inkrementierte Fehlerza¨hler des Pfades den Schwell-




























Abbildung 4.6: Dauer der Failover-Prozedur (Assoziation mit zwei Pfaden)
Endpunkt nicht mehr u¨ber den Prima¨rpfad erreicht werden kann. Die Anwen-
dung wird in der Regel darauf mit einer ¨Anderung des Prima¨rpfads reagieren (vgl.
SETPRIMARY im Abschnitt A.1) und den bisherigen Sekunda¨rpfad zum neuen
Prima¨rpfad machen. Diese Aktion wird nach einer Zeit tfail durchgefu¨hrt, die mit
PRL  RTOmin  tfail  PRL  RTOmax (4.7)
abgescha¨tzt werden kann.
Die Changeover-Prozedur wird fru¨hestens nach der Zeit tfail eingeleitet und ist
beendet, wenn alle in der Warteschlange befindlichen alten Daten-Chunks u¨ber
den neuen Pfad gesendet wurden und die durchschnittliche Wartezeit in der Sen-
dewarteschlange wieder den urspru¨nglichen Wert erreicht (bei identischen Cha-
rakteristika der beiden Pfade).
Die maximale Nachrichtenverzo¨gerung erleiden Nachrichten, die beim letz-
ten Ablauf des Neuu¨bertragungs-Timers u¨bertragen werden (siehe auch Abbil-
dung 4.5).
Die folgenden Abbildungen 4.6 und 4.7 zeigen die Ergebnisse der Untersuchun-
gen [47]. Sie dokumentieren das Verhalten des SCTP beim Pfadausfall in der
Konfiguration mit zwei Pfaden fu¨r verschiedene Werte des Parameters PRL und
RTOmax und geben die im Experiment gemessene maximale Verzo¨gerung von
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Abbildung 4.7: Maximale Nachrichtenverzo¨gerung (Assoziation mit zwei Pfaden)
Nachrichten und die Dauer der Changeover-Prozedur wieder. Eine abschließende
Bewertung findet sich in Abschnitt 4.4.3.
4.4.2 Pfadausfall bei zwei Assoziationen mit einem Pfad
Ab dem Zeitpunkt des Pfadausfalls werden alle Daten-Chunks innerhalb der
ersten Assoziation u¨ber den ausgefallenen Pfad neu u¨bertragen. Da alle diese
Neuu¨bertragungen erfolglos sind, verbleiben alle Daten zuna¨chst in der War-
teschlange. Bemerkt die Anwendung den Pfadausfall, so wird gleichzeitig die
zugeho¨rige Assoziation beendet, da deren einziger Pfad nicht mehr verfu¨gbar
ist. Die nicht erfolgreich u¨bertragenen Daten werden von der Anwendung
zuru¨ckgeholt und u¨ber die zweite Assoziation u¨bertragen. Den typischen Ver-
lauf der Nachrichtenverzo¨gerung u¨ber der Zeit bei diesem Verfahren zeigt Ab-
bildung 4.8.
Abbildung 4.9 gibt anschaulich fu¨r die die entsprechenden Parameter PRL/ARL=1 : : : 4 und RTOmin = 40 ms die maximale Verzo¨gerung der u¨bertragenen Nach-
richten in Abha¨ngigkeit vom Parameter RTOmax wieder. Die ersten erfolgreich
u¨bertragenen Daten ko¨nnen in diesem Fall erst nach dem Ausfall der Pfades bzw.
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Abbildung 4.10: Dauer der Failover-Prozedur (zwei Assoziationen mit einem
Pfad)
tdelay;max, die die a¨ltesten Nachrichten erleiden, kann abgescha¨tzt werden (unter
der Annahme, dass die Nachrichten auf dem sekunda¨ren Link eine Verzo¨gerung
von tdelay;2 erleiden):
ARL  RTOmin + tdelay;2  tdelay;max  ARL  RTOmax + tdelay;2 (4.8)
Abbildung 4.10 zeigt die resultierenden Zeiten fu¨r die Dauer der gesamten
Changeover-Prozedur.
4.4.3 Bewertung der Ergebnisse
Die in den vorigen Abschnitten vorgestellten Ergebnisse dokumentieren, dass
SCTP in einer Konfiguration mit zwei Pfaden in der Regel zu einem gu¨nstigeren
Verhalten (geringere durchschnittliche und maximale Nachrichtenverzo¨gerung)
im Falle eines Pfadausfalls fu¨hrt, als eine Konfiguration mit zwei Assoziatio-
nen, die single-homed betrieben werden [47]. Dies ist um so bedeutsamer, als
beide Konfigurationen mo¨gliche Realisierungen eines MTP2-Linksets darstellen
ko¨nnen.
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In den gegebenen untersuchten Szenarien war u¨ber einen weitreichenden Parame-
terraum (RTOmax  200 ms und PRL 3) die Gesamtdauer des Changeovers fu¨r
die Konfiguration einer SCTP-Assoziation mit zwei Pfaden geringer als 800 ms
und erfu¨llt damit die Anforderungen an Changeover-Prozeduren nach [31]. In
einem kontrollierten Netz, in dem zusa¨tzliche Nachrichtenverzo¨gerungen durch
¨Uberlast und nachfolgende Neuu¨bertragungen ausgeschlossen werden ko¨nnen,
genu¨gt also SCTP in dieser Konfiguration den Anforderungen an den Transport
von MTP2-Primitiven.
In der zweiten untersuchten Konfiguration mu¨ssen die Parameter restriktiver
gewa¨hlt werden (RTOmax  200 ms und PRL 2), damit die entsprechenden
Anforderungen erfu¨llt werden.
Kapitel 5
Modellierung und Bewertung des
SCTP
In diesem Kapitel werden zuna¨chst die Randbedingungen fu¨r die Implemen-
tierung eines zur Simulation geeigneten Modells des SCTP erla¨utert. Es folgt
eine Darstellung der Struktur und der Implementierung des Modells, bevor in
den Abschnitten 5.5ff ausgewa¨hlte Simulationsergebnisse vorgestellt werden. Das
im Laufe dieser Arbeit entstandene Modell wurde im Quellcode von einer For-
schungsgruppe eines international orientierten europa¨ischen Netzbetreibers lizen-
siert und wird dort zur Bewertung des SCTP-Protokollverhaltens eingesetzt.
5.1 Zielsetzung der Protokollmodellierung
Ein wesentlicher Bestandteil dieser Arbeit sind Untersuchungen des Protokoll-
verhaltens des SCTP, die an einem Simulationsmodell durchgefu¨hrt wurden.
Der Schwerpunkt dieser Untersuchungen liegt auf dem Verhalten des SCTP-
Datenpfads, sowie den Mechanismen fu¨r die Erkennung der Pfadausfa¨lle.
Modelle von Kommunikationssystemen sind immer zweckgebunden und mu¨ssen
die fu¨r die Untersuchungen relevanten Aspekte der Systeme korrekt widerspie-
geln. Ein weiterer wichtiger Punkt ist die Mo¨glichkeit, auf Parameter eines
Systems Einfluss zu nehmen, um das Systemverhalten geeignet quantitativ
analysieren zu ko¨nnen. Diese Eigenschaften sollten sowohl Modelle, als auch
die zugeho¨rigen Umgebungen und Werkzeuge, in denen diese Modelle unter-
sucht werden, unterstu¨tzen. Vor Beginn der Untersuchungen wurden daher die
verfu¨gbaren Simulationswerkzeuge untersucht (vgl. Abschnitt 5.2) und auf ihre
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Tauglichkeit fu¨r die Simulation des SCTP hin u¨berpru¨ft.
Ferner wurden die notwendigen Elemente des Protokolls sowie Datenformate
festgelegt, die zur Simulation der relevanten Teile des Protokollverhaltens not-
wendig sind, wobei auf die bereits durchgefu¨hrte funktionale Spezifikation
zuru¨ckgegriffen wurde, die in Abschnitt 3.1.2 erla¨utert wurde.
Da die Untersuchungen auf das Verhalten des Datenpfades und die Mechanis-
men der Ausfallerkennung beschra¨nkt sein sollen, wird der SCTP-Controller (vgl.
auch Abbildung 3.2) nicht in der Simulation implementiert, und die unterstu¨tzten
Datenelemente sind neben dem SCTP-Paket generell SCTP-Chunks und im spe-





Dies bedeutet, dass der komplexe Assoziationsauf- und abbau nicht modelliert
wird, und Assoziationen direkt den Zustand Established einnehmen. Jedoch muss
eine Mo¨glichkeit bestehen, den Ausfall einer Assoziation zu modellieren, der ge-
gebenenfalls durch den Ausfall aller Pfade oder die ¨Uberschreitung der Schwell-
werte fu¨r Neuu¨bertragungen auftreten kann.
Ferner soll in der Simulation das Multihoming unterstu¨tzt werden und ein rea-
listisches Modell des IP-Routings zur Verfu¨gung stehen, so dass insbesonde-
re die Effekte untersucht werden ko¨nnen, die SCTP von TCP und UDP unter-
scheiden. Des Weiteren wird angenommen, dass die Berechnung und Pru¨fung
der SCTP Pru¨fsummen gegenu¨ber Laufzeiten und Warteschlangenverzo¨gerungen
zu vernachla¨ssigen sind und dass im Netz Paketverluste, Verzo¨gerungen und Pa-
ketu¨berholungen auftreten ko¨nnen.
5.2 Die ereignisorientierte Simulation
Bei der ereignisorientierten Simulation wird der Zustand eines Systems durch die
Menge aller Variablen beschrieben, die ein System zu einem gegebenen Zeitpunkt
definieren. Die Repra¨sentation durch ein Simulationssystem erfolgt typisch durch
eine Menge von Datenstrukturen, die sich in Abha¨ngigkeit von der Simulations-
zeit a¨ndern (vgl. auch [59]). Ereignisse werden definiert als Zeitpunkte, zu denen
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sich der Zustand des Systems a¨ndert, d.h. bei dem Systemvariablen gea¨ndert wer-
den. Die Simulationszeit ist dabei ein fu¨r die Simulation globaler Parameter. Die
Simulation beruht auf der Modellierung der korrekten zeitlichen Reihenfolge aller
¨Anderungen des Systemzustands, d.h. aller fu¨r ein System relevanten ¨Anderungen
der Systemvariablen und der dazugeho¨rigen Zeitpunkte. Bei der ereignisorientier-
ten Simulation wird angenommen, dass alle Systemvariablen zwischen diskreten
Ereignissen konstant bleiben.
Ein Spezialfall der ereignisorientierten Simulation ist die prozessorientierte Si-
mulation, die in einer Vielzahl von Simulationswerkzeugen zum Einsatz kommt
(vgl. auch Abschnitt 5.2.2): dabei durchlaufen Entita¨ten (z.B. Datenstrukturen, die
Nachrichten modellieren) ein Netz von Stationen, die durch einen oder mehrere
nebenla¨ufige Prozessmodelle beschrieben werden. Beim Durchlauf durch diese
Stationen (z.B. Schichten eines Protokolls) ko¨nnen sowohl die Entita¨ten als auch
die Prozesse ihre Attribute a¨ndern. Daher ist die prozessorientierte Simulation
besonders geeignet fu¨r die Simulation von Kommunikationsprotokollen, bei de-
nen z.B. bereits beim Senden eines Datagramms aufgrund der ¨Ubertragungsrate
des zugeho¨rigen physikalischen Mediums und des Abstands zwischen Sender und
Empfa¨nger der Ankunftszeitpunkt eines Datagramms berechnet werden kann.
Die Menge der Systemereignisse wird typisch in einer Liste verwaltet, die nach
der zugeho¨rigen Simulationszeit der Ereignisse geordnet ist. Das Simulations-
werkzeug u¨bernimmt die Verwaltung der Ereignisliste und fu¨hrt typischerweise
bei jedem Ereignis einen zugeho¨rigen Prozess aus. Das Systemverhalten wird al-
so repra¨sentiert durch eine Abfolge von Prozessen, die die Systemvariablen be-
einflussen und denen jeweils ein Ausfu¨hrzeitpunkt bezogen auf die globale Simu-
lationszeit zugeordnet ist. Die Prozesse werden aktiviert, wenn die globale Simu-
lationszeit den dem Prozess zugeordneten Ausfu¨hrzeitpunkt erreicht und laufen
bis zu ihrem Ende ab, ohne dass die Simulationszeit fortschreitet.
Daru¨ber hinaus definiert das Simulationswerkzeug eine Schnittstelle fu¨r Prozes-
se, mit der diese die Ereignisliste manipulieren ko¨nnen. Typische Funktionen sind
z.B. das Hinzufu¨gen oder Lo¨schen eines Ereignisses zu einem bestimmten Zeit-
punkt (entspricht im Wesentlichen dem Starten oder Stoppen eines Timers bei
einem Protokoll).
Simulationswerkzeuge unterstu¨tzen unterschiedliche Varianten der Interprozess-
kommunikation, die entscheidend fu¨r die Simulation von Kommunikationsproto-
kollen sind. Dazu geho¨ren z.B. das Senden von Nachrichten an andere Prozesse,
die sofort oder zu einem spa¨teren Zeitpunkt bei diesem Prozess eintreffen und ein
neues Ereignis darstellen.
Ferner mu¨ssen auch Schnittstellen zur Ausgabe relevanter, ereignisbezogener Da-
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ten angeboten werden. Dies dient dem Verfolgen des Systemverhaltens u¨ber der
Zeit (transientes Verhalten) oder dem Festhalten statistisch interessanter Daten fu¨r
eine spa¨tere Auswertung.
5.2.1 Statistische Auswertung von Simulationsergebnissen
Ausgaben einer ereignisorientierten Simulation sind typisch entweder Daten, die
das Verhalten des simulierten Systems in Abha¨ngigkeit der Simulationszeit (al-
so transient) widerspiegeln, oder eindimensionale Werte, die das Verhalten des
Systems in Abha¨ngigkeit von bestimmten Systemparametern mit einer einzi-
gen Kenngro¨ße beschreiben. Auf das SCTP bezogen sind solche Systempara-
meter z.B. die Anzahl der durchgefu¨hrten Neuu¨bertragungen u¨ber einen gege-
benen Pfad, bevor dieser den Zustand unerreichbar annimmt (vgl. Parameter PRL
in 4.4), oder die maximale RTO (vgl. auch RTOmax in Abschnitt 2.3.7.1).
Die Ergebnisse einer Simulation erlauben die Untersuchung eines bestimm-
ten Aspektes des Systems in Abha¨ngigkeit von gewa¨hlten Parametern und in
Abha¨ngigkeit von einer bestimmten Systemtopologie. Dazu werden in diesen
Simulationsla¨ufen typische Leistungsmaße eines Systems bestimmt, wie z.B.
der Durchsatz eines ¨Ubertragungsprotokolls, Last auf einem Link oder Warte-
und ¨Ubertragungszeiten von Nachrichten. Es wird davon ausgegangen, dass die
Kennzahlen fu¨r die Leistungsmaße aus den einzelnen Simulationsla¨ufen un-
abha¨ngige Stichproben aus einer Grundgesamtheit darstellen, die durch eine glei-
che Verteilungsdichtefunktion gekennzeichnet ist.
Aussagen u¨ber Parameter einer Stichprobe, wie z.B. u¨ber Erwartungswerte von
Leistungsmaßen aus mehreren Simulationsla¨ufen, werden durch Stichproben-
funktionen getroffen, deren Funktionswerte Scha¨tzungen fu¨r die Parameter und
somit selbst Zufallsvariablen darstellen. Als Scha¨tzwert fu¨r den Erwartungswert
einer Grundgesamtheit bietet sich beispielsweise das empirische Mittel einer (re-
pra¨sentativen) Stichprobe aus dieser Grundgesamtheit an.
Die Angabe solcher Stichprobenparameter ist aber nur aussagekra¨ftig, wenn auch
gleichzeitig Aussagen u¨ber ihre Genauigkeit bzw. ihre Sicherheit gemacht wer-
den. Gema¨ß [12] gilt bei der Konfidenzscha¨tzung fu¨r das arithmetische Mittel 
einer Stichprobe bei unbekannter Standardabweichung ﬀ aus einer nach N(; ﬀ)
normalverteilten Grundgesamtheit, dass die Gro¨ße
X   S pn (5.1)
einer t-Verteilung mit n   1 Freiheitsgraden genu¨gt. Dabei ist n der Stichprobe-
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numfang, X der Erwartungswert (also der tatsa¨chliche Mittelwert) der Zufallsva-
riablen X in der Grundgesamtheit,  das arithmetische Mittel aus der Stichprobe,
und S die Standardabweichung von X in der Stichprobe.
Es gilt dann fu¨r das Konfidenzniveau p = 1   , bzw. fu¨r die vorgegebene Irr-
tumswahrscheinlichkeit :
P  X   Spnt;n 1 <  < X + Spnt;n 1
! = p = 1   (5.2)
Typische Werte fu¨r  sind z.B.  = 0; 05,  = 0; 02 oder  = 0; 01. Die kor-
respondierenden Werte t;n 1 der t-Verteilung des Freiheitsgrades n   1 und der
Irrtumswahrscheinlichkeit  ko¨nnen dann aus einer Tabelle entnommen werden
(vgl. auch Abschnitt 1.1.2.11 von [12]). Mittels dieser Formel kann also ein Inter-
vall angegeben werden, in dem der tatsa¨chliche Erwartungswert einer Zufalls-
variablen mit einer gewissen Sicherheit liegt (z.B. “Mit einer Wahrscheinlich-
keit von 99 % liegt der mittlere Durchsatz einer bestimmten Konfiguration eines
¨Ubertragungssystems in dem Intervall 1,2 MBit/s bis 1,4 MBit/s”).
Nach Analyse der Auswirkung von Parametereinstellungen auf die relevanten
Leistungsmaße eines Systems kann der Anwender bei der Wahl geeigneter Sy-
stemparameter unterstu¨tzt und ein System in Hinblick auf bestimmte Leistungs-
maße optimiert werden. Typische Leistungsmaße bei Kommunikationsnetzen sind
z.B. Wartezeit, Verweilzeit, Antwortzeit, Dienstabwicklungsdauer, Warteschlan-
genla¨nge, Ressourcenauslastung und Durchsatz [59].
5.2.2 Simulationswerkzeuge
Im Bereich der ereignisorientierten Simulation von Kommunikationsprotokollen
und Netztopologien gibt es eine ganze Reihe von Simulationswerkzeugen, die
mit unterschiedlichen Schwerpunkten konzipiert wurden. Im Folgenden werden
die relevanten Eigenschaften der wichtigsten dieser Programme kurz erla¨utert. Zu
diesen Eigenschaften za¨hlen u.a.
 die Art der Simulation (z.B. ereignisorientiert, hybride Mischung aus ereig-
nisorientierter Simulation und stochastischen Methoden und Analyse von
realen Traces),
 Mo¨glichkeit zur Spezifikation von komplexen und hierarchischen Topolo-
gien,
 Unterstu¨tzung einfacher und komplexer Schichtmodelle,
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 Einfache Spezifikation neuer Protokollschichten und unterstu¨tzte Spezifika-
tionssprachen,
 Mo¨glichkeiten zur Analyse der Simulationsergebnisse,
 mitgelieferte und erweiterbare Modellbibliotheken und Quellenmodelle,
 Skalierbarkeit und
 unterstu¨tzte Rechner-Plattformen, Lizensierung.
5.2.2.1 BONeS
BONeS (fu¨r Block Oriented Network Simulator) ist eine Simulationsumgebung
mit grafischer Benutzeroberfla¨che, die es erlaubt, Systeme modular zu spezifizie-
ren. Die Module bestehen entweder aus endlichen Zustandsautomaten, aus in C
oder C++ programmierten Funktionen oder aus hierarchisch angeordneten Block-
diagrammen. Blo¨cke ko¨nnen auf Eingaben reagieren und Ausgaben erzeugen.
Die oben erwa¨hnten Grundbausteine (C/C++ Funktionen, endliche Zustandsauto-
maten und hierarchische Blockdiagramme) ko¨nnen zu weiteren Blo¨cken zusam-
mengesetzt werden, was prinzipiell eine beliebige Schachtelungstiefe und damit
eine hohe Abstraktion von Funktionalita¨ten erlaubt. Innerhalb eines zusammen-
gesetzten Moduls werden die Blo¨cke, die die Bausteine des Moduls darstellen,
als Signalfluss-Blockdiagramme miteinander verbunden. ¨Uber diese Verbindun-
gen werden Datenstrukturen u¨bertragen, die z.B. Netzwerkpakete modellieren
ko¨nnen.
Durch die generische Struktur von Modellen ko¨nnen so verschiedenste Anwen-
dungen und Datenu¨bertragungssysteme (wie Protokolle, Prozessorsysteme und
verteilte Rechnerarchitekturen) modelliert werden. Die Entwicklungsumgebung
von BONeS bringt neben generischen Quellen- und Link-Modellen auch Modelle
fu¨r Standard-Protokolle wie TCP mit.
BONeS wurde im Rahmen der Kooperation mit Siemens benutzt, um anfa¨nglich
das Verhalten des Protokolls MDTP [84], dem Vorla¨ufer des SCTP, im Vergleich
zu TCP zu untersuchen. Dabei wurden Unzula¨nglichkeiten bei den Flusskontroll-
Algorithmen festgestellt und als Ergebnis in die IETF-Standardisierung einge-
bracht. In Konsequenz fu¨hrte dies dazu, dass SCTP als Nachfolger des MDTP
einen dem TCP a¨hnlichen Flusskontroll-Algorithmus erhalten hat. Seit Anfang
2000 ist BONeS nicht mehr verfu¨gbar.
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5.2.2.2 Network Simulator 2 (NS-2)
Der Network Simulator Version 2 (NS-2) ist ein ereignisorientierter Simulator, der
von der Universita¨t Berkeley entwickelt wurde, um insbesondere Varianten von
IP-basierten Netzen zu untersuchen. Simulationen werden in NS-2 durch Inter-
pretation von oTcl-Skripten [92] ausgefu¨hrt, in denen Netzwerktopologien und
Anwendungsverhalten beschrieben werden. Der eigentliche Kern des Simulators
besteht aus Modellen, deren Verhalten in C++ beschrieben wird.
Wird in einem oTcl-Skript ein Objekt instantiiert, so fu¨hrt der Simulator entspre-
chende C++ Funktionen aus, durch die ein solches Objekt im Speicher angelegt
wird. Ferner bieten oTcl-Prozeduren die Mo¨glichkeit, eine Simulation flexibel zu
steuern, indem Variablen und Schleifen zur Simulation verschiedener Parameter
benutzt werden, Anwendungen gestartet oder gestoppt werden, Links ausfallen,
oder zu u¨berwachende Statistiken angegeben werden.
Interessant bei NS-2 ist insbesondere der objektorientierte Ansatz, der es einfach
erlaubt, von einem Modell abgeleitete Klassen zu erzeugen, die Varianten des zu-
grunde liegenden Modells sind. In diesen Varianten ko¨nnen einzelne Funktionen
auf unterschiedliche, aber a¨hnliche Weise implementiert (u¨berladen) sein, was ei-
ne einfache Analyse von Modellvarianten erlaubt.
NS-2 stellt eine umfangreiche Modellbibliothek zur Verfu¨gung, in der
u¨berwiegend IP-basierte Modelle, aber auch Modelle fu¨r drahtlose Funkzugangs-
netze zu finden sind. Dazu geho¨ren z.B. IP und verschiedene TCP-Varianten, UDP,
RTP, RTCP, Routing-Protokolle, verschiedene Queueing-Mechanismen in Rou-
tern (FIFO, RED, WFQ, CBQ, SFQ, DRR), MPLS, und Multicast-Protokolle.
Auch Anwendungsprotokolle wie HTTP, FTP, sowie Quellenmodelle, die CBR-
Verkehr u¨ber UDP erzeugen, sind implementiert.
Die Elemente zu untersuchender Modelle sind Links und Knoten, deren Topolo-
gie in einer Textdatei als oTcl-Skript beschrieben wird. Fu¨r die Erzeugung sehr
komplexer Topologien existieren Tools, die die entsprechenden Skripte generie-
ren.
Die Implementierung und Simulation eines neuen Protokolls in NS-2 geschieht
typisch in mehreren Schritten: zuna¨chst wird die Protokollimplementierung in
Form von C++ Klassen und oTcl-Funktionen zur Code-Basis des Simulators hin-
zugefu¨gt. Knoten, die das das entsprechende Protokoll einsetzen, werden in ei-
nem Simulationsskript instantiiert und die Simulation ausgefu¨hrt. Abschließend
ko¨nnen die ausgegebenen Ergebnisse analysiert werden.
Die Ergebnisse gibt NS-2 u.a. in Form eines sog. Tracefiles aus, in dem alle Er-
eignisse einer Simulation festgehalten werden. Aus diesem Tracefile erzeugt das
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dazu geho¨rige Programm NAM (Network Animator) auf Wunsch eine animierte
Darstellung des Paketflusses, in der auch Parameter wie die La¨ngen von Warte-
schlangen in Routern angezeigt werden ko¨nnen.
Von allen hier vorgestellten Simulationstools bietet NS-2 aufgrund des hohen
Speicherbedarfs wa¨hrend der Simulation die schlechteste Skalierbarkeit. Die
internen Schnittstellen, auf die zuru¨ckgegriffen werden muss, um neue Model-
le hinzuzufu¨gen, sind komplex und unzula¨nglich dokumentiert. Eine Nachbear-
beitung der Ergebnisse erfolgt durch separate Statistikprogramme, die nicht zur
Distribution von NS-2 geho¨ren.
Im Hinblick auf die Modellierung des SCTP ist anzumerken, dass es zumindest
schwierig ist, einen Knoten auf einfache Weise so zu modellieren, dass er das
IP-Multihoming mit entsprechendem IP-Routing unterstu¨tzt.
Schließlich ist NS-2 ein Programm, das als Open Source der Allgemeinheit als
Quellcode zur Verfu¨gung steht und daher von sehr vielen Forschungsgruppen
weltweit benutzt wird. Dies trug zur erheblichen Verbreitung und Akzeptanz die-
ses Simulators bei.
5.2.2.3 QualNet/GloMoSim
QualNet basiert auf dem fu¨r Universita¨ten frei erha¨ltlichen Simulator GloMoSim,
der an der Universita¨t von Kalifornien (UCLA) entwickelt wurde. Der Fokus die-
ser mittlerweile nicht mehr gepflegten Simulationsbibliothek war es, skalierba-
re Netzwerkmodelle drahtloser Netze zu schaffen, die parallel auf heterogenen
Architekturen simuliert werden ko¨nnen. Die Sprache, die zur Implementierung
von Modellen benutzt wird, ist C-basiert und nennt sich PARSEC. Ihr Hauptmerk-
mal ist die funktionale Trennung der Modellbeschreibung vom Simulationsproto-
koll, damit sowohl sequenziell als auch parallel simuliert werden kann. Aufgrund
dieser strikten Trennung sind Simulationen auf Basis von GloMoSim/QualNet
hochgradig skalierbar, d.h. es ko¨nnen Systeme in der Gro¨ßenordnung mehrerer
tausend Knoten simuliert werden. Protokolle sind in Schichten implementiert, was
es bei Einhaltung der Schnittstellen zwischen den Schichten a¨hnlich wie bei OSI
einfach erlaubt, einzelne Schichten durch Modifikationen zu ersetzen, ohne andere
Schichten a¨ndern zu mu¨ssen. GloMoSim kommt zwar nahezu ohne Dokumenta-
tion, aber es gibt eine ganze Reihe von Protokollen, die implementiert wurden:
 Anwendungsprotokolle wie Telnet, FTP, HTTP und CBR-Quellen,
 die Transportprotokolle TCP in den Varianten FreeBSD und Tahoe, sowie
UDP,
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 Routing-Protokolle, insbesondere auch fu¨r Wireless/AdHoc-Protokolle
(AODV, DSR, OSPF, LAR, u.a.),
 Layer2-Protokollen wie CSMA und Wireless LAN (IEEE 802.11).
Daru¨ber hinaus gibt es eine Reihe von Mobilita¨ts-Modellen sowie Modelle fu¨r die
Ausbreitung elektromagnetischer Wellen.
QualNet, das kommerziell vertrieben wird und auf GloMoSim basiert, ist eine
Weiterentwicklung, welche die meisten der Schwa¨chen von GloMoSim behebt: so
steht neben ausfu¨hrlicher Dokumentation kommerzieller Support zur Verfu¨gung,
und QualNet liefert nahezu alle relevanten Protokollmodelle in einer Standard-
Bibliothek mit dem Simulator. Diese Modelle ko¨nnen durch Parameter konfigu-
riert werden, ihr Verhalten aber nicht grundsa¨tzlich gea¨ndert werden.
Die QualNet Developer Suite besteht aus fu¨nf Modulen:
1. Animator, ein Tool zur Erstellung von Netz- und Protokoll-Topologien und
zur Animation von Simulationen.
2. Designer, ein Programm zur Erstellung von Modellen, die auf endlichen
Automaten basieren.
3. Analyzer, ein Programm zur Analyse von Statistik-Werten und Simulations-
ausgaben.
4. Tracer, ein Programm zur Analyse des Paketflusses (auch beim Durchlauf
durch die einzelnen Protokollschichten) und
5. Simulator, der eigentliche Simulations-Kern, der Ereignisse verwaltet.
QualNet wird nach NS-2 von den meisten Forschungsgruppen weltweit einge-
setzt [58] und gilt somit als gut akzeptiertes Werkzeug. Es liefert umfangreiche
Modellbibliotheken, ist hochgradig skalierbar und gut dokumentiert. Die Nutzung
ist aber grundsa¨tzlich kostenpflichtig (wenn man vom einfacheren GloMoSim ab-
sieht).
5.2.2.4 OMNeT++
OMNeT++ (Objective Modular Network Testbed in C++) ist ein objektorientier-
ter, modularer, ereignisorientierter Simulator, mit dessen Entwicklung 1998 be-
gonnen wurde. Er bietet die Mo¨glichkeit, das Verhalten von Modulen in der Spra-
che C++ zu beschreiben, und liefert grafische Tools zur Erstellung von Topologien
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und zur Animation von Simulationen. OMNeT++ kann zur Simulation sa¨mtlicher
Systeme eingesetzt werden, die Nachrichten austauschen, d.h. seine Anwendung
ist nicht nur auf Netzwerksysteme beschra¨nkt. Module ko¨nnen parametrisiert und
prinzipiell in beliebigen Hierarchien geschachtelt werden. Die Module der unter-
sten Hierarchiestufe werden in C++ implementiert, wobei auch hier einfach von
den Vererbungsmechanismen dieser Sprache Gebrauch gemacht werden kann und
so Varianten bereits bestehender grundlegender Modelle einfach erzeugt werden
ko¨nnen. OMNeT++ ist kein kommerzielles Tool und wird erst seit wenigen Jahren
entwickelt. Daher existieren noch keine so umfangreichen Modell-Bibliotheken,
wie bei allen anderen Simulationsprogrammen. Eine Bibliothek mit IP-basierten
Protokollen ist von der University of Technology, Sydney (UTS) und der CTIE,
Monash University, Melbourne, erha¨ltlich. Die sog. IPSuite und IPv6Suite kom-
men mit Modellen des IP (Versionen 4 bzw. 6), TCP, UDP und RTP, daru¨ber hin-
aus existieren frei erha¨ltliche Modelle der Protokolle MPLS, LDP und RSVP-TE.
Zu den zur Verfu¨gung stehenden Layer2-Modellen geho¨ren neben PPP-Links Mo-
delle des Ethernet (10/100/1000 MBit/s sowie Busse, Hubs und Switches), Token-
Ring, FDDI, Hiperlan/2 und Wireless LAN. OMNeT++ erlaubt das Linken einer
grafischen Schnittstelle zu Simulationen, so dass diese auch interaktiv ausgefu¨hrt
werden ko¨nnen. Dabei ko¨nnen z.B. Variablen sichtbar gemacht und vera¨ndert
werden bzw. ausgetauschte Nachrichten beobachtet werden. Die Ausgabe von
Ergebnissen erfolgt i.A. als Textdatei, wobei verschiedene OMNeT++ Klassen
Statistikfunktionen bieten, mit denen Daten vor der Ausgabe bereits bearbeitet
werden ko¨nnen. Ansonsten kann die Nachbearbeitung einfach durch ¨Ubernahme
der Textdateien in ga¨ngige Statistik-Tools erfolgen (die nicht Teil von OMNeT++
sind). Da OMNeT++ auf C++ und das portable Tcl/Tk aufsetzt, ist es sehr porta-
bel und la¨uft auf allen ga¨ngigen Unix-Systemen, auf MacOS und auf Windows-
Systemen. Es ist als Open Source verfu¨gbar und fu¨r den nicht-kommerziellen Ein-
satz sowie den Einsatz in der Lehre kostenfrei. Fu¨r den Test und die Fehlersuche
ko¨nnen viele verfu¨gbare und sehr leistungsfa¨hige Werkzeuge genutzt werden (z.B.
valgrind [75]).
Abschließend ist zu sagen, dass OMNeT++ ein viel versprechendes und wohl
strukturiertes Programm ist, das mittlerweile in der Forschung eine immer weitere
Verbreitung findet. Die Erstellung von neuen Modellen ist intuitiv und einfach in




OPNET Modeler ist eine ma¨chtige kommerzielle Simulationsumgebung fu¨r die
ereignisorientierte und hybride Simulation von Protokollen und Kommunikations-
netzen. Das Verhalten von Modellen wird anhand von erweiterten Zustandsauto-
maten spezifiziert, die bei Zustandsa¨nderungen Funktionen ausfu¨hren ko¨nnen. Die
dabei verwendete Sprache ist Proto-C, eine um Bibliotheksfunktionen erweiterte
Variante der Sprache C (auch die Nutzung von C++ ist grundsa¨tzlich mo¨glich).
OPNET unterstu¨tzt die Hierarchiestufen Prozess (auf der untersten Ebene),
Knoten und Subnetz bzw. Netz. Das eigentliche Verhalten wird dabei auf Prozess-
ebene festgelegt; in einem Knoten ko¨nnen verschiedene Prozesse nur noch mit-
einander verbunden (und parametrisiert), aber nicht mehr grundsa¨tzlich vera¨ndert
werden. In einem Knoten werden so z.B. auch die einzelnen Protokollschichten
miteinander verbunden. Dies erlaubt es fu¨r ein schnelles Prototyping auch, nach
geringfu¨gigen Modifikationen eines zugrunde liegenden Modells, tiefer gelegene
Protokollschichten auszulassen und z.B. gleich zwei benachbarte Instanzen eines
Transportprotokolls direkt miteinander zu verbinden. Mit dem Netzwerk-Editor
schließlich werden die zu simulierenden Netztopologien durch Verknu¨pfen von
Knotenmodellen mit Links erstellt.
Zum OPNET Modeler geho¨rt eine umfangreiche Bibliothek unterstu¨tzter Pro-
tokolle und Modelle fu¨r Netzwerkgera¨te wie Router, Switches etc. unterschied-
licher Hersteller. Neben den Standard-Protokollen IP (Version 4 und 6), TCP,
UDP geho¨ren Routing-Protokolle (RIP, OSPF, IGRP, EIGRP, BGP) und Layer-2
Protokolle wie Ethernet, FDDI, TokenRing, FrameRelay und PPP zum Standar-
dumfang. Auch Modelle des ATM oder fu¨r IP-basierte QoS-Protokolle werden
standardma¨ßig mitgeliefert. Fu¨r Simulation von Mobilita¨tsprotokollen und MPLS
mu¨ssen kostenpflichtige Erweiterungen beschafft werden.
Fu¨r jede der erwa¨hnten Hierarchiestufen besitzt der Modeler einen eigenen gra-
fischen Editor, was eine komfortable Spezifikation von Systemen erlaubt. Des
Weiteren besitzt der OPNET Modeler ein Analysemodul, welches zur schnellen
Auswertung von Statistiken einer Simulation dient, aber auch die Erfassung von
Daten mehrerer Simulationsla¨ufe mit unterschiedlichen Parametern zula¨sst. Da-
bei ko¨nnen z.B. Konfidenzintervalle einfacher Ergebnisse gebildet und dargestellt
werden. Der Modeler setzt einen C/C++ Compiler auf der verwendeten Plattform
voraus und unterstu¨tzt Solaris, HP-UX und Windows (2000 und XP). Eine Spezi-
fikation und Integration eigener Transportprotokolle ist generell mo¨glich, ebenso
wie die Erweiterung bzw. ¨Anderung bestehender Protokolle und Modelle, da alle
Modelle der Funktionsbibliothek im Quellcode vorliegen.
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5.2.3 Diskussion geeigneter Simulationswerkzeuge
Zum Zeitpunkt der Modellierung des SCTP stand das Werkzeug BONeS (vgl. Ab-
schnitt 5.2.2.1) nicht mehr zur Verfu¨gung, da Herstellung und Support seit Anfang
2000 eingestellt worden war. Fu¨r NS-2 existiert bereits seit 2003 eine von einer
Gruppe an der Universita¨t Delaware entwickelte SCTP-Implementierung [15].
Da eine unabha¨ngige Bewertung des SCTP gewu¨nscht war, schied eine Nutzung
dieser Implementierung als Grundlage fu¨r nachfolgende Untersuchungen aus die-
sem Grund aus. Daru¨ber hinaus unterstu¨tzt NS-2 keine Knoten, die natives Multi-
homing zur Verfu¨gung stellen. Dieses Problem wurde in der NS-2 Implementie-
rung von Caro et. al. [15] dadurch umgangen, dass ein SCTP-Agent definiert wur-
de, der ein Konglomerat mehrerer Knoten darstellt. Zu diesen geho¨ren Interface-
Knoten, die den eigentlichen Verkehr erzeugen, und ein Kern-Knoten, der Verbin-
dungen zu mehreren Interface-Knoten besitzt und bei der ¨Ubertragung von Nach-
richten fu¨r die entsprechende Auswahl ausgehender Interfaces sorgt. Das aus-
gewa¨hlte Simulationswerkzeug sollte daher eine mo¨glichst realistische Implemen-
tierung der IP-Protokollschichten liefern und natives Multihoming unterstu¨tzen.
OMNeT++ schien zum Zeitpunkt des Beginns der Arbeit noch nicht genu¨gend
ausgereift, besitzt aber durchaus das notwendige Potenzial zu einem ausreichen-
den Simulationswerkzeug. Insbesondere der u¨berlegte und klar strukturierte Auf-
bau u¨berzeugt; ferner existieren Implementierungen aller im IP-Umfeld notwen-
digen Protokollschichten und Netzwerkelemente.
So reduzierte sich die Auswahl mo¨glicher Simulationswerkzeuge auf den OPNET
Modeler, der bereits am Lehrstuhl erfolgreich eingesetzt wurde und auf die Kom-
bination QualNet/GloMoSim. Aus Mangel an Erfahrungen mit letzterer Umge-
bung und aus Kostengru¨nden schied diese Kombination jedoch ebenfalls aus, und
es wurde entschieden, die Implementierung mit dem OPNET Modeler durch-
zufu¨hren. Dieses Werkzeug erlaubt zumindest eine einfache Integration des neuen
Transportprotokolls in bestehende Host-Modelle, die auch die volle Funktionalita¨t
der IP-Protokollschichten (inklusive Multihoming und Routing) bieten.
5.3 Struktur des Simulationsmodells
In Abschnitt 5.1 wurde bereits erwa¨hnt, dass die Modellierung des SCTP mit dem
Ziel verfolgt wurde, den Datenpfad und relevante Teile der Pfadu¨berwachung zu
implementieren. Die Implementierung erfolgte unter folgenden Randbedingun-
gen:
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 Festlegung auf den OPNET Modeler als Simulator.
 ¨Ahnlichkeit der SCTP-Implementierung zu der bestehenden TCP-
Implementierung wird angestrebt (insbesondere bezu¨glich der Anwen-
dungsschnittstellen).
 Unterstu¨tzung von Knoten mit nativem IP (Version 4) und Multihoming.
 SCTP-Assoziationen zwischen Endpunkten werden statisch konfiguriert.
Es zeigte sich im Laufe der Arbeit, dass insbesondere die zweite Randbedingung
( ¨Ahnlichkeit der Anwendungsschnittstellen) aufgrund der komplexen Anwen-
dungsmodelle des OPNET Modeler nicht eingehalten werden konnte. Im Modeler
benutzen Anwendungsmodelle, die auf ein Transportprotokoll aufsetzen (mithin
auf TCP oder UDP) eine Abstraktionsschicht, den sog. Transport Adaptation
Layer (TPAL). Da SCTP aber Dienste zur Verfu¨gung stellt, die die Fa¨higkeiten
von UDP oder TCP u¨bersteigen (z.B. die teilweise Reihenfolgesicherung, oder
Nachrichtenstro¨me), stellt der TPAL eine unzureichende Schnittstelle dar, die die
neuen Eigenschaften des SCTP nicht zu nutzen vermag. Daher wurden fu¨r die
Simulationen mit dem im Laufe dieser Arbeit erstellten SCTP-Modell eigene An-
wendungen definiert, die weiter unten im Abschnitt 5.3.4 erla¨utert werden.
5.3.1 ¨Uberblick u¨ber das SCTP-Modell
Das im Laufe der Arbeit erstellte SCTP-Modell besteht aus zwei OPNET Prozes-
sen. Der erste ist ein statisch erzeugter Basisprozess (sctp dispatcher), welcher in
einem Netzknoten genau einmal existiert. Er verarbeitet Nachrichten und Dienst-
primitive, die von der Anwendungsschicht an das SCTP-Protokoll gesendet wer-
den, sowie Datagramme der IP-Schicht, die den Protokoll-Typ SCTP aufweisen.
Er wird im Folgenden auch mit Verteiler-Prozess bezeichnet.
Der zweite Prozess wird von dem Basisprozess zur Simulationszeit dynamisch
erzeugt. Er repra¨sentiert eine (etablierte) SCTP-Assoziation und erha¨lt vom
Verteiler-Prozess die fu¨r die jeweilige Assoziation bestimmte Nutzlast der emp-
fangenen IP-Datagramme, sowie Anwendungsnachrichten und von der Anwen-
dung aufgerufene Dienstprimitive. Im Folgenden wird dieser Prozess auch mit
Assoziations-Prozess bezeichnet.
Abbildung 5.1 zeigt die Einbindung des SCTP Verteiler-Prozesses in einen Netz-
knoten. Er besitzt zum einen ein direktes Interface zur SCTP-Anwendung, zum
anderen ist er, a¨hnlich wie die Prozesse, die TCP und UDP implementieren, mit
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Abbildung 5.1: Netzknoten mit SCTP-Unterstu¨tzung
der IP-Schicht verbunden. Ein Assoziations-Prozess sendet empfangene Nutz-
daten direkt an die Anwendung und reicht ausgehende SCTP-Pakete an den IP-
Prozess weiter.
5.3.2 Der SCTP Datenpfad
Das Verhalten einer Assoziation wird praktisch vollsta¨ndig in dem Assoziations-
Prozess realisiert, der in Abbildung 5.2 dargestellt ist. Sie stellt anschaulich die
Ereignisse dar, auf die der Prozess reagiert. Im Einzelnen sind dies:
 Initialisierung einer Assoziation (ASSOC CREATE),
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Abbildung 5.2: Prozess-Modell einer SCTP-Assoziation
 Erhalt einer zu sendenden Nachricht von der Anwendung
(ULP SEND REQ),
 Abholen empfangener und zustellbereiter Nachrichten durch die Anwen-
dung (ULP RECV REQ),
 Setzen eines (neuen) Prima¨rpfads durch die Anwendung (SET PRIMARY),
 Ankunft eines IP-Datagramms, in dem ein SCTP-Paket mit Chunks enthal-
ten ist (SCTP PACKET ARRIVAL),
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 Terminierung einer Assoziation durch ¨Uberschreiten einer Fehlerschwelle
(ASSOC CLOSE) und
 Ablauf eines Protokoll-Timers (TIMER EXPIRED).
Ist die Assoziation beendet, so kann die Anwendung Nachrichten, deren Erhalt
nicht vom anderen Kommunikationsendpunkt besta¨tigt wurde, oder die gar nicht
erst gesendet werden konnten, zuru¨ckholen und gegebenenfalls anderweitig bear-
beiten oder u¨bertragen (RETRIEVAL).
5.3.2.1 Senden von SCTP-Nachrichten
Der Sendepfad des Modells reagiert auf die folgenden Ereignisse:
 Erhalt einer zu sendenden Nachricht von der Anwendung,
 Ankunft eines SCTP-Pakets mit einem SACK-Chunk,
 ¨Uberschreiten der Fehlerschwelle path.max.retrans eines Pfades und an-
schließende Aktivierung/Deaktivierung dieses Pfades,
 ¨Uberschreiten einer Fehlerschwelle assoc.max.retrans und anschließende
Terminierung der Assoziation und
 Ablauf eines Neuu¨bertragungs-Timers (T3 Retransmission Timer).
Wenn die Anwendung eine Nachricht u¨ber einen Stream senden will, so wird
diese u¨ber einen OPNET-Paketstrom als Paket an das SCTP-Modul u¨bertragen.
Die Nachricht wird von einer Datenstruktur begleitet, die ICI (Interface Control
Information) genannt wird. ICIs enthalten die zu den Nachrichten geho¨rigen Pro-
tokollinformationen, wie z.B. Assoziation und Index des Nachrichtenstroms, u¨ber
den die Nachricht gesendet werden soll.
Bei Erhalt der Nachricht generiert der Assoziations-Prozess eine Datenstruktur, in
der die Nachricht, sowie alle relevanten Protokolldaten (Strom-Sequenznummer,
TSN, Flags, benutzte Pfade, Zeit des letzten Sendeversuchs etc.) gespeichert wer-
den. Diese Datenstruktur (nachfolgend Chunk-Struktur genannt) wird im Folgen-
den in verschiedenen Warteschlangen des Assoziations-Prozesses gespeichert, bis
sie nach erfolgreicher ¨Ubertragung und Besta¨tigung durch den assoziierten SCTP-
Endpunkt gelo¨scht werden kann.
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Die Schicht, in der die SCTP-Nachrichtenstro¨me verwaltet werden, besteht aus
mehreren Warteschlangen und dazugeho¨rigen Datenstrukturen, die alle zu senden-
den Nachrichten eines Stroms verwalten: diese werden zuna¨chst in einer FIFO-
Warteschlange gespeichert, nachdem sie mit einer Strom-Sequenznummer verse-
hen wurden. Ferner werden auch noch relevante Statistik-Werte gespeichert.
Die Senderseite des Datenpfads besteht aus zwei weiteren wichtigen Warteschlan-
gen:
1. Die Speicherliste. In ihr werden alle Chunk-Strukturen gespeichert, nach-
dem sie erstmalig an den assoziierten Endpunkt gesendet wurden. Die
Chunk-Strukturen werden aus dieser Liste entfernt und endgu¨ltig gelo¨scht,
nachdem ihr Erhalt endgu¨ltig vom assoziierten Endpunkt besta¨tigt wurde
(oder die Assoziation terminiert ist).
2. Die ¨Ubertragungsliste. In ihr werden Chunk-Strukturen tempora¨r gespei-
chert, wenn sie erneut an den assoziierten Endpunkt u¨bertragen werden.
In diesen beiden Warteschlangen werden die Chunk-Strukturen nach TSNs sor-
tiert. TSNs werden Chunks erstmalig zugeordnet, wenn eine Chunk-Struktur aus
einer Strom-Warteschlange entnommen und gesendet wird. Nun werden Nach-
richten nach dem folgenden Prozess gesendet:
 Bestimmung der na¨chsten zu sendenden Chunk-Struktur: dazu wird
zuna¨chst die ¨Ubertragungsliste u¨berpru¨ft und falls diese nicht leer ist, wird
die erste Chunk-Struktur dieser Liste betrachtet.
 Ansonsten wird eine Scheduler-Funktion aufgerufen, die eine Chunk-
Struktur eines Nachrichtenstroms auswa¨hlt.
 ¨Uberpru¨fung der Sendebereitschaft: Erlauben die Regeln und Parameter
der Fluss- und ¨Uberlastkontrolle das Aussenden der ausgewa¨hlten Chunk-
Struktur, so wird diese (gegebenenfalls mit einem SACK-Chunk) in einem
neuen SCTP-Paket gesendet.
 Erstmalig gesendete Chunk-Strukturen werden in die Speicherliste einge-
tragen.
 Referenzen auf Chunk-Strukturen werden nach dem Senden aus der
¨Ubertragungsliste oder der Strom-Warteschlange entfernt.
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Durch diese Regeln wird sichergestellt, dass Chunk-Strukturen mit a¨lteren TSNs
vor neuen Nachrichten u¨bertragen werden (wie im RFC 2960 [86] verlangt). Wird
die Assoziation beendet, bevor alle Warteschlangen leer sind, so kann die Anwen-
dung die nicht besta¨tigten oder nicht gesendeten Chunk-Strukturen zuru¨ckholen,
und anderweitig behandeln (engl. Message Retrieval).
Wenn ein SACK-Chunk eintrifft, wird zuna¨chst u¨berpru¨ft, ob dieser neue Daten
besta¨tigt. Ist dies nicht der Fall, wird der SACK-Chunk verworfen. Wird der
CTSNA-Wert des assoziierten Endpunkts erho¨ht, so ko¨nnen die entsprechenden
Chunk-Strukturen aus der Speicherliste entfernt, und der zugeordnete Speicher
freigegeben werden. Anschließend werden die Algorithmen der ¨Uberlastkontrolle
(vgl. auch Abschnitt 2.3.8) ausgefu¨hrt, die in Abha¨ngigkeit der Parameterssthresh, cwnd und partial bytes acked sowie der Anzahl der besta¨tigten By-
tes den cwnd -Wert des Pfades erho¨hen, auf dem die besta¨tigten Daten gesendet
wurden.
5.3.2.2 Empfang von SCTP-Nachrichten
Der Empfangspfad des Assoziations-Modells reagiert auf die folgenden Ereignis-
se:
 Ankunft eines SCTP-Pakets mit Daten-Chunks,
 Abholen empfangener und zustellbereiter Nachrichten durch die Anwen-
dung,
 Terminierung einer Assoziation durch ¨Uberschreiten einer Fehlerschwelle
und
 Ablauf des SACK-Timers.
Die Verwaltung von empfangenen Daten-Chunks und zugeho¨rigen Nachrichten
erfolgt mittels mehrerer Datenstrukturen. Zuna¨chst wird die TSN eines neu emp-
fangenen Daten-Chunks mit der Liste aller bisher empfangenen TSNs verglichen.
Wurde der Chunk bereits zu einem fru¨heren Zeitpunkt empfangen, so wird sei-
ne TSN in eine Liste von Duplikaten eingetragen und mit dem na¨chsten SACK-
Chunk an den assoziierten Endpunkt gesendet. Die Nachricht wird verworfen.
Ist der empfangene Daten-Chunk neu, so wird sein Erhalt durch einen an den
assoziierten Endpunkt gesendeten SACK-Chunk besta¨tigt, der entweder einen in-
krementierten CTSNA-Wert oder einen angepassten Gap-Report (vgl. auch Ab-
schnitt 2.3.5) entha¨lt.
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Nachfolgend wird die neue Nachricht an ihren zugeho¨rigen Nachrichten-Strom
weitergeleitet, der u.a. durch Datenstrukturen mit drei Warteschlangen beschrie-
ben wird. Die erste dieser Warteschlangen (mit Unordered Queue bezeichnet)
nimmt Nachrichten, deren Daten-Chunks ohne Reihenfolgesicherung gesendet
wurden (mit gesetztem unordered-Flag), in Ankunftsreihenfolge auf. Die zweite
(als Reordering Queue bezeichnete) nimmt Nachrichten auf, deren Daten-Chunks
mit Reihenfolgesicherung und folglich mit gu¨ltiger Strom-Sequenznummer, ge-
sendet wurden und sortiert diese nach TSNs. Nachdem alle Daten-Chunks eines
neu angekommenen SCTP-Pakets verarbeitet und deren zugeho¨rige Nachrichten
in entsprechende Warteschlangen eingereiht wurden, wird u¨berpru¨ft, welche die-
ser Nachrichten an die Anwendung weitergereicht werden ko¨nnen. Dies sind alle
Nachrichten aus der ersten Warteschlange, sowie alle in Reihenfolge erhaltenen
Nachrichten der zweiten Warteschlange. Sie werden in eine dritte Warteschlange
(die Delivery Queue) u¨bertragen, aus der die Anwendung sie nach dem FIFO-
Prinzip abholen kann. Das bedeutet grundsa¨tzlich, dass Nachrichten, die ohne
Reihenfolgesicherung gesendet werden, solche, die mit Reihenfolgesicherung ge-
sendet wurden, u¨berholen ko¨nnen.
Die Anwendung signalisiert der Assoziation durch ein Dienstprimitiv ihre Be-
reitschaft, eine bestimmte Anzahl neuer Nachrichten eines ausgewa¨hlten Stroms
zu empfangen. Der Assoziations-Prozess wird dann die angegebene Anzahl von
Nachrichten an die Anwendung senden, nachdem diese in die Delivery Queue
u¨bertragen wurden.
5.3.3 SCTP Fehler-Management und Pfadu¨berwachung
Bei der Erzeugung des Assoziations-Prozesses werden entsprechend der Anzahl
der Netzwerkpfade zum assoziierten Endpunkt Strukturen angelegt, in denen alle
Pfad-Parameter und Timer fu¨r jeden einzelnen Pfad verwaltet werden.
Das Pfadu¨berwachungsmodul des Assoziations-Modells reagiert auf die folgen-
den Ereignisse:
 Setzen eines (neuen) Prima¨rpfads durch die Anwendung,
 Ankunft eines SCTP-Pakets mit HEARTBEAT- oder HEARTBEAT-ACK-
Chunks,
 Besta¨tigung eines erstmalig u¨bertragenen Daten-Chunks,
 ¨Uberschreiten der Fehlerschwelle eines Netzwerk-Pfades,
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 ¨Uberschreiten der Fehlerschwelle der Assoziation,
 Ablauf eines Heartbeat-Sende-Timers und
 Ablauf des Heartbeat-Timeouts.
Regelma¨ßig werden bei Ablauf des Heartbeat-Sende-Timers eines Pfades, auf
dem keine Daten u¨bertragen werden (normalerweise also auf allen Pfaden außer
dem Prima¨rpfad), HEARTBEAT-Chunks gesendet, auf die der assoziierte End-
punkt mit Besta¨tigungen reagiert. Trifft eine solche Besta¨tigung vor Ablauf des
Heartbeat-Timeouts ein, so wird sie fu¨r die Bestimmung der Rundlaufzeit des
jeweiligen Pfades benutzt, und die Fehlerza¨hler des Pfades und der Assoziation
werden zuru¨ckgesetzt. Andernfalls werden die entsprechenden Fehlerza¨hler bei
Ablauf des Heartbeat-Timeouts inkrementiert.
Auf dem Prima¨rpfad wird die Rundlaufzeit ha¨ufiger bestimmt: jedes Mal wenn
ein Daten-Chunk, der erstmalig an den assoziierten Endpunkt gesendet wurde,
besta¨tigt wird, kann diese Besta¨tigung zur Bestimmung der Rundlaufzeit her-
angezogen werden. Diese Messung wird gema¨ß [86] nicht o¨fter als einmal pro
Rundlaufzeit zur Bestimmung der gegla¨tteten Rundlaufzeit (Smoothed Roundtrip
Time, SRTT) benutzt. Die Scha¨tzfunktion fu¨r die Rundlaufzeit ist daher fu¨r den
Prima¨rpfad in der Regel genauer als fu¨r die alternativen Pfade.
5.3.4 Anwendungsmodelle
Zum Test der Funktionalita¨t der Protokollimplementierung, sowie zur Erarbeitung
der im Folgenden vorgestellten Ergebnisse wurden im Wesentlichen die in diesem
Abschnitt na¨her erla¨uterten Anwendungsprozesse genutzt. Diese Prozesse erzeu-
gen wa¨hrend ihrer Initialisierungs-Phase eine oder mehrere SCTP-Assoziationen
und weisen Funktionen auf, um Nachrichten u¨ber das SCTP zu senden und zu
empfangen sowie auf die Ereignisse der Assoziationen zu reagieren.
5.3.4.1 Quelle mit einer Assoziation
Das erste und einfachste Anwendungsmodell, das verwendet wurde, besteht
aus einer Modifikation des Opnet Modells der Simple Source, einer einfachen
Quelle. Es wird nachfolgend auch SCTP Applikation genannt. Dieses Modell er-
zeugt zuna¨chst auf dem angeschlossenen SCTP-Modul einen neuen Assoziations-
Prozess, der durch eine etablierte SCTP-Assoziation mit einem zweiten Endpunkt
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Abbildung 5.3: Prozessmodell einer einfachen Anwendung
verbunden ist. Diese Assoziation kann je nach der IP-Konfiguration des Netzkno-
tens multi-homed oder single-homed sein. Auf dem assoziierten Endpunkt wird
ein identischer Prozess ausgefu¨hrt, so dass nach der Initialisierung beide End-
punkte u¨ber die etablierte SCTP-Assoziation miteinander kommunizieren ko¨nnen.
Der Anwendungsprozess erzeugt ab einer konfigurierbaren Startzeit der Quelle
Nachrichten, deren Zwischenankunftszeiten und La¨ngen jeweils konfigurierbaren
Verteilungen gehorchen. Beispiele fu¨r typische, von OPNET unterstu¨tze Vertei-
lungen sind :
 Konstante Verteilung (Parameter: c). Die Funktion erzeugt jedes Mal den
Wert c.
 Gleichverteilung (Parameter: min;max). Jeder Wert zwischen min undmax ist bei dieser Verteilung gleich wahrscheinlich.
 Negative Exponentialverteilung (Parameter ). Die von dieser Funktion er-
zeugten Werte x gehorchen der Verteilung mit der Verteilungsdichtefunkti-
on f(x) =   e x. Der Erwartungswert E(X) ist 1=.
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 Normalverteilung (Parameter: ; ﬀ). Die von dieser Funktion erzeugten
Werte x gehorchen der Verteilung mit der Verteilungsdichtefunktion
f(x) = 1ﬀp2 e  12 (x ﬀ )2 (5.3)
Der Erwartungswert E(X) ist in diesem Fall , die Standardabweichung ﬀ.
 Paretoverteilung (Parameter: Location a, Shape c). Die von dieser Funktion
erzeugten Werte x gehorchen der Verteilung mit der Verteilungsdichtefunk-
tion
f(x) = c  acxc+1 mit a  c  1 und a; c > 0 (5.4)
Der Erwartungswert E(X) ist in diesem Fall ca=(c  1) fu¨r c > 1.
 Dreiecksverteilung (Parameter min;max). Die Wahrscheinlichkeit, dass
ein Wert von  = (max min)=2 erzeugt wird, ist am ho¨chsten. Die Wahr-
scheinlichkeitsdichte nimmt zu den Ra¨ndern min und max hin linear ab.
Werte kleiner als min oder gro¨ßer als max werden durch diese Verteilung
nicht erzeugt.
Daru¨ber hinaus ist es auch mo¨glich, in einer Tabelle eine Folge von Werten an-
zugeben, die die Verteilung bestimmen, oder eine Verteilung mittels einer Wahr-
scheinlichkeitsdichtefunktion selbst zu definieren.
Das SCTP-Anwendungsmodell der SCTP Applikation fungiert auch als
Nachrichtensenke. Der Anwender kann konfigurieren, wie viele Nachrichten in
einer vorgegebenen Zeiteinheit vom SCTP akzeptiert werden. Wird diese Ra-
te u¨berschritten, so verbleiben Nachrichten im Pufferspeicher des Assoziations-
Prozesses, der dies dem assoziierten Endpunkt durch kleiner werdende arwnd -
Werte in SACK-Chunks signalisiert. Durch diese Eigenschaft kann der Effekt ei-
nes geschlossenen Sendefensters einfach simuliert werden.
Da die Assoziation in der Regel alle Netzwerk-Pfade zur ¨Ubertragung nutzt, muss
die Anwendung auch auf den Ausfall eines Pfades, insbesondere des Prima¨r-
Pfades, reagieren. Der Zustand aller Pfade wird u¨berwacht, und bei Ausfa¨llen wird
gegebenenfalls ein neuer aktiver Pfad zum Prima¨r-Pfad gewa¨hlt. Bei Terminierung
der Assoziation durch Ausfall aller Pfade oder ¨Uberschreiten des Schwellwerts fu¨r
Assoziations-Fehler wird die ¨Ubertragung beendet.
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Abbildung 5.4: Prozessmodell einer Anwendung, die Failover unterstu¨tzt
5.3.4.2 Quelle mit mehreren Assoziationen
Das einfache Modell der SCTP Applikation wurde erweitert, um auch den reali-
stischen Anwendungsfall des Failover (vgl. Abschnitt 4.4) unter a¨hnlichen Bedin-
gungen wie im Testbett zu untersuchen.
Zuna¨chst erzeugt die Anwendung auf einem Netzknoten mit zwei IP-
Schnittstellen zwei SCTP-Assoziationen, die single-homed sind. Auf einem zwei-
ten Netzknoten la¨uft ein identisches Anwendungsmodell. Die Quelle beginnt,
Daten u¨ber die erste der beiden Assoziationen zu senden. Die zweite Assozia-
tion wird zu diesem Zeitpunkt der Simulation nicht benutzt; auf ihr werden nur
HEARTBEAT- und HEARTBEAT-ACK-Chunks gesendet. Wa¨hrend der Simula-
tion wird der zur ersten Assoziation geho¨rige Pfad unterbrochen und die Asso-
ziation nach ¨Uberschreiten der Fehlerschwelle terminiert. Sobald dieses Ereignis
der Anwendung mitgeteilt wird, wechselt sie vom Zustand assoc1 zum Zustand
retrieve (vgl. auch Abbildung 5.4). In diesem werden zuna¨chst Daten-Chunks, die
noch in der Speicherliste der terminierten Assoziation verblieben sind, ausgele-
sen und entweder verworfen (wenn die Duplikation von Nachrichten mo¨glichst
ausgeschlossen werden soll) oder u¨ber die zweite Assoziation erneut gesendet
(dabei kann eine Duplizierung von Nachrichten u.U. nicht ausgeschlossen wer-
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den). Anschließend werden Daten-Chunks, die noch nicht gesendet wurden, aus
den Stream-Listen ausgelesen und u¨ber die zweite Assoziation (und damit u¨ber
den zweiten Netzwerkpfad) gesendet. Nachfolgend nutzt die Quelle nur noch die
zweite Assoziation zur Datenu¨bertragung. Ergebnisse der Untersuchungen mit
dem hier beschriebenen Anwendungsprozess sind unter Abschnitt 5.6 zu finden.
5.3.4.3 Echo-Server
Der Echo-Server Prozess erzeugt zu Simulationsbeginn eine konfigurierbare An-
zahl von Assoziationsprozessen mit Assoziationen zu einem oder mehreren End-
gera¨ten. Auf diesen laufen Anwendungen wie die SCTP Applikation, die unidirek-
tionalen Verkehr erzeugen. Jede beim Echo-Server ankommende Nachricht wird
von diesem sofort wieder u¨ber den gleichen Nachrichtenstrom an den Absender
zuru¨ckgesendet. Die Eigenschaft der aktivierten oder deaktivierten Reihenfolge-
sicherung der jeweils empfangenen Nachricht wird dabei beibehalten.
Die Differenz aus Absendezeit der Nachricht durch die assoziierte Anwendung
und Ankunftszeitpunkt beim Echo-Server Prozess kann als Statistik ausgeben
werden; der Absender kann entsprechend die Rundlaufzeit der Nachricht bestim-
men.
5.3.4.4 Gesa¨ttigte Quelle
Um den maximalen Durchsatz unter den gegebenen Bedingungen testen zu
ko¨nnen, wurde ein Quellenmodell erstellt, welches beim Simulationsstart eine
SCTP-Assoziation initialisiert und eine konfigurierbare Anzahl von (z.B. n) Nach-
richten an den assoziierten Endpunkt sendet. Das SCTP-Assoziationsmodell wur-
de um eine Funktion erweitert, die der Anwendung signalisiert, wenn die Sen-
dewarteschlange leer ist. Die gesa¨ttigte Quelle erzeugt bei Erhalt dieses Signals
erneut n Nachrichten und sendet diese an den assoziierten Endpunkt. Damit ist die
Sendewarteschlange immer gefu¨llt und die SCTP-Assoziation sendet die maximal
mo¨gliche Datenmenge.
5.3.5 Modelle der Netzinfrastruktur
Die der weiter unten beschriebenen Untersuchung zugrunde gelegten Modelle fu¨r
die Netzinfrastruktur sind grundsa¨tzlich so einfach wie mo¨glich gehalten. Typi-
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Abbildung 5.5: Einfaches Infrastrukturmodell mit Barbell-Topologie
bekannte Barbell-Modell (siehe auch Abbildung 5.5) und dessen Varianten er-
lauben Vergleiche des SCTP mit etablierten Protokollen wie TCP. Bei dieser ein-
fachen Topologie werden ein Reihe von z.B. unidirektionalen Verbindungen u¨ber
eine gemeinsam genutzte, knappe Ressource etabliert und treten in Wettbewerb
zueinander. Im idealen Fall teilen sich n Verbindungen zwischen den Knoten A1
bis An und den Knoten B1 bis Bm in Abbildung 5.5 die Bandbreite x so auf, dass
jede Verbindung eine Bandbreite von x=n belegt (vorausgesetzt, es gilt y  xn ,n  m und z  xn und die Knoten von A1 bis An senden die Daten).
Wie in [4] erwa¨hnt, spiegelt solch eine einfache Topologie allerdings nicht die
Situation wider, die in typischen Zugangsnetzen heutiger Internet-Infrastrukturen
u¨berwiegt: dort befindet sich der sprichwo¨rtliche Flaschenhals (engl. Bottleneck
Link) typisch nicht im Backbone-Bereich, der regelma¨ßig u¨berdimensioniert ist,
sondern eher im Access-Bereich, bzw. am ¨Ubergang zwischen Access und Back-
bone. Die in [4] fu¨r Simulationen vorgeschlagenen Topologie-Modelle weisen da-
her auch mehrfache ¨Uberlastbereiche auf, deren Effekte sich u¨berlagern ko¨nnen.
Bei einer zu hohen Komplexita¨t der Netztopologie sind die vielfa¨ltigen Einflu¨sse
verschiedener Parameter im Bereich der Infrastrukturelemente auf das Verhalten
der Simulation nur schwer einzuscha¨tzen und systematisch zu analysieren. Die
Arbeit beschra¨nkt sich daher im Folgenden auf mo¨glichst einfache Topologien
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mit Netzen auf Basis des Ethernet (10Base-T, 100Base-T und 1000Base-T) so-
wie PPP-Links verschiedener Bandbreiten (ISDN, T1, E1) mit konfigurierbarer
Link-Verzo¨gerung. Verwendete Netzelemente sind Hubs, Switches, Router und
Endgera¨te mit mehreren Netzschnittstellen, die das Multihoming unterstu¨tzen.
5.4 Untersuchung der Fluss- und ¨Uberlastkontroll-
mechanismen
Die an der Prototypimplementierung im Labor durchgefu¨hrten Untersuchungen
(vgl. auch Abschnitt 4.4 und [49]) konnten mit Hilfe des im Laufe dieser Arbeit
angefertigten Simulationsmodells des SCTP besta¨tigt werden. Damit konnte ge-
zeigt werden, dass das Simulationsmodell realistische Ergebnisse im Hinblick
auf zentrale Protokollmechanismen wie Neuu¨bertragung, Pfadu¨berwachung und
Fehlererkennung liefert. Die erzielten Ergebnisse werden nachfolgend kurz vor-
gestellt.
5.4.1 Fairness zwischen TCP und SCTP
¨Ahnlich dem in Abschnitt 4.2.3 geschilderten Szenario wurden zur Untersuchung
der Fairness zwischen TCP und SCTP Simulationen durchgefu¨hrt, die einen Ver-
gleich des Verhaltens des SCTP mit dem des TCP in Bezug auf die Nutzung
knapper Ressourcen wie der Netzwerk-Bandbreite zulassen.
5.4.1.1 Metriken fu¨r die Beschreibung der Fairness
In der Literatur werden verschiedene Metriken angegeben, um die Fairness zwi-
schen Protokollen quantitativ vergleichbar zu machen. Mit Hilfe solcher Metriken
lassen sich die Eigenschaften der Kurzzeit-Fairness (engl. Short Term Fairness)
und der Langzeit-Fairness (engl. Long Term Fairness) beschreiben.
Die Kurzzeit-Fairness beschreibt vor allem das dynamische Protokollverhalten,
z.B. bei plo¨tzlichen ¨Anderungen der Gegebenheiten und das Antwortverhalten der
Regelmechanismen der jeweiligen Protokollauspra¨gungen. In [6] schlagen Bansal
et al. beispielsweise folgende Metriken vor :
 Die Stabilisierungszeit. Nach plo¨tzlicher Verringerung der verfu¨gbaren
Bandbreite bezeichnet sie die Zeit, nach der der Paketverlust wieder ein
akzeptables Maß annimmt (z.B. das 1,5-fache der normalen Verlustrate).
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 Die Aggressivita¨t. Bei plo¨tzlicher Erho¨hung der zur Verfu¨gung stehenden
Bandbreite bezeichnet sie die maximale Erho¨hung der Senderate innerhalb
einer RTT.
 Die Gla¨tte. Bei burstartigen Verlusten bezeichnet die Gla¨tte das Verha¨ltnis
der Senderaten in aufeinander folgenden RTT-Perioden.
Die Metriken, die die Kurzzeit-Fairness eines Protokolls quantifizieren, werden
im Folgenden nicht weiter betrachtet, da die Hauptanforderung an das neue
Transportprotokoll SCTP zuna¨chst die faire Bandbreitenverteilung langlebiger
Verbindungen im Zusammenspiel mit etablierten Protokollen wie TCP ist.
Die Metriken fu¨r die Langzeit-Fairness beschreiben im Wesentlichen das Proto-
kollverhalten u¨ber einen la¨ngeren Zeitraum, wobei der jeweilige Protokolldurch-
satz u¨ber diesen Zeitraum entscheidend ist. Um vergleichbare Aussagen treffen
zu ko¨nnen, wird das Verha¨ltnis verschiedener Protokolle betrachtet. So schlagen
Floyd et al. in [24] vor, den mittleren Protokolldurchsatz mehrerer Verbindungen
unterschiedlicher Protokollauspra¨gungen auf einem Link ohne ¨Uberlast und nach-
folgende Verluste miteinander in Relation zu setzen (z.B. den Durchsatz von
10 TCP-Verbindungen und 10 TFRC-Verbindungen, d.h. eines Protokolls mit
TCP-freundlicher Ratenkontrolle). Eine a¨hnliche Metrik wird auch von Resaie
et al. in [68] vorgeschlagen und dort als Interprotokoll-Fairness bezeichnet.
Die in Abschnitt 5.4.1.4 erla¨uterten Untersuchungen beschra¨nken sich auf die
grundlegende Darstellung der Interprotokoll-Fairness zwischen einer SCTP-
Assoziation und einer variablen Anzahl von TCP-Verbindungen, um den Ver-
gleich der Leistungsfa¨higkeit der ¨Uberlastkontroll-Algorithmen des SCTP-
Modells zu der realen Implementierung zu ermo¨glichen. Die modellierten
Szenarien entsprechen mithin denjenigen im Abschnitt 4.2.
5.4.1.2 Untersuchte Szenarien
In den durchgefu¨hrten Simulationen wird ein unidirektionaler Datentransfer zwi-
schen zwei SCTP-Instanzen (nachfolgend Sender und Empfa¨nger genannt) sowie
zwischen mehreren TCP-Instanzen modelliert, die alle in einer einfachen Barbell-
Topologie (vgl. Abbildung 5.5) angeordnet sind. Der Flaschenhals der Topologie
wird durch den zentralen T1-Link modelliert, u¨ber den zwei Router miteinander
verbunden sind. An jedem dieser Router ist ein LAN (100BaseT-Ethernet) an-
geschlossen, das aus mehreren Endgera¨ten besteht, die TCP- und SCTP-Verkehr
erzeugen.
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Es werden mehrere Szenarien untersucht, in denen zwischen 0 und 5 TCP-
Verbindungen parallel zu einer SCTP-Verbindung Daten u¨ber den T1-Link
u¨bertragen. Alle Verbindungen werden in Sa¨ttigung betrieben, um den maximalen
Protokolldurchsatz eines langen Datentransfers zu modellieren.



















Abbildung 5.6: Durchsatz einer SCTP-Verbindung bei variabler Linkverzo¨gerung
Zuna¨chst wurde in der Simulation das Verhalten des SCTP auf einem Link un-
tersucht, wobei alle relevanten Protokoll-Eigenschaften im Modell implementiert
und beru¨cksichtigt wurden, die sich aktuell in der Standardisierung befinden. Das
sind z.B.
1. die schnelle Wiederherstellung des cwnd -Wertes nach einer schnellen
Neuu¨bertragung (engl. Fast Retransmission - Fast Recovery, FRFR), ein
Mechanismus, der bei mehrfachem Paketverlust innerhalb einer RTT die
mehrfache Reduktion des cwnd vermeidet oder
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2. die Erho¨hung des cwnd -Startwertes auf mindestens 4380 Bytes [80].
Dabei wurde der Durchsatz in Abha¨ngigkeit von der Linkverzo¨gerung bestimmt.
Abbildung 5.6 zeigt das Verhalten der SCTP-Verbindung. Das SCTP befindet sich
bei dieser Simulation in Sa¨ttigung, d.h. die Sendewarteschlange ist sta¨ndig gefu¨llt.
Die Nachrichtenla¨ngen gehorchen in der in Abbildung 5.6 gezeigten Simulation
einer Dreiecksverteilung mit einem Mittelwert von lavg = 700 Bytes, einer maxi-
malen La¨nge von lmax = 1300 Bytes und einer minimalen La¨nge von lmin = 100
Bytes. In allen Simulationen wurden Konfidenzintervalle von 99% bestimmt, die
maximale Abweichungen von65 Byte/s vom Mittelwert ergaben und daher ver-
nachla¨ssigbar klein waren. Wie der Abbildung 5.6 zu entnehmen ist, erzielt das
SCTP bis zu einer Linkverzo¨gerung von ca. 100 ms den maximalen Durchsatz,
der auf dem T1-Link mo¨glich ist. Bei gro¨ßeren Verzo¨gerungen beschra¨nkt das






















Abbildung 5.7: Durchsatz des SCTP in Konkurrenz zu mehreren TCP-
Verbindungen
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5.4.1.4 Mehrere TCP-Verbindungen und eine SCTP-Assoziation
Zum Vergleich mit der Bewertung des SCTP in [49] (vgl. auch Abschnitt 4.2)
wurden einige Simulationsla¨ufe durchgefu¨hrt, in denen die Fairness des SCTP
zum TCP bestimmt wurde. Dabei wurde ebenfalls die in Abbildung 5.5 darge-
stellte Barbell-Topologie zugrunde gelegt und die Zahl der TCP-Verbindungen,
die in Konkurrenz zu einer SCTP Assoziation treten, variiert. Abbildung 5.7 stellt
den mittleren Protokoll-Durchsatz der SCTP-Assoziation in Abha¨ngigkeit von der
Anzahl der gleichzeitig aktiven TCP-Verbindungen dar. Der Durchsatz der SCTP-
Assoziation verha¨lt sich umgekehrt proportional zu der Anzahl der insgesamt ak-
tiven (SCTP und TCP) Verbindungen. Somit besta¨tigt sich auch fu¨r das OPNET-
Modell, dass sich SCTP die Bandbreite fair mit mehreren TCP-Verbindungen teilt,
da die Regeln zur Flusskontrolle und ¨Uberlastvermeidung bei beiden Protokollen
sehr a¨hnlich sind (entsprechend dem RFC 2914 - Congestion Control Princip-
les [22]).
5.4.2 Vorteile und Nachteile des SCTP
Ein zentraler Unterschied zwischen SCTP und TCP in Bezug auf die Flusskon-
trolle ist die Tatsache, dass die Erho¨hung des cwnd bei SCTP basierend auf der
individuellen La¨nge der besta¨tigten Nachrichten erfolgt, d.h. byte-basierend, im
Gegensatz zum TCP, wo diese Erho¨hung basierend auf der Anzahl eingetroffener
Besta¨tigungen, in der Regel um das Vielfache einer MTU, durchgefu¨hrt wird.
Ferner verla¨sst sich SCTP implizit auf die SACK-Chunks zur Feststellung verlo-
ren gegangener Nachrichten. Dies ist beim TCP nur dann der Fall, wenn beide Sei-
ten die SACK-Erweiterung [26] unterstu¨tzen, was allerdings bei so gut wie allen
verbreiteten TCP-Implementierungen der Fall ist. Die Anzahl der Fragmente ist
beim TCP-SACK auf vier limitiert, bzw. bei Nutzung weiterer TCP-Optionen, wie
z.B. den TCP-Zeitstempeln (vgl. [43]), auf maximal drei Fragmente. Der SACK-
Chunk des SCTP kann hingegen eine wesentlich gro¨ßere Zahl an Fragmenten
besta¨tigen, bei einer MTU von 1500 Bytes fu¨r IP-Datagramme bis zu einer theo-
retischen Grenze von 363 Fragmenten. Daru¨ber hinaus ko¨nnen auch mehrfache
Duplikate (also fa¨lschlich neu u¨bertragene TSNs) in einem SACK-Chunk ange-
zeigt werden. In [80, 86] wird derzeitig nicht angegeben, wie diese Informationen
genutzt werden sollten. Einen entsprechenden Algorithmus beschreiben Floyd et
al. in [25] fu¨r die DSACK-Erweiterung des TCP. Dabei werden die Informationen
u¨ber Duplikate dazu genutzt, die Reduktion des cwnd nach verfru¨hten, unno¨tigen
Neuu¨bertragungen (engl. Spurious Retransmissions) wieder ru¨ckga¨ngig zu ma-
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chen. Blanton und Allman weisen in ihren Untersuchungen [7] aber darauf hin,
dass die Anwendung dieses Algorithmus zu Netzu¨berlast fu¨hren kann.
In einer neueren Untersuchung [14] stellen Camarillo et al. fest, wie sich SCTP im
Vergleich zu TCP beim IP-basierten Signalisierungstransport fu¨r SIP-Nachrichten
verha¨lt. Sie weisen darauf hin, dass SCTP durch die Flexibilita¨t bei der Nachrich-
tenzustellung (vgl. Abschnitt 2.3.5.2) zwar Vorteile bezu¨glich der Vermeidung von
Blockierungseffekten im Falle von Paketverlusten haben kann, machen aber deut-
lich, dass sich die Fragmentierung von Nachrichten auf der Transportschicht nach-
teilig auswirken kann, wenn sich auf einem Pfad die MTU a¨ndert. Daru¨ber hinaus
ist es beim SCTP potentiell schwieriger, eine optimale Fragmentierung la¨ngerer
Nachrichten vorzunehmen, da die La¨nge von zu sendenden SACK-Chunks bei
fragmentierter Nutzlast nicht in jedem Fall vorhergesagt werden kann. Imple-
mentierungen mu¨ssen aus diesem Grund u.U. SACK-Chunks separat senden, oder
suboptimale Gro¨ßen fu¨r Daten-Chunks mit Nachrichtenfragmenten wa¨hlen, was
ineffizient ist.
5.5 Protokolloptimierung bei asymmetrischen Pfa-
den
In Abschnitt 4.3 wurde bereits eine Motivation fu¨r die Nutzung des SCTP in ei-
nem Szenario mit Multihoming gegeben. Das normale und das modifizierte Pro-
tokollverhalten wurden in einer Testbett-Umgebung untersucht [46]. Die qualita-
tive Abscha¨tzung dieser Untersuchung wurde in den Abschnitten 4.3.2 und 4.3.3
vorgenommen. Im Folgenden sollen diese Ergebnisse durch eine Untersuchung
eines geeigneten Simulationsmodells verifiziert werden. Dazu wurde das beste-
hende OPNET SCTP-Modell zuna¨chst um die Option erweitert, SACK-Chunks
nicht nur u¨ber den Pfad zuru¨ckzusenden, auf dem Daten-Chunks erhalten wurden
(wie Abschnitt 6.4 in [86] gefordert), sondern auf dem Pfad mit der ku¨rzesten
Rundlaufzeit. Diese Option kann in der Modellimplementierung vom Nutzer zur
Simulationszeit entsprechend konfiguriert werden.
5.5.1 Untersuchte Topologie
Abbildung 5.8 zeigt die der Simulation zugrunde liegende Topologie. Dabei nutzt
eine TCP-Verbindung zwischen den Systemen tcp client und tcp server
die Satellitenstrecke, die durch einen Link mit einer Verzo¨gerung von 250 ms
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Abbildung 5.8: Netztopologie, die Satellitenu¨bertragung modelliert
und einer Bandbreite von 1,544 MBit/s (entsprechend einem T1-Link) model-
liert wird. Parallel dazu existiert eine SCTP-Assoziation zwischen den Syste-
men sctp client und sctp server, die neben der Satellitenstrecke als
Prima¨rpfad auch noch einen Backup-Link als Sekunda¨rpfad nutzt, der mit ge-
ringer Verzo¨gerung (z.B. 10ms) und geringer Bandbreite (64 KBit/s) einen dedi-
zierten ISDN-Link modelliert. Das Verhalten der TCP-Verbindung wurde in der
weiteren Untersuchung nicht detaillierter betrachtet. Die SCTP-Server u¨bertra¨gt
Nachrichten an den SCTP-Client, deren La¨nge einer Dreiecksverteilung mit ei-
ner mittleren La¨nge von 710 Bytes gehorcht, und die minimal 20 Bytes sowie
maximal 1400 Bytes lang sind. Die Ankunftsabsta¨nde der Nachrichten gehor-
chen einer negativ exponentiellen Verteilung mit einer mittleren Rate von etwa
136 Nachrichten pro Sekunde ( = 136). Die Quelle erzeugt mithin ein mittleres




























Abbildung 5.9: Vergleich des Durchsatzes der Protokollvarianten – ¨Uberblick
u¨ber die gesamte Simulation
5.5.2 Untersuchung des Protokoll-Verhaltens
In der Simulation wurden zwei SCTP-Protokollvarianten untersucht. Dabei wur-
de angenommen, dass auf der Satellitenstrecke wa¨hrend der ¨Ubertragung eine
konstante Bitfehlerrate vorherrscht. Dies ist insofern realistisch, als durch atmo-
spha¨rische Pha¨nomene (Wolken, Regen etc.) u¨ber einen la¨ngeren Zeitraum Pakete
fehlerhaft u¨bertragen werden, die in der Regel auf Schicht 2 oder Schicht 3 ver-
worfen werden.
Abbildung 5.10 zeigt die erzielten Durchsa¨tze als Funktion der Bitfehlerrate im
Bereich von 0::210 6 sowohl fu¨r Standard-SCTP wie auch fu¨r die Protokollmodi-
fikation, die SACKs immer u¨ber den Pfad mit der ku¨rzesten RTT sendet. Unter
den gegebenen Bedingungen erzeugt die Bitfehlerrate im Mittel eine Anzahl von




























Abbildung 5.10: Vergleich des Durchsatzes der Protokollvarianten – Ausschnitt-
vergro¨ßerung
BER Fehlerhafte Pakete1  10 7 1 aus 16502  10 7 1 aus 8254  10 7 1 aus 4126  10 7 1 aus 2748  10 7 1 aus 2061  10 6 1 aus 1652  10 6 1 aus 824  10 6 1 aus 416  10 6 1 aus 278  10 6 1 aus 201  10 5 1 aus 16
Im fehlerfreien Fall erzielen beide Protokollrealisierungen einen identischen
Durchsatz; bis zu einer Fehlerrate von 4  10 7 bleibt der Durchsatz des modi-
fizierten SCTP nahezu konstant, wa¨hrend das Standard-SCTP bereits einen signi-
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fikanten Durchsatzru¨ckgang verzeichnet. Abbildung 5.9 zeigt die entsprechenden
Durchsatzwerte im Bereich der Bitfehlerrate von 0::1  10 5. Wieder ist ersicht-


































Abbildung 5.11: Vergleich der Verzo¨gerung der Protokollvarianten – ¨Uberblick
u¨ber die gesamte Simulation
Ebenso wie bei der im Labor-Testbett durchgefu¨hrten Untersuchung (vgl. Ab-
schnitt 4.3) wurde in der Simulation auch die Nachrichtenverzo¨gerung untersucht.
Interessant ist hierbei vor allem die maximale Nachrichtenverzo¨gerung, die bei
Paketverlust und strikter Reihenfolgesicherung ( ¨Ubertragung erfolgte nur u¨ber
einen Nachrichtenstrom) durch die Wartezeit bei der Neuu¨bertragung bedingt ist.
Abbildung 5.12 zeigt die maximale Nachrichtenverzo¨gerung fu¨r Bitfehlerraten im
Bereich von 0::2  106 sowohl fu¨r Standard-SCTP als auch fu¨r das modifizierte
SCTP, Abbildung 5.11 zeigt die entsprechenden Werte fu¨r Bitfehlerraten zwischen0::1  10 5. Fu¨r ho¨here Bitfehlerraten BER > 10 6 ist die Differenz zwischen der


































Abbildung 5.12: Vergleich der Verzo¨gerung der Protokollvarianten – Ausschnitt-
vergro¨ßerung
ten SCTP nahezu konstant und betra¨gt, im Gegensatz zu der in Abschnitt 4.3.3
angefu¨hrten Formel 4.6, ca. 460 ms. Da hier die maximalen Nachrichtenlaufzei-
ten im Mittel betrachtet werden, la¨sst dies darauf schließen, dass bei der Simula-
tion im Gegensatz zu der Berechnung immer einige Nachrichten mehrfach durch
Bitfehler auf dem Link verfa¨lscht und nachfolgend verworfen werden. Bei der
Neuu¨bertragung ko¨nnen natu¨rlich wieder Fehler auftreten. Die mittlere Nachrich-
tenverzo¨gerung, die hier in den Simulationen nicht betrachtet wurde, wird jedoch
im Mittel um den in Gleichung 4.6 berechneten Wert von ca. 225 ms verringert.
Eine weitere Modifikation des Standard-SCTP ist denkbar, in der der Empfa¨nger
SACKs nur u¨ber den Pfad mit der ku¨rzesten RTT an den Sender zuru¨ckschickt, so-
lange er Lu¨cken in der Ankunftsreihenfolge der erhaltenen TSNs feststellt. Wenn
tatsa¨chlich ein Paketverlust festgestellt wurde und der Sender erfolgreich die
Neuu¨bertragung abgeschlossen hat, werden die SACK-Chunks wieder u¨ber den
Pfad gesendet, auf dem neue Nachrichten empfangen werden. Diese Protokoll-
Modifikation kann leicht in zuku¨nftigen Versionen des OPNET SCTP-Modells
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implementiert und eingehender untersucht werden. Interessant sind dabei ins-
besondere die Auswirkungen dieser Modifikation auf die Scha¨tzwerte fu¨r die
gegla¨ttete RTT (SRTT, vgl. Abschnitt 2.3.7.1).
5.6 Untersuchung der Failover-Mechanismen in der
Simulation
Abbildung 5.13: Modelltopologie zur Untersuchung des Failover-Verhaltens
Die Untersuchungen aus Abschnitt 4.4 hinsichtlich der Parametereinstellungen
in Failover-Szenarien wurden fu¨r einen gro¨ßeren Parameterbereich (ARL/PRL=1 : : : 5, und RTOmax = 100 : : : 500 ms) an einem geeigneten, realistischen Simu-
lationsmodell (vgl. auch Abbildung 5.13) durchgefu¨hrt.
In der Simulation wurden die beiden untersuchten Szenarien – wie im Testbett –
durch unterschiedliche Anwendungsmodelle realisiert, von denen nach Feststel-
len des Pfadausfalls, bzw. nach Feststellen des durch den Pfadausfall verursachten
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Assoziationsausfalls, Daten u¨ber den Sekunda¨rpfad bzw. die sekunda¨re Assozia-
tion u¨bertragen wurden. Im Gegensatz zu den Untersuchungen in Abschnitt 4.4
wurde das Ende der Failover-Prozedur angenommen, nachdem die Sendewarte-
schlangen wieder einen Zustand eingenommen hatten, der auch vor dem Failover
bestand (im Wesentlichen den leeren Zustand). Wie in 4.4 beschrieben, betrug die
Linkbandbreite auf dem Bottleneck-Link 2,048 MBit/s und die Quelle erzeugte
Nachrichten der La¨nge 500 Bytes, deren Ankunftsabsta¨nde einer negativen Expo-
nentialverteilung mit einer mittleren Ankunftsrate von 100 Nachrichten pro Se-
kunde gehorchten. Die Datenu¨bertragung setzte nach einer Simulationszeit vontstart =0 s ein, und bei einer Zeit von tfail =30 s wurde eine Linkunterbrechung
simuliert.
Im Laufe der Untersuchungen wurde von uns eine Inkonsistenz in der Spezifikati-
on des RFC 2960 [86] entdeckt, nach der nicht genau festgelegt war, wann der An-
wendung ein Pfadausfall signalisiert wird (bei Erreichen oder bei ¨Uberschreiten
der festgelegten Fehlerschwelle Path.Max.Retrans, vgl. auch Abschnitt 2.3.7).
Diese Inkonsistenz wurde im SCTP Implementer’s Guide [80] behoben. Da-
nach wird nunmehr der Anwendung ein Pfadausfall signalisiert, nachdem die
Fehlerschwelle u¨berschritten wurde. Die ¨Anderung der Spezifikation wurde be-
reits in den in den Abschnitten 4.4.1 und 4.4.2 beschriebenen Auswertungen
beru¨cksichtigt.
5.6.1 Pfadausfall bei einer Assoziation mit Dualhoming
Die in Abbildung 5.14 dargestellten Ergebnisse zeigen die Dauer eines Failovers
nach Ausfall des Prima¨rpfads bei einer SCTP-Assoziation mit zwei Pfaden. Nach-
dem der Anwendung der Ausfall von der SCTP-Assoziation angezeigt wird,
schaltet diese den Prima¨rpfad um. Die Ergebnisse besta¨tigen die experimentel-
len Untersuchungen an der realen Implementierung in unserem Testbett. Einzig
die in Abbildung 4.6 dargestellte Kurve fu¨r den Parameter PRL= 4 weicht von
den Ergebnissen der Simulation ab, da bei den Simulationen ein anderes Kriteri-
um fu¨r das Ende des Failovers angenommen wurde, als bei den Messungen an der
Implementierung im Testbett (vgl. auch die Erla¨uterung in Abschnitt 5.6.2).
Die Gesamtdauer des Failovers liegt in dem erwa¨hnten Szenario fu¨r die Parameter
RTOmin =40 ms, PRL=1: : :2 und RTOmax =100: : :500 ms unter 800 ms, und
ist daher prinzipiell fu¨r den Transport von SS7-Nachrichten u¨ber SCTP geeignet.
Dabei ist allerdings zu beru¨cksichtigen, dass bei einer ho¨heren mittleren Last die
La¨ngen der Warteschlangen auf der Senderseite schneller anwachsen und damit



























Abbildung 5.14: Failover-Zeiten einer Assoziation mit zwei Pfaden
Die auf den Abbildungen 5.14 und 5.15 dargestellten Graphen zeigen fu¨r die si-
mulierten Parameterpunkte Konfidenzintervalle von 99%. Dabei weist die Dauer
des Failovers regelma¨ßig Konfidenzintervalle im Bereich von mindestens 18ms
bis maximal80ms auf. Die entsprechenden Konfidenzintervalle fu¨r die maxima-
le Nachrichtenverzo¨gerung liegen im Bereich von mindestens12ms bis maximal86ms.
Die besonders großen Konfidenzintervalle fu¨r die Einstellung des Parameters
PRL= 1 in Abbildung 5.15 sind bedingt durch die Tatsache, dass bei dieser Ein-
stellung in einer Vielzahl von Simulationen fa¨lschlicherweise ein Pfadausfall er-
kannt wurde, teilweise auch auf dem Sekunda¨rpfad. Daher konnten von 20 aus-
gefu¨hrten Simulationen pro Parameterpunkt im Mittel bei dieser Einstellung nur
5 u¨ber den Simulationszeitraum von 120 Sekunden zu Ende gefu¨hrt werden, oh-
ne dass die Assoziation vorher beendet wurde (unabha¨ngig von der Einstellung
des Parameters RTOmax). Die entsprechende Parameter-Einstellung PRL= 1 kann





























Abbildung 5.15: Maximale Nachrichtenverzo¨gerung einer Assoziation mit zwei
Pfaden
5.6.2 Pfadausfall bei zwei Assoziation mit Singlehoming
Auch die in der Abbildung 5.17 dargestellten Ergebnisse besta¨tigen die experi-
mentellen Untersuchungen an der realen Implementierung in unserem Testbett
(vgl. Abschnitt 4.4.2). Die Ergebnisse stimmen nahezu exakt mit den in Abbil-
dung 4.9 dargestellten Ergebnissen u¨berein. Die in der Simulation festgestell-
ten 99%-igen Konfidenzintervalle fu¨r die Verteilung der maximalen Nachrichten-
verzo¨gerung liegen alle im Bereich 6 ms.
Im Gegensatz dazu weichen die Ergebnisse aus Abbildung 4.10 von den Simula-
tionsergebnissen, die in Abbildung 5.17 dargestellt sind, ab. Die Bestimmung der
jeweiligen Dauer eines Failovers basiert in den Simulationsszenarien, wie bereits
oben erwa¨hnt, auf der Betrachtung der La¨nge der Sendewarteschlangen. Nach Er-
kennung des Assoziationsausfalls werden alle Nachrichten, die nicht u¨ber die erste
Assoziation u¨bertragen werden konnten, in die Sendewarteschlange der zweiten
Assoziation geschrieben, von der sie nachfolgend u¨bertragen werden. Wenn die



























Abbildung 5.16: Failover-Zeiten bei zwei Assoziationen (single-homed)
on davon ausgegangen, dass die Failover-Prozedur abgeschlossen ist und die ent-
sprechende Dauer des Failovers berechnet. Im Gegensatz dazu wurde in den Un-
tersuchungen in Abschnitt 4.4 das Protokollverhalten bezogen auf den Empfa¨nger
betrachtet. Dabei wurde angenommen, dass die Failover-Prozedur abgeschlossen
ist, nachdem die mittlere Nachrichtenverzo¨gerung wieder auf das vor dem Fai-
lover festgestellte Maß zuru¨ckgegangen war.
Auffa¨llig ist, dass das Protokollverhalten in diesem Szenario reproduzierbarer
scheint, und entsprechend die 99%-igen Konfidenzintervalle wesentlich kleiner
(zwischen7 ms und25 ms) sind, als beim Szenario mit Dualhoming und zwei
Pfaden. Dies ist dadurch bedingt, dass der Zustand bei nur einem Pfad wesent-
lich genauer definiert ist, wenn alle Neuu¨bertragungen u¨ber den einzigen Pfad
der ersten Assoziation erfolglos bleiben und erst nach Erkennung des Assozia-
tionsausfalls und einer erfolgreichen Neuu¨bertragung der Daten u¨ber die zweite
Assoziation, diese ausschließlich genutzt wird.
Abschließend bleibt zu sagen, dass in beiden Szenarien die Failover-Prozedur in-
nerhalb von weniger als 800 ms erfolgreich abgeschlossen werden kann, voraus-





























Abbildung 5.17: Maximale Nachrichtenverzo¨gerung bei zwei Assoziationen
(single-homed)
oder aber die Parameter ARL/PRL klein genug gewa¨hlt werden (z.B. ARL/PRL 2). Daru¨ber hinaus werden im Szenario mit einer dual-homed Assoziation et-
was geringere maximale Nachrichtenverzo¨gerungen erzielt, wa¨hrend im Szenario
mit zwei single-homed Assoziationen die Gesamtdauer der Failover-Prozedur et-
was geringer ausfa¨llt.
Kapitel 6
Untersuchung von Algorithmen zur
simultanen Pfadnutzung
In diesem Kapitel werden SCTP-Varianten diskutiert, die bei einer Assozia-
tion mit Multihoming die Daten auf mehrere vorhandene Pfade verteilen. Im
Gegensatz dazu nutzt das Standard-SCTP nur einen Prima¨rpfad zur Daten-
u¨bertragung und alternative Pfade ausschließlich als Backup sowie zur schnellen
Neuu¨bertragung.
Damit die Verteilung der Daten auf mehrere Pfade effektiv gelingt, mu¨ssen
einige der zentralen Algorithmen des RFC 2960 [86] fu¨r die Fluss- und
¨Uberlastkontrolle, sowie fu¨r die schnelle Neuu¨bertragung an die vera¨nderten
Gegebenheiten der simultanen Pfadnutzung angepasst werden. Dabei ist insbe-
sondere der Effekt der Paketu¨berholung durch unterschiedliche Pfadcharakteri-
stika zu beru¨cksichtigen. Paketu¨berholungen ko¨nnen zwar auch auftreten, wenn
Daten nur u¨ber einen Pfad u¨bertragen werden [61], bei der simultanen Nutzung
mehrerer Pfade ist dies aber die Regel und somit ein zu erwartendes und normales
Pha¨nomen.
Im Folgenden wird aufgezeigt, welches Verhalten eine standardkonforme Imple-
mentierung des SCTP bei Nutzung mehrerer Pfade durch periodische ¨Anderung
des Prima¨rpfades aufweist und welche Probleme dabei auftreten ko¨nnen. In Ab-
schnitt 6.3 werden einige Lo¨sungsstrategien fu¨r diese Effekte ero¨rtert, die von
Iyengar et al. in [39] vorgeschlagen werden. In Abschnitt 6.4 werden einige Vor-
schla¨ge zur Verbesserung der von Iyengar et al. diskutierten SCTP-Varianten ge-
macht.
Die verschiedenen Protokollvarianten werden in Abschnitt 6.5 mit Hilfe des in
Kapitel 5.3 beschriebenen und entsprechend modifizierten Simulationsmodells
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untersucht. Abschnitt 6.6 schließt mit einer Bewertung der vorgeschlagenen Mo-
difikationen hinsichtlich ihrer Eignung fu¨r einen speziellen oder universellen Ein-
satz.
6.1 ¨Uberblick u¨ber Lastverteilungsszenarien
In der gegenwa¨rtigen Form sehen der RFC 2960 und der “SCTP Implementer’s
Guide” [80, 86] nicht vor, dass mehrere Pfade einer SCTP-Assoziation neben-
einander zur erstmaligen ¨Ubertragung neuer Daten genutzt werden. Danach wer-
den neue Daten erstmalig ausschließlich u¨ber den Prima¨rpfad und nur erneut
u¨bertragene Daten u¨ber sekunda¨re Pfade gesendet.
Allerdings sieht der RFC 2960 vor, dass die Anwendung (prinzipiell zu einem
beliebigen Zeitpunkt) den Prima¨rpfad a¨ndern kann. Außerdem kann bei jedem
Aufruf eines SEND-Primitivs fu¨r eine zu sendende Nachricht ein Zielpfad oder
eine Zieladresse ausgewa¨hlt werden (vgl. auch die Funktionen sctp send() in
Abschnitt A.1 oder sendmsg() in Abschnitt A.2).
Dies hat in der Regel aber einen negativen Einfluss auf das Protokollverhal-
ten, denn aufgrund von unterschiedlichen Pfadcharakteristika (z.B. bei unter-
schiedlichen Pfadverzo¨gerungen) kommt es beim Empfa¨nger regelma¨ßig zur Bil-
dung von Lu¨cken in der Ankunftsreihenfolge der TSNs. In diesem Fall sendet
der Empfa¨nger gema¨ß RFC 2960 pro neuer Nachricht einen SACK-Chunk zur
Besta¨tigung an den Sender. Sobald der Empfa¨nger bei vorhandenen Lu¨cken in der
Ankunftsreihenfolge mehr als vier Pakete mit Daten-Chunks erhalten und die-
se entsprechend mit vier SACK-Chunks, die Gap-Reports enthalten, beantwortet
hat (vgl. Abschnitt 2.3.5), kommt es beim Sender in der Regel zu einer schnellen
Neuu¨bertragung (vgl. Abschnitt 2.3.5.1). Die dabei vorgenommene Reduktion des
¨Uberlast-Sendefensters cwnd und der ¨Uberlast-Schwelle ssthresh (vgl. auch Ab-
schnitt 2.3.8) wird also durch Paketu¨berholung – und nicht Paketverluste – verur-
sacht und ist daher in der Regel unno¨tig. Bei unterschiedlichen Pfadcharakteristika
kommt es insbesondere am Anfang einer Verbindung zu mehrfachen Reduktionen
dieser Parameter, was nachfolgend den Durchsatz weit unter das normale Maß
verringert.
Neben dem Pha¨nomen der u¨berma¨ßigen Reduktion der Parameter cwnd undssthresh bei naiver Auswahl der alternierenden Zielpfade diskutieren Iyengar et
al. in [40] das Verhalten des Standard-SCTP beim Umschaltvorgang auf einen
neuen Prima¨rpfad. Sie nehmen an, dass bei diesem Umschaltvorgang eine Reihe
von Daten-Chunks noch u¨ber den alten Pfad und gleichzeitig bereits neue Daten-
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Chunks u¨ber den neuen Prima¨rpfad gesendet werden. Auch hier wird der Sen-
der nach Erhalt von vier aufeinander folgenden SACK-Chunks, welche Lu¨cken
in der Ankunftsreihenfolge der erhaltenen TSNs anzeigen, fa¨lschlicherweise ei-
ne schnelle Neuu¨bertragung u¨ber einen alternativen Pfad durchfu¨hren (vgl. auch
Abschnitt 2.3.5.1). Dieser ist bei einem Szenario mit Dualhoming gleichzeitig
der neue Prima¨rpfad. In der Folge werden die Steuerungs-Parameter cwnd undssthresh des alten Prima¨rpfads gema¨ß den Regeln aus Abschnitt 2.3.8 reduziert,
so dass das cwnd halbiert wird und ssthresh auf den neuen cwnd -Wert gesenkt
wird. Damit befindet sich der alte Prima¨rpfad mit reduziertem Sendefenster im
Bereich der ¨Uberlast-Vermeidung.
Erha¨lt der Sender nachfolgend eine Besta¨tigung der fa¨lschlicherweise neu
u¨bertragenen TSNs, so wird die Anzahl der darin besta¨tigten Bytes dem neuen
Prima¨rpfad zugeschrieben (u¨ber den die TSNs unno¨tigerweise neu gesendet wur-
den), und sein Sendefenster cwnd wird zusa¨tzlich erho¨ht. Caro et al. nennen die-
ses Verhalten engl. Congestion Window Overgrowth (u¨berma¨ßiges Wachstum des
¨Uberlast-Sendefensters) und schlagen in [40] Maßnahmen vor, um diesem Effekt
zu begegnen. Diese werden in Abschnitt 6.3 ausfu¨hrlicher diskutiert.
6.2 Mechanismen bei gleichzeitiger Nutzung meh-
rerer Pfade
Im Folgenden werden die zu lo¨senden Probleme auf der Sender- und
Empfa¨ngerseite diskutiert, bevor im weiteren Verlauf dieses Kapitels Mechanis-
men zur optimalen Nutzung mehrerer Pfade einer SCTP-Assoziation mit Multiho-
ming ero¨rtert werden. Dabei wird davon ausgegangen, dass zentrale Algorithmen
des Standard-SCTP modifiziert werden ko¨nnen. Insgesamt sollen aber die Funk-
tionen zur Fluss- und ¨Uberlastkontrolle so beibehalten werden, dass ein Einsatz
des modifizierten SCTP in bestehenden Netzen in Konkurrenz zu etablierten Pro-
tokollen wie TCP oder Standard-SCTP, die die Gro¨ße des Sendefensters durch
AIMD-Algorithmen (vgl. auch Abschnitt 2.3.8) regeln und dem RFC 2914 (“Con-
gestion Control Principles”) [22] entsprechen, mo¨glich ist.
6.2.1 Verteilung der Daten beim Sender
Prinzipiell gibt es fu¨r den Sender zwei Mo¨glichkeiten, wechselnde Zielpfade aus-
zuwa¨hlen: zum einen kann er es der Anwendung u¨berlassen, den gewu¨nschten
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Zielpfad anzugeben, und passt nachfolgend die Algorithmen der Fluss- und
¨Uberlaststeuerung geeignet an die Nutzung alternierender Pfade an, um die in
Abschnitt 6.1 beschriebenen Effekte zu vermeiden. Diese Methode ist jedoch in-
effektiv, da die Wahl der Zieladresse jeweils von der Anwendung getroffen werden
muss, die nicht in jedem Fall die notwendige Kenntnis der relevanten Parameter
(wie z.B. cwnd , Rundlaufzeit etc.) besitzt und auch nicht besitzen soll.
Um die Anwendung von dieser Problematik zu entlasten, kann andererseits das
SCTP Mechanismen zur Pfadauswahl implementieren. Diese Variante wird im
Folgenden detaillierter untersucht und allgemein mit dem Namen LS-SCTP be-
zeichnet, wobei LS engl. fu¨r Load Sharing1 steht, was so viel wie Lastverteilung
bedeutet.
LS-SCTP kann alternierend den Prima¨rpfad umschalten, z.B. wenn das Sende-
fenster auf dem aktuellen Prima¨rpfad voll ausgescho¨pft ist und auf diesem Pfad
zu einem gegebenen Zeitpunkt keine neuen Daten mehr gesendet werden ko¨nnen.
Bezeichnet p den aktuellen Prima¨rpfad, osb(p) die Anzahl der auf dem Pfad p
gesendeten, aber noch unbesta¨tigten Bytes und cwnd(p) das aktuelle ( ¨Uberlast-)
Sendefenster fu¨r den Pfad p, so ist die Bedingung fu¨r den Umschaltvorgang in die-
sem Fall osb(p)  cwnd(p). Der Umschaltvorgang auf einen neuen Prima¨rpfad i
sollte allerdings nur geschehen, wenn auf diesem Pfad i gilt : osb(i) < cwnd(i).
Dadurch ist gewa¨hrleistet, dass nach dem Umschalten auch neue Daten gesendet
werden ko¨nnen. Ansonsten wird kein Umschaltvorgang vorgenommen.
Existieren n Pfade zum Empfa¨nger, so gilt bezu¨glich des Sendefensters rwnd des
Empfa¨ngers: nX
j=1 osb(j)  rwnd (6.1)
Geht man von einem gesa¨ttigten Sender aus, so resultiert aus diesem Algorithmus,
dass der Sender u¨ber jeden Pfad solange Daten sendet, wie es das Sendefenster
(bzw. Empfa¨ngerfenster) rwnd erlaubt und bis das Sendefenster des jeweiligen
Pfades ausgescho¨pft ist. Anschließend schaltet er dann auf einen Pfad um, des-
sen Sendefenster das weitere Senden neuer Daten erlaubt. Das Sendefenster wird
demnach, entsprechend der jeweils aktuellen cwnd -Werte der einzelnen Pfade,
aufgeteilt.
1Der Begriff Load Sharing wird in verschiedenen Zusammenha¨ngen benutzt. Hier ist die simul-
tane Nutzung mehrerer SCTP-Pfade gemeint, mit dem Zweck, insgesamt einen ho¨heren Protokoll-
durchsatz zu erreichen und die Last auf diese Pfade zu verteilen.
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6.2.2 Reaktion des Empfa¨ngers
Der Empfa¨nger sendet beim Standard-SCTP nach Erhalt von je zwei Paketen mit
Daten-Chunks einen SACK-Chunk zur Besta¨tigung, in der Regel an die Adres-
se, von der er das letzte Paket erhielt. Stellt er Lu¨cken (oder Duplikate) in der
Ankunftsreihenfolge der empfangenen TSNs fest, so wird, solange diese Lu¨cken
vorhanden sind, fu¨r jedes empfangene Paket mit Daten-Chunks sofort ein SACK-
Chunk an den Sender geschickt.
Im Falle des LS-SCTP sind Lu¨cken in der Ankunftsreihenfolge in der Regel
kein Zeichen fu¨r eine Vertauschung oder Verlust von Paketen, sondern resultie-
ren aus den unterschiedlichen Charakteristika der verwendeten Pfade. Sie kom-
men daher regelma¨ßig vor und sind keine Ausnahme. Aus diesem Grund sollte
ein Empfa¨nger, der LS-SCTP unterstu¨tzt, andere Mechanismen verwenden und
SACK-Chunks auch bei auftretenden Lu¨cken in der Ankunftsreihenfolge der emp-
fangenen TSNs nur nach zwei Paketen mit Daten-Chunks senden. Daru¨ber hinaus
kann er eine Heuristik anwenden, nach der z.B. ein Paketverlust angenommen
wird, nachdem eine bestimmte Anzahl von Daten-Chunks den im SACK-Chunk
u¨bertragenen Wert des CTSNA nicht erho¨ht haben (paketbasierend), oder nach-
dem der CTSNA-Wert eine bestimmte Zeit lang nicht erho¨ht wurde, obwohl wei-
tere Pakete mit Daten-Chunks empfangen wurden (zeitbasierend).
Eine weitere entscheidende Mo¨glichkeit des Empfa¨ngers, das Verhalten des Sen-
ders zu beeinflussen, liegt in der Wahl der Adresse, an die der SACK-Chunk ge-
sendet wird. Dabei sind mehrere Optionen denkbar:
1. Damit der Sender die ¨Anderungen des cwnd -Wertes an die Charakteristik
des jeweilig verwendeten Pfades anpassen kann (so wie dies auch bei aus-
schließlicher Nutzung eines einzigen Prima¨rpfades geschieht), sollte der
Empfa¨nger nach Erhalt zweier Pakete mit Daten-Chunks auf einem Pfad
sofort einen SACK-Chunk an die zugeho¨rige Absende-Adresse der Daten-
Pakete zuru¨cksenden, unabha¨ngig von auftretenden Lu¨cken). Im Gegensatz
dazu betrachtet Standard-SCTP die Anzahl der erhaltenen Daten-Pakete pro
Assoziation und nicht pro Pfad.
2. Der Empfa¨nger kann alle SACK-Chunks an den Pfad mit der ku¨rzesten ge-
messenen Rundlaufzeit (RTT) senden, was, wie bereits in Abschnitt 4.3.3
gezeigt, unter bestimmten Bedingungen einen positiven Einfluss auf das
Protokollverhalten haben kann.
3. Der Empfa¨nger kann die SACK-Chunks u¨ber alle Pfade verteilen und
reihum u¨ber alle Pfade an den Sender schicken. Dies wu¨rde dazu fu¨hren,
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dass der Sender Messungen der Rundlaufzeit fu¨r alle mo¨glichen Adress-
Kombinationen durchfu¨hren ko¨nnte. Die Ankunftsreihenfolge der SACK-
Chunks beim Sender ist in diesem Falle jedoch noch sta¨rker abweichend
von der Sendereihenfolge der Daten, als dies ohnehin der Fall sein wu¨rde.
Aus diesem Grund wird diese Variante nachfolgend nicht weiter betrachtet.
6.2.3 Reaktionen des Senders auf Besta¨tigungen
Die Nutzung von mehreren Pfaden bei der Datenu¨bertragung mit Standard-SCTP
fu¨hrt dazu, dass die Daten u¨berlappend und nicht in der Absendereihenfolge beim
Empfa¨nger eintreffen. Die Besta¨tigungen des Empfa¨ngers enthalten daher Lu¨cken
(vgl. Abschnitt 2.3.5), die vom Sender nachfolgend als Paketverlust interpretiert
werden ko¨nnen (wenn vier aufeinander folgende SACK-Chunks identische TSNs
als nicht erhalten markieren). Als Reaktion auf den vermeintlichen Paketverlust
reduziert der Standard-SCTP Sender fa¨lschlich das Sendefenster, bzw. die Para-
meter cwnd und ssthresh.
LS-SCTP muss daher einerseits Strategien implementieren, die es erlau-
ben, ¨Anderungen der Ankunftsreihenfolge beim Empfa¨nger, die aufgrund der
¨Ubertragung u¨ber unterschiedliche Pfade zustande kommen, von tatsa¨chlichen
Paketverlusten zu unterscheiden. Daru¨ber hinaus mu¨ssen die Regelmechanismen
fu¨r die entscheidenden Pfadparameter cwnd und ssthresh beim Sender so ange-
passt werden, dass sie mo¨glichst Werte annehmen, die sie auch annehmen wu¨rden,
wenn der zugeho¨rige Pfad als ausschließlicher Prima¨rpfad genutzt wu¨rde, oder,
falls dies nicht mo¨glich ist, Werte, die den Nutzdurchsatz optimieren oder die
Last optimal verteilen.
6.3 Lastverteilung mit der Changeover-Aware Con-
gestion Control
Iyengar et al. diskutieren in [41] Strategien zur gleichzeitigen Nutzung mehrerer
Pfade in einer SCTP-Assoziation mit Multihoming. Dort definieren sie verschie-
dene Algorithmen, die nachfolgend detaillierter beschrieben werden. Diese wer-
den insgesamt engl. als Changeover Aware Congestion Control (CACC) bezeich-
net. Die CACC-Algorithmen nutzen zusa¨tzliche Variablen, mit denen Zusta¨nde
gespeichert werden ko¨nnen, die einen bestimmten Pfad betreffen. Bezeichnet d(i)
den i-ten Pfad zum Ziel und k eine solche Variable, so steht d(i).k die zu diesem
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Zielpfad d(i) zugeho¨rige Variable.
Die im Folgenden benutzten Variablen sind:
1. d(i).saw new path ack. Bool’sche Variable, die anzeigt, ob ein empfange-
ner SACK-Chunk neue, u¨ber den Pfad d(i) gesendete, TSNs besta¨tigt, oder
nicht.
2. d(i).highest path tsn acked. Entha¨lt die ho¨chste durch einen neu empfange-
nen SACK-Chunk besta¨tigte TSN fu¨r den Pfad d(i).
3. d(i).pCTSNA. Fu¨r den Pfad d(i) wird die ho¨chste TSN gesucht, die ohne
Unterbrechung der (auf d(i) gesendeten) Reihenfolge der TSNs besta¨tigt
wurde. Der gefundene Wert wird in diesem Parameter gespeichert.
4. d(i).new pseudo cumack. Bool’sche Variable, die anzeigt, ob der pCTSNA-
Wert des Pfades d(i) durch einen empfangenen SACK-Chunk erho¨ht wurde.
5. d(i).find expected pseudo cumack. Flag, welches angibt, ob weiter nach ei-
nem neuen, ho¨heren erwarteten pCTSNA-Wert fu¨r den Pfad d(i) gesucht
wird, oder ob die Reihenfolge der ohne Unterbrechung auf diesem Pfad
gesendeten und besta¨tigten TSNs bereits unterbrochen wurde.
Im Folgenden werden kurz die in [41] beschriebenen Algorithmen vorgestellt und
diskutiert.
6.3.1 CACC mit Vermeidung unno¨tiger Neuu¨bertragungen
Split Fast Retransmit Changeover Aware Congestion Control (SFR-CACC) [41,
42] bezeichnet einen Algorithmus zur weitgehenden Vermeidung/Reduktion von
falschen bzw. unno¨tigen Neuu¨bertragungen (engl. Spurious Retransmissions). Da-
zu wird der Algorithmus, nach dem der urspru¨ngliche Sender von Daten-Chunks
(und Empfa¨nger von SACK-Chunks) entscheidet, ob der Gap Counter (vgl. Ab-
schnitt 2.3.5.1) eines Daten-Chunks erho¨ht wird oder nicht, modifiziert. Dieser
Algorithmus greift immer dann, wenn die TSN des Chunks durch eine Lu¨cke im
SACK-Chunk als nicht erhalten markiert wurde. Es wird davon ausgegangen, dass
Chunks in Gruppen u¨ber einen Pfad u¨bertragen werden, bevor ein Umschaltvor-
gang auf einen neuen Prima¨rpfad durchgefu¨hrt wird.
Wird ein SACK-Chunk empfangen, der Lu¨cken anzeigt, so werden alle Daten-
Chunks der Speicherliste (engl. Retransmission Queue, vgl. auch Abschnitt 5.3.2)
betrachtet, die durch diesen SACK-Chunk erstmalig besta¨tigt werden. Fu¨r alle Pfade i, initialisiere das Flag d(i).saw new path ack = FALSE.
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 Fu¨r alle Pfade i, u¨ber die ein Daten-Chunk gesendet, welcher durch das
SACK neu besta¨tigt wurde, setze d(i).saw new path ack = TRUE.
 Fu¨r alle Pfade i, fu¨r die gilt: (d(i).saw new path ack == TRUE), bestim-
me die ho¨chste TSN, die neu besta¨tigt wurde. Diese wird in dem Pfad-
Parameter d(i).highest path tsn acked gespeichert.
 Untersuche alle TSNs der Speicherliste, ob sie in einer Lu¨cke enthalten sind:
ist der Chunk mit der TSN t in einer Lu¨cke enthalten und dt der Zielpfad,
u¨ber den er gesendet wurde, so wird der Gap Counter fu¨r t erho¨ht, wenn
gilt: dt.saw new path ack == TRUE und t < dt.highest path tsn acked.
Die Anwendung dieses Algorithmus fu¨hrt dazu, dass bei Bildung von Lu¨cken
in der Reihenfolge der besta¨tigten TSNs diese tatsa¨chlich nur dann fu¨r
die Neuu¨bertragung beru¨cksichtigt werden, wenn auf dem zugeho¨rigen Pfad
schon Daten mit ho¨heren TSNs besta¨tigt wurden. Damit ko¨nnen u¨berflu¨ssige
Neuu¨bertragungen beim LS-SCTP vermieden werden.
6.3.2 CACC mit Aktualisierungen des cwnd
Die alleinige Anwendung der SFR-CACC fu¨hrt dazu, dass das Wachstum descwnd , das zum Erreichen eines optimalen Durchsatzes erforderlich ist, nicht fu¨r
alle Pfade gleichma¨ßig erfolgt. Bei diesem Algorithmus wird na¨mlich nur dann
ein cwnd -Update durchgefu¨hrt, wenn der CTSNA-Wert der Assoziation durch
ein SACK erho¨ht wird. Dabei wa¨chst in der Regel das cwnd eines Pfades (in der
Regel das cwnd des Pfades mit der ho¨chsten Rundlaufzeit), wa¨hrend andere Pfade
weniger am cwnd -Wachstum teilhaben.
Daher schlagen Iyengar et al. in [41] eine Erweiterung fu¨r SFR-CACC vor,
die einen Parameter pCTSNA einfu¨hrt, der den CTSNA-Wert bezogen auf einen
Pfad angibt. Dies erlaubt es einer Implementierung festzustellen, ob durch eine
neue Besta¨tigung der pCTSNA-Wert des Pfades erho¨ht wurde und in diesem Fall
das ¨Uberlastsendefenster cwnd dieses Pfades entsprechend der Menge der neu
besta¨tigten Daten anzupassen. Diese Erweiterung wird in [41] als SFR-CACC mitcwnd -Update (SFR-CACC-CU) bezeichnet. Iyengar et. al. nennen diese Varian-
te aber auch SCTP mit “Concurrent Multipath Transfer”; im Folgenden wird sie
daher einfach mit CMT bezeichnet.
Ein kurzes Beispiel soll die Funktion des CMT Algorithmus verdeutlichen: Man
stelle sich eine Assoziation mit zwei Pfaden d(0) und d(1) vor. Der Sender sendet
die Daten-Chunks mit den TSNs 1, 2 und 3 sowie 7, 8 und 9 u¨ber den langsameren
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Pfad d(0) und die Daten-Chunks mit den TSNs 4, 5 und 6 sowie 10, 11 und 12
u¨ber den schnelleren Pfad d(1). Zu einem spa¨teren Zeitpunkt erha¨lt der Sender
einen SACK-Chunk mit dem Wert ctsna=7 und dem Gap-Report (10; 11). Dann
ist der Parameter d(0).pCTSNA=7 und der Parameter d(1).pCTSNA=11.
Der CMT Algorithmus nutzt zur Bestimmung der jeweiligen pCTSNA-Werte aller
Pfade die Flags new pseudo cumack und find expected pseudo cumack, sowie die
Historie der Zielpfade aller Chunks in der Speicherliste. Zu Beginn wird fu¨r alle
i das Flag d(i).find expected pseudo cumack = TRUE gesetzt. Bei Empfang eines
SACK-Chunks werden zusa¨tzlich zu den im vorigen Abschnitt 6.3.1 beschriebe-
nen Schritten die folgenden Aktionen ausgefu¨hrt:
 Setze fu¨r alle Pfade i die Variable d(i).new pseudo cumack = FALSE.
 Wenn durch den SACK-Chunk ein neuer CTSNA-Wert angezeigt wird,
setze fu¨r jeden Daten-Chunk mit der TSN n, der durch diesen SACK-
Chunk erstmalig besta¨tigt wurde, das Flag pn.find expected pseudo cumack
= TRUE und das Flag pn.new pseudo cumack = TRUE. (pn bezeichnet da-
bei den Pfad, u¨ber den der Chunk mit der TSN n urspru¨nglich gesendet
wurde).
 Entha¨lt der SACK-Chunk auch Gap-Reports, so werden alle Chunks r der
Speicherliste (Retransmission Queue) untersucht; dabei sei pr der Pfad, u¨ber
den ein Chunk r gesendet wurde.
– Wenn r bisher noch nicht besta¨tigt wurde und gilt:
(pr.find expected pseudo cumack == TRUE),
dann setzepr.find expected pseudo cumack = FALSE,
und pr.pCTSNA = r.
– Wenn r erstmalig besta¨tigt wurde und gilt:pr.pCTSNA == r,
dann setze die Flagspr.find expected pseudo cumack = TRUE,
und pr.new pseudo cumack = TRUE.
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 Fu¨r alle i, fu¨r die gilt:
(d(i).new pseudo cumack == TRUE),
fu¨hre ein Update des cwnd durch, entsprechend der La¨ngen der neu
besta¨tigten Chunks.
6.3.3 CACC mit verzo¨gerter Besta¨tigung
Standard-SCTP fordert, dass der Empfa¨nger bei Feststellen von Lu¨cken in der
Ankunftsreihenfolge empfangener Daten pro ankommendem Paket einen SACK-
Chunk sendet, um den Sender mo¨glichst schnell zu informieren und gegebenen-
falls eine schnelle Neuu¨bertragung auszulo¨sen (vgl. Abschnitt 2.3.5.1). Sind keine
Lu¨cken vorhanden, so wird ein SACK-Chunk pro zwei ankommenden Paketen mit
Daten-Chunks gesendet.
Da bei LS-SCTP Lu¨cken in der Ankunftsreihenfolge jedoch die Regel sind, schla-
gen Iyengar et al. in [41] schließlich noch einen Algorithmus vor, nach dem
der Empfa¨nger auch bei Paketu¨berholungen und nachfolgenden Lu¨cken in der
Ankunftsreihenfolge Besta¨tigungen in SACK-Chunks verzo¨gert sendet, d.h. je
zwei ankommenden Paketen mit Daten-Chunks wird ein SACK-Chunk gesendet.
Zusa¨tzlich beru¨cksichtigen sie in ihrem Algorithmus die Mo¨glichkeit tatsa¨chlicher
Paketverluste, die durch zusa¨tzliche Flags in den SACK-Chunks schneller erkannt
werden ko¨nnen. Damit beno¨tigt der Empfa¨nger nicht in jedem Fall vier SACKs
zur Entscheidung fu¨r eine schnelle Neuu¨bertragung, sondern kann diese u.U. auch
schon nach zwei SACKs mit entsprechend gesetzten Flags durchfu¨hren.
6.4 Modifikationen des CACC
Im Folgenden werden weitere im Laufe dieser Arbeit entstandene Varianten zur
Optimierung der von Iyengar et al. in [41] diskutierten Algorithmen erla¨utert. Sie
basieren auf der Idee, die Behandlung von Daten- und SACK-Chunks sowohl auf
der Sender- als auch auf der Empfa¨ngerseite an die Nutzung mehrerer Pfade an-
zupassen.
6.4.1 Pfadbezogene Besta¨tigungen
Um ein optimales, an die Gegebenheiten der jeweiligen Pfade angepasstes, Ver-
halten und Wachstum der cwnd -Parameter aller Pfade beim Sender zu erreichen,
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wird im Folgenden eine Modifikation des Verhaltens sowohl bei der Senderin-
stanz als auch bei der Empfa¨ngerinstanz vorgeschlagen. Der Sender benutzt den
in Abschnitt 6.2.1 fu¨r das LS-SCTP beschriebenen Algorithmus, um neu zu sen-
dende Daten-Chunks auf die gegebenen Pfade zu verteilen. Der Empfa¨nger fu¨hrt
pro Pfad zum Sender einen Za¨hler, nachfolgend path sack counter genannt. Dabei
bezeichnet d(i).path sack counter den entsprechenden Za¨hler fu¨r den Pfad d(i). Er
wird mit Null initialisiert.
Erha¨lt der Empfa¨nger ein SCTP-Paket mit Daten-Chunks auf dem Pfad d(i),
so startet er fu¨r diesen Pfad den Timer d(i).path sack timer, sofern dieser
noch nicht la¨uft und inkrementiert den Za¨hler d(i).path sack counter um eins.
Nimmt ein Za¨hler d(i).path sack counter den Wert zwei an, oder la¨uft der Timer
d(i).path sack timer ab, so wird der entsprechende d(i).path sack counter auf den
Wert Null zuru¨ckgesetzt und sofort ein SACK-Chunk u¨ber den Pfad d(i) an den
Sender zuru¨ckgeschickt. Bei einem Sender gema¨ß Standard-SCTP, der nur einen
einzigen Prima¨rpfad nutzt, und einem Netz, in dem keine Paketverluste oder Pa-
ketu¨berholungen vorkommen, entspricht dieser Algorithmus dem RFC 2960 [86].
Im Gegensatz zu den in Abschnitt 6.3 beschriebenen Algorithmen wird hier also
ein SACK fu¨r zwei auf einem Pfad empfangene Pakete mit Daten-Chunks gesen-
det und nicht fu¨r zwei empfangene Pakete mit Daten-Chunks pro Assoziation. Die
Ergebnisse des hier beschriebenen Algorithmus werden in Abschnitt 6.5.3 vorge-
stellt und mit den Ergebnissen des CMT Algorithmus verglichen.
6.4.2 Senden von SACKs u¨ber den schnellsten Pfad
Eine weitere Variante, die bereits in Abschnitt 6.2.2 erwa¨hnt wurde, ist der Al-
gorithmus, bei dem der Empfa¨nger alle Besta¨tigungen u¨ber den Pfad mit der
ku¨rzesten gemessenen Rundlaufzeit sendet. Dadurch sinkt die Rundlaufzeit fu¨r
alle Pakete mit Daten-Chunks, und das cwnd aller Pfade kann schnell wachsen.
Andere Varianten senden die SACK-Chunks u¨ber Pfade mit unterschiedlichen
Laufzeiten zuru¨ck. Dies fu¨hrt zu einer Vertauschung der SACKs. Bei dieser Va-
riante kommen zwar die Daten mo¨glicherweise vertauscht beim Empfa¨nger an,
dieser sendet jedoch alle SACK-Chunks u¨ber denselben Pfad zuru¨ck. Mithin wer-
den diese nicht auch noch vertauscht. Das fu¨hrt insgesamt zu einem homogenen
Wachstum der cwnd -Werte aller Pfade und optimiert den Prozess des Sliding Win-
dow. Der Sender kann so schnell Daten aus dem Retransmission Buffer lo¨schen
und neue Daten senden. Allerdings verha¨lt sich diese Protokollvariante nicht so
robust beim Ausfall dieses schnellsten Pfades, was zuna¨chst zu einem Ausbleiben
aller Besta¨tigungen fu¨hren wu¨rde. Die Ergebnisse entsprechender Simulationen
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mit dem hier diskutierten Algorithmus werden in Abschnitt 6.5.3 diskutiert.
6.5 Simulative Bewertung von Lastverteilungsalgo-
rithmen
Die in den Abschnitten 6.3 und 6.4 diskutierten Lastverteilungsalgorithmen wur-
den mit Hilfe geeigneter OPNET-Modelle in umfangreichen Simulationen un-
tersucht. Beispielhaft werden im Folgenden die wichtigsten Ergebnisse aus die-
sen Simulationen anhand von drei relevanten Szenarien vorgestellt. Abschließend
folgt eine Bewertung der vorgestellten Protokollvarianten und eine Empfehlung
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Abbildung 6.1: Simulations-Szenario fu¨r die LS-SCTP Untersuchung
Zur Bewertung der verschiedenen Algorithmen wurde das in Abbildung 6.1 darge-
stellte Referenzszenario entworfen, das einen unidirektionalen Datentransfer zwi-
schen zwei Endgera¨ten modelliert. Diese Endgera¨te sind dual-homed, d.h. u¨ber
zwei IP-Adressen und entsprechend u¨ber zwei Interfaces (Gigabit Ethernet) er-
reichbar. Die verwendeten Modelle der SCTP-Endgera¨te setzen auf das in Ab-
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schnitt 5.3 erla¨uterte Modell auf. Dieses wurde um die drei folgenden LS-SCTP-
Varianten erweitert:
 Zum einen wurden der von Iyengar et al. in [41] diskutierte Algorithmus
implementiert.
 Daru¨ber hinaus wurde ein Lastverteilungsalgorithmus implementiert, der
das Aussenden pfadbasierter SACKs erlaubt (vgl. Abschnitt 6.4.1).
 Drittens wurde der Algorithmus implementiert, bei dem der Empfa¨nger die
SACKs auf dem Pfad mit der jeweilig ku¨rzesten Rundlaufzeit zuru¨cksendet
(vgl. Abschnitt 6.4.2).
Prinzipiell ko¨nnten die nachfolgend getroffenen Aussagen u¨ber das Protokollver-
halten auch analytisch ermittelt werden, da die Ergebnisse nicht von Zufallspro-
zessen abha¨ngen und somit deterministisch sind. Aufgrund der hohen Protokoll-
Komplexita¨t wurden die vorliegenden Ergebnisse jedoch unter Zuhilfenahme des
OPNET-Modelers in der oben erwa¨hnten Umgebung ermittelt.
6.5.2 Beschreibung der Parameter
Bei den untersuchten Szenarien wurde angenommen, dass das SCTP zur
¨Ubertragung von langen Signalisierungsmeldungen eingesetzt wird, wie sie etwa
typisch beim Session Initiation Protocol (SIP) [72, 55, 73] oder auch bestimm-
ten SS7-Nachrichten (Breitband-MTP [33]) vorkommen ko¨nnen. Die La¨nge der
Nachrichten wurde konstant auf 1000 Bytes festgelegt. Die Parametrisierung der
zur Verfu¨gung stehenden Links wurde so gewa¨hlt, dass sie typische Breitband-
WAN ¨Ubertragungssysteme auf PDH/SDH-Basis mit Bandbreiten von 34,468
MBit/s (E3) oder 155,58 MBit/s (STM-1) modelliert.
Die Linkverzo¨gerungen wurden im Bereich von 10-50 ms fu¨r den Pfad 1,
bzw. 10-200 ms fu¨r den Pfad 2 konfiguriert. Dies deckt die typischen
¨Ubertragungsverzo¨gerungen kontinentaler und interkontinentaler WAN-Links
ab [94] (die reine Laufzeitverzo¨gerung fu¨r 2000 km entspricht ca. 10 ms bei Glas-
fasern).
In den Szenarien wurde von einem unidirektionalen Verkehrsmuster ausgegangen,
bei dem das Quellverhalten einer typischen gesa¨ttigten Quelle entspricht, die nur
durch den Fluss- und ¨Uberlastkontrollalgorithmus der jeweiligen LS-SCTP Proto-
kollvariante beschra¨nkt ist. Dadurch kann der maximal zu erreichende Durchsatz
sowie die maximale Nachrichtenverzo¨gerung zwischen dem Sendezeitpunkt der
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Quelle und dem Zeitpunkt des Empfangs durch die Empfa¨ngeranwendung ermit-
telt werden.
6.5.3 Erla¨uterung der Simulationsszenarien
Im Folgenden wird das in der Simulation ermittelte Protokollverhalten von drei
Protokollvarianten anhand von drei verschiedenen Szenarien vorgestellt. Dabei
wurden zwei Szenarien mit symmetrischen Link-Bandbreiten (je zweimal E3 und
zweimal STM-1) sowie ein Szenario mit asymmetrischen Link-Bandbreiten (je
einmal STM-1 und einmal E3) untersucht. Die betrachteten Protokollvarianten
sind CMT (vgl. Abschnitt 6.3.2), LS-SCTP mit pfadbezogenen Besta¨tigungen
(PB-SACK, vgl. Abschnitt 6.4.1) und LS-SCTP mit Besta¨tigungen, die u¨ber den
Pfad mit der ku¨rzesten RTT gesendet werden (S-SACK, vgl. Abschnitt 6.4.2).
Der Nutzdurchsatz wird in den jeweiligen Szenarien zum einen durch die physi-
kalisch zur Verfu¨gung stehende maximale Bandbreite auf den Links beschra¨nkt,
zum anderen durch die Fluss- und ¨Uberlastkontrollmechanismen der verschie-
denen SCTP-Varianten. Dabei gilt insbesondere fu¨r große Rundlaufzeiten, dass
der Durchsatz durch das Sendefenster – also durch die Flusskontrolle – und
nicht durch die ¨Uberlastkontrolle beschra¨nkt ist (pro Rundlaufzeit kann ma-
ximal eine der Gro¨ße des rwnd entsprechende Menge an Nachrichten gesen-
det werden). Damit die Einschra¨nkung durch das Sende- bzw. Empfangsfensterrwnd in den jeweiligen Szenarien nicht zu stark ausfa¨llt und die Qualita¨t der
¨Uberlastkontrollalgorithmen der verschiedenen LS-SCTP Varianten bewerten zu
ko¨nnen, wurde es den verschiedenen Szenarien angepasst. Exemplarisch werden
im Folgenden nur die Ergebnisse fu¨r eine konstante Linkverzo¨gerung des Links 1
von d1 = 10 ms diskutiert.
6.5.4 Szenario 1: LS-SCTP mit zwei E3 Links
In diesem Szenario stehen zwei E3 Links zur Verfu¨gung, von denen Link 1 die
konstante Link-Verzo¨gerung d1 = 10 ms aufweist, wa¨hrend das Protokollverhal-
ten in Abha¨ngigkeit der Verzo¨gerung des zweiten Links d2 betrachtet wird. Diese
variiert zwischen 10 ms und 200 ms. Das rwnd wurde auf 400.000 Bytes gesetzt.
6.5.4.1 Untersuchung des Protokolldurchsatzes im Szenario 1
Abbildung 6.2 zeigt den von der Anwendung erfahrenen Nutzdurchsatz in die-



























SCTP (nur Pfad 1)
SCTP (nur Pfad 2)
Abbildung 6.2: Durchsatz verschiedener LS-SCTP Varianten (Szenario 1)
den maximalen Durchsatz einer herko¨mmlichen SCTP-Assoziation, die nur den
Pfad 2 benutzt. Dieser wird fu¨r d2 > 50 ms mit steigendem d2 durch das Sende-
fenster zunehmend beschra¨nkt. Nutzt das Standard-SCTP nur den Pfad 1, so ist
der Durchsatz konstant etwa 4096 KByte/s, da er nicht von der Linkverzo¨gerung
des zweiten Pfads abha¨ngt. Dies entspricht dem maximale Durchsatz einer SCTP-
Assoziation u¨ber einem E3-Link mit einer Bandbreite von 34,468 MBit/s unter
den gegebenen Umsta¨nden. Addiert man den maximalen Durchsatz, der jeweils
u¨ber die beiden Pfade mo¨glich ist, so ergibt sich die obere Grenze fu¨r den Durch-
satz (diese wird in Abbildung 6.2 mit Limit bezeichnet).
Fu¨r kleine Werte von d2, in diesem Fall d2  20 ms, erreichen alle 3 Varianten im
Mittel dieses Limit, und damit den maximal mo¨glichen doppelten Durchsatz von
8192 KByte/s, die Varianten PB-SACK und S-SACK erreichen diesen Durchsatz
sogar fu¨r Werte von d2  30 ms. Wa¨hrend der Durchsatz fu¨r die CMT-Variante ab






















Abbildung 6.3: Congestion Window (cwnd ) verschiedener LS-SCTP Varianten
(Pfad 1 in Szenario 1, d1=10 ms)
fu¨r d2 > 30ms wesentlich langsamer als bei der CMT-Variante. Der Durchsatz der
PB-SACK-Variante liegt im Bereich 30 ms < d2 < 80 ms u¨ber dem der beiden
anderen Varianten, wobei sich die S-SACK-Variante a¨hnlich verha¨lt, aber einen
geringfu¨gig kleineren Durchsatz aufweist. Zwischen 80 ms  d2  100 ms er-
zielen alle Varianten einen nahezu gleichen Durchsatz, der sich mit zunehmender
Verzo¨gerung d2 der Funktion b2w(d2) = 2  bw(d2) = 2  (rwnd=d2) anna¨hert.
Die CMT-Variante na¨hert sich fu¨r d2  100 ms und die PB-SACK-Variante fu¨rd2  125 ms der Funktion bw(d2) = rwnd=d2 an, die sich durch das konstan-
te Produkt aus Bandbreite und Verzo¨gerung ergibt (vgl. auch [49]). Damit erzielt
die S-SACK Variante im Bereich von d2  125 ms den ho¨chsten Durchsatz aller
Varianten. Fu¨r d2 > 100 ms kann dieses Verhalten nicht mit den in den Abbil-
dungen 6.3 und 6.4 dargestellten mittleren cwnd -Werten erkla¨rt werden, da alle
Varianten durch das Sendefenster und die Rundlaufzeit beschra¨nkt sind. Vielmehr
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spielen die Protokollmechanismen der einzelnen Varianten in diesem Fall eine
Rolle. Es ist ferner festzustellen, dass fu¨r d2  90 ms der Durchsatz aller Varian-
ten – trotz Nutzung beider Pfade – unter die Grenze von 4096 KByte/s, die das
Standard-SCTP bei ausschließlicher Nutzung des ersten Pfades (nur Link 1 mit
konstanter Verzo¨gerung d1 = 10 ms) erzielen wu¨rde, sinkt. Daraus resultiert, dass
nicht empfohlen werden kann, die LS-SCTP Varianten im gesamten Parameter-
raum zu verwenden. Um es einer SCTP-Implementierung zu erlauben, festzustel-
len, wann die Nutzung von LS-SCTP sinnvoll ist und wann nicht, soll aus diesem


















Abbildung 6.4: Congestion Window (cwnd ) verschiedener LS-SCTP Varianten
(Pfad 2 in Szenario 1, d1=10 ms)
Fu¨r Werte von 40 ms< d2 < 60 ms steigt der Durchsatz der CMT Variante wieder
leicht an, was auf die Tatsache zuru¨ckzufu¨hren ist, dass das Congestion Window
des Pfades 2 (cwnd2) fu¨r diesen Parameterbereich im Mittel ebenfalls ansteigt und
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mehr Daten u¨ber den zweiten Pfad u¨bertragen werden. Aus der Detailbetrach-
tung der einzelnen Simulationen in diesem Bereich geht hervor, dass die starke
Reduktion des mittleren cwnd2 Wertes bei der CMT-Variante zuna¨chst durch die
Beschra¨nkung des Congestion Window beim Einschaltvorgang der Quelle hervor-
gerufen wird. Diese Beschra¨nkung wird durch den im Abschnitt 2.14 des “SCTP
Implementer’s Guide” [80] beschriebenen Algorithmus erzwungen. Dieser defi-
niert einen neuen Protokollparameter MaxBurstSize, der angibt, wie viel Daten
auf einmal (als Burst) gesendet werden ko¨nnen. Wenn mit osb(2) die Anzahl
der auf dem Pfad 2 gesendeten, aber noch unbesta¨tigten Bytes bezeichnet wird
und gilt: cwnd2 > osb(2) + MaxBurstSize, dann wird durch die Anweisungcwnd2 = osb(2) + MaxBurstSize der Wert des cwnd2 zuru¨ckgesetzt. Dieser
Algorithmus ist in der in [80] beschriebenen Weise nicht fu¨r den Einsatz beim
LS-SCTP geeignet und sollte daher modifiziert werden. Geeignete Modifikatio-
nen konnten im Rahmen dieser Arbeit nicht na¨her untersucht werden, aber es
ist z.B. denkbar, dass der Parameter MaxBurstSize proportional zur Anzahl der
genutzten Pfade erho¨ht wird, oder in Abha¨ngigkeit von den Pfadcharakteristika
unterschiedliche Werte fu¨r jeden Pfad annimmt.
Betrachtet man die ¨Anderungen der mittleren cwnd -Werte des Pfades 1 in Abbil-
dung 6.3 und des Pfades 2 in Abbildung 6.4, so werden weitere Unterschiede der
drei LS-SCTP-Varianten deutlich. Fu¨r d2  70 ms weisen alle Varianten einen
anna¨hernd konstanten mittleren cwnd1-Wert auf. Dieser macht mit ca. 200.000
etwa die Ha¨lfte des rwnd -Wertes von 400.000 aus und entspricht dem ssthresh-
Wert. d.h. alle Varianten bleiben an der Grenze zwischen Slow Start und Conge-
stion Avoidance.
Auf dem zweiten Pfad jedoch sinkt der mittlere cwnd2-Wert der CMT-Variante
fu¨r 20 ms < d2 < 40 ms zuna¨chst schnell ab, um dann wieder zu steigen (die-
ser Effekt entsteht durch die Beschra¨nkung des cwnd mit dem MaxBurstSize-
Parameter, s.o.). Eine entsprechende Reduktion des cwnd2-Wertes erfolgt bei den
beiden anderen Varianten langsamer, und diese erreichen ein Minimum erstma-
lig bei d2 = 90 ms, wo alle Varianten den minimalen mittleren cwnd2-Wert
aufweisen. Dagegen haben alle Varianten fu¨r d2 = 80 ms ein Maximum beim
zugeho¨rigen mittleren cwnd1-Wert. Dieser entsteht, da der cwnd2-Wert bei die-
ser Linkverzo¨gerung nahezu konstant und niedrig bleibt (bei allen Varianten liegtcwnd2 zwischen 29.000 und 31.000), und damit ein deutliches Wachstum descwnd1-Wertes im Congestion Avoidance Modus u¨ber den ssthresh-Wert erlaubt.
Bei geringeren Linkverzo¨gerungen a¨ndert sich der cwnd2-Wert ha¨ufig, so dass
das cwnd1 im Congestion-Avoidance Modus nur geringfu¨gig u¨ber den Wert derssthresh ansteigen kann. Bei gro¨ßeren Linkverzo¨gerungen d2 sinkt nicht nur der
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mittlere cwnd2-Wert, sondern durch die Beschra¨nkung durch das Sendefensterrwnd auch der jeweilige mittlere cwnd1-Wert und der Gesamtdurchsatz.






















Abbildung 6.5: Betrachtung des Verha¨ltnisses der relativen Bandbreite L21 im
Szenario 1
Da die einzelnen LS-SCTP Varianten selbst unter gu¨nstigen Bedingungen (zwei
Links mit symmetrischer Bandbreite) nur fu¨r geringe Link-Verzo¨gerungen gute
Ergebnisse erzielen und den Durchsatz signifikant erho¨hen ko¨nnen, wird im Fol-
genden ein Kriterium definiert, nach dem eine Implementierung dynamisch ent-
scheiden kann, ob die Anwendung des Load Sharing vorteilhaft ist oder nicht.
Als Kenngro¨ße eines jeden Pfades wird der Quotient aus dem mittleren cwnd -
Wert cwnda des Pfades2 und der gemessenen mittleren Rundlaufzeit rtta vor-
geschlagen. Fu¨r den i-ten Pfad einer Assoziation wird dieser Quotient Bp(i) =
2Dieser kann von einer Implementierung einfach na¨herungsweise bestimmt werden
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cwnda i=rtta i nachfolgend als Pfad-Bandbreite bezeichnet. Als Kriterium fu¨r oder
gegen die Nutzung von Load Sharing wird der QuotientLjk = Bp(j)=Bp(k) zwei-
er Pfade j und k betrachtet. Nimmt dieser Quotient einen Wert Ljk > 100 oderLjk < 0; 01 an, so wird der Pfad mit der geringeren Pfadbandbreite nicht fu¨r das
Load-Sharing genutzt. Die entsprechenden Werte fu¨r das Load-Sharing KriteriumL21 aus Szenario 1 zeigt Abbildung 6.5.
Bei einem System mit Dualhoming fu¨hrt die Anwendung dieses Kriteriums dazu,
dass bei ¨Uberschreiten des Schwellwertes ausschließlich der gu¨nstigere Pfad fu¨r
die ¨Ubertragung genutzt wird und somit der Durchsatz nicht unter den auf die-
sem Pfad zu erzielenden Durchsatz fa¨llt. Bezogen auf das Szenario 1 wu¨rde dies
bedeuten, dass die LS-SCTP Varianten mindestens den maximalen Durchsatz auf
dem ersten Pfad erzielen ko¨nnten, mithin also 4096 KByte/s. Demnach wu¨rden
alle Varianten fu¨r Werte von d2 < 90 ms Load Sharing nutzen. Fu¨r gro¨ßere Werte
von d2 wa¨re Load Sharing in der Regel deaktiviert. Eine Ausnahme bildet hier nur
die PB-SACK Variante, die bei d2  125 ms einen sehr hohen mittleren cwnd -
Wert fu¨r den zweiten Pfad aufweist (und damit eine hohe Pfad-Bandbreite). In
diesem Fall ist eine Erweiterung des vorgeschlagenen Kriteriums notwendig. Sie
wird in Abschnitt 6.5.5.2 erla¨utert. In erster Na¨herung erlaubt die Anwendung des
hier vorgeschlagenen Kriteriums zwar nicht in jedem Fall, den optimalen Durch-
satz zu erzielen, trifft aber eine sinnvolle erste Auswahl.
6.5.4.3 Untersuchung der Nachrichtenverzo¨gerung im Szenario 1
Abbildung 6.6 stellt die maximale Nachrichtenverzo¨gerung dmax(d2) (Ende zu
Ende) zwischen dem Zeitpunkt des ersten Aussendens einer Nachricht durch die
Quelle und dem Zeitpunkt der Zustellung an die Empfa¨ngerapplikation dar. Die
maximale Nachrichtenverzo¨gerung ergibt sich in diesem Fall aus der Wartezeit
in der Sendewarteschlange, der bandbreitenabha¨ngigen Emissionszeit auf dem
jeweiligen WAN-Link, der ¨Ubertragungsverzo¨gerung auf dem WAN-Link (die
Verzo¨gerungen durch die Anschlussnetze werden hier vernachla¨ssigt) und der
Wartezeit auf die Zustellung beim Empfa¨nger, die durch die Wiederherstellung
der Nachrichtenreihenfolge (engl. Reordering) zustande kommt. Wie aus der Ab-
bildung 6.6 ersichtlich ist, liegt dmax(d2) bei allen LS-SCTP-Varianten fu¨r Link-
verzo¨gerungen von d2 > 20 ms innerhalb der Region, die von den Funktionenf(d2) = 3d2 und f(d2) = d2 eingegrenzt wird.
Fu¨r kleine Werte von d2  40 ms liegt die maximale Nachrichtenverzo¨gerung al-

































Abbildung 6.6: Maximale Nachrichtenverzo¨gerung der LS-SCTP-Varianten in
Szenario 1 (d1=10 ms)
120 ms. Erst fu¨r d2 > 100 ms wachsen die maximalen Pfadverzo¨gerungen deut-
lich an. Dies wird durch Nachrichten verursacht, die u¨ber den Link 2 u¨bertragen
werden. Wenn der Sender bei den Varianten CMT oder PB-SACK blockiert ist
(fu¨r d2  125 ms), muss er auf Besta¨tigungen warten, die gegebenenfalls u¨ber
den langsameren Link 2 zuru¨ckgesendet werden. Daher u¨berschreitet bei diesen
Varianten die maximale Nachrichtenverzo¨gerung fu¨r d2  125 ms die Funktionf(d2) = 2d2. Da bei der S-SACK-Variante alle Besta¨tigungen u¨ber den Link 1 mit
der ku¨rzeren Linkverzo¨gerung zuru¨ckgesendet werden, liegt in dem Fall dmax(d2)
unterhalb der Funktion f(d2) = 2d2.
6.5.5 Szenario 2: LS-SCTP mit zwei STM-1 Links
Dieses Szenario ist analog zum Szenario 1, allerdings stehen zwei STM-1 Links
zur Verfu¨gung. Das rwnd wurde bei diesem Szenario auf 1.600.000 Bytes erho¨ht,
um auch bei gro¨ßeren Rundlaufzeiten einen sinnvollen Mindestdurchsatz zu erzie-
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len und nicht schon bei kurzen Rundlaufzeiten den Durchsatz durch das Sende-
























SCTP (nur Pfad 1)
SCTP (nur Pfad 2)
Abbildung 6.7: Durchsatz verschiedener LS-SCTP Varianten (Szenario 2)
6.5.5.1 Untersuchung des Protokolldurchsatzes im Szenario 2
Fu¨r die insbesondere in Weitverkehrsnetzen typischen Verzo¨gerungen von d2 70 ms erzielen die PB-SACK- und die S-SACK-Variante im Szenario 2 einen in
der Regel signifikant ho¨heren, mindestens aber gleichen Durchsatz wie die CMT-
Variante (vgl. Abbildung 6.7). Wa¨hrend die CMT-Variante nur fu¨r d2 = 10 ms
den optimalen Durchsatz, mit dem beide STM-1 Links voll ausgelastet sind, er-
reicht, gelingt dies der PB-SACK- und der S-SACK-Variante – a¨hnlich wie im
Szenario 1 – fu¨r d2  30 ms.
Bei einer Linkverzo¨gerung von 80 ms < d2  100 ms sinkt der Durchsatz
der S-SACK-Variante unter den der beiden anderen Varianten, liegt aber fu¨r
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d2  125 ms wieder u¨ber deren Durchsatz. Fu¨r d2  80 ms sinkt der Durchsatz al-
ler Varianten unter die Grenze von 18.535 KByte/s, die eine Standard-SCTP Asso-
ziation bei ausschließlicher Nutzung des Pfades 1 erreichen wu¨rde. Dies besta¨tigt
die Ergebnisse aus Abschnitt 6.5.4.1. Aus diesem Grund soll auch fu¨r das Szena-
rio 2 das bereits in Abschnitt 6.5.4.2 diskutierte Kriterium zur Abscha¨tzung der





















Abbildung 6.8: Congestion Window (cwnd1) verschiedener LS-SCTP Varianten
(Pfad 1 in Szenario 2, d1=10 ms)
Wie aus den Abbildungen 6.8 und 6.9 hervorgeht, sind bei allen Varianten fu¨rd2 < 80 ms die Werte des cwnd1 nahezu konstant hoch zwischen 750.000 und
800.000, und betragen somit etwa die Ha¨lfte des maximalen arwnd-Wertes (vgl.
Abschnitt 2.3.8). Fu¨r d2  10 ms bei der CMT-Variante und fu¨r d2  30 ms bei
den beiden anderen Varianten liegt der cwnd2-Wert ebenfalls bei etwa 800.000
und somit wird auch im Szenario 2 das rwnd fair auf beide Pfade verteilt. In die-






















Abbildung 6.9: Congestion Window (cwnd2) verschiedener LS-SCTP Varianten
(Pfad 2 in Szenario 2, d1=10 ms)
satz von je etwa 37.100 KByte/s.
Bei der CMT-Variante sinkt der mittlere cwnd2-Wert fu¨r 10 ms< d2 < 50ms wie-
der aufgrund der Beschra¨nkung des Congestion Windows auf dem zweiten Pfad,
die erst bei Pfadverzo¨gerungen von 50 ms < d2 < 80 ms weniger stark ausfa¨llt.
Bei der PB-SACK- und der CMT-Variante wird fu¨r d2  80 ms der zweite Pfad
nur noch wenig genutzt. Fu¨r Werte von d2 > 100ms na¨hert sich der Durchsatz die-
ser Varianten daher fu¨r steigende Werte von d2 dem Durchsatz einer Assoziation
an, die nur den zweiten Pfad benutzt (aufgrund der Zustellverzo¨gerung von Nach-
richten, die u¨ber den Pfad 1 gesendet werden und nachfolgend auf Nachrichten
warten, die u¨ber den Pfad 2 gesendet wurden). In dem Bereich von d2 > 100 ms
liegt der Durchsatz der S-SACK-Variante aufgrund der geringeren Nachrichten-
verzo¨gerungen (vgl. auch Abschnitt 6.5.5.3) u¨ber dem der beiden anderen Varian-
ten. Die mittleren cwnd -Werte der Pfade spielen dabei nur noch eine untergeord-
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nete Rolle, da das Sendeverhalten durch das Empfa¨nger- bzw. Sendefenster rwnd
bestimmt wird.
6.5.5.2 Kriterium fu¨r den Einsatz des LS-SCTP im Szenario 2
Auch in Szenario 2 greift im Wesentlichen das in Abschnitt 6.5.4.2 erwa¨hnte Kri-
terium. Betrachtet man wieder als Load Sharing Kriterium L21 den QuotientenL21 = Bp(2)=Bp(1) der beiden Pfade 2 und 1, wobei Bp(n) die Pfad-Bandbreite
des Pfades n bezeichnet, so ergeben sich die in Abbildung 6.10 dargestellten Wer-






















Abbildung 6.10: Betrachtung des Verha¨ltnisses der relativen Bandbreiten L21
kein Load Sharing einsetzt, wenn fu¨r den Quotienten gilt:
L12 > 100 bzw. L21 < 0; 01
und in diesem Fall ausschließlich den besseren Pfad mit der gro¨ßeren Pfad-
Bandbreite nutzt. Fu¨r alle anderen Werte von L21 wa¨re das Load Sharing in der
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Regel deaktiviert. Demnach wu¨rde die CMT-Variante fu¨r Werte von d2 < 20 ms,
und fu¨r Werte von 50 ms < d2  70 ms Load Sharing einsetzen. Die PB-SACK-
Variante wu¨rde entsprechend fu¨r Werte von d2 < 80 ms Load Sharing einsetzen,
ebenso wie die S-SACK-Variante. L21 liegt bei letzterer allerdings auch fu¨r Werte
von 100 ms < d2 < 175 ms u¨ber dem Schwellwert von 0; 01, da diese dort einen
großen mittleren cwnd2-Wert aufweist. Daher kann die oben erwa¨hnte Bedingung
nicht alleine als Kriterium fu¨r die Nutzung des Load Sharing dienen. Ein sinnvol-
les zusa¨tzliches Kriterium ist die Anzahl der mit den SACK-Chunks u¨bertragenen
Gap Reports (vgl. Abschnitt 2.3.5). Fu¨r 100 ms < d2 < 175 ms liegt diese Anzahl
bei der S-SACK-Variante mehrfach u¨ber 100. Eine SCTP-Implementierung kann
daher eine Schwellwertentscheidung treffen, und Load Sharing ebenfalls deakti-
vieren, wenn die Anzahl der empfangenen Gap Reports in einem SACK-Chunk
mehrfach gro¨ßer als 100 ist. Die Kombination der erwa¨hnten Kriterien erlaubt es
einer Implementierung dann mit hinreichender Genauigkeit zu entscheiden, wann
der Einsatz des Load Sharing sinnvoll ist.
6.5.5.3 Untersuchung der Nachrichtenverzo¨gerung im Szenario 2
Abbildung 6.11 zeigt, dass die maximalen Nachrichtenverzo¨gerungen dmax(d2)
der drei LS-SCTP Varianten im Szenario 2 fu¨r d2 > 10 ms in der Region liegen,
die durch die Funktionen f(d2) = d2 und f(d2) = 3d2 eingegrenzt wird. Fu¨r Wer-
te von d2  30 ms sind die Werte von dmax(d2) in etwa konstant, und betragen
zwischen 37 ms und 40 ms. Fu¨r 40 ms  d2  80 ms entwickeln sich die ma-
ximalen Nachrichtenverzo¨gerungen aller Varianten wie die Funktion f(d2) = d2
und liegen nur wenige Millisekunden daru¨ber. Wa¨hrend sich dmax(d2) bei der PB-
SACK-Variante fu¨r 40 ms  d2  100 ms wie f(d2) = d2 entwickelt, ist dies bei
der CMT-Variante fu¨r 40 ms d2  125ms der Fall. Hingegen steigt die maxima-
le Nachrichtenverzo¨gerung der S-SACK-Variante bereits fu¨r 80 ms< d2  100ms
sta¨rker an, als die der beiden anderen Varianten, da bei dieser Variante die Anzahl
der wartenden Nachrichten in der Empfa¨ngerwarteschlange sta¨rker zunimmt.
Fu¨r große Linkverzo¨gerungen (d2 > 100 ms) sind alle LS-SCTP-Varianten wie-
der durch das Sendefenster und die hohen Rundlaufzeiten auf dem zweiten Link
beschra¨nkt, und die dmax(d2)-Werte der PB-SACK- und CMT-Varianten verlau-
fen oberhalb der Funktion f(d2) = 2d2 (bei der S-SACK-Variante erst etwa fu¨rd2 > 190 ms). Die PB-SACK-Variante entwickelt sich erst fu¨r d2  125 ms wief(d2) = 2d2 + C, mit C = 31 ms. Dieser Offset wird durch die Verzo¨gerung



































Abbildung 6.11: Maximale Nachrichtenverzo¨gerung der LS-SCTP Varianten
(d1=10 ms)
Abbildung 6.11 macht auch deutlich, dass die PB-SACK-Variante Werte fu¨rdmax(d2) erzielt, die (bis auf eine Ausnahme bei d2 = 125 ms) absolut vergleich-
bar mit den entsprechenden Werten der CMT-Variante sind.
6.5.6 Szenario 3: LS-SCTP mit einem STM-1 und einem E3
Link
In diesem Szenario stehen asymmetrische Links zur Verfu¨gung: Link 1 ist ein
STM-1-Link und Link 2 ein E3-Link. Das Protokollverhalten wird fu¨r eine
konstante Link-Verzo¨gerung d1 = 10 ms des Link 1 betrachtet, wa¨hrend die
Verzo¨gerung d2 des zweiten Links zwischen 10 ms und 200 ms variiert (analog zu
den vorigen Szenarien). Das rwnd wurde hier auf 1.000.000 Bytes dimensioniert.
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Abbildung 6.12: Durchsatz verschiedener LS-SCTP Varianten (Szenario 3)
Das Ergebnis der Simulationen in diesem Szenario mit asymmetrisch verteilten
Link-Bandbreiten (vgl. Abbildung 6.12) verdeutlicht, wie schwierig es ist, einen
unter allen Randbedingungen optimalen Algorithmus fu¨r die SCTP-basierte Last-
verteilung zu entwerfen. Keiner der drei Algorithmen erreicht in diesem Szenario
mit einem STM-1 und einem E3 Link die erhoffte Optimierung des Durchsatzes3.
Zwar u¨bertreffen alle Varianten fu¨r d2 < 125 ms den Durchsatz, der bei Nutzung
eines einzelnen E3 Links erzielt werden ko¨nnte, jedoch erreicht keine der Varian-
ten einen Durchsatz, der den STM-1 Link auslastet.
Die S-SACK-Variante erzielt fu¨r d2 < 50ms sowie fu¨r d2  100ms den doppelten
Durchsatz im Vergleich zu einer Standard-SCTP Assoziation, die nur den Pfad 2




















Abbildung 6.13: Congestion Window (cwnd ) verschiedener LS-SCTP Varianten
(Pfad 1 in Szenario 3, d1=10 ms)
nutzt. Alle Varianten erreichen den Spitzendurchsatz bei d1 = 10 ms und d2 =50 ms, wenn die mittleren cwnd -Werte fu¨r den Pfad 1 lokale Maxima erreichen
(ca. 387.000 fu¨r PB-SACK, bzw. 437.000 fu¨r CMT und 402.000 fu¨r S-SACK),
und die entsprechenden Werte fu¨r den Pfad 2 lokale Minima aufweisen (ca. 38.000
fu¨r PB-SACK, bzw. 22.000 fu¨r CMT und S-SACK).
Der verha¨ltnisma¨ßig geringe Durchsatz aller Varianten ist auf die bereits in Ab-
schnitt 6.5.4.1 erwa¨hnte Beschra¨nkung des Congestion Windows, in diesem Fall
fu¨r den cwnd1 Wert, zuru¨ckzufu¨hren. Dabei wa¨chst das cwnd1 beim Einschaltvor-
gang schnell, und beim Empfa¨nger treten, bedingt durch die stark unterschiedli-
chen Bandbreiten der beiden Links, vermehrt Lu¨cken in der Ankunftsreihenfolge
der Nachrichten auf (bis zu 100 Gap Reports pro SACK). Dies fu¨hrt nachfol-
gend dazu, dass der Sender den Pfad 1 so lange blockiert, bis die auf dem Pfad 2



















Abbildung 6.14: Congestion Window (cwnd ) verschiedener LS-SCTP Varianten
(Pfad 2 in Szenario 3, d1=10 ms)
Besta¨tigungen zuru¨cksendet. Wa¨hrend der Sender auf dem Pfad 1 blockiert ist,
wird sein Congestion Window durch die Anwendung der im Abschnitt 2.14
des “SCTP Implementer’s Guide” [80] festgelegte Regel zuru¨ckgesetzt. Abbil-
dung 6.13 verdeutlicht, dass der cwnd1 Wert aller Varianten erst fu¨r d2 = 50 ms
ein Maximum erreicht. Fu¨r d2 = 50 ms sinkt auch bei allen Varianten die Anzahl
der von den SACK-Chunks transportierten Gap Reports (auf maximal 5 Gaps)
und fu¨hrt so insgesamt zu einem gu¨nstigeren Protokollverlauf. Mit zunehmendemd2 steigt die Anzahl der vom Empfa¨nger zuru¨ckgesendeten Gap Reports wieder
deutlich an. So erha¨lt z.B. bei der PB-SACK-Variante der Sender fu¨r d2 = 80 ms
SACKs mit bis zu 95 Gap Reports.
Fu¨r Werte von d2  100 ms beschra¨nkt wieder das Sende-Fenster rwnd bei allen
Varianten den Sender insgesamt. Die auf den jeweiligen Pfaden erzielten cwnd
Werte sind daher fu¨r gro¨ßere Werte von d2 > 50 ms wenig aussagekra¨ftig und
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schwanken stark.
In diesem Szenario mit asymmetrischen Link-Bandbreiten erzielt die CMT-
Variante nur in dem Parameterbereich von 70 ms  d2  90 ms einen ho¨heren
(oder mindestens gleichen) Durchsatz wie die PB-SACK-Variante. Fu¨r den restli-
chen Parameterbereich von d2 erzielt die PB-SACK-Variante einen mindestens
gleichen oder sogar ho¨heren Durchsatz als die CMT-Variante. Die S-SACK-
Variante erreicht nur fu¨r 100 ms  d2 < 170 ms und d2 > 180 ms einen ho¨heren
Durchsatz als die beiden anderen Varianten.
6.5.6.2 Untersuchung der Nachrichtenverzo¨gerung im Szenario 3
Abbildung 6.15 zeigt die maximale Nachrichtenverzo¨gerung dmax(d2) der ver-

































Abbildung 6.15: Durchsatz verschiedener LS-SCTP Varianten (d1=10 ms)
Fu¨r d2  50 ms bleibt die maximale Nachrichtenverzo¨gerung aller LS-SCTP-
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Varianten in dem Bereich zwischen den Funktionen f(d2) = d2 und f(d2) = 3d2.
Bei allen Varianten ist dmax(d2) fu¨r d2 < 50 ms anna¨hernd konstant und liegt
zwischen 111 ms und 138 ms. Insbesondere bei der S-SACK-Variante ist fu¨r d2 125 ms und d2 6= 50 ms die maximale Nachrichtenverzo¨gerung konstant zwischen
138 ms und 145 ms und nahezu unabha¨ngig von der Linkverzo¨gerung d2. Wie
bereits in Abschnitt 6.5.4.3 erwa¨hnt, kommt die Nachrichtenverzo¨gerung in der
Hauptsache durch die Wartezeit in der Sendewarteschlange, die Emissionszeit auf
dem jeweiligen WAN-Link, die ¨Ubertragungsverzo¨gerung auf dem WAN-Link
sowie durch die Wartezeit auf die Zustellung beim Empfa¨nger zustande.
Die Verzo¨gerungen bei allen Varianten werden in dem vorliegenden Szenario (ins-
besondere fu¨r d2  100 ms durch die notwendige Wiederherstellung der Nach-
richtenreihenfolge beim Empfa¨nger verursacht. Die Detailbetrachtung einzelner
Simulationen zeigt hier, dass die Anzahl der u¨ber den Pfad 2 gesendeten, aber
noch unbesta¨tigten, Bytes osb(2) (vgl. auch Abschnitt 6.2.1) hier bei allen Vari-
anten große Werte annimmt (bis zu 500.000, entsprechend 500 Nachrichten). Bei
einer Linkbandbreite des Pfades 2 von 34,468 MBit/s dauert die ¨Ubertragung ei-
ner Menge von 500 Nachrichten u¨ber den Link 2 etwa 120 ms. Die Nachrichten
werden zwischenzeitlich nach dem Aussenden im Router A2 (vgl. Abbildung 6.1)
gepuffert, und es kommt nachfolgend zu der erwa¨hnten Verzo¨gerung der Zustel-
lung beim Empfa¨nger (d.h. der Empfa¨ngerapplikation ko¨nnen Nachrichten, die
u¨ber den Pfad 1 gesendet wurden, erst dann zugestellt werden, wenn auch alle
vorher u¨ber den Pfad 2 gesendeten Nachrichten beim Empfa¨nger angekommen
sind).
Fu¨r Werte von d2 > 100 ms steigt die maximale Nachrichtenverzo¨gerung der PB-
SACK- und der CMT-Variante wieder sta¨rker an, fu¨r d2 > 125 ms auch die der S-
SACK-Variante. Die fu¨r d2 = 175 ms zu beobachtende voru¨bergehend reduzierte
maximale Nachrichtenverzo¨gerung ergibt sich durch die Tatsache, dass die beiden
Varianten bei diesem Wert von d2 einen Pfaddurchsatz erreichen, der in etwa dem
Verha¨ltnis der Bandbreiten der Links 1 und 2 entspricht (aus der Detailsimulation
ist zu entnehmen, dass in diesem Fall etwa 4100 KByte/s u¨ber den Link 1 und
1100 KByte/s u¨ber den Link 2 gesendet werden). In der Folge warten nur wenige
der u¨ber den ersten Pfad gesendeten Nachrichten in der Empfa¨ngerwarteschlange
bis die entsprechenden Nachrichten u¨ber den zweiten Pfad ankommen, und ei-
ne Wiederherstellung der Reihenfolge beim Empfa¨nger erlauben. Die maximale
Verzo¨gerung liegt mit 204 ms daher in diesem Fall nur unwesentlich u¨ber der
Linkverzo¨gerung von d2 = 175 ms.
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6.5.6.3 Kriterium fu¨r den Einsatz des LS-SCTP im Szenario 3
Das in den Abschnitten 6.5.4.2 und 6.5.5.2 beschriebene Kriterium zur Be-
schra¨nkung der Lastverteilung ergibt in dem hier beschriebenen Szenario 3 auf-
grund der starken Schwankungen der cwnd -Werte keine sinnvollen Ergebnisse
und ist daher im Falle der vorliegenden asymmetrischen Verteilung der Link-
Bandbreiten so nicht anwendbar.
6.6 Abscha¨tzende Bewertung der Algorithmen
In Abschnitt 6.3 wurde eine von Iyengar et al. dargelegte LS-SCTP-Variante be-
schrieben. Im folgenden Abschnitt 6.4 wurden zwei weitere im Laufe dieser Ar-
beit entstandene Modifikationen dieses Lastverteilungsalgorithmus diskutiert. Al-
le drei Algorithmen wurden mit Hilfe einer ereignisorientierten Simulation in der
OPNET-Umgebung, basierend auf einem zuvor entwickelten SCTP-Modell, in
verschiedenen Szenarien untersucht.
Hinsichtlich der wichtigsten Anwendung der SCTP-basierten Lastverteilung, dem
Transport von Signalisierungsnachrichten u¨ber Breitbandnetze, ko¨nnen einige
wichtige Schlu¨sse in Bezug auf die Dimensionierung von Transportnetzen fu¨r
den Signalisierungstransport gezogen werden: in dem fu¨r Signalisierungsnetze
relevanten Bereich der Linkverzo¨gerungen d < 50 ms kann durch die Anwen-
dung von Lastverteilungsalgorithmen eine erhebliche Steigerung des Nutzdurch-
satzes erzielt werden. In Dualhoming-Szenarien ist eine Verdoppelung des Durch-
satzes mo¨glich, wenn gewa¨hrleistet ist, dass sich die Charakteristika der ge-
nutzten SCTP-Pfade in Bezug auf die zur Verfu¨gung stehende Bandbreite und
Verzo¨gerungen nicht zu stark voneinander unterscheiden. In diesem Parameterbe-
reich erzielt die im Laufe dieser Arbeit entwickelte PB-SACK-Variante (vgl. Ab-
schnitt 6.4) im Vergleich zu den anderen Varianten – ohne eine signifikant ho¨here
maximale Nachrichtenverzo¨gerung – einen ho¨heren oder mindestens gleichwerti-
gen maximalen Durchsatz.
Ferner wurden Kriterien vorgeschlagen, die sich in Szenarien mit symmetrischen
Link-Bandbreiten bei ungu¨nstigen Parametern (hohe Pfadverzo¨gerungen) anwen-
den lassen, um die Lastverteilung zu deaktivieren und somit auch unter diesen
Umsta¨nden den maximalen Durchsatz zu erreichen.
Die Fluss- und ¨Uberlastkontroll-Algorithmen aller Varianten beruhen nach wie
vor auf denen des Standard-SCTP; somit ist davon auszugehen, dass sie auch in
Konkurrenz zu etablierten Protokollen (wie z.B. TCP) eingesetzt werden ko¨nnen,
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ohne diese zu verdra¨ngen. Es bedarf jedoch weiterer Untersuchungen des Zusam-
menspiels der erwa¨hnten Algorithmen mit anderen Protokollen, die gemeinsame
Links gleichzeitig nutzen. Da die in diesem Kapitel diskutierten Algorithmen in
Kombination mit asymmetrischen Link-Verha¨ltnissen insgesamt unzureichende
Ergebnisse liefern, ist hier noch Optimierungspotenzial zu erwarten.
Kapitel 7
Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurden Eigenschaften und Anwendungsbereiche des
neuen IETF-Transportprotokolls SCTP vorgestellt. Das verbindungsorientierte
SCTP zeichnet sich durch zuverla¨ssigen Transport von Nachrichten, die Unter-
stu¨tzung des Multihoming, vielfa¨ltige Mo¨glichkeiten der Nachrichtenzustellung,
eine zuverla¨ssige und schnelle Erkennung von Netzwerk- und Hostausfa¨llen und
aufgrund der flexiblen Erweiterbarkeit nicht zuletzt durch Zukunftssicherheit aus.
Daher empfiehlt es sich als Transportprotokoll fu¨r eine Vielzahl verschiedener
Anwendungen, von denen einige der wichtigsten im Kapitel 2 diskutiert wurden.
Um die Mo¨glichkeit zu haben, das Protokoll in einem realen System zu testen und
zu bewerten, wurde mit der sctplib eine umfangreiche und portable Imple-
mentierung erstellt. Bis zum gegenwa¨rtigen Zeitpunkt ist dies die einzige auch fu¨r
Windows-Betriebssysteme frei verfu¨gbare Implementierung, was eine entschei-
dende Voraussetzung fu¨r die weitere Verbreitung des SCTP ist. Die sctplib
bildete die Grundlage fu¨r weitreichende Untersuchungen, von der Bewertung des
Zusammenspiels des neuen SCTP mit etablierten Transportprotokollen wie TCP
bis hin zu Protokollmodifikationen. Dabei wurde u.a. auch die Eignung fu¨r den
Einsatz als Transportprotokoll fu¨r Signalisierungsmeldungen untersucht.
Fu¨r noch weiter fu¨hrende Untersuchungen des SCTP war der Einsatz der
ereignisorientierten Simulation unabdingbar. Die Randbedingungen fu¨r die Er-
stellung eines Simulationsmodells wurden diskutiert; ebenso die Validierung des
Modells durch den Vergleich mit den Ergebnissen aus dem Einsatz der sctplib-
Implementierung.
Abschließend wurde der Aspekt der simultanen Pfadnutzung, der im SCTP-
Standard nicht explizit vorgesehen ist, detaillierter untersucht. Dazu wurden –
basierend auf dem Simulationswerkzeug OPNET Modeler – geeignete Werkzeuge
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entwickelt, um diesen Aspekt in unterschiedlichen Szenarien zu bewerten.
Anwendungen der entsprechenden Algorithmen finden sich insbesondere beim
Einsatz des SCTP fu¨r den Signalisierungstransport. Dabei kann es durchaus not-
wendig sein, das Merkmal der Multihoming-Unterstu¨tzung nicht allein fu¨r die
Redundanz der Netzanbindung einzusetzen, sondern auch um hohe Belastungen
abzufangen und die Netzauslastung optimaler zu verteilen. Neben den von Iyengar
et al. in [41] untersuchten Algorithmen wurden auch noch eigene Optimierungen
der Lastverteilungsalgorithmen vorgeschlagen und durch Simulationen gezeigt,
dass sie in einem weiten Parameterraum bessere Ergebnisse liefern.
SCTP ist ein viel versprechendes, komplexes neues Transportprotokoll, welches
mittlerweile fu¨r alle relevanten Betriebssysteme verfu¨gbar ist. Die ersten Schritte,
neue Anwendungsprotokolle an die Dienste des SCTP anzupassen, sind in der
Standardisierung gegangen. In naher Zukunft werden auch etablierte Anwen-
dungsprotokolle (z.B. FTP, HTTP, SSH) fu¨r die Nutzung mit SCTP optimiert
werden.
Neue Erweiterungen des SCTP werden es erlauben, die Authentizita¨t von SCTP-
Kontrollnachrichten zu verifizieren [90] und somit die bereits in Abschnitt 2.4.2
erwa¨hnte Funktionalita¨t des SCTP-basierten Mobilita¨tsmanagements gesichert
umzusetzen.
Daru¨ber hinaus kann die Flexibilita¨t des SCTP genutzt werden, um das Protokoll
an die immer wichtigere ¨Ubertragung in drahtlosen Netzen so anzupassen, dass
die in diesen Netzen vorherrschenden Beschra¨nkungen hinsichtlich Paketverlu-
sten und Latenzzeiten nicht – wie beispielsweise beim TCP – dazu fu¨hren, dass
vorhandene Ressourcen nur unzureichend ausgescho¨pft werden ko¨nnen. Entspre-
chende Vorarbeiten dazu sind mit dem Draft “SCTP Packet Drop Reporting” [81]
bereits geleistet worden.
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Anhang A
SCTP Dienstzugangspunkte
A.1 Die Schnittstelle der SCTPLIB
Abschnitt 10 von [86] stellt beispielhaft einen Dienst-Zugangspunkt fu¨r das SCTP
vor. Dieser wurde als Grundlage fu¨r die Entwicklung der sctplib genommen.
Dabei existieren Funktionen fu¨r den Auf- und Abbau von Verbindungen, zum
Senden und Empfangen von Nachrichten, und fu¨r die ¨Uberwachung des Status.
Folgende Dienstprimitive dienen dabei als Eintrittspunkte in die SCTPLIB:
1. Die Initialisierung der sctplib wird durch die Funktion
sctp initLibrary() durchgefu¨hrt. Diese Funktion muss vor der
Ausfu¨hrung aller weiteren Funktionen einmal aufgerufen werden, und
initialisiert die fu¨r die Netzwerk Ein- und Ausgabe no¨tigen Sockets, sowie
alle weiteren Strukturen der sctplib.
2. INITIALIZE. Dieses Nutzerprimitiv wird durch die Funktion
sctp registerInstance() implementiert, mit der eine SCTP-
Instanz angelegt wird, aus der nachfolgend SCTP-Assoziationen erzeugt
werden ko¨nnen. Dieser Funktion werden entsprechende Parameter
u¨bergeben, wie z.B. lokaler Port (fu¨r Server), maximale Anzahl der Nach-
richtenstro¨me, und die lokal gebundenen Adressen. Wird INADDR ANY
angegeben, so werden alle lokalen Adressen gebunden. Der Ru¨ckgabewert
identifiziert die SCTP-Instanz eindeutig. Eine Instanz kann einem Server
oder einem Client zugeordnet werden, je nach Art des u¨bergebenen
Ports. Ist der Port ungleich Null (Server), so ko¨nnen ankommende gu¨ltige
COOKIE-ECHO Chunks eine neue Assoziation erzeugen. Ist der Port
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gleich Null (Client), so kann die Anwendung durch den Aufruf des Nutzer-
primitivs ASSOCIATE den Aufbau einer neuen Assoziation beginnen, und
den zugeho¨rigen Port zufa¨llig auswa¨hlen lassen.
3. ASSOCIATE. Ermo¨glicht der Anwendung den Aufbau einer neuen
Assoziation. Die sctplib erzeugt eine Assoziations-Struktur, sendet
einen INIT-Chunk, und wechselt in den Zustand COOKIE-WAIT (vgl. Ab-
bildung 2.9). Die zugeho¨rige Funktion heißt sctp associate(). Sie
erha¨lt als Parameter die Zieladresse und den Zielport des jeweiligen Ser-
vers, sowie die zugeho¨rige SCTP Instanz und die maximale Anzahl von
Nachrichtenstro¨men zum Server.
4. SHUTDOWN. Beendet die Assoziation, nachdem zuvor alle ausste-
henden Daten zuverla¨ssig zugestellt wurden. Wird durch die Funktion
sctp shutdown() implementiert.
5. ABORT. Beendet die Assoziation sofort, d.h. ohne dass der zuverla¨ssige
Datentransport gewa¨hrleistet ist. Wird durch die Funktion sctp abort()
implementiert.
6. SEND. ¨Ubergibt Daten an die sctplib, nachdem eine Assoziation eta-
bliert wurde. Diese werden durch das Protokoll an den assoziierten End-
punkt gesendet. Die entsprechende Funktion sctp send() erha¨lt neben
einem Bezeichner fu¨r die entsprechende Assoziation einen Zeiger auf die
Nutzerdaten, deren La¨nge, die Stream-ID, den Pfad, u¨ber den die Daten ge-
sendet werden sollen (s.u.), Flags fu¨r die reihenfolgegesicherte Zustellung,
sowie die Lebensdauer in Millisekunden.
7. SET PRIMARY. Setzt einen (neuen) Prima¨rpfad. ¨Uber diesen Pfad werden
fortan alle erstmals u¨bertragenen Daten-Chunks gesendet. Die zugeho¨rige
Funktion der sctplib heißt sctp setPrimary().
8. RECEIVE. Sind Daten fu¨r den Benutzerprozess verfu¨gbar, so ko¨nnen sie
mit dem Receive-Primitiv abgeholt werden. Die entsprechende Funktion der
sctplib heißt sctp receive(). Ihr wird ein Zeiger auf einen Puffer-
bereich und die Gro¨ße des Puffers u¨bergeben, sowie die Stream ID, auf der
Daten empfangen werden sollen. Als Ru¨ckgabewerte liefert diese Funktion
die tatsa¨chliche La¨nge der in den Pufferspeicher kopierten Daten, die Strom-
Sequenznummer und die TSN der empfangenen Nachricht (bzw. eine TSN
bei segmentierten Daten).
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9. STATUS. Der RFC 2960 sieht eine Funktion zur Abfrage des Asso-
ziationszustands vor. Aufgrund der komplexen Strukturen wurde diese
Funktion durch drei Schnittstellenfunktionen der sctplib implemen-
tiert. sctp getAssocDefaults() liest Parameter, die sich auf eine
SCTP-Instanz beziehen und nachfolgend von neu erzeugten Assoziationen
u¨bernommen werden (wie z.B. path.rto.min, path.rto.mx), oder
assoc.max.retrans). sctp getAssocStatus() liest die entspre-
chenden Parameter einer aktuell etablierten Assoziation. Schließlich liefert
sctp getPathStatus() die zu einem Pfad geho¨rigen Parameter aus,
darunter z.B. den Pfadzustand, den aktuellen cwnd -Wert, oder den aktuellen
Scha¨tzwert fu¨r die Rundlaufzeit (engl. smoothed round trip time, SRTT).
10. CHANGE HEARTBEAT. Schaltet den Heartbeat fu¨r einen Pfad an oder
aus, oder setzt ein neues Intervall fu¨r das Aussenden von Heartbeats. Die
Funktion der sctplib heißt sctp changeHeartBeat().
11. REQUEST HEARTBEAT. Sendet einen HEARTBEAT-
REQUEST Chunk u¨ber einen Pfad. Die Funktion dazu heißt
sctp requestHeartbeat().
12. GET SRTT REPORT. Liefert den aktuellen Scha¨tzwert fu¨r die Rundlaufzeit
eines Pfades. Diese Funktion implementiert eine Untermenge der Funk-
tion sctp getPathStatus(), steht der sctplib aber als separate
Funktion mit Namen sctp getSrttReport() zur Verfu¨gung.
13. SET PROTOCOL PARAMETERS. Erlaubt das Setzen von Proto-
kollparametern. Entsprechend dem Primitiv “STATUS” ko¨nnen hier-
bei mit drei Schnittstellenfunktionen die Parameter fu¨r Instanzen, As-
soziationen und Pfade gesetzt werden. Die Funktionen der sctplib
heissen sctp setAssocDefaults(), sctp setAssocStatus()
und sctp setPathStatus().
14. SET FAILURE THRESHOLD. Setzt den SCTP Protokollparameter
path.max.retrans fu¨r einen Pfad einer etablierten Assoziation. Die
Funktion dazu heißt sctp setFailureThreshold() und implemen-
tiert eine Untermenge der Funktion sctp setPathStatus().
15. RECEIVE UNSENT. Eine Assoziation kann beendet werden, bevor al-
le Daten u¨bertragen wurden. Diese Schnittstellenfunktion erlaubt in
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diesem Fall, alle noch nicht gesendeten Nachrichten aus der Sende-
warteschlange auszulesen. Diese ko¨nnen dann gegebenenfalls u¨ber ei-
ne andere Assoziation gesendet werden. Die Funktion dazu heißt
sctp receiveUnsent().
16. RECEIVE UNACKED. Ebenso kann es vorkommen, dass eine Assoziation
beendet wurde, und Daten zwar gesendet, aber nie von der Gegenseite
besta¨tigt wurden. Die Funktion sctp receiveUnacked() liest diese
Daten-Chunks aus der entsprechenden Warteschlange aus.
17. DESTROY. Wurde eine Assoziation beendet, und ko¨nnen ihre Res-
sourcen freigegeben werden, so kann die Anwendung die Funktion
sctp deleteAssociation() aufrufen. Es gibt auch eine solche
Funktion fu¨r registrierte Instanzen: Der von ihnen belegte Speicher kann
mit sctp unregisterInstance() freigegeben werden.
Bei der Registrierung von Instanzen kann eine Anwendung mehrere
Ru¨ckruffunktionen an die sctplib u¨bergeben. Tritt das zu einer solchen
Funktion geho¨rige Ereignis ein, wird die Funktion aufgerufen, und ihr werden
alle notwendigen Parameter u¨bergeben, um auf das Ereignis entsprechend zu
reagieren. Hierbei wurde vorgesehen, dass pro Instanz genau eine Struktur mit
solchen Ru¨ckruffunktionen u¨bergeben werden kann. Eine Serverinstanz, die meh-
rere aktive Assoziationen verwaltet, muss mit diesen Ru¨ckruffunktionen auf die
mo¨glichen Ereignisse aller Assoziationen reagieren ko¨nnen. Wa¨hrend die oben
beschriebenen Funktionen den Request-Methoden des Dienst-Zugangspunkts
entsprechen, folgt nun die Beschreibung der Funktionen 1 bis 8 fu¨r die Indication-
Methoden. Die letzten beiden dieser Funktionen wurden nicht in [86] vorgesehen,
aber als Hilfestellung zur effizienten Anwendungsentwicklung in die sctplib
integriert.
1. DATA ARRIVE. Wird fu¨r jede vollsta¨ndige, angekommene Nachricht auf-
gerufen, die an den SCTP-Nutzer u¨bergeben werden kann. Sie teilt der
Anwendung Informationen wie die La¨nge der empfangenen Nachricht, Be-
zeichner des Nachrichtenstroms, Strom-Sequenznummer und Flags mit.
2. SEND FAILURE. Zeigt der Anwendung an, dass das Senden einer Nach-
richt fehlgeschlagen ist.
3. NETWORK STATUS CHANGE. Zeigt die ¨Anderung des Zustands eines
Pfades an. ¨Ubergibt der Anwendung einen Bezeichner (numerischen Index)
fu¨r den Pfad und den neuen Pfadzustand.
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4. COMMUNICATION UP. Teilt der Anwendung mit, dass eine neue Ver-
bindung aufgebaut wurde. Diese Funktion u¨bergibt alle wichtigen Daten
der neuen Assoziation an die Anwendung, wie z.B. die Anzahl der ankom-
menden und ausgehenden Streams, Anzahl der Pfade zum assoziierten End-
punkt und den Grund fu¨r die Benachrichtigung (entweder Ankunft eines
gu¨ltigen Cookie, oder Ankunft eines COOKIE-ACK Chunks).
5. COMMUNICATION LOST. Wird eine Assoziation beendet, weil entwe-
der die Fehlerschwelle assoc.max.retrans u¨berschritten wird, alle
Pfade inaktiv werden, oder ein ABORT-Chunk vom assoziierten Endpunkt
kommt, dann wird die Anwendung mit dieser Ru¨ckruffunktion benachrich-
tigt.
6. COMMUNICATION ERROR. Dies ist eine optionale Benachrichtigung im
Fehlerfall (z.B. beim Empfang eines ERROR-Chunks). Wird gegenwa¨rtig
nicht durch die sctplib implementiert.
7. RESTART. Wird bei einer etablierten Assoziation ein erneuter
Verbindungsaufbau durchgefu¨hrt, so nennt man dies Assoziations-Neustart.
Dabei ko¨nnen einige Parameter (z.B. die Anzahl der Nachrichtenstro¨me)
neu ausgehandelt werden. Eine ¨Anderung der zu einer Assoziation
geho¨rigen Adressen ko¨nnte aber Konsequenzen hinsichtlich der Sicherheit
einer Assoziation haben, und ist daher verboten.
8. SHUTDOWN COMPLETE. Wird die Verbindung ordnungsgema¨ß beendet,
so wird die Anwendung daru¨ber mit Hilfe dieser Funktion unterrichtet.
9. PEER SHUTDOWN RECEIVED. Mit dieser Funktion wird die Anwen-
dung davon unterrichtet, dass der assoziierte Endpunkt damit begonnen hat,
die Assoziation zu beenden (d.h. es wurde ein SHUTDOWN-Chunk emp-
fangen).
10. QUEUE STATUS CHANGE. Die sctplib verfu¨gt u¨ber eine Sendewarte-
schlange. Diese kann auf eine maximale La¨nge (z.B. 100 Nachrichten) be-
schra¨nkt werden. Wird die La¨nge beschra¨nkt und u¨berschritten, so wird die
Anwendung benachrichtigt. Ein anschließender SEND-Aufruf wird dann
mit einem Fehler abgelehnt.
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A.2 Die SCTP Socket-Schnittstelle
A.2.1 Die TCP-a¨hnliche Schnittstelle
Dieser Socket-Typ bietet eine gro¨ßtmo¨gliche Kompatibilita¨t mit dem verbin-
dungsorientierten TCP. Dadurch ko¨nnen Programme, die bisher nur TCP nutz-
ten, mit geringem Aufwand auch an SCTP angepasst werden. ¨Ahnlich wie beim
TCP wird eine typische Serveranwendung durch eine bestimmte Abfolge von
Betriebssystem-Funktionen aufgebaut:
 socket(). Erzeugt einen Assoziationsendpunkt und gibt einen Datei-
Deskriptor (oder: Socket-Deskriptor) zuru¨ck. Die Syntax ist wie folgt:
sd = socket(PF_INET, SOCK_STREAM, IPPROTO_SCTP);
Der einzige Unterschied zum TCP ist mithin die Verwendung des Protokoll-
typs IPPROTO SCTP statt IPPROTO TCP.
 bind(). Diese Funktion weist einem lokalen Endpunkt eine Trans-
portadresse (Kombination aus IP-Adresse und Port) zu. Die Anwendung
kann auch die Wildcard-Adresse INADDR ANY angeben, um alle lokalen
Adressen des Endgera¨ts zu binden. Sollen selektiv spezielle lokale Adressen
gebunden werden, so steht neben bind() auch noch die SCTP-spezifische
Funktion sctp bindx() zur Verfu¨gung (siehe unten).
 listen(). Erst wenn diese Funktion aufgerufen wird, akzeptiert ein
Server auch ankommende INIT-Chunks und ist bereit, eine Verbindung
aufzubauen.
 accept(). Diese blockierende Funktion liefert einen neuen Socket-
Deskriptor fu¨r eine etablierte Assoziation zuru¨ck. Wurden mehrere Asso-
ziationen aufgebaut, bevor accept() aufgerufen wurde, so werden diese
in einer Liste verwaltet, und der Socket-Deskriptor fu¨r die erste Assoziation
dieser Liste zuru¨ckgegeben. In diesem Fall blockiert accept() natu¨rlich
nicht.
 recv(). Empfa¨ngt Daten u¨ber den neu erzeugten Socket-Deskriptor. Al-
ternativ kann auch die Funktion recvmsg() aufgerufen werden. Diese
liefert dem Empfa¨nger zusa¨tzliche Daten (wie z.B. die Absenderadresse).
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 send(). Sendet Daten u¨ber den neu erzeugten Socket-Deskriptor an den
assoziierten Endpunkt. Alternativ kann auch die Funktion sendmsg() be-
nutzt werden. Dieser ko¨nnen zusa¨tzliche Daten u¨bergeben werden (z.B. be-
vorzugte Zieladresse, ein Feld mit Zeigern auf verschiedene Pufferspeicher,
die alle nacheinander zu einer Nachricht zusammengefu¨gt werden).
 close(). Beendet die Assoziation. Dazu wird die SCTP-Shutdown Pro-
zedur eingeleitet (vgl. “ordentliche Beendigung” im Abschnitt 2.3.4).
Eine typische Clientanwendung hingegen baut eine Verbindung zum entsprechen-
den Server auf, sendet oder empfa¨ngt Daten, und beendet die Verbindung (verein-
fachte Darstellung).
 socket(). Siehe oben.
 connect(). Startet den Aufbau einer Assoziation mit der in dieser
Funktion u¨bergebenen Zieladresse. Dies entspricht dem oben erwa¨hnten
ASSOCIATE-Primitiv. Blockiert gegebenenfalls bis die Assoziation eta-
bliert ist.
 send(). Siehe oben. Sendet z.B. einen Request an den Server.
 recv(). Siehe oben. Empfa¨ngt z.B. die Antwort auf den Request.
 close(). Siehe oben.
A.2.2 Die UDP-a¨hnliche Schnittstelle
Die UDP-a¨hnliche Schnittstelle des SCTP zeichnet sich dadurch aus, dass der
Aufbau von ausgehenden Verbindungen automatisch durchgefu¨hrt wird (d.h. die
Anwendung ruft nicht explizit connect() auf, sondern direkt sendmsg().
Nachrichten werden vollsta¨ndig zugestellt (zumindest bis zu einer bestimmten
La¨nge; sind sie la¨nger, so kann die Nachricht gegebenenfalls in Teilen gelesen
werden). Ein Socket-Deskriptor hat eine 1-zu-N Beziehung zu N zugeordneten
Assoziationen.
Damit ist die typische Reihenfolge von System-Aufrufen fu¨r einen UDP-
a¨hnlichen SCTP-Server die folgende:
1. socket(). Erzeugt einen Assoziationsendpunkt und gibt einen Datei-
Deskriptor (oder: Socket-Deskriptor) zuru¨ck. Die Syntax ist wie folgt:
sd = socket(PF_INET, SOCK_SEQPACKET, IPPROTO_SCTP);
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Unterschiede zum UDP sind die Verwendung des Proto-
kolls IPPROTO SCTP statt IPPROTO UDP, sowie des Typs
SOCK SEQPACKET statt SOCK DGRAM.
2. bind(). Siehe oben.
3. listen(). Bei der UDP-a¨hnlichen Schnittstelle mu¨ssen Server-
Anwendungen keinen accept()-Aufruf durchfu¨hren, um Assoziationen
anzunehmen. Durch den Aufruf von listen() wird es dem Socket
ermo¨glicht, den Assoziationsaufbau durchzufu¨hren. Neue Assoziationen
werden automatisch akzeptiert, und der Anwendung wird dies durch eine
Benachrichtigung mitgeteilt, die durch recvmsg() empfangen werden
kann.
4. recvmsg(). Wird zum Empfang von Nutzdaten, Zusatzdaten und Be-
nachrichtigungen verwendet. Die Funktion fu¨llt dazu eine Struktur vom
Typ struct msghdr aus, die sowohl Felder mit Zeigern auf Puffer-
bereiche fu¨r Nutzdaten entha¨lt, als auch Zeiger auf zusa¨tzliche Daten-
strukturen (engl. ancillary data), die sonstige Informationen enthalten. Ein
wichtiges Beispiel fu¨r solche Zusatzdaten ist die Struktur vom Typ struct
sctp sndrcvinfo, die u.a. die Nummer des Nachrichtenstroms, die
Strom-Sequenznummer und TSN einer empfangenen Nachricht entha¨lt.
5. sendmsg(). Wird zum Senden von Nutzdaten eingesetzt. Die Anwendung
u¨bergibt einen Zeiger auf eine Struktur vom Typ struct msghdr, und
kann u¨ber Zusatzdaten, a¨hnlich wie bei der recvmsg()-Funktion, die In-
halte der gesendeten Chunks steuern. So kann beispielsweise eine Struktur
vom Typ struct sctp sndrcvinfo u¨bergeben werden, die die Num-
mer des Nachrichtenstroms festlegt, auf der die Nachricht gesendet werden
soll.
6. close(). Beendet alle zum Socket-Deskriptor geho¨rigen Assoziationen.
Eine typische Client-Anwendung, die den UDP-a¨hnlichen Socket nutzt, wird min-
destens die folgenden System-Funktionen einsetzen:
1. socket(). Siehe oben.
2. sendmsg(). Der Aufruf dieser Funktion baut automatisch eine Assozia-
tion zu dem SCTP-Endpunkt auf, dessen Transportadresse dieser Funktion
u¨bergeben wurde.
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3. recvmsg(). Siehe oben.
4. close(). Siehe oben. In der Regel wird dem Socket-Deskriptor des
Clients aber nur eine einzige Assoziation zugeordnet sein.
Beim UDP-a¨hnlichen Socket werden also alle Assoziationen, die mit einem
SCTP-Endpunkt verbunden sind, durch einen einzigen Socket-Deskriptor re-
pra¨sentiert. Falls eine dieser Assoziationen getrennt behandelt werden soll (z.B.
wenn ein Server nur diese eine Assoziation beenden mo¨chte), dann kann die
Anwendung eine neue, SCTP-spezifische Funktion aufrufen, und erha¨lt einen
neuen Socket-Deskriptor, der fortan nur diese spezielle Assoziation in einer 1-zu-
1 Beziehung (also als TCP-a¨hnlichen Socket) repra¨sentiert. Diese Funktion heißt
sctp peeloff() und wird weiter unten na¨her erla¨utert.
A.2.3 Neue, SCTP-spezifische Socket-Optionen
Abschnitt 7 von [88] definiert eine Reihe von neuen Socket-Optionen, die
pro Socket-Deskriptor gesetzt oder gelesen werden ko¨nnen. Diese entspre-
chen grundsa¨tzlich den unter Abschnitt A.1 bereits erwa¨hnten Primitiven STA-
TUS und SET PROTOCOL PARAMETERS, da sie einen a¨hnlichen Zweck
erfu¨llen. Jedoch werden die Optionen fu¨r einen Socket-Deskriptor gesetzt,
und ko¨nnen dabei durch die mo¨gliche 1-zu-N Beziehung bei UDP-a¨hnlichen
Sockets mehrere Assoziationen betreffen. Der Standard la¨sst dabei offen, ob Im-
plementierungen diese Parameter u¨ber die herko¨mmlichen System-Funktionen
setsockopt()/getsockopt() setzen bzw. lesen, oder aber eine entspre-
chende Funktion sctp opt info() zur Verfu¨gung stellen, der als Parameter
u.a. eine Konstante, ein Zeiger und eine Adressstruktur u¨bergeben werden ko¨nnen.
Die Konstante dient dazu, anzuzeigen, welche Art von Informationen gesetzt oder
abgefragt werden sollen, der Zeiger u¨bernimmt die entsprechenden Datenstruktu-
ren, und die Adresse bezeichnet gegebenenfalls einen bestimmten Pfad. Auch hier
gilt, dass die genaue Syntax und die u¨bergebenen Typen in [88] beschrieben sind.
Grundsa¨tzlich ist vorgesehen, dass bei der SCTP Socket-Schnittstelle die folgen-
den Datenstrukturen gesetzt oder abgefragt werden ko¨nnen:
 SCTP RTOINFO. Liest oder setzt die Parameter assoc.rto.max,
assoc.rto.min und assoc.rto.initial, also die Grenzwerte fu¨r
den Ablauf von Neuu¨bertragungs-Timern.
 SCTP ASSOCINFO. Liest oder setzt (falls mo¨glich) u.a. die Parameter
assoc.max.retrans (fu¨r eine Assoziation), die Anzahl der Pfade zum
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assoziierten Endpunkt, und die letzten rwnd -Werte, die gesendet oder
empfangen wurden.
 SCTP INITMSG. ¨Ubergibt die maximale Anzahl von ausgehenden und an-
kommenden Streams, die maximale Anzahl mo¨glicher Neuu¨bertragungen
des INITs bis ein Fehler gemeldet wird, und die maximale Timerlaufzeit
bevor eine Neuu¨bertragung ausgelo¨st wird (normalerweise wird nach jeder
Neuu¨bertragung diese Laufzeit verdoppelt, bis die angegebene maximale
Laufzeit erreicht ist).
 SCTP DEFAULT SEND PARAM. Setzt Standardparameter fu¨r
u¨bertragene Daten-Chunks. Dazu geho¨ren Stream-ID, Flags, Protokoll-ID
fu¨r die Nutzlast und Lebensdauer.
 SCTP GET PEER ADDR INFO. Entspricht im Wesentlichen der oben
erwa¨hnten Funktion sctp getPathStatus(). Es werden Daten u¨ber
den Pfadzustand, cwnd , Scha¨tzwert fu¨r die Rundlaufzeit, Pfad-MTU oder
aktueller Timeout fu¨r den Pfad zuru¨ckgegeben. Diese Informationen wer-
den nur gelesen.
 SCTP PRIMARY ADDR. Setzt einen neuen Prima¨rpfad. Es wird eine
Adresse angegeben, die zum assoziierten Endpunkt geho¨ren muss.
 SCTP SET PEER PRIMARY ADDR. Fordert den assoziierten Endpunkt
auf, die u¨bergebene (lokale) Adresse zum neuen Prima¨rpfad zu machen.
Diese Option wird nur unterstu¨tzt, wenn die SCTP-Erweiterung gema¨ß Ab-
schnitt 2.4.2 implementiert wurde.
 SCTP PEER ADDR PARAMS. Setzt oder liest die aktuellen Werte fu¨r das
Intervall, mit dem HEARTBEAT-Chunks gesendet werden, und die maxi-
male Anzahl von Neuu¨bertragungen, nach der ein Pfad in den Zustand In-
aktiv wechselt.
 SCTP STATUS. Entspricht im Wesentlichen dem Primitiv “STATUS”
(s.o.), bezogen auf eine Assoziation. Es wird der Zustand der Assoziation
(z.B. CLOSED), das rwnd des assoziierten Endpunkts, die Zahl noch un-
besta¨tigter Chunks, die Zahl von Chunks, die empfangen werden ko¨nnen,
und die Zahl ankommender und abgehender Streams zuru¨ckgegeben. Fer-
ner werden noch Pfadinformationen u¨ber den Prima¨rpfad u¨bergeben, sowie
die La¨nge, ab der Nachrichten durch das SCTP fragmentiert werden.
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 SCTP AUTOCLOSE. Setzt eine Zeit in Sekunden, nach der Assoziatio-
nen automatisch geschlossen werden ko¨nnen, wenn sie im UDP-a¨hnlichen
Modus sind, und in dieser Zeit im etablierten Zustand keine Daten gesendet
oder empfangen haben.
 SCTP EVENTS. Eine Anwendung kann Ereignisse anfordern. Tritt ein an-
gefordertes Ereignis auf, so kann die Funktion ereignisspezifische Daten ge-
nauso wie Nutzdaten mit der recvmsg()-Funktion lesen. Dabei zeigt ein
gesetztes Flag an, dass keine Nutzdaten, sondern ereignisspezifische Daten
gelesen werden. Bei bestimmten Ereignissen ko¨nnen neben Nutzdaten auch
Zusatzdaten (engl. ancillary data) u¨bergeben werden, wie z.B. die Informa-
tionen vom Typ struct sctp sndrcvinfo (also Stream-ID, Sequenz-
nummer, etc.) beim Empfang von Nachrichten. Typische Ereignisse sind das
Senden und Empfangen von Nutzdaten, die ¨Anderung des Assoziationssta-
tus (Auf- und Abbau), Fehler sowie ¨Anderungen eines Pfadzustands.
A.2.4 SCTP-spezifische Schnittstellen-Funktionen
Neben den Socket-Optionen definiert der Standard [88] auch eine Reihe von neu-
en Funktionen, die noch nicht als Systemfunktionen zur Verfu¨gung stehen, und
daher zur effizienten Nutzung des SCTP entweder als neue System- oder Biblio-
theksfunktionen implementiert werden mu¨ssen. Diese sind:
1. sctp bindx(). Diese Funktion ist eine Erweiterung der bind()-
Funktion, mit der entweder genau eine Adresse an einen Socket gebun-
den werden kann, oder u¨ber die Konstante INADDR ANY alle Adres-
sen eines Endpunktes. Die Funktion sctp bindx() kann nun selek-
tiv zusa¨tzliche Adressen des lokalen Endpunktes an den Socket binden,
oder Adressen, die bereits an einen Socket gebunden wurden, lo¨schen.
Unterstu¨tzt die SCTP-Implementierung die Erweiterung zur dynamischen
Adress-Rekonfiguration (siehe Abschnitt. 2.4.2), so ko¨nnen auch durch das
Hinzufu¨gen oder Lo¨schen von Adressen zu etablierten Assoziationen ent-
sprechende Nachrichten an den jeweils assoziierten Endpunkt gesendet wer-
den.
2. sctp peeloff(). Diese Funktion kann aus einem UDP-a¨hnlichen (1-zu-
N) Socket eine etablierte Assoziation lo¨sen und gibt fu¨r diese einen neuen
Socket-Deskriptor zuru¨ck. Dieser entspricht dann einem TCP-a¨hnlichen (1-
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zu-1) Socket und kann (und muss) nachfolgend entsprechend benutzt wer-
den.
3. sctp getpaddrs(). Diese Funktion gibt alle Adressen des
assoziierten Endpunkts in einer etablierten Assoziation zuru¨ck. Dabei
werden Ressourcen reserviert, die mit der entsprechenden Funktion
sctp freepaddrs() wieder freigegeben werden mu¨ssen.
4. sctp getladdrs(). Diese Funktion gibt alle Adressen zuru¨ck,
die an einen lokalen Socket gebunden sind. Dabei werden Ressour-
cen reserviert, die durch den Aufruf einer entsprechenden Funktion
sctp freeladdrs() wieder freigegeben werden mu¨ssen.
5. sctp sendmsg(). Der Draft-Standard [88] definiert auch Schnittstellen-
funktionen, die zum direkten Senden und Empfang von SCTP-Nachrichten
genutzt werden ko¨nnen, ohne den Umweg u¨ber die Strukturen, in denen
Zusatzinformationen u¨bergeben werden (siehe Funktion sendmsg() wei-
ter oben). Diesen Schnittstellenfunktionen werden die entsprechenden Pa-
rameter direkt u¨bergeben:









6. sctp recvmsg(). Mit dieser Funktion ko¨nnen SCTP-Nachrichten emp-
fangen werden. Dabei werden der Struktur struct sctp sndrcvinfo
die entsprechenden Werte zugewiesen, wenn der Empfa¨nger das Ereignis
sctp data io events mit der SCTP EVENTS-Option aktiviert hat.







7. sctp connectx(). Diese Funktion erlaubt es, beim Verbindungsaufbau
zu einem Endpunkt, der unter mehreren IP-Adressen zu erreichen ist, jede




Je nach Implementierung ko¨nnen nach Aufruf dieser Funktion mehrere
INIT-Chunks zu den u¨bergebenen Adressen gesendet werden, und der Ver-
bindungsaufbau u¨ber die Adresse, von der die erste Antwort kommt, fort-
gesetzt werden.
A.3 Eigenschaften der Socket-API Bibliothek
Die Socket-API Bibliothek ist eine in C++ programmierte Anpassungsschicht,
die Anwendungen die SCTP-Funktionalita¨t u¨ber die in [88] beschriebene
Schnittstelle zur Verfu¨gung stellt. Dazu binden Anwendungen eine Include-Datei
namens ext socket.h ein, und der Objektcode der Anwendung wird zusam-
men mit der sctplib und der Socket-API Bibliothek zu einem ausfu¨hrbaren
Programm gebunden.
Die Socket-API Bibliothek definiert eine globale Instanz vom Typ
sctpsocketmaster, die die zentrale Schnittstelle zur sctplib bildet.
In dieser Klasse wird ein Thread definiert und gestartet, der im Hintergrund einer
Anwendung ausgefu¨hrt wird und sta¨ndig die Ereignis-Schleife der sctplib
abfragt. Tritt ein fu¨r das SCTP relevantes Ereignis ein, so werden definierte
Ru¨ckruf-Funktionen der sctpsocketmaster-Klasse ausgefu¨hrt, die die
Ereignisse an die registrierten Sockets (die in eigenen Klassen definiert sind)
weiterleiten.
In der Datei ext socket.h sind sa¨mtliche in [88] definierten Typen und
Schnittstellenfunktionen deklariert und in der Socket-API Bibliothek implemen-
tiert, so dass die Kombination mit der SCTPLIB als erste weltweit die komplette
Funktionalita¨t sowohl UDP-a¨hnlicher als auch TCP-a¨hnlicher Sockets platt-
formu¨bergreifend zur Verfu¨gung stellt. Stellt ein Betriebssystem nativ SCTP zur
Verfu¨gung (vgl. auch Abschnitt 3.4), so erkennt die Socket-API Bibliothek dies
bei der Installation und nutzt die nativen Systemfunktionen statt der Funktionalita¨t
der sctplib.
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Aufgrund der Implementierung mit mehreren Threads (multi-threaded Applikati-
on) sind Anwendungen, die die Socket-API Bibliothek nutzen, auf eine Unter-
menge aller Systemfunktionen beschra¨nkt, die Betriebssysteme zur Verfu¨gung
stellen. Insbesondere kann die Funktion fork() nicht benutzt werden, die ha¨ufig
in netzwerkbasierten Serveranwendungen zum Einsatz kommt. Diese Funktion er-
zeugt einen neuen (Kind-)Prozess, der identisch zum aufrufenden (Vater-)Prozess
ist, sich von diesem aber durch die Prozess-ID unterscheidet. Durch diese Ein-
schra¨nkung ko¨nnen nicht alle Server-Programme einfach portiert werden, und
ohne gro¨ßere Modifikationen die Socket-API Bibliothek nutzen.
Jedoch ko¨nnen solche Programme multi-threaded programmiert werden, und statt
der Erzeugung eines neuen Prozesses bei Aufbau einer neuen Verbindung durch
die fork()-Funktion kann ein neuer Thread erzeugt werden, der die netzwerk-
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