T his paper presents a parallel branch-and-bound method to address the two-dimensional rectangular guillotine strip cutting problem. Our paper focuses on a parallel branching schema. We present a series of computational experiments to evaluate the strength of the approach. Optimal solutions have been found for some benchmark instances that had unknown solutions until now. For many other instances, we demonstrate that the proposed approach is time effective. The efficiency of the parallel version of the algorithm is compared and the speedup, when increasing the number of processors, is clearly demonstrated with an upper bound calculated by a specialised heuristic procedure.
Introduction
The cutting and packing family of problems affects several different industries and motivates many areas of research. Research going back at least 50 years has led to the development of many models and mathematical tools. The diversity of this type of problem has made it necessary to introduce a consistent typology that was proposed by Dyckhoff (1990) and further developed by Wäscher et al. (2007) . The earliest work in this area was conducted by Gilmore and Gomory (1961) , where they solved one-dimensional problems to optimality using linear programming. An example of a one-dimensional problem is the division of steel bars or rods into smaller lengths for fabrication or resale. However, only small problem instances could be solved in reasonable time. Gilmore and Gomory (1966) characterised knapsack functions and used them to develop more efficient methods. Generalisations of these methods were also applied to two-dimensional problems.
Two-dimensional problems can be modelled as a set of pieces that must be arranged on a predefined stock sheet so that each piece does not overlap with another, and of course, each piece must fit within the bounds of the sheet. The main objective is to maximise space utilisation and therefore minimise wastage. The complexity of the problem is increased by different constraints within various manufacturing industries, including paper, wood, glass, and metal cutting. For example, paper cutting is generally concerned with guillotine cutting (where only vertical or horizontal straight cuts, across the entire sheet, are allowed) of rectangular items from a stock roll of fixed width, whereas applications in metal and shipbuilding are often concerned with the cutting of irregular shapes from a stock sheet (see, for example, Błażewicz et al. 1993) . Despite their industrial relevance, irregular cutting problems have not been widely researched, but the area has gained popularity in recent years (see, for example, Bennell and Oliveira 2006) . In some applications the pieces cannot be rotated-for instance, cutting pieces from wooden boards that have to take the wood grain into account-but in other applications, such as cutting pieces from steel sheets, rotation is often allowed.
The two-dimensional cutting stock problem is a generalisation of the one-dimensional knapsack problem. In two dimensions, a large stock rectangle S of dimensions L × W and n types of smaller rectangular pieces are presented. Each smaller piece has an associated profit. The problem is to cut from S a set of small rectangles so that the overall profit is maximised.
This problem can be classified as 2/B/O/M according to Dyckhoff's typology (Dyckhoff 1990 ) and as a two-dimensional placement problem in Wäscher's typology (Wäscher et al. 2007) . A variety of solution methods, both exact and approximate, have been presented and discussed over the years. Gilmore and Gomory (1966) proposed a recursive exact algorithm based on dynamic programming to solve the unconstrained guillotine version. Wang (1983) proposed a bottom-up approach that generates all of the feasible cutting patterns by horizontally or vertically combining two patterns that may be constructed from two other patterns. Viswanathan and Bagchi (1993) used a bottom-up approach, together with the Gilmore and Gomory procedure, to develop a best-first branchand-bound algorithm for the constrained version of the problem. Hifi (1997) improved their algorithm by exploiting dynamic programming properties.
Another well-studied cutting and packing problem, proposed by Baker et al. (1980) , is the strip packing problem. In strip packing, we have to pack (or cut) a set of small rectangular pieces of different sizes into a single rectangle (strip) of fixed width W . The length L is unlimited. The objective is to minimise the length to which the strip is filled. The problem has been shown to be NP-hard in Hochbaum and Maass (1985) and Leung et al. (1990) . There have been many different approaches for producing solutions for the strip packing problem. It should be noted that to deal with largescale problems, most of these approaches are heuristic in nature (Burke et al. 2004 , Hopper and Turton 2001 , Lodi et al. 2002 .
Several papers have approached the nonguillotineable strip packing problem with genetic algorithms in combination with heuristic placement routines. In this two-stage approach, a genetic algorithm is used to determine the sequence in which items are to be packed. A second algorithm is then utilised, which decides how this sequence is allocated onto the strip. One of the first researchers to implement this approach is Smith (1985) . Jakobs (1996) used a bottom-left heuristic to hybridise an order-based genetic algorithm. To reduce computational complexity, the heuristic does not necessarily search for the lowest available position in the layout but preserves bottom-left stability. Liu and Teng (1999) improved the bottom-left (BL) routine by using a sliding principle and giving priority to the downward movement of the rectangle. Turton (1999, 2000) also developed a BL algorithm that can access enclosed areas in the partial layout and places the new item in the first BL position with sufficient area. This packing routine was combined with genetic algorithms and simulated annealing. Simulated annealing generally achieved better results but required longer run times. Leung et al. (2001) also proposed a BL-placement routine (called the "difference process algorithm"), which can access enclosed areas in the partial layout. Every insertion of a new item in the layout creates two empty rectangular spaces. The algorithm keeps track of the newly generated spaces, selecting the one that is closest to the bottom-left corner of the object and that is sufficiently large for the allocation of the next rectangle. This method outperforms the algorithms of Jakobs (1996) and Liu and Teng (1999) . Dagli and Poshyanonda (1997) used a placement method that is based on a sliding technique combined with an artificial neural network. During the packing process, the generated scrap areas are recorded. The neural network selects the best match between the item and the empty areas.
Genetic algorithms have also been considered for guillotineable packing problems. Kröger (1995) proposed a slicing tree representation. A guillotine constraint is directly reflected by the encoding mechanism. The rectangles are stored in the leaf nodes. The nodes are connected by the use of one of two operators indicating a horizontal or a vertical combination. The tree is represented by a string over the alphabet 1 2 3 n h v , where h and v represent a horizontal and vertical combination, respectively. The string has the length of 2n − 1, where n is the number of rectangles to be packed. A special crossover operator was used with only subtrees with a certain structure able to be inherited. The size of each subtree should include at most four rectangles. After crossover, the insertion of single rectangles that are missing from the complete set is carried out. Mutation is carried out by the application of an operator, randomly chosen from a set of five, to a randomly selected substring. A hill-climbing strategy is applied to improve the fitness of a recently mutated or recombined string. Kröger also proposes the concept of metarectangles. Each metarectangle describes a group of densely packed rectangles that are subsequently treated as one large rectangle, thus reducing the problem complexity. Kröger empirically demonstrated that the solution produced by the genetic algorithm was superior to other approaches such as random search or simulated annealing. Hwang et al. (1994) proposed two methods for solving the strip packing problem. One approach is based on a directed binary tree that combines two rectangles into a larger one by either placing them horizontally or vertically next to each other. The second approach is order based and applies a level-oriented packing procedure, where a level is defined as a horizontal line drawn through the top of the tallest rectangle on the previous level. The order-based method gave better results. Recently, Bortfeldt (2006) suggested a genetic algorithm where fully defined layouts are manipulated by means of specific genetic operators instead of encoded solutions. Copyright: INFORMS holds copyright to this Articles in Advance version, which is made available to institutional subscribers. The file may not be posted on any other website, including the author's site. Please send any questions regarding this policy to permissions@informs.org.
Of course, researchers have used search methods other than genetic algorithms. Faina (1999) proposed a hybrid simulated annealing algorithm for both the guillotineable and nonguillotineable stock cutting problems. Although the algorithm was formulated for a stock cutting problem, the evaluation assumes only one object of unlimited height (i.e., strip packing). The set of items is represented as a permutation, indicating the order of packing. Two heuristic methods are used to pack the items onto the stock sheet. Leung et al. (2001) also applied an order-based approach using simulated annealing. However, this method was shown to be less efficient than genetic algorithm approaches. Burke et al. (2004) proposed a different approach to the nonguillotineable packing, the best-fit (BF) algorithm. Usually, a placement algorithm takes a list of shapes sorted by some property and allocates these items on the strip in the order presented. The method proposed in Burke et al. (2004) searches for the best fitting rectangle from a candidate list. Later, Burke et al. (2009) improved this heuristic by adding a metaheuristic phase. Alvarez-Valdes et al. (2008) also investigated several strategies for the constructive and improvement phases. They presented a greedy randomised adaptive search procedure (GRASP) where the selection of the next element is not deterministic.
Zhang et al. (2006) presented a recursive heuristic algorithm for the guillotineable strip packing problem. Their algorithm is fast and outperforms other known metaheuristics, especially for larger test problems. Cui et al. (2008) also used a recursive heuristic algorithm for the guillotineable strip packing problem and combined it with branch and bound. Martello et al. (2003) recently considered the nonguillotineable strip packing problem using an exact approach. They proposed a new relaxation that produces good lower bounds (LB) that allow effective heuristic algorithms to be used. These results were used in a branch-and-bound algorithm that was able to solve instances of up to 200 items. Hifi (1998) presented two exact algorithms for the guillotine strip packing problem using branch-and-bound techniques. The first algorithm made use of the two-dimensional cutting stock algorithm introduced by Hifi (1997) called MVB (a modified version of Viswanathan and Bagchi 1993) by reducing the strip cutting problem to a series of two-dimensional problems. The second approach is based on the best-first search strategy combined with MVB. It heuristically constructs the initial larger rectangle with the length of L max and then tries to reduce the length. If a feasible reduced rectangle exists, then L max is updated and another iteration of the algorithm attempts to construct a smaller rectangle containing all items. Computational results showed that the proposed algorithms are only able to solve some small problem instances within reasonable time.
Despite the extensive research that has been carried out on cutting and packing problems, not many exact algorithms for the guillotine strip packing problem have been formulated. Furthermore, existing algorithms are capable of solving only small problem instances. In this paper we propose a new algorithm. The algorithm has been formulated with the idea of taking advantage of parallel computation to solve the instances for which no optimal solution has been found so far.
Problem Description
The focus of this paper is the rectangular guillotine strip packing problem. It can be formally stated as follows: m small rectangular items are to be cut from a plate, where any cut that is made is restricted to be an orthogonal guillotine cut, and the small items have to be laid out orthogonally on the plate. Some of the parts can be identical, but there are n number of different types of the parts. The guillotine cut means a horizontal or a vertical cut on a (sub)rectangle being cut from one edge of the (sub)rectangle to the opposite edge, parallel to the two remaining edges. The ith item has a fixed size l i × w i (length l i and width w i ), i = 1 m, and items may not be rotated. The plate width W is fixed. The length is variable and has to be minimised. This problem has been assigned as 2/V /D/M in Dyckhoff's (1990) typology, whereas Wäscher (2007) classifies it as a two-dimensional open dimension problem.
3. Approaches to the Problem 3.1. Sequential Branch-and-Bound Algorithm It has already been shown that every guillotine cutting pattern can be represented by a binary tree (see Kröger 1995) . Each leaf node of the tree represents a single small item, and all other nodes represent either a horizontal or vertical cut. The cut separates items contained in the subtrees of the node. Such trees are called slicing trees. An example of a tree is shown in Figure 1 . It can be seen that each of the nodes n i , representing the cuts, may also be interpreted as a metarectangle. The metarectangle is composed by joining the two metarectangles represented by its children nodes, n l i and n r i . The dimensions of these metarectangles are
and 3.1.1. Metarectangle Tree Isomorphism, Skewed Slicing Tree. It should be noted that although this tree is capable of representing any feasible solution, the symmetrical nature of both the problem and the representation results in a significant number of isomorphic solutions.
In this case, there are two possible types of isomorphism. The first type is a property of the considered problem. It is defined as the possibility of exchanging the positions of two adjacent metarectangles without affecting the positions of any others. The simplest example is the possibility of swapping the order of any child nodes where neither node changes its dimensions nor the rectangles used in its subtree. Thus, it does not affect any other nodes. In general, any set of n metarectangles separated consecutively by only one type of cut can be rearranged in n! ways without changing the overall result.
The second type of isomorphism is a result of the representation method used; i.e., we are representing the same cutting pattern by a number of different trees. An example of such a situation is shown in Figure 2 . If the algorithms take into account all isomorphic slicing trees, then the solution space radically increases.
These redundancies cause an unnecessary increase of the overall computational complexity. It suggests that avoiding isomorphic trees by limiting the number of feasible trees is worthwhile.
In this paper, we remove the possibility of creating different trees representing the same cutting pattern that cause the second type of isomorphism. It can be achieved by adding an additional condition stating that no node can represent the same type of cut as its right-hand child. This limitation leaves only the second tree from Figure 2 , making the others infeasible. Such created trees are called skewed slicing trees. This does not limit the possibility of obtaining any solution, as any series of the same type of cuts can still be represented as a list consisting of left-hand children.
We have applied two constraints to prevent the possibility of rearranging the order of metarectangles without affecting the result, therefore removing the first type of isomorphism. Both depend on the lexicographical ordering of trees represented as a string over the alphabet − 1 2 3 n , where " " and "−" represent vertical and horizontal cuts and 1 n are the types of items to be placed, obtained by a preorder traversal of the tree. The first condition requires, for each inner node, that its right-hand subtree does not precede the left-hand subtree in the proposed ordering. This deals with the possibility of reordering two metarectangles separated by a single cut. If a series of the same type of cuts exists in a solution, the first of the introduced limitations requires them to be represented as a list consisting of left-hand children nodes. This means that it is sufficient to require for each inner node that its right-hand subtree does not lexicographically precede the right-hand subtree of the considered Copyright: INFORMS holds copyright to this Articles in Advance version, which is made available to institutional subscribers. The file may not be posted on any other website, including the author's site. Please send any questions regarding this policy to permissions@informs.org.
Redundant Representations of the Same Pattern node's left hand child, if both the considered node and its left-hand child represent the same type of cut. It ensures that exactly one ordering is feasible for that cutting pattern. All of the necessary comparisons for a sample tree are shown in Figure 3 . When the symmetry feature is employed, each correctly generated slicing tree could be transformed to the one that is isomorphic. This isomorphic tree can start from the first element. Moreover, the condition for the elimination of the isomorphic slicing trees are fulfilled when the slicing trees are constructed from the first element. This tree representation is the basis of the branchand-bound algorithm that we propose in this paper. The tree is constructed by a bottom-up approach (see Algorithm 1). The algorithm starts by placing a single item in the bottom-left corner of the sheet. Then it constructs the tree by introducing a horizontal or vertical cut along its edge, thus finding all feasible ways to fill the unused part of the sheet. In terms of the tree representation, this can be described as adding a new node as the root of the tree. The previous root is set as its left-hand child and then finding all feasible right-hand subtrees. These patterns are constructed using a topdown approach (see Algorithm 2); i.e., for each of the considered nodes it is first decided what it represents (horizontal or vertical cut, or a single item). Then if a cut is chosen, the subtrees of that node are processed in the same way. No satisfactory method of determining the order in which the possible choices should be | | -- Figure 3 Comparisons Preventing Tree Isomorphisms considered has been found, so the ordering is the same as in the alphabet used to represent the tree. For each of the created patterns it is then checked to see if it represents a full solution, i.e., contains all of the available pieces. Otherwise, the same bottom-up method is applied to the newly created metarectangle.
3.1.2. The Lower Bound Calculations. We used two methods for calculating lower bounds to reduce the computational complexity. The first one is calculated whenever both subtrees of any particular node are set. When this happens, no other item may be placed inside the metarectangle represented by the node (we call that rectangle closed), so any unused space inside it will be wasted. The lower bound on the pattern's length is calculated as
with WS R representing the wasted space inside the rectangle R and m denoting the number of available items. This lower bound has been further enhanced by noticing that the length must be a linear combination of the individual item's lengths, so a minimal of those linear combinations, not smaller than LB c , is used as the lower bound. The second lower bound is used during the topdown construction of the pattern, filling the part of the sheet created after the initial cut in the branching method.
As the pattern is constructed in a top-down manner, information about the cuts surrounding the considered metarectangle is available. This means that it 1 expandTree(Tree tree) 2 begin 3 check lower bound 4 Node root ← new Node 5 root.left ← tree.root 6 root.right ← new Node 7 tree.root ← root 8 for root.content in − 9 begin 10 fillTree(tree, root.right, root) 11 end 12 end
Algorithm 1
The Bottom-Up Tree Building Method 
Algorithm 2
The Top-Down Tree Filling Method is possible to calculate the minimal number of items that will be placed on top of it and to its right. This enables us to use information about the items unused so far to calculate the minimal width and length of the current pattern that can be compared to the sheet's width and the known upper bound for the solution, respectively.
In Figure 4 , we show an example of the lower bound calculation. Looking at item 8 (see Figure 4) and the presented pattern, we can see that at least two unused items (items x and z) will be on top of item 8, and at least one unused item (item y) will be on the right side of item 8; y is the item with minimal width (of the unused items), and x and z are the items with minimal height (among the unused items). Considering the width of y, the pattern width is compared with the fixed width of the strip to restrict the solution space.
The heights of x and z are used to evaluate the lower bound function.
When the minimal element is chosen from the remaining rectangles, then LB can be calculated. The LB width is compared to the width of the available space and the height is compared to the best-known solution.
Branch-and-Bound Parallelisation
The proposed algorithm has been developed with parallelisation in mind. Therefore, not many modifications are necessary to make it run on multiple processors. The bottom-up approach is based on creating subsequent intermediate metarectangles that can be processed independently of each other. Therefore, the idea of parallelising the algorithm is based on giving each of the available processors a separate metarectangle to work on. Copyright: INFORMS holds copyright to this Articles in Advance version, which is made available to institutional subscribers. The file may not be posted on any other website, including the author's site. Please send any questions regarding this policy to permissions@informs.org. We do this by selecting one process to act as a server that is responsible for distributing the work, and the other processes (which are running on different processors) are assigned to act as "workers" that perform the computations assigned by the server. The server initiates the computation by finding an initial upper bound, broadcasting it to all of the workers, and then sending each of them a single work unit. The work unit represents the slicing subtree that the worker treats as the starting point for the bottom-up algorithm. Whenever a worker finishes processing an assigned unit of work, it asks the server for another job and receives either a new work unit or the instruction to finish work if all the necessary computations have been completed. Whenever a worker finds a solution better than the current upper bound, it sends the solution to the server, which then broadcasts the new upper bound to all the other workers.
We have defined the work units that need to be processed as all the metarectangles obtained by applying two steps of the bottom-up creation algorithm to each of the available rectangles. The ordering of the subtrees used has been slightly modified at this step so that the alphabet is + 1 2 3 n , with + representing both types of cuts. This has been done to avoid a situation when the root of the tree built from the first two items used is a vertical cut. Following the previous alphabet definition (see §3.1.1), every tree having a horizontal cut as the root node would lexicographically succeed it. This would lead to the creation of a very large number of work units in the second iteration of the bottom-up algorithm. As all the work units need to be created before being sent to the workers, this situation could result in the server spending too much time on sequential calculations without using the workers, thus decreasing the potential for parallelisation. Furthermore, the existence of many small work units might cause the workers to spend more time on communication with the server than on the computations, which would also be a waste of the available processing power. With the new alphabet, the work items are limited to all feasible subtrees with a height of two. All patterns of feasible work units are shown in Figure 5 . For clarity, the sample is limCopyright: INFORMS holds copyright to this Articles in Advance version, which is made available to institutional subscribers. The file may not be posted on any other website, including the author's site. Please send any questions regarding this policy to permissions@informs.org.
ited to a single tree for each feasible pattern. In practice all feasible combinations of items placed in the leaves of these trees are used. The generated work units are assigned to workers in the order of nondecreasing lower bounds.
Upper Bound
We use a heuristic algorithm to obtain the initial upper bound to reduce the computational complexity. The algorithm is a slight modification of the one proposed by Zhang et al. (2006) . It is based on placing subsequent items in the bottom left corner of the considered strip area and limiting further possibilities by carrying out cuts resulting from the selected placement. Whenever an item is placed on the strip, it needs to be accompanied by either a horizontal or a vertical cut spanning the entire available area. In the algorithm, the placement of an item (the black rectangle) in an unbounded space S (see Figure 6 ) is always accompanied by a horizontal cut, whereas both types of cuts can occur inside bounded spaces S 2 (see Figure 7 ). The same method is then applied recursively to both of the newly created areas. Many orderings in which the items are to be placed can be used. We chose to use four, i.e., both nondecreasing and nonincreasing orders of both the item
Division of an Unbounded Space
Figure 7 Division of a Bounded Space area and its length. We also used two methods for selecting the type of cut that is performed. The selection is based on the difference between the areas of the resulting spaces. The difference can either be minimised or maximised. We used all of the possible combinations of these methods, which led to eight different variants of the algorithm.
Results
This section is divided into two parts and presents the computational results of applying our approach to the test problems. Firstly, the proposed sequential method is tested and compared against the algorithm proposed by Hifi (1998) . Secondly, the parallel algorithm is tested and compared with its sequential version. The instances used in the computational experiment are all represented as integer values. The application of the algorithms could easily be extended to rational values.
The Sequential Algorithm
We implemented the sequential version of the proposed algorithm in the C language and tested it on a computer with a 2.2 GHz AMD Opteron 248 processor and 2 GB of RAM. We used the 25 problem instances of various sizes introduced in Hifi (1998) . The computational results are shown in Table 1 , where the following information is included for all of the instances: Copyright: INFORMS holds copyright to this Articles in Advance version, which is made available to institutional subscribers. The file may not be posted on any other website, including the author's site. Please send any questions regarding this policy to permissions@informs.org.
• The width W of the initial strip, the number of types of items to cut n, and the total number of items m;
• The optimal length L opt ;
• The upper bound UB produced by the heuristic recursive algorithm;
• The execution times (measured in seconds) obtained in Hifi (1998) ; and
• The execution times (measured in seconds) for our algorithms, with and without using the heuristic recursive algorithm to find the initial upper bound.
Hifi's approaches were also coded in C, but they were tested on a Sparc-Server20 (module 712 MP) computer. Therefore, it is very difficult to compare the speed of processors and execution times. Great speed improvement can be seen, but it is impossible to state how much of this is the result of the algorithm's performance and how much is generated by the computer speed difference. Our algorithm outperforms all of Hifi's approaches for all instances except for SCP15. We present our results both with and without the initial upper bound found by the heuristic algorithm. We see that the algorithm requires less time when the upper bound is used. The difference is not large because of the small size of the instances. It can be expected that for larger instances, the upper bound would significantly influence the execution time.
The Parallel Algorithm
We performed the first set of tests of the parallel algorithm on the same instances that were used for the purpose of testing the sequential version. The tests have been performed on a cluster of computers, each having two 2.2 GHz AMD Opteron 248 central processing units (CPUs) and 2 GB of physical memory. The results, together with the times obtained by the sequential algorithm, are shown in Table 2 . The number of processors shown in the table represents all of the used CPUs, including the one employed for the server process. That means that there is one processor less doing actual computations than the number in the table.
It can be seen that on most of the instances, the parallel algorithm performs noticeably worse than the sequential version. Similar times obtained for almost all of the instances and the number of CPUs used point to the fact that most of this time is spent on setting up the parallel processing environment and this overhead is unavoidable. There are only two exceptions to this. The first is instance SCP25. This is the only instance that takes more time to solve by the sequential algorithm than the necessary setup time for the parallel one, which enables the latter to perform slightly better. On the other hand, the time needed for the parallel algorithm to solve the SCP22 instance using just one CPU for the calculations is much greater than the time Table 2 Computation Times (in Seconds) required by the sequential algorithm. This is the result of the modifications made to the definition of feasible trees, which gives worse performance on that particular instance. This can, however, be compensated by increasing the number of processors, which greatly decreases the overall computation time. The fact that these instances proved to be too small to notice any performance gain resulting from the parallelisation led us to perform tests on a set of instances containing more items. We used classes C1-C3 from Hopeer and Turton (2000) . The number of items used in these instances ranges from 16 to 29. Although exact solutions of these instances are known for the nonguillotinable problem version, so far they have not been solved when only guillotine cuts are allowed. The time needed to solve these instances using a different number of processors is shown in Table 3 . The table also contains the comparison of the optimal solution lengths for the guillotinable (L G ) and nonguillotinable (L NG ) problem versions. For the upper bound (UB) calculation, the approach of Zhang et al. (2006) was employed. The computational experiment for the sequential version of the algorithm was performed on the Intel Core Duo T2400, with 1.83 GHz and 2 GB of RAM.
These results show that the smallest instances of this set are still too easy to solve in order to use a parallel algorithm. For the harder cases, however, the Copyright: INFORMS holds copyright to this Articles in Advance version, which is made available to institutional subscribers. The file may not be posted on any other website, including the author's site. Please send any questions regarding this policy to permissions@informs.org. parallelisation offers a significant improvement in performance. This is particularly apparent for the C3P3 instance. For this instance, the parallel algorithm failed to finish within 48 hours, using just one worker process, which can be viewed as a sequential version of the algorithm, whereas the parallel version of the algorithm, using just eight CPUs, reduced the computation time to less than 40 seconds. The speedup for these instances is shown in Table 4 . It can be seen that the speedup is greater than linear. This is not only a result of increasing the available processing power but also decreasing the amount of required computation. This is because the parallel processing of a few different work units may result in finding good solutions earlier, which leads to a larger number of branches cut in the branch-and-bound phase.
Conclusions
A new approach for solving the two-dimensional guillotine strip cutting problem has been proposed. Two versions of the algorithm have been implemented: the first version is sequential, and the second is parallel. Our main contribution in this paper is the branching schema, forming the binary trees where the horizontal and vertical cuts are represented. This parallelisation is profitable for some instances (see Table 4 ) and significantly improves the performance of these instances (see Table 3 ). Although the literature results are quite outdated, our computational results show that these algorithms are able to effectively solve instances taken from the literature, which are still considered to be challenging. The computational time is much shorter than in algorithms presented in the literature. The sequential algorithm served as a base for a parallel version. The experimental results show that this algorithm can solve instances that were previously unsolved to optimality. Generally speaking, the idea of slicing trees may be used to handle rotations; however, we did not consider this in this paper but plan to add this enhancement in our future work. Furthermore, the development of better bounds and tree traversal methods for the branch-and-bound method might be beneficial. Additional research can also be carried out to optimise the parallelisation method-for example, by introducing load balancing techniques.
