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Being a wide band gap system GaMnN attracted considerable interest after the discovery of
highest reported ferromagnetic transition temperature TC ∼ 940 K among all diluted magnetic
semiconductors. Later it become a debate due to the observation of either a ferromagnetic state with
very low TC ∼ 8 K or sometimes no ferromagnetic state at all. We address these issues by calculating
the ferromagnetic window, TC Vs p, within a t− t
′ Kondo lattice model using a spin-fermion Monte-
Carlo method on a simple cubic lattice. We exploit the next-nearest-neighbor hopping t′ to tune
the degree of delocalization of the free carriers and show that carrier localization (delocalization)
significantly widen (shrunken) the ferromagnetic window with a reduction (enhancement) of the
optimum TC . We connect our results with the experimental findings and try to understand the
ambiguities in ferromagnetism in GaMnN.
Search for high TC ferromagnetism in diluted mag-
netic semiconductors (DMSs) has been a topic of core
importance over last two decades in view of potential
technological applications 1–4. Mn doped GaAs (GaM-
nAs)5–10 is one of the most extensively investigated DMS
with highest reported TC ∼ 200 K
11, which is well be-
low the room temperature. In the mean time, wide band
gap based DMS had attracted considerable interest after
the discovery of room temperature TC in Mn doped GaN
(GaMnN)12,13, but soon realized that getting a ferromag-
netic state in GaMnN is often challenging14. The nature
of ferromagnetism in this material is poorly understood
as compared to GaMnAs, and so uncertainty in getting
a ferromagnetic state is still a debated question14,15.
The nature of ferromagnetism in GaMnAs reasonably
well understood3,4, and so regarded as the benchmark to
understand other similar DMSs. Here, a few percentage
of Mn2+ ion (S = 5/2) replaces Ga3+, thereby contributes
a hole which mediate the magnetic interaction between
the Mn spins. But the hole density (holes per Mn ions) is
smaller than 1 due to As antisites16 (AsGa) and Mn in-
terstitials17 (MnI) which act as double donors. It is well
known that post-growth annealing is an effective tech-
nique to alter the hole density18. These holes reside in
the shallow acceptor level introduced by Mn ions in the
host band gap ∼ 0.1 eV above the valence band19–22,
which indicates the long-range nature of magnetic inter-
actions between the Mn ions. With increasing impurity
concentration x these levels form a distinct spin-polarized
impurity band (IB). Now, it is known that the location
of the Fermi energy EF within the IB plays a crucial role
in determining the TC
23. Also, the ferromagnetic win-
dow is reported for a wide range of hole density (p ∼
0.1-0.9)23,24. But a significant limitation of GaMnAs is
that the ferromagnetic TC is well below the room tem-
perature.
Wide band gap semiconductors9,14 had attracted im-
mense interest after the reports12,13 of ferromagnetic TC
over 300 K in GaMnN. However, the physical origin of
the ferromagnetism in this material still remains contro-
versial as some authors observed a very low TC ∼ 8 K
or did not see any ferromagnetism at all25. In contrast
to GaMnAs, Mn is deep acceptor in GaMnN forming a
distinct narrow impurity band that is ∼ 1.5 eV21,26–31
above the valence band maximum. Consequently, the
hole mediated interactions between the Mn ions are short
range in nature. Where, p-type co-doping (with Mg in
the case of GaMnN) has shown to enhance the carrier
mediated ferromagnetism32, the theoretical studies found
that extrinsic doping of p-type generating defects such
as Gallium vacancies reduce the stability of the ferro-
magnetic state33. In addition, the coexistence of Mn2+
(majority) and Mn3+ (minority)34 and the nature of de-
fect states33–35 have made the nature of ferromagnetism
in GaMnN more complicated compared to GaMnAs. So,
the theoretical studies to understand the ferromagnetism
in GaMnN remains inconclusive till date.
Aim of this paper is to shed light on the unresolved
aspects of GaMnN where the high ferromagnetic TC re-
mains illusive till date. We consider a t − t′ Kondo lat-
tice model and calculate the magnetic and the transport
properties using a traveling cluster approximation based
spin-fermion Monte-Carlo method36 on a simple cubic
lattice. Degree of delocalization of the free carriers and
hence the magnetic properties are exploited by tuning the
next-nearest-neighbor hopping t′. We start with a brief
introduction to the model Hamiltonian and the method-
ology of our calculations. After that organization of this
paper is threefold: first, we establish appropriate set of
parameter for GaMnAs and GaMnN. In the second part
we investigate the electronic and magnetic properties of
Mn-doped GaAs system and finally we calculate and dis-
cuss our results for GaMnN.
We consider the diluted Kondo lattice Hamilto-
nian37–40
H = −t
∑
〈ij〉σ
c
†
iσcjσ − t
′
∑
〈〈ij〉〉σ
c
†
iσcjσ + JH
∑
m
Sm.~σm
on a simple cubic lattice, where c†iσ (ciσ) are the fermion
creation (annihilation) operators at site i with spin σ.
t and t′ are the nearest-neighbor (〈ij〉) and the NNN
hopping parameters (〈〈i,j〉〉, respectively. The last term
2represents the Hund’s coupling JH (> 0) between the
impurity spin Sm and the itinerant electrons ~σm, repre-
sented by Pauli spin matrices, at randomly chosen sitem.
We considered the spin Sm to be classical and absorb it’s
magnitude 5/2 into JH without loss of generality. Direct
exchange interaction between the localized spins due to
magnetic moment clustering is neglected by avoiding the
nearest neighbor Mn pairing. For impurity concentration
x we have x103 number of spins and the carrier density p
is defined as the holes per Mn impurity site. We consider
x = 0.15-0.25 in the simple cubic lattice, where as GaAs
is face centered cubic with four atoms per unit cell. So,
roughly 25% of x in our case corresponds to 6.25% that
in real experiments. We chose t = 0.5 eV by compar-
ing the bare bandwidth (= 12t) of our model to that of
the realistic bandwidth 6 eV for the host III-V semicon-
ductors. Parameters like JH , t
′, and temperature T are
scaled with t.
The model Hamiltonian incorporating spatial fluctua-
tions due to randomly distributed magnetic impurities, as
in DMSs, must be carried out for a reasonably large sys-
tem size for better results of the physical quantities such
as TC
37,40. We use the exact diagonalization based clas-
sical Monte-Carlo method to anneal the system towards
the ground state at fixed carrier density and tempera-
ture. First, the classical spin Sm is updated at a site and
in this background of new spin configuration the internal
energy is calculated by exact diagonalization of the carri-
ers. Then, the proposed update is accepted or rejected by
using the Metropolis algorithm. A single system sweep
composed of the above processes repeated over each clas-
sical spin once. Note, the exact diagonalization grows as
O(N4) per system sweep and numerically too expensive
for a system size of N = 103, where at each temperature
we require at least over 1000 system sweeps to anneal the
system properly. We avoid the size limitation by employ-
ing a Monte-Carlo technique based on travelling cluster
approximation (TCA)36,41 in which computational cost
drops to O(N × N c
3) for each system sweep. Here, Nc
is size of the moving cluster reconstructed around the
to-be-updated site and the corresponding Hamiltonian is
diagonalized rather than that of the full lattice. This al-
lows us to handle a system size ofN = 103 using a moving
cluster of size Nc = 6
3. All physical quantities are aver-
aged over several different such random configurations of
magnetic impurities.
The nature of the impurity band plays the key role
in determining the ferromagnetic state which solely de-
pends on the exchange interaction JH and the amount of
the magnetic impurities x in the system. Ultra-fast tran-
sient reflectivity spectra42 and magnetic circular dichro-
ism measurements23 show the existence of a preformed
impurity band close to the valence band (VB) in GaM-
nAs. We start our calculation for x = 0.25, where a
separated impurity band (IB) starts to form for JH = 4
(even at relatively high temperature T = 0.05) as shown
in the density of states (DOS) N(ω) = 〈 1
N
∑
α δ(ω− ǫα)〉
in Fig. 1(a). Here, the binding energy Eb (= bottom of
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FIG. 1: (a) Shows the density of states N(ω) with the forma-
tion of impurity band for different values of the Hund’s cou-
pling JH . Fermi energy is set at zero; (b) variation of the bind-
ing energy Eb and the Ew with JH showing the localization-
induced narrowing of the impurity band; (c) variation of the
participation ratio with JH distinguishing the extended states
from the localized states; (d) plots the dc conductivity (in
units of pie2/~a) with JH indicating carrier localization as in
(c). All calculations are done at fixed impurity concentration
x = 0.25, carrier concentration p = 0.2, and temperature T
= 0.05.
the IB - top of the VB) is ∼ 0.2t, where the small finite
density of states at the Fermi energy is due to the broad-
ening used to calculate the DOS. We define the quantity
Ew = top of the IB - top of the VB, which must be smaller
than the band gap of the host semiconductor. With in-
creasing JH the IB moves away from the VB and also
it’s width (Ew−Eb) becomes narrow, which indicate the
increase in carrier localization with JH [Fig. 1(b)].
The solubility of Mn in GaAs and GaN is low and it is
well known that the semiconducting property of the host
materials remain intact after the introduction of the mag-
netic impurities. The band gap of GaMnN is ∼ 3.4 eV.
The impurity band is distinctly separated from the va-
lence band located at an energy ∼ 1.5 eV (Eb) above the
VB indicating the short-range nature of the ferromag-
netic interactions. In contrast, GaMnAs is a low band
gap (∼ 1.5 eV) system with long-ranged ferromagnetic
interaction where the Eb is only about ∼ 0.1 eV. So, we
choose JH = 4 for GaMnAs for which Eb ∼ 0.1 eV (0.2t)
and Ew is ∼ 1.5 eV (3t). Direct measurements yield JH
= 1.2 eV [ 7,8] and 3.3 eV [ 6] for GaMnAs. Note that
we absorbed the impurity spin magnitude 5/2 into JH
which scales with t (= 0.5 eV). So our JH value is in the
range as reported in experiments. In case of GaMnN we
chose JH = 10, where Eb ∼ 2.75 eV and Ew is ∼ 3.5 eV
(7t). Later, we will see the impact of NNN hopping t′ on
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FIG. 2: The effects of the next-nearest-neighbor hopping (t′
= +0.2) and it’s comparison to t′ = 0 is shown for various
physical quantities at fixed JH = 4. (a) Plots the spin-resolved
density of states at fixed T = 0.004, where the impurity band
shrinks and moves away from the valence band due to carrier
localization. The Fermi energy is set at zero; (b) change in
the participation ratio with p showing the higher degree of
localization for t′ = +0.2 at fixed T = 0.05; (c) showing the
t′-induced broadening of the ferromagnetic window TC Vs p
and (d) plots the dc conductivities (in units of pie2/~a) with
p at fixed T = 0.004. The localization driven I-M-I transition
is consistent with the results presented in (b) and (c).
the IB and its consequence on the ferromagnetic state.
The degree of delocalization can be inferred from the
participation ratio (PR), which ranges from 1 to the to-
tal number of sites N and allows us to distinguish the
localized states (low PR) from the fully extended states
(PR ∼ N). We plot the PR of the state at the Fermi en-
ergy (EF ) with JH for p = 0.2 at T = 0.05 [Fig. 1(c)].
For the chosen Hund’s couplings JH = 4 and 10 the
states are extended over ∼ 400 sites and only over ∼
150 sites respectively, which indicate that the short- and
long-range nature of the exchange interactions in GaM-
nAs and GaMnN are automatically taken into account.
Then we calculate the dc limit of the conductivity by us-
ing the Kubo-Greenwood formula43,44 for fixed p =0.2 at
T = 0.05 and shown in Fig. 1(d). The conductivity de-
creases with JH values, which substantiate the fact that
the carriers get localized with Hund’s coupling as seen in
Fig. 1(c). Next, we study the impact of NNN hopping
on the magnetic properties in GaMnAs and in GaMnN.
First, we study the GaMnAs with the chosen Hund’s
coupling JH = 4. Fig. 2(a) presents the spin-resolved
density of states for t′=0 and 0.2 with fixed p=0.2 at T
= 0.004 for which ground states are ferromagnetic. In
both cases the impurity band is spin polarized while the
valence band remains more or less unpolarized. In our
model +ve t′ acts as a localizing agent which can be
visualized from the DOS, where the IB becomes narrow
and shifts away from the VB. This is also apparently clear
from the PR plotted in Fig. 2(b). It is important to note
that here t′ doesn’t alter the value of Ew (∼ 3t) which is
well within the BG of the host. Alternatively, higher JH
can also localize the carriers but Ew becomes larger than
the BG which is not physically acceptable for narrow BG
host semiconductors like GaAs, we will see later.
Then we plot the ferromagnetic TC with the carrier
density p in Fig. 2(c). The ferromagnetic TC is estimated
from the ferromagnetic structure factor S(0), where S(q)
= 1
N
∑
ij Si·Sj e
iq·(ri−rj) for each carrier density. For t′=0
the TC optimizes around p=0.15 and the ferromagnetism
is restricted to a small window of p = 0-0.3. This is be-
cause the carrier mobility is suppressed at higher hole
concentration (0.3 or more) due to larger delocalization
length in this case, see Fig. 1(c). One can demobilize the
carriers and hence activate the ferromagnetism at higher
p values with mildly localizing the carriers which is done
by the NNN hopping parameter t′ = 0.2 as shown in
Fig. 2(b). Consequently, the ferromagnetic window be-
comes wider (p = 0-0.8) as observed in the experiments
[p ∼ 0.1-0.9]23,24. In order to correlate the magnetic and
transport properties we plot the the low temperature (T
= 0.004) dc conductivity in Fig. 2(d). For both t′ =
0 and 0.2, conductivity goes through Insulator-Metal-
Insulator (I-M-I) transition with optimization around the
same value of p as in case of TC vs p window which sup-
ports the above carrier localization picture. Our results
on the FM window indicate that the NNN is operative
in real systems and must be taken in to account in theo-
retical investigations.
Now, we consider the GaMnN where the magnetic in-
teractions is driven by the double-exchange mechanism
with short-range spin-spin interactions. Hence, we chose
the Hund’s coupling JH = 10 consistent with the the Ew
and Eb values of the system as mentioned earlier. The
spin-resolved DOS for t′ = 0 and 0.2 with fixed p = 0.2
at T = 0.004 are shown in Fig. 3(a). Effect of NNN hop-
ping on IB is qualitatively similar as in Fig. 2(a) with
Ew within the BG of the host. Effects of t
′ on the fer-
romagnetic state is presented in Fig. 3(b). Besides the
widening of the FM window, the optimum value of TC
significantly decreases as compared to t′ = 0 case. The
reduction in the optimum TC is due to the localization,
which can be visualized from the nature of the IBs shown
in Fig. 3(a). TC can be tuned further by adjusting the t
′
value. These results guide us to understand the very low
TC often reported in GaMnN.
The electronic structure calculations show that the Ga
defects introduce states between the VB and the IB which
depopulate the IB and in turn destroy the ferromag-
netism in GaMnN33. We mimic the situation by intro-
ducing -ve NNN hopping which delocalize the carriers
and consequently broaden the IB towards the VB. This
can be seen from the DOS plotted in Fig. 3(c) for t′ =
-0.2 and -0.5 along with t′ = 0 at T = 0.004 and p = 0.2.
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FIG. 3: The effects of the localized hopping t′ = +0.2 and it’s
comparison to t′ = 0 are presented for (a) the spin-resolved
density of states at fixed T = 0.004, where the impurity
band moves away from the valence band due to carrier lo-
calization; (b) the ferromagnetic window TC Vs p showing
the localization-induced broadening. And, the effects of the
delocalized hopping t′ = -0.2 and -0.5 with it’s comparison
to t′ = 0 are presented for (c) the spin-resolved density of
states at fixed T = 0.004, where the impurity band extended
towards the valence band due to carrier delocalization, and
(d) the ferromagnetic windows showing the delocalization-
induced shrinkening. The Fermi energy is set at zero and
JH = 10 for all calculations.
Here, the binding energy Eb decreases but Ew remains
unaffected (i.e. Ew is within the BG). Consequently, the
ferromagnetic window shrinks and the TC increases with
carrier delocalization, which can be understood from the
analysis given in Fig. 2(c) and Fig. 3(b). Next, we see
the impact of the t′-induced delocalization on the ferro-
magenetism in the lower impurity concentration regime.
It is clear from Fig. 3(c) that the width of IB increases
and as a result DOS depopulates at Fermi levels for NNN
t′= -0.2 and t′= -0.5. This depopulation destabilizes the
ferromagnetic interaction at higher p values. We estab-
lish our findings by calculating the ferromagnetic win-
dows for lower values of x = 0.15 and 0.2. First we con-
sider x = 0.2, and compare the spin-resolved DOS and
the ferromagnetic windows for different values of t′ (=
0.0, -0.2, and -0.5) at fixed p = 0.2, as shown in Fig. 4(a)
and (b) respectively. Similar set of calculations are pre-
sented in Fig. 4(c) and (d) for x = 0.15 with the same
set of parameters. In both cases the IB shows quali-
tatively similar features as in x = 0.25 [see Fig. 3(c)].
As compared to the case of x = 0.25 the FM window
in lower x systems are more sensitive to the NNN hop-
ping and become significantly narrow, which reduces the
probability of getting a FM state unless the sample has
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FIG. 4: The effects of the delocalized hopping t′ = -0.2 and
-0.5 with it’s comparison to t′ = 0 at fixed x = 0.2 are shown
for (a) the spin-resolved density of states at fixed T = 0.004
and (b) the ferromagnetic windows TC Vs p. Similar set of
calculations for x = 0.15 are presented in (c) and (d), re-
spectively. Comparing to x = 0.25 the FM window in lower
x systems are more sensitive to delocalization and becomes
significantly narrow. We fixed JH = 10 for all calculations.
suitable amount of carriers within a narrow regime. In
experiments sample preparation is very crucial due to
the presence of defects and our results indicate that if
one doesn’t hit a suitable combination of x and p, then
there is a higher chance to observe either low TC or no
ferromagnetism at all.
In conclusion, we investigate the III-V DMSs within a
t − t′ Kondo lattice model and calculate the magnetic
and the transport properties using a classical Monte-
Carlo method on a simple cubic lattice. We have shown
that the carrier localization/delocalization induced by
the NNN hopping t′ plays a key role in determining the
ferromagnetic states of GaMnAs and GaMnN. In case of
GaMnAs a weak localization (small +ve t′) is necessary
to reproduce the robustness of the ferromagnetic states as
observed in experiments. In addition, it’s presence seems
to be necessary in describing the low TC feromagnetism
often reported in GaMnN. On the other hand, if we delo-
calize the carriers by activating -ve t’ the ferromagnetic
window significantly shrinks with an enhancement of the
optimum value of TC in GaMnN. We correlate our find-
ings with the experimental results and suggest that Ga
vacancy in GaMnN that depopulate the IB triggers high
TC in low hole density. But in reality, the presence of
intrinsic defects is inevitable and also the carrier density
is not controllable. So the probability of having an opti-
mal amount of holes in a narrow regime in Ga defected
GaMnN is very low. This could be the reason of disap-
5pearance of ferromagnetism and in turn keeps the high
TC issue of GaMnN unresolved till date.
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