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Introduction générale
La simulation numérique des procédés de mise en forme (emboutissage, formage,
forgeage, …) qui était, il y a encore une vingtaine d’années, balbutiante dans le milieu
industriel, suscite désormais un très grand intérêt. L'utilisation des logiciels de simulation
numérique devient à l'heure actuelle de plus en plus fréquente et quasi incontournable. Les
renseignements apportés sont nombreux. Ils facilitent la prise de décision sur le choix du
processus de fabrication, le choix du matériau, etc. Ils assurent également le moyen d'éviter la
mise au point de prototypes. Par souci de compétitivité et de qualité, ces logiciels doivent
d'une part, être rapides et d'autre part, être capables de reproduire le plus fidèlement les
phénomènes observés, l'objectif étant d'obtenir des résultats aussi proches que possible de
l’expérience. Pour résumer, les logiciels de simulation numérique sont indispensables à la
compétitivité et contribuent à améliorer une gamme de forgeage et à diminuer les coûts de
fabrication (augmentation de la durée de vie des outils, diminution du nombre d’opérations,
…).
Dans cette optique, le Centre de Mise en Forme des Matériaux (CEMEF) de l’Ecole des
Mines de Paris a développé et continue de développer en particulier deux codes de simulation
numérique du forgeage, l’un en 2D FORGE2®, l’autre en 3D FORGE3®.
Le travail d’analyse de sensibilité, thème de cette thèse, s’inscrit dans le cadre du
projet SIMULFORGE, consortium regroupant un grand nombre d’entreprises françaises. Ce
travail revêt une grande importance et répond à une véritable demande de la part des
industriels. Il consiste à calculer le gradient de fonctions coût Ö à optimiser par rapport à un
nombre plus ou moins grand de paramètres _.
Parmi les fonctions coût recensées par les industriels, citons :
- le taux de remplissage des gravures
- l’énergie totale de mise en forme
- la force maximale de forgeage
- les défauts géométriques, replis, aspiration
-  le critère de qualité de l’écoulement basé sur la température maximale, sur la
déformation cumulée, sa valeur minimum ou l’écart entre ses valeurs extrêmes
- le critère de qualité de l’écoulement basé sur le cisaillement interne ou la pression
hydrostatique
- le critère d’endommagement des outils basé sur la contrainte normale maximale, la
pression hydrostatique maximale, la température maximale, …
Quant aux paramètres d’optimisation, ils peuvent être liés soit au lopin soit à l’outil. Les
paramètres recensés par les industriels sont les suivants :
- outil : vitesse constante de presse
- outil : course de forgeage de l’ébauche
- outil : déport de l’outillage
- outil : coefficient de frottement
- outil : temps de contact avant forgeage
- outil : température uniforme
- outil : forme/géométrie
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- lopin : position du centre d’inertie
- lopin : température initiale et uniforme
- lopin : temps de transfert avant forgeage
- lopin : géométrie du lopin de départ
Bien entendu, il nous a été impossible de considérer, dans un laps de temps aussi court,
l’ensemble de ces fonctions coût et paramètres. Nous avons focalisé notre étude sur quelques
uns de ces paramètres et fonctions coût.
Les résultats d’analyse de sensibilité nous permettent de répondre à de nombreuses questions :
quel est le paramètre le plus influent ? dans quel sens le modifier ? comment les paramètres
interagissent entre eux ? … L’analyse de sensibilité est donc un outil puissant pour aider le
forgeron à concevoir une gamme de forgeage satisfaisante.
A titre d’exemple, on peut souhaiter savoir comment évolue le taux de remplissage des
gravures en fonction de la lubrification des matrices. Pour cela, on calculera la dérivée de la
fonction coût « taux de remplissage des gravures » par rapport au paramètre « coefficient de
frottement ». Le signe de cette dérivée donnera le sens de la variation. Sa valeur absolue
indiquera l’influence relative du frottement sur le taux de remplissage, par comparaison à
d’autres paramètres du procédé, comme la vitesse de forgeage par exemple.
Cette thèse constitue aussi une première étape vers l’optimisation automatique du
forgeage en 3D. Afin d’être complet, nous nous devons de situer le travail de cette thèse dans
la chronologie des précédents travaux réalisés au CEMEF dans la thématique de l’analyse de
sensibilité. Un logiciel d’optimisation de forme d’outils SAFO a été développé en 2D, pour
des problèmes axisymétriques, dans le cadre du code de simulation numérique FORGE2®
(B_lan 1996) (Vieilledent 1999). (B_lan 1996) a ouvert la voie en calculant le gradient 
dì
dÖ
de quelques fonctions coût (énergie totale de mise en forme, taux de remplissage des
gravures, …) par la méthode directe et en intégrant ces sensibilités dans un algorithme
d’optimisation de type BFGS. L’application à des problèmes industriels a ensuite été réalisée
par (Vieilledent 1999) qui a de plus implémenté des fonctions coût plus élaborées (détection
de replis de matière, homogénéisation des déformations, …). Enfin, les travaux de (Chung et
al. 2003) nous servent de référence car ils montrent la faisabilité numérique de la méthode de
l’état adjoint pour le forgeage instationnaire en 2D. Ces travaux ouvrent donc la voie à
l’application de la méthode de l’état adjoint au forgeage instationnaire en 3D.
L’objectif du premier chapitre de ce travail est de faire un tour d’horizon des différentes
techniques d’analyse de sensibilité et d’expliquer pourquoi nous nous sommes orientés vers
une méthode adjointe. Dans le second chapitre, nous rappelons les équations régissant le
problème de forgeage en 3D et les méthodes de résolution (description du logiciel
FORGE3®). Le troisième chapitre constitue le chapitre clé de ce manuscrit puisque nous
détaillons l’application de la méthode de l’état adjoint au problème de forgeage. Les
différentes fonctions coût Ö  implémentées dans le code FORGE3® (dans le but d’être
différentiées) sont décrites dans le chapitre 4. Le chapitre 5 regroupe les résultats de
validation de la méthode de l’état adjoint sur des cas simples de forgeage. Enfin, dans le
chapitre 6, un calcul de sensibilité adjoint est mené sur cas industriel proposé par la société
ASCOFORGE. Ces sensibilités adjointes sont ensuite intégrées dans un processus itératif et
nous présentons les résultats d’optimisation obtenus.
Introduction générale
6
Bibliographie
(B_lan 1996)
T. B_lan. Optimisation de forme des outils de forgeage par méthode inverse. Thèse de
Doctorat, ENSMP, CEMEF, 1996.
(Chung et al. 2003)
S.H. Chung, L. Fourment, J.-L. Chenot, M. Hwang. Adjoint state method for shape sensitivity
analysis in non-steady forming applications. International Journal for Numerical Methods in
Engineering, Vol. 57, pp. 1431-1444, 2003.
(Vieilledent 1999)
D. Vieilledent. Optimisation des outils en forgeage à chaud par simulation éléments finis et
méthode inverse. Applications à des problèmes industriels. Thèse de Doctorat, ENSMP,
CEMEF, 1999.
La méthode des Différences Finies (D .F.)
7
Chapitre 1 
Les différentes techniques d’analyse de sensibilité
Avant d’étudier en détail les différentes techniques d’analyse de sensibilité, rappelons
que le but est, étant donnés une fonction coût _ et un vecteur _ des paramètres, de calculer la
dérivée totale 
µd
dÖ
 , sous la contrainte que l’équation d’équilibre de la mécanique (plus les
conditions aux limites) soit vérifiée, quelle que soit la valeur de _ :
µµµσ ∀=∀= 0)( écrivons nous que0 Rdiv (1)
où _ est le tenseur des contraintes de Cauchy.
Pour l’instant, nous considérons R et _ sous leur forme continue (non discrétisée). Le lecteur
pourra se référer au chapitre 2 pour plus de détails concernant l’expression de R et les
conditions aux limites.
On distingue, pour le calcul de 
µd
dÖ
, quatre grandes familles de méthodes :
- la méthode des Différences Finies (D.F.)
- les méthodes analytiques
- la méthode semi-analytique
- la méthode automatique
1.1 La méthode des Différences Finies (D .F.)
Cette méthode est très simple à mettre en œuvre numériquement. Différentes variantes
peuvent être rencontrées dont notamment les Différences Finies décentrées à droite ou à
gauche et les Différences Finies centrées (cf. formules (2)). Les Différences Finies centrées
offrent une meilleure précision que les Différences Finies décentrées (le schéma D.F. centrées
est d’ordre 2 tandis que le schéma D.F. décentrées est d’ordre 1). On trouve des applications
des D.F. en forgeage, pour l’optimisation de préformes (Becker et al. 1989) ainsi que dans le
domaine de l’identification de paramètres rhéologiques par analyse inverse en 2D (Tillier
1998) et en 3D (Boyer 2001).
( ) ( ) ( ) ( )
( ) ( )
Äì
ÄììÖÄììÖ
dì
dÖ
Äì
ÄììÖìÖ
dì
dÖ
Äì
ìÖÄììÖ
dì
dÖ
centréesFD
gaucheFDdroiteFD
2
;;
..
....
−−+
≈
−−
≈
−+
≈
(2)
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Cependant, pour une fonction _(_) où le vecteur _ est de dimension n, le calcul de sensibilité
par quotients différentiels décentrés nécessite (n+1) évaluations de la fonction coût tandis que
2n évaluations de celle-ci sont nécessaires pour un calcul centré, ce qui est très coûteux. Dans
le domaine du forgeage 3D, une seule simulation d’une gamme de forgeage (donc une
évaluation de _) peut nécessiter plusieurs jours de calcul donc on se rend tout de suite compte
du coût « pharaonique » des D.F., proportionnel au nombre de paramètres.
De plus, (Tortorelli et al. 1991) et (Ghouali 1997) mettent en exergue l’importance du choix
de l’incrément de perturbation __. Un choix de __ trop grand ou trop petit peut conduire à des
résultats totalement erronés.
Dans le cas du forgeage, les remaillages sont fréquents et il faut en plus considérer une
nouvelle source d’imprécision liée au transport des variables, de l’ancien maillage vers le
nouveau. (B_lan 1996) montre qu’au bout de seulement de quelques remaillages, les erreurs
dues au transport des variables sont supérieures aux variations de la fonction coût étudiée. Les
D.F. n’ont plus aucun sens quelle que soit la valeur de la perturbation choisie. Il est alors
indispensable d’utiliser une analyse de sensibilité analytique.
1.2 Les méthodes analytiques
Nous utilisons le terme « analytique » afin de bien faire la différence avec les méthodes
numériques (Différences Finies). C’est la plus précise des méthodes de différentiation mais
elle nécessite souvent des développements assez lourds en terme de calculs. Deux approches
générales sont envisageables : l’approche variationnelle et l’approche discrète.
1.2.1 Les méthodes variationnelles
Nous regroupons, sous la dénomination variationnelle, les méthodes dites « globales »
où la fonction coût _ et le résidu R sont différentiés sous leur forme variationnelle ou intégrale
(Rousselet 1983) (Pironneau 1984) (Tsay et al. 1990) (Poldneff et al. 1993) et les méthodes
dites « locales » dans lesquelles les sensibilités de _ et R sont obtenues par différentiation des
équations continues régissant le problème direct (Badrinarayanan et al. 1996) (Ghouali 1997)
(Srikanth et al. 2000) (Zabaras et al. 2000) (Zabaras et al. 2003).
Pour illustrer ceci, Duvaut et Ghouali (Ghouali 1997) utilisent comme fonction coût l’énergie
totale de mise forme dont l’expression est la suivante :
∫ ∫
=
=
=
fin
t
tt
tt Ù
dtdwå:óÖ
0
& (3)
où ε&  est le tenseur des vitesses de déformation.
La différentiation de _, sous sa forme continue et par rapport au vecteur des paramètres _,
donne :
( )∫ ∫∫ ∫
=
= ∂
=
=
+





∂
∂
+
∂
∂
=
fin
t
fin
t
tt
tt Ù
s
tt
tt Ù
dtdsnvå:ódtdw
å
óå:
ó
d
dÖ
00
.: &
&
&
µµµ
(4)
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où sv  désigne la vitesse de déplacement de la frontière tÙ∂  due à la variation des paramètres
_. Afin de déterminer les dérivées  ,
µµ ∂
∂
∂
∂ åó &
et le terme nv s .  intervenant dans (4), les auteurs
différentient les équations constitutives du problème direct ainsi que les conditions aux
limites. Ils écrivent ensuite une forme faible, puis une forme discrète du problème dérivé. Un
point délicat de cette approche est que les équations discrétisées ainsi obtenues ne sont pas
cohérentes avec celles du problème original. Elles nécessitent ainsi de calculer des quantités
qui ne sont pas connues au niveau discret et qui doivent donc être approchées. Dans le cas
d’une écriture lagrangienne (contrairement à (4) qui correspond à une écriture eulérienne), ces
problèmes sont évités (Zabaras et al. 2000).
Un des intérêts de ces méthodes est que la différentiation des équations ne nécessite pas la
connaissance du code éléments finis (Haftka et al. 1992). Dans le cadre des procédés
instationnaires, ces méthodes sont délicates à mettre en œuvre si on en juge le nombre réduit
de travaux leur étant dédiés.
Un exemple d’utilisation de la méthode variationnelle est proposé par Zabaras et
Srikanth (Srikanth et al. 2000) dans le domaine de l’optimisation de forme : un lopin de forme
cylindrique est écrasé à 50% entre deux tas plats. Les auteurs remarquent, à la fin du procédé,
qu’un léger bombé apparaît sur la surface libre (la partie qui n’est pas en contact avec les
outils) du cylindre. Le but du problème est de trouver la préforme optimale afin d’obtenir un
cylindre parfait en fin de procédé (et donc d’éliminer le bombé). La surface du lopin est
décrite par des courbes de Bezier et le matériau a un comportement viscoplastique. La
préforme optimale est trouvée au bout de huit itérations (cf. Figure 1).
Les auteurs montrent que les sensibilités calculées par la méthode variationnelle sont très
proches de celles déterminées par la méthode des D.F., l’écart est inférieur à 0.1%.
De plus, le gain en temps CPU apporté par la méthode variationnelle par rapport à la méthode
des D.F. est de 62.5%.
Figure 1. Ecrasement de 50% d’un lopin dans le but d’obtenir un cylindre parfait.
Différentes itérations de l’algorithme d’optimisation. Convergence au bout de 8
itérations.
Itération 7 Itération 3 Itération 8 Itération 1
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1.2.2 Les méthodes discrètes
Les méthodes discrètes constituent l’approche la plus couramment employée dans la
littérature. La différentiation est effectuée après discrétisation par éléments finis de la
formulation faible du problème direct (Balagangadhar et al. 2000) (Paul et al. 2003). A partir
de maintenant, nous considérons nos fonctions coût _ et le résidu R sous leur forme
discrétisée, c’est-à-dire que _ et R dépendent explicitement des coordonnées X des nœuds du
maillage, de V le champ nodal des vitesses et de _ le vecteur des paramètres :
)),(),((et   )),(),(( µµµµµµ VXRRVXÖÖ == (5)
(Dantzig et al. 1993) utilise cette approche pour un problème 2D de solidification d’un
crystal. De nombreuses extensions de cette méthode au forgeage existent, et  particulièrement
dans le domaine de l’optimisation de forme pour des procédés instationnaires : en 2D (B_lan
1996) (Vieilledent 1999) (Castro et al. 2000) (Zhao et al. 1997) et en 3D (Sousa et al. 2001).
(Tortorelli et al. 1994) affirme que pour les problèmes stationnaires, effectuer une analyse de
sensibilité avant ou après discrétisation par éléments finis est équivalent si cette discrétisation
est cohérente.
Quelle que soit la méthode analytique choisie (variationnelle ou discrète), il existe deux
techniques pour calculer le gradient de la fonction coût _ : la méthode directe et la méthode de
l’état adjoint. Il est cependant bien plus aisé de décrire ces deux techniques pour les méthodes
discrètes.
1.2.2.1 La méthode directe
La méthode directe est largement utilisée en optimisation structurale (Haftka et al.
1992) et en optimisation dans le domaine de la mise en forme (Kusiak et al. 1989) (Fourment
et al. 1996) (Zhao et al. 1997) (Antúnez 1998) (Chung et al. 1998) (Gao et al. 1999) (Wright
et al. 1999) (Castro et al. 2000) (Zabaras et al. 2000) (Castro et al. 2002) (Gre_ovnik et al.
2002).
Parmi ces publications citons tout particulièrement les travaux pionniers de (Castro et al.
2000) et (Castro et al. 2002) dans le domaine de l’optimisation de forme en forgeage 3D. Les
auteurs étudient un cas de forgeage où un problème de remplissage intervient. L’idée est de
paramétrer les outils de forgeage et ensuite de modifier leur forme afin de remplir
correctement la matrice finale. La méthode directe d’analyse de sensibilité est utilisée et ces
sensibilités sont intégrées dans un algorithme d’optimisation à direction de descente. La
forme optimale des outils est obtenue au bout de six itérations, la matrice finale est
parfaitement remplie.
La dérivée totale de _ par rapport à _ donne :
µµµµ d
dV
V
Ö
d
dX
X
ÖÖ
d
dÖ
∂
∂
+
∂
∂
+
∂
∂
= (6)
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La méthode directe consiste à calculer explicitement la dérivée 
µd
dV
 en différentiant
l’équation résiduelle d’équilibre de la mécanique par rapport à _. 
µd
dV
 est donc solution du
système linéaire :






∂
∂
+
∂
∂
−=





∂
∂
µµµ
R
d
dX
X
R
d
dV
V
R
(7)
On remarque que le nombre de systèmes à résoudre est proportionnel au nombre de
paramètres _. A priori, l’utilisation d’une méthode directe n’est donc intéressante que si le
nombre de paramètres est petit. On constate que les systèmes (7) ont la même matrice 
V
R
∂
∂
.
Ainsi, Il est intéressant d’utiliser la méthode directe si celle ci est couplée à une technique de
résolution directe des systèmes linéaires. En effet, une fois 
1−






∂
∂
V
R
 calculée et stockée, 
µd
dV
s’obtient par de simples produits matrice-vecteur. Dans le cadre du logiciel SAFO et du code
FORGE2®, les systèmes linéaires sont résolus de manière directe d’où l’intérêt de la méthode
directe d’analyse de sensibilité (B_lan 1996) (Vieilledent 1999). Le coût est donc peu
dépendant du nombre de paramètres. En revanche, avec un algorithme de résolution itératif
des systèmes linéaires, le coût de calcul de 
µd
dV
 devient directement proportionnel au nombre
de paramètres _.
Avec le passage au 3D, le nombre de nœuds et d’éléments du maillage est bien plus important
qu’en 2D. Ainsi, la résolution des systèmes linéaires se fait généralement de manière itérative,
afin d’éviter des temps de calcul trop importants et des problèmes d’espace mémoire requis
par le stockage de 
1−






∂
∂
V
R
 (Perchat 2000). L’idéal est d’utiliser une méthode dont le coût
(autrement dit le nombre de résolutions de systèmes linéaires) est indépendant du nombre de
paramètres. Dans ce but, nous introduisons la méthode de l’état adjoint.
1.2.2.2 La méthode de l’état adjoint
Le but de la méthode de l’état adjoint est d’éviter l’évaluation de la dérivée 
µd
dV
, dont le
coût de calcul est lié au nombre de paramètres (cf. paragraphe 1.2.2.1 sur la méthode directe).
(Tortorelli et al. 1994) décrit la méthode pour des procédés stationnaires régis par un
comportement linéaire. (Joun et al. 1993) (Chen et al. 1995) et (Maniatty et al. 1997) utilisent
la méthode adjointe pour l’optimisation des procédés de mise en forme stationnaires :
extrusion et laminage. L’extension de la méthode à des problèmes instationnaires est étudiée
par (Poldneff et al. 1993) (Michaleris et al. 1994) (Fourment et al. 2000) et (Fourment et al.
2001) (Chung et al. 2003).
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La méthode consiste à introduire le vecteur de variables adjointes λ en le multipliant par
l’équation résiduelle R. Pour chaque fonction coût on introduit la fonctionnelle Λ(_, λ) définie
par :
)),(),(()),(),(() µµµµµµµ VXëRVXÖ,ëË( T+= (8)
Si µ∀ , V  vérifie la relation 0)),(),(( =µµµ VXR , alors nous avons :
( ) ( ) ( ) ( )ì
dì
dÖ
ëì,
ì
Ë
etìÖëì,Ë =
∂
∂
= (9)
Comme il est équivalent de calculer 
ì
Ë
∂
∂
 ou 
dì
dÖ
 (lorsque 0)),(),(( =µµµ VXR ), nous allons
nous attarder au développement du terme 
ì
Ë
∂
∂
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λ peut être choisi de manière arbitraire, et il est possible de retenir une valeur qui élimine la
dérivée implicite 
µd
dV
 des équations :
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Finalement, avec la valeur de _ satisfaisant (11) :
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L’équation (11) montre que, contrairement à la méthode directe, le coût de la méthode de
l’état adjoint est proportionnel au nombre de fonctions coût _ et indépendant du nombre de
paramètres _. En effet, le nombre de systèmes linéaires à résoudre est égal au nombre de
fonctions coût à traiter. Une discussion détaillée sur la méthode de l’état adjoint est réalisée
dans le paragraphe 1.5 (« Bilan et conclusions »).
On remarque que, quelle que soit l’approche utilisée (directe ou adjointe), les mêmes dérivées
interviennent : 
dì
dX
V
R
V
Ö
X
R
X
Ö
ì
R
ì
Ö
et ;;;;;
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
. Ces dérivées sont calculées de manière
analytique, semi-analytique ou automatique.
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1.3  La méthode semi-analytique
Cette méthode de différentiation doit son succès aux progrès réalisés dans les domaines
du calcul variationnel et du calcul éléments finis, en passant par la conception optimale de
forme (Haftka et al. 1992) (Kleiber 1993). Elle est utilisée dans le domaine de l’identification
de paramètres rhéologiques et tribologigues en 3D par analyse inverse (Boyer 2001)
(Forestier et al. 2003) et pour l’optimisation de forme d’outils de forgeage 2D (Chung et al.
1998).
La différentiation semi-analytique est un compromis entre méthode analytique et méthode des
Différences Finies. En effet, après un développement analytique du gradient 
dì
dÖ
, les
différentes dérivées sont calculées simplement par la méthode des Différences Finies, le plus
souvent en utilisant la formule décentrée à droite. Par exemple :
( ) ( )
ÄX
X,VÖìVÄX,XÖ
X
Ö
ÄX
µ,,
lim
0
−+
=
∂
∂
→
(13)
L’utilisation de la méthode semi-analytique pour le calcul de sensibilité offre une assez bonne
précision pour un coût de calcul très raisonnable (Haftka et al. 1992). Contrairement à la
méthode des D.F., son coût et sa précision sont pratiquement similaires à ceux des méthodes
analytiques.
Cependant, le problème lié au choix de la perturbation apparaît de nouveau (Tortorelli et al.
1994). En effet, la perturbation _X des nœuds du maillage (cf. équation (13)) peut conduire à
la distorsion des éléments finis et donc influencer la précision des résultats (Ghouali 1997).
Dans la pratique, les valeurs optimales de perturbation _X sont faibles et se situent, de
manière relative, dans l’intervalle ]10;10[ 47 −− . Il n’y a donc aucun risque de dégénérer le
maillage.
1.4 La méthode automatique
Nous ne donnerons ici que les grandes lignes du fonctionnement d’un logiciel de
différentiation automatique. Parmi les différents logiciels de différentiation existant sur le
marché, nous citerons Odyssée, développé par l’INRIA de Sophia-Antipolis, Gecado
développé par le CERFACS de Toulouse et Adifor développé par deux laboratoires
américains (Argonne National Laboratory de l’université de Chicago et Center for Research
on Parallel Computation de l’université de Rice).
Tous ces logiciels reposent sur le même principe. Ils prennent, en entrée, un code écrit en
Fortran 77 qui calcule une fonction différentiable et fournit, en sortie, un nouveau code
Fortran 77, appelé code dérivé, qui calcule une dérivée tangente (une dérivée directionnelle)
ou cotangente (un gradient) de cette fonction (cf. Figure 2).
La méthode automatique
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Figure 2. Fonctionnement de la différentiation automatique
Pour cela, la fonction à différentier est décomposée en fonctions élémentaires dont les
dérivées sont connues (+, -, *, /, cos, sin, exp, …).
Tout comme les techniques d’analyse de sensibilité, il existe deux modes de différentiation
automatique : le mode linéaire tangent correspondant à la méthode directe et le mode linéaire
cotangent correspondant à la méthode de l’état adjoint.
Ces deux modes diffèrent par leur coût d’utilisation, tant au niveau de la place mémoire que
du temps de calcul. (Elizondo et al. 2000) propose de tester ces deux modes sur un problème
stationnaire de diffusion 2D et de les comparer avec la différentiation analytique. Le logiciel
de différentiation automatique utilisé est Odyssée. La fonction coût étudiée est différentiée par
rapport à un nombre de paramètres allant de un à huit.
Tout d’abord, la comparaison entre sensibilités analytique et automatique est très concluante,
l’erreur relative entre les deux méthodes, tout paramètre confondu, est de l’ordre de 0.1% (et
l’erreur relative entre modes tangent et cotangent est de l’ordre de 910− %).
Ensuite, le Tableau 1 regroupe les temps CPU obtenus pour le calcul des gradients :
ectelation dirtemps simu
onférentiati temps difecte lation dirtemps simu +
Différentiation analytique 1.2
Différentiation automatique : mode tangent 1.8*nbpar (nombre de paramètres _)
Différentiation automatique : mode
cotangent
12
Tableau 1. Temps CPU nécessaire à la différentiation, relativement au temps requis par
la simulation directe.
Le temps de calcul du gradient de _ par la méthode analytique ne représente que 20% du
temps requis par la simulation directe. Le temps de calcul du mode linéaire tangent dépend,
comme on peut s’y attendre, du nombre de paramètres _ tandis que le temps de calcul du
mode linéaire cotangent est fixe quel que soit le nombre de paramètres. Les résultats du
Tableau 1 montrent que la différentiation automatique est coûteuse en temps de calcul,
l’exécution du mode cotangent prend onze fois plus de temps que l’exécution de la simulation
directe. Le mode cotangent ne devient plus efficace que le mode tangent qu’à partir de 7
paramètres d’optimisation. Enfin, le nombre de variables intermédiaires qu’il est nécessaire
de stocker lors de l’exécution du mode cotangent peut devenir critique en gestion de place
mémoire. Sur l’exemple proposé par (Elizondo et al. 2000), la génération du code dérivé
adjoint (cotangent) nécessite une place mémoire 40 fois plus importante que celle nécessaire à
la génération du code dérivé tangent. (Faure 1998) a effectué plusieurs optimisations dans le
but de limiter les sauvegardes et a réussi, pour la première fois, à générer automatiquement
par Odyssée un code dérivé adjoint à partir du code 3D de thermohydraulique opérationnel
Code.f
Fortran 77 Différentiation
automatique
Code_dérivé.f
Fortran 77
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THYC. Ceci ouvre la voie à l’application de la différentiation automatique à des codes de
taille industrielle.
Les différentes techniques d’analyse de sensibilité ont été présentées, laquelle retenir
dans nos travaux dont le contexte est le forgeage 3D ?
1.5 Bilan et conclusions
Tout d’abord, les méthodes analytiques n’ont pas été retenues car elles sont assez
complexes à mettre en œuvre. Notre choix s’est plutôt tourné vers la technique semi-
analytique car elle est flexible et très simple à implémenter dans le code FORGE3® (Laroussi
et al. 2002).
Dans le cadre de cette thèse, le nombre de critères _ à minimiser est limité (1 ou 2 au plus)
tandis que le nombre de paramètres peut être élevé (une dizaine) d’où l’intérêt d’utiliser la
méthode de l’état adjoint au détriment de la méthode directe. De plus, le code FORGE3® se
base sur une résolution itérative des systèmes linéaires (la matrice 
1−






∂
∂
V
R
 du système (11)
n’est plus calculée ni stockée). Notre préoccupation première étant de limiter le nombre de
systèmes à résoudre, le choix de la méthode de l’état adjoint paraît justifié. Cependant, pour
des procédés instationnaires, comme nous aurons à traiter dans ce travail, de nombreux
auteurs (Tsay et al. 1990) (Poldneff et al. 1993) (Michaleris et al. 1994) déconseillent
l’utilisation de la méthode de l’état adjoint car elle demande des développements complexes
et requiert un espace mémoire important (cf. partie 3). Mais de récents travaux en
optimisation de forme en forgeage, en 2D (Fourment et al. 2001) (Chung et al. 2003) et en 3D
(Laroussi et al. 2002), ont prouvé la faisabilité de cette méthode.
Enfin, la différentiation automatique n’est pas adaptée au calcul de 
dì
dÖ
 car une seule
simulation directe FORGE3® peut durer de nombreux jours. En revanche, il peut être
intéressant de s’inspirer de la méthode semi-analytique et d’utiliser la différentiation
automatique pour le calcul des différentes dérivées partielles (au lieu d’utiliser la technique
des quotients différentiels). (Vieilledent 1999) utilise la différentiation automatique et le
logiciel Odyssée afin de comparer les dérivées calculées analytiquement avec celles obtenues
« automatiquement ». L’écart entre ces deux techniques est inférieur à 0.01%.
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Chapitre 2 
Simulation du procédé de forgeage par le logiciel
FORGE3
Dans ce chapitre, nous présenterons dans un premier temps la formulation du problème
continu de mise en forme par forgeage. Dans un second temps, le problème discret sera
abordé avant d’introduire la formulation éléments finis ainsi que les méthodes de résolution
utilisées dans le code de simulation Forge3. Enfin, une attention particulière sera portée au
remaillage et au transport des variables.
2.1 Formulation du problème
L’expression mécanique du problème de forgeage est très classique, c’est pourquoi nous
nous limiterons ici à la présentation des équations de base dans un cadre isotherme. Pour plus
de détails, le lecteur pourra se référer à (Cescutti 1989) pour la formulation mécanique et à
(Soyris 1990) pour l’aspect thermodynamique.
En se plaçant à l’échelle macroscopique, on assimile le métal chaud à un milieu continu
et homogène. L’écoulement de la matière forgée lors de la mise en forme vérifie les principes
fondamentaux de la mécanique des milieux continus que sont la conservation de la masse et la
conservation de la quantité de mouvement. Mathématiquement, ces principes s’écrivent
comme suit :
- équation de continuité :
( ) 0=+
∂
∂
vdiv
t
ρ
ρ
(14)
- équation de l’équilibre dynamique :
0=− σρ div
dt
dv
(15)
où t désigne le temps, ρ la masse volumique de la matière, v la vitesse d’une particule
matérielle et σ  le tenseur des contraintes.
2.1.1  Les équations du problème continu
Dans le cadre de la mise en forme des métaux à chaud, il est classique de faire les
hypothèses suivantes :
- la composante élastique de la déformation est faible au regard de la composante
plastique, le matériau est donc supposé purement viscoplastique.
- le matériau est incompressible.
Formulation du problème
21
- la déformation du matériau n’est due qu’à l’action des forces visqueuses, les forces
de gravité et d’inertie sont en général négligeables.
En prenant en compte ces hypothèses, les équations de conservation (14) et (15) peuvent se
simplifier en :



=
=
0
0
σdiv
vdiv
(16)
Il faut maintenant fermer le système (16) en le complétant par la relation de comportement
entre contraintes et déformations et par des conditions limites.
2.1.1.1  Les lois de comportement
La loi rhéologique de Norton-Hoff
Le tenseur des contraintes σ  est décomposé en une partie déviatorique s représentant le
cisaillement et une partie sphérique représentant la pression hydrostatique p :
( )σσ TraceppIs
3
1
avec −=−= (17)
où I désigne la matrice identité.
La loi de Norton-Hoff relie s au tenseur des vitesses de déformation )(vε&  :
( )vvv T∇+∇=
2
1
)(ε& (18)
 et s’écrit :
( ) ( )vKs m εε && 132 −= (19)
où K est la consistance du matériau, m la sensibilité à la vitesse de déformation et ε&  la vitesse
de déformation généralisée :
( ) ( )vv εεε &&& :
3
2
= (20)
La consistance K peut dépendre de la température et de la déformation généralisée ε  en
particulier. Dans le cadre de cette étude, et tant spécialement celui de l’analyse de sensiblité,
nous nous plaçons dans un cadre isotherme et nous considérons que le matériau ne présente
pas d’écrouissage. La pratique au CEMEF permet, à partir de cette loi, de modéliser une très
large gamme de procédés avec une bonne précision.
Pour une présentation détaillée des équations de comportement plus complexes, le lecteur
pourra se référer à (Rappaz et al. 1998) et (Aliaga 2000).
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La loi de frottement de Norton
Cette loi de frottement est bien adaptée aux fortes pressions de contact caractérisant les
procédés de forgeage. Elle relie le vecteur cission de frottement τ à la vitesse de glissement
tangentielle relative entre la pièce et l’outil 
g
vΔ  :
g
p
gff vvK
f
ΔΔ−=
−1
ατ (21)
avec
( ) ( )[ ]nnvvvvv outiloutilg .−−−=Δ (22)
où 
outil
v  est la vitesse de l’outil en contact avec le matériau, n la normale extérieure à la
matière (cf. Figure 3), fα le coefficient de frottement et fp la sensibilité à la vitesse de
glissement.
Les coefficients fp et fK  sont respectivement pris égaux à m et K. Le frottement ne dépend
donc plus qu’un seul paramètre, fα , déterminé expérimentalement.
Figure 3. Définition de la normale n
Ici aussi d’autres lois peuvent être utilisées, telles que les lois de Coulomb ou Tresca, mais par
souci de simplicité, on se limite à la loi de Norton.
2.1.1.2  Les conditions aux limites
Soit Ω un domaine représentant le lopin, le bord de ce domaine Ù∂ est décomposé en
deux parties disjointes :
cl ÙÙÙ ∂∪∂=∂ (23)
outil
pièce
n
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- Sur la surface libre du domaine lÙ∂ , la pièce n’est soumise à aucune contrainte, ce
qui s’exprime par la relation :
0=nσ (24)
- Sur la surface en contact avec l’outillage cÙ∂ , les conditions de contact unilatéral
de Signorini, qui imposent la non pénétration des nœuds de la pièce dans
l’outillage, doivent être vérifiées. Elles sont écrites ici sous leur forme instantanée
en vitesse :
( )
( )[ ]



=−
≤
≤−
0.
0
0.
noutil
n
outil
nvv
nvv
σ
σ (25)
 où nn
n
.σσ =  est la pression de contact.
Remarque : sur cÙ∂ , la condition aux limites dans la direction tangentielle concernant
la prise en compte du frottement a été traitée dans le paragraphe précédent.
2.1.1.3  Récapitulatif : le système d’équations à résoudre
On aboutit finalement au système d’équations suivant :
( )






∂≤−
∂ΔΔ−=
=
=
−
coutil
cg
m
gf
Ùnvv
ÙvvK
Ùvdiv
Ùdiv
sur 0.
sur 
sur 0
sur 0
1
ατ
σ
(26)
En utilisant la décomposition du tenseur des contraintes σ  en s et p (cf. équation (17)), le
système (26) peut se réécrire comme suit :
  
( )






∂≤−
∂ΔΔ−=
=
=−
−
coutil
cg
m
gf
Ùnvv
ÙvvK
Ùvdiv
Ùpgradsdiv
sur 0.
sur 
sur 0
sur 0
1
ατ
(27)
En vue d’une résolution par la méthode des éléments finis, il est nécessaire de mettre le
système (27) sous sa forme faible. Ce sera le thème du paragraphe suivant.
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2.1.2 Formulation faible continue du problème
La formulation faible s’obtient par multiplication des équations locales (dites « fortes »)
par des fonctions tests, puis par intégrations et manipulations diverses (formule de Green et
conditions aux limites). Pour plus de détails, se référer à (Brezis 1992).
La formulation faible associée au problème fort (27), ou Principe des Puissance Virtuelles
(PPV) s’écrit : que telleTrouver ca
div
Vv∈
( ) 0*** 0.:s ca
div
VvdSvdv
c
∫∫
Ω∂Ω
∈∀=−Ω τε& (28)
où ca
div
V (respectivement 0ca
div
V ) désigne l’espace des vitesses cinématiquement admissibles
(respectivement cinématiquement admissibles à zéro) :
( )( ) ( ){ }
( )( ){ }ccadiv
coutil
ca
div
ÙnvÙvdivÙHvV
ÙnvvÙvdivÙHvV
∂≤=∈=
∂≤−=∈=
sur0.;sur 0;
sur0.;sur 0;
310
31
(29)
Nous ne reviendrons pas précisément sur la démonstration de l’existence et de l’unicité de la
vitesse. Les grandes lignes de cette démonstration figurent dans (Traoré 2001). Nous pouvons
seulement dire que l’existence et l’unicité de la solution sur l’espace 0ca
div
V  sont assurées en
remarquant que l’équation (28) est équivalente à la condition de stationnarité de la
fonctionnelle viscoplastique strictement convexe ( )vØ  (Germain 1985) :
( ) ( ) dSÄv
m
Ká
dÙå
m
K
vØ
m
Ù
g
fm
Ù c
1
1
1
3
1
+
∂
+
∫∫ +
+
+
= & (30)
Dans la pratique, la construction des champs de vitesse incompressibles ca
div
V  et 0ca
div
V  est
ardue, on préférera utiliser les espaces caV et 0caV . Pour cela, on écrit le problème (28)
comme un problème de minimisation sous contraintes. La fonctionnelle à minimiser est
toujours la fonctionnelle viscoplastique (30) et la contrainte est l’incompressibilité
( 0=vdiv ) :
( )




=
∈
0
  Min
vdiv
vØ
ca
Vv (31)
où ( )( ) ( ){ }coutilca ÙnvvÙHvV ∂≤−∈= sur0.;31
Le Lagrangien associé au problème (31), que notons L, s’écrit :
pvdivvØpvPVpvL ca ,)(),(),(: −=×∈ a (32)
où p est le multiplicateur de Lagrange associé à la contrainte d’incompressibilité que l’on
identifie à la pression et ( )Ω= 2LP .
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Compte tenu de l’existence d’un minimum local v ( ( )vØ  est convexe), l’application des
conditions suffisantes de minimalité donne :




=
=
0),,(
0),,(
*
*
ppvLD
vpvLD
p
v
(33)
Finalement :
( ) ( )
( ) ( )






Ω∈∀=Ω
∈∀=−Ω−Ω
∫
∫∫∫
Ω
Ω∂ΩΩ
2**
0****
L0
0.:s
pdvdivp
VvdSvdvdivpdv cadiv
c
τε&
(34)
Pour l’instant, nous n’avons pas traité le terme de contact. En effet l’espace d’admissibilité
des vitesses caV  contient toujours la condition de contact unilatéral. Nous verrons dans la
partie suivante qu’une méthode de pénalisation est utilisée pour gérer le contact.
2.2 Discrétisation du problème
On approxime les espaces d’admissibilité de la vitesse caV  et de la pression P par des
espaces discrets de dimensions finies ca
h
V et 
h
P où h désigne la taille de maille. Nous
souhaitons bien évidemment que les fonctions ( )hh pv ,  convergent vers les solutions
continues ( )pv, . Une condition nécessaire et suffisante pour obtenir cette convergence est que
le problème soit consistant, c’est-à-dire que l’espace d’approximation « tende » vers l’espace
continu quand h tend vers zéro. Ce sera le cas puisque les espaces d’approximation dans
lesquels nous travaillerons sont des espaces de polynômes.
Du fait du couplage entre les champs de vitesse et de pression, la condition de consistance ne
suffit plus, il faut lui adjoindre une condition  de stabilité spatiale appelée condition de
Brezzi-Bab_ska (Brezzi et al. 1991). Cette condition traduit le fait que les espaces ca
h
V  et 
h
P
ne peuvent pas être pris indépendamment, comme nous le verrons au moment du choix des
éléments finis. Avant cela, nous allons nous intéresser à la discrétisation temporelle.
2.2.1  Discrétisation temporelle
Notons par 
0
t et fint les temps initial et final de la simulation de forgeage. L’intervalle
],[ 0 fintt  est discrétisé en plusieurs pas de temps. Un des schémas d’intégration temporelle
utilisé dans FORGE3, et que nous retenons ici, est un schéma de type Euler explicite. Entre
deux incréments de temps consécutifs t et Ätt + , l’écoulement du matériau s’écrit :
ttÄtt
VÄtXX +=
+ (35)
Discrétisation du problème
26
L’utilisation d’un tel schéma revient à faire l’hypothèse que la vitesse est constante sur
l’intervalle de temps [ ]Ättt, + . (Traoré 2001) a montré qu’en laminage circulaire, où l’outil
se déplace en rotation, une telle approximation pouvait entraîner des erreurs, et notamment
des gains de volumes considérables. L’introduction d’un schéma d’ordre deux de type Runge-
Kutta par (Boyère 1999) dans FORGE3 a donné satisfaction pour ce type de procédés.
L’introduction de l’instationnarité dans nos équations nous oblige à prendre en compte
des problèmes tels que la déformation du maillage et la gestion incrémentale du contact (que
nous aborderons plus loin). Il est temps de choisir un type d’éléments finis adéquat pour la
discrétisation spatiale
2.2.2 Discrétisation spatiale
Soit 
h
Γ  une triangulation éléments finis de hÙ en sous éléments hω  :
hh
hh
Ù ω
ω Γ∈
= U (36)
De manière à vérifier la condition de compatibilité de Brezzi-Bab_ska, le choix des éléments
finis 
h
ω  ne peut se faire trivialement. Un des éléments finis mixtes possible est le P1+/P1 qui
a été introduit par (Arnold et al. 1984) et implémenté dans FORGE3 par (Coupez 1995)
pour une formulation viscoplastique incompressible. En 3D, nous avons opté pour des
éléments tétraédriques car d’une part ceux-ci permettent de décrire des domaines aux
géométries difficiles et d’une autre part leur simplicité permet la mise en œuvre d’algorithmes
de remaillage efficaces (Coupez 1991). L’idée est d’enrichir l’espace des vitesses par rapport
à la pression en introduisant une « bulle » au centre de l’élément. Le champ de vitesse est
décomposé en une partie linéaire sur le tétraèdre de base et en une partie linéaire bulle (d’où
le + de P1+) sur les quatre sous-tétraèdres définis par les 4 sommets et le centre de gravité du
tétraèdre (cf. Figure 4). La pression, quant à elle, est linéaire sur le tétraèdre.
( ) ( ){ }
( )( ) ( )( ){ }
( )( ) ( )( )





 Γ∈∀∂==∈∈=
Γ∈∀∈∈=
⊕=
Γ∈∀∈∈=
hhhh
i
hhhhh
hhhhhhh
hh
ca
h
hhhhhhh
biPbÙCbB
PvÙCvL
BLV
PpÙCpP
i
h
h
h
ωωω
ωω
ωω
ω
ω
ω
,sur0et4...,,1,;
;
;
3130
3130
10
(37)
où les ( )
4,...,1=i
i
h
ω désignent les quatre sous-tétraèdres.
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Figure 4. L’élément P1+/P1
Les fonctions de base linéaires et bulle étant notées lN et bN , les champs de vitesse et de
pression discrets s’écrivent de la manière suivante :
∑
∑ ∑
=
= =
=
+=+=
nbnoe
k
l
kkh
nbnoe
k
nbelt
j
b
jj
l
kk
b
h
l
hh
NPp
NVNVvvv
1
1 1
(38)
où nbnoe (respectivement nbelt) représente le nombre de nœuds (respectivement d’éléments)
du maillage.
En remplaçant dans (34) les fonctions tests par les fonctions de base, nous obtenons la
formulation faible discrétisée « éléments finis » de notre problème, à laquelle manquent les
équations de contact qui sont présentées dans le paragraphe suivant (cette formulation est
donc valable pour un champ cinématiquement admissible qui vérifie les équations de
contact) :
( ) ( ) ( ) ( )
( )
( ) ( ) ( ) ( )
( )
















=+=∀
=−+
=∀=∀
=−
++
=∀=∀
∫
∫∫
∫
∫∫
−
∂
−−
h
e
h
e
h
h
chh
Ù
h
b
h
l
h
k
Ù
hi
b
kh
Ù
hi
b
kh
b
h
l
hh
m
h
Ù
hi
l
kh
Ù
hkigh
m
ghf
Ù
hi
l
kh
b
h
l
hh
m
h
dÙvvdivNnbnoe , k
dÙeNdivpdÙeNåvvååK
,inbelt, e
dÙeNdivp         
 dSN.eÄvÄvKádÙeNåvvååK 
,inbnoe, k
0...,1
0:32
3...,1;...,1
0
:32
3...,1;...,1
1
11
&&&
&&&
(39)
où 
i
e  est le vecteur unitaire dans la direction i de l’espace.
Pression Vitesse
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2.2.3 Gestion incrémentale du contact
Nous nous limiterons à une description très générale de la gestion incrémentale du
contact, une présentation plus complète se trouvant dans (Mocellin 1999).
Introduisons la notion de distance à l’outil δ. En tout point du domaine Ω  décrivant la pièce,
δ  représente la distance de ce point à la surface de l’outil. Nous adopterons la convention
suivante, décrite par la Figure 5 :
- 0=
k
δ  si le point k appartient à la surface de l’outil
- 0<
k
δ  si le point k a pénétré dans l’outil
- 0>
k
δ  sinon (si k est à l’extérieur de l’outil)
Figure 5. Définition de la distance δ
La condition de non-pénétration que nous voulons imposer sur la surface revient à écrire :
Ù∂≥ sur0δ (40)
Au cours des incréments de temps, on veut empêcher les points de Ù∂  potentiellement en
contact avec l’outil de pénétrer dans celui-ci. On autorise ces points soit à rester en contact
avec l’outil soit à quitter le contact dans le sens des 0>δ . Pour cela, nous devons imposer la
condition suivante :
0≥
+ Ättδ (41)
On exprime cette condition au temps t, après un développement limité à l’ordre 1 en
temps (cf. équation (35)) :
( ) ( )2. ÄtOÄtnvv t
outil
tÄtt +−+=+ δδ (42)
On en déduit une nouvelle écriture de la condition de contact unilatéral, cette fois exprimée en
« déplacements » :
( ) ( ) 0. ≤−−=
Ät
nvvvh
t
t
outil
δ
(43)
δ = 0
δ > 0
δ < 0
outil
pièce
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L’équation (43) s’écrit, au niveau discret :
( ) ( ) 0., ≤−−=∂∈∀
Ät
nvVVhÙk kkoutilkkh
δ
(44)
Dans le logiciel FORGE3, le contact est traité au niveau nodal par une méthode de
pénalisation. Reprenons le Lagrangien tel qu’il est défini dans (32) et ajoutons lui la condition
de contact unilatéral pénalisée :
( ) ( ) ( )[ ]
( ) ( )∑
∑
=
+
=
+






−−+=
+=
nbnoe
k
k
koutilkkhh
nbnoe
k
kkhhhh
Ät
nvVSpvL
VhSpvLpvL
1
2
1
2
.
2
,
2
,,
δρ
ρ
ρ
(45)
où ρ est un coefficient de pénalisation pris suffisamment grand, [ ]+xxf a: la fonction partie
positive et 
k
S  la surface associée au nœud k qui est introduite comme facteur de pondération
dans la formulation pénalisée.
Nous introduisons ( )k
cÙ∂
1  comme la fonction indicatrice du contact au nœud k (l’introduction
de cette indicatrice revêt une grande importance comme nous le montrerons dans le chapitre 3
lors du traitement du contact dans la méthode de l’état adjoint) :
( ) ( )
( )



=
>−−=
∂
∂
sinon01
0. ssi11
k
Ät
nvVk
c
c
Ù
k
koutilkÙ
δ
(46)
En utilisant cette écriture, le Lagrangien (45) devient :
( ) ( ) ( ) ( )∑
=
∂ 





−−+=
nbnoe
k
k
koutilkkÙhhhh Ät
nvVSkpvLpvL
c
1
2
.1
2
,,
δρ
ρ (47)
De même que la fonction indicatrice du contact, nous introduisons les notions de surface de
frottement et d’indicatrice de frottement de la manière suivante :
{ }
( ) ( )
( )



=
≤=
∂∈∀
≤Ω∂∈=∂
∂
∂
sinon01
0 ssi11
,
0  que tel
x
xx
Ùx
xÙ
f
f
Ù
t
Ù
t
f
δ
δ
(48)
Finalement, on réécrit les conditions suffisantes de minimalité (33) en prenant en compte le
terme de pénalisation et nous obtenons la formulation faible finale discrétisée « éléments
finis » de notre problème de forgeage :
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( ) ( ) ( )
( )
( ) ( ) ( )
( ) ( ) ( ) ( )
( )


















=+=∀
=−+
=∀=∀
=





−−+
−
++
=∀=∀
∫
∫∫
∫
∫
∫
−
∂
∂
−
∂
−
h
e
h
e
h
c
h
h
f
h
Ù
h
b
h
l
h
k
Ù
hi
b
kh
Ù
hi
b
kh
b
h
l
hh
m
h
k
i
k
k
koutilkÙ
Ù
hi
l
kh
Ù
hkigh
m
ghfÙ
Ù
hi
l
kh
b
h
l
hh
m
h
dÙvvdivNnbnoe , k
dÙeNdivpdÙeNåvvååK
,inbelt, e
Sn
Ät
ä
 .nvVkñdÙeNdivp    
 dSN.eÄvÄvKá
dÙeNåvvååK 
,inbnoe, k
0...,1
0:32
3...,1;...,1
01
1
:32
3...,1;...,1
1
1
1
&&&
&&&
(49)
Nous avons réussi à nous ramener à des espaces d’admissibilité tout à fait « classiques » pour
la vitesse et la pression. Il s’agit maintenant de résoudre numériquement le système (49).
2.2.4 Résolution numérique
Par souci de clarté, nous allons simplifier les équations du système (49). Nous
cherchons à résoudre le système vectoriel non linéaire ( ) 0,, =pvvR bl  que nous pouvons
écrire composante par composante :
( )
( )
( ) 









=












0
0
0
,,
,,
,,
pvvR
pvvR
pvvR
bl
p
bl
b
bl
l
(50)
(50) doit être résolu à chaque incrément de temps. L’algorithme de Newton-Raphson est
appliqué pour cette résolution. Etant donné le triplet initial ( )initbinitlinit pvv ,, , on cherche une
correction ( )ÄpÄvÄv bl ,,  à apporter telle que :
( ) 0,, =+++ ÄppÄvvÄvvR initbbinitllinit (51)
On approche le résidu R à l’ordre un à l’aide d’un développement de Taylor :
( ) ( ) Äp
p
R
Äv
v
R
Äv
v
R
pvvRÄppÄvvÄvvR b
b
l
linit
b
init
l
initinit
bb
init
ll
init
∂
∂
+
∂
∂
+
∂
∂
+≈+++ ,,,, (52)
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Ce qui conduit à la résolution du système linéaire :










−=




























∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
p
b
l
b
l
p
b
p
l
p
b
b
b
l
b
l
b
l
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Le système (53) peut être nettement simplifié en remarquant que le terme 
p
Rp
∂
∂
 de la matrice
figurant dans le premier membre est nul (Mocellin 1999). De plus, une propriété du champ
« bulle » dans le cas linéaire (m = 1), qui s’étend au cas non linéaire (Perchat 2000), nous
permet d’écrire :
0=
∂
∂
=
∂
∂
l
b
b
l
v
R
v
R
(54)
Le système ainsi simplifié s’écrit :
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Si on extrait la seconde ligne du système (55), le champ de vitesse « bulle » peut s’exprimer
en fonction du champ de pression.
Finalement, le système à résoudre se met sous la forme :
modif
R
Äp
Äv
H
l
−=







(56)
où H  est la matrice hessienne, symétrique et 
modif
R  le second membre modifié par
l’élimination du terme « bulle ».
Dans FORGE3, la résolution de (56) se fait de manière itérative par la méthode du résidu
minimal. L’intérêt d’une méthode itérative vis à vis d’une méthode directe est énorme, non
seulement en terme de temps de calcul mais aussi en terme de coût de stockage (Marie 1997).
Enfin, il est aussi possible d’utiliser différents types de préconditionneurs (diagonal, Cholesky
incomplet, …) afin d’améliorer le conditionnement du système (56) et ainsi permettre une
convergence plus rapide (voire même une convergence tout court dans certains cas où H est
très mal conditionnée).
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2.3 Remaillage et transport des variables
Sous l’action des outils, la matière se déforme et par conséquent le maillage aussi
puisque FORGE3  adopte une description Lagrangienne du problème de forgeage. Le
numéricien ne peut se satisfaire d’un maillage déformé pour faire ses calculs. Dès que le
maillage devient trop dégénéré, un nouveau maillage doit être construit, maillage sur lequel la
qualité topologique des éléments est acceptable. Une première méthode de remaillage
automatique a été mise au point par (Coupez 1991), et améliorée par une approche
d’optimisation locale (Coupez 1994). Enfin, la parallélisation de cette opération a été
introduite par (Coupez 1996) afin de diminuer les temps de calcul.
Notons Ω le maillage dégénéré et Ω’ le maillage obtenu à l’issu de l’opération de
remaillage. Il faut réaffecter les données de la configuration de l’ancien au nouveau maillage.
On parle de transport des variables sur la nouvelle configuration Ω’. On distingue deux types
de variables :
-  Les variables P0 par élément, c’est-à-dire les variables constantes sur chaque
élément (et stockées au centre de gravité) comme par exemple la déformation
équivalente ε , la partie déviatorique s du tenseur des contraintes, …
- Les variables P1, c’est-à-dire les variables nodales comme par exemple la vitesse,
la pression, la température …
Le transport est effectué dans FORGE3 par la technique d’interpolation inverse décrite ci-
dessous.
Transport d’une variable P1
Pour chaque nœud k’ du nouveau maillage Ω’, on cherche l’élément e de l’ancien maillage Ω
qui le contient (cf. Figure 6). Soient Q la quantité nodale à transporter, Q’ la quantité
transportée et J l’opérateur linéaire de transport par interpolation inverse, nous avons :
k
pond
ek
kk NQQÙk
QJQ
∑
∈
=∈∀
=
'
,''
'
(57)
Les ( )
4...,,1=k
k
pondN  sont des fonctions de pondération définies comme suit.
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où S représente le nœud k’.
On vérifie bien que ( )∑
=
=
4
1
1'
k
k
pond kN  et que si k’ est l’un des quatre nœuds du tétraèdre alors
( ) .Kronecker) de symbole(' '' kkkk
k
pond kN δδ=  
Les contributions pondérées des quatre nœuds de l’élément e donne la contribution finale au
nœud k’ (cf. Figure 6) :
Figure 6. Transport par interpolation inverse
Transport d’une variable P0
Soit f  la quantité P0 à transporter. Afin de nous ramener à un transport P1, nous réalisons une
extrapolation nodale nf  à partir des valeurs aux éléments eltf  par la méthode des moindre-
carrés. Nous devons minimiser dans l’espace 2L  la fonctionnelle suivante :
( )
2
2
2 1
Ln elt
elteltnnnL
fNffD ∑ ∑−= (58)
où 
n
N  désigne les fonctions de base éléments finis et 
elt
1  la fonction indicatrice valant un
dans l’élément et zéro en dehors.
Les quantités nodales nf  sont ensuite transportées par le transport P1.
L’avantage de la méthode d’interpolation inverse est qu’elle allie précision et coût de calcul
raisonnables. D’autres techniques de transport, comme par exemple la méthode de Liszka-
Orkisz (Liszka et al. 1980), sont plus précises comme le montre (Fourment et al. 1996) en 2D.
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Chapitre 3 
Analyse de sensibilité par la méthode de l’état
adjoint
Comme nous l’avons vu dans le chapitre 1, l’utilisation d’une méthode directe d’analyse
de sensibilité n’est intéressante, lorsque le nombre de paramètres est plus grand que celui des
fonctions à optimiser, que si celle-ci est couplée à une technique de résolution directe des
systèmes linéaires (B_lan 1996) (Vieilledent 1999).
Dans le cadre du logiciel FORGE3, où la résolution des systèmes linéaires est effectuée
itérativement, l’utilisation de la méthode de l’état adjoint est particulièrement bien adaptée
même si elle est plus complexe à implémenter. Rappelons que le coût de cette méthode est
indépendant du nombre de paramètres et proportionnel au nombre de fonctions coût, ce qui
représente  une motivation supplémentaire quant à l’emploi de cette technique.
Nous allons maintenant brièvement rappeler le problème à résoudre dans le cas instationnaire
et détailler les équations de la méthode de l’état adjoint.
3.1 Description de la méthode de l’état adjoint
Différentes fonctions coût _ ou mesures de non qualité liées au procédé de forgeage
seront détaillées dans le chapitre suivant. L’analyse de sensibilité consiste à calculer le
gradient _ par rapport à un certain nombre de paramètres _ (vecteur des paramètres
( )
nbparii ...,,1=
= µµ ) qui peuvent être de deux types :
- paramètres procédé (vitesse de forgeage, coefficient de frottement, température des
outils, …)
- paramètres de forme (dimension du lopin, discrétisation des outils ou du lopin par
des polynômes ou des Bsplines, …)
Les fonctions coût _ étudiées et le résidu R du problème de forgeage, après discrétisation par
éléments finis, sont des fonctions dépendant uniquement de _, de la position X des nœuds du
maillage et de V et P respectivement les vitesses et pressions nodales :
( ) ( ) ( ) ( )PVX,ì,RìRPVX,ì,ÖìÖ ,et     , == (59)
3.1.1 Formulation du problème
On considère un procédé instationnaire composé de N incréments de temps. La loi de
comportement étant sans « histoire », à un incrément donné i, le résidu s’écrit
( ) ( ) ( ) ( )( )ìPìV,ìXì,RìR
iiiii
,= .
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Pour chaque fonction coût _, nous définissons une fonctionnelle de type Lagrangien _ en
introduisant le vecteur des états adjoints ( )
10 −= ,Nii
ë  de la manière suivante :
( ) ( ) ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )∑+=
∑+=
−
=
−
=
1
0
1
0
,,
N
i
iiiii
T
N
i
ii
T
ìPìV,ìXì,RëìPìV,ìXì,Öì,ëË
ìRëìÖì,ëË
(60)
Si ( )
ii
PV ,  vérifie la relation ( ) 0, =
iiii
PV,Xì,R  à chaque incrément de temps
( 1...,0 −= N,i ), nous avons :
( ) ( ) ( ) ( )ì
dì
dÖ
ì
ì
Ë
ìÖìË =
∂
∂
= λλ ,et     , (61)
Tous les calculs qui vont suivre vont nous permettre de déterminer la quantité 
ì
Ë
∂
∂
, ce qui est
équivalent au calcul de 
dì
dÖ
 d’après l’égalité (61).
3.1.2 Les équations
Par la suite, on simplifie les expressions en n’écrivant pas les variables. La technique de
dérivation composée est utilisée pour le calcul de 
ì
Ë
∂
∂
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et 10 −=∀
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Dans le cas où aucun remaillage n’est opéré, l’équation (35) peut être réécrite comme suit :
∑
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avant d’être différentiée :
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Nous supposons que le vecteur des paramètres n’a aucune influence sur le pas de temps
( 0
Ä
≈
dì
td j ), ce qui est le cas lorsque le pas de temps est constant et une bonne approximation
autrement (B_lan 1996) (Vieilledent 1999).
L’égalité (66) est injectée dans les équations (63) et (64) dans le but d’éliminer les dérivées
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En appliquant la relation 
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l’expression finale de la dérivée de Λ par rapport à _ est :
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Nous avons pris soin de mettre en facteur les quantités 
dì
dV
i  et 
dì
dP
i  dont le coût de calcul
dépend directement du nombre de paramètres, ce que nous voulons justement éviter. Le but
de la méthode de l’état adjoint est donc d’éliminer les quantités qui sont en facteur de ces
deux termes. Pour cela, on utilise l’indétermination de _ (l’égalité (60) est vraie pour tout _).
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On choisit donc le vecteur des états adjoints ( )
1...,,0 −= Nii
λ qui vérifie les relations suivantes :
- élimination de 
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Il est pratique d’introduire une variable intermédiaire que nous noterons _ , définie par
l’équation (70) (ou (71)) et qui nous permet de compacter le système (69) en un système
beaucoup plus simple (72) :
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ou encore :
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Alors,
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- élimination de 
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En utilisant les notations 
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L’équation (71) montre que la variable iÃ  est déterminée à partir de la variable 1+iÃ . Il en
résulte que iÃ  doit être calculée incrémentalement dans le sens inverse du temps, c’est-à-dire
de  i = N – 1 à  i = 0 (cf. équations (70) et (71)). Le vecteur des états adjoints 
i
λ  doit donc
être calculé de la même manière (cf. équation (74)). Ceci représente la difficulté majeure pour
implémenter la méthode de l’état adjoint dans le cadre de problèmes instationnaires
(Fourment et al. 2001) (Chung et al. 2003). Une fois le vecteur des états adjoints ( )
1...,,0 −= Nii
λ
calculé, on en déduit la valeur de 
dì
dÖ
 :
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3.1.3 Commentaires importants
Au vu des équations ci-dessus, nous pouvons faire quelques remarques sur la méthode
de l’état adjoint :
-  le vecteur des états adjoints est déterminé dans le sens inverse du temps, en
commençant par le dernier incrément et remontant le temps jusqu’au premier
incrément (cf. Figure 7).
- l’analyse de sensibilité doit donc être réalisée après la simulation du procédé de
forgeage. Cette opération peut être vue comme une étape de « post-traitement » que
l’on peut mener en parallèle avec l’analyse des résultats de la simulation de forgeage.
-  pour ce faire, nous devons stocker un certain nombre de variables durant la
simulation du procédé avec FORGE3 (cf. Figure 7), parmi les plus importantes les
coordonnées X des nœuds du maillage, les vitesses et pressions nodales V et P , la
position des outils ainsi que toutes les données concernant le schéma temporel
(temps total de la simulation, nombre total d’incréments de temps, valeur de ces
incréments). Ce stockage est réalisé dans des fichiers binaires et est impératif pour la
détermination du vecteur des états adjoints en remontant le temps. Nous
quantifierons dans le chapitre 5 l’espace mémoire nécessaire à ce stockage
« fichier ». La matrice hessienne 
W
R
∂
∂
 n’est pas stockée car la place mémoire requise
serait trop importante. Elle est tout simplement recalculée avec les valeurs stockées
de X , V  et P  à chaque incrément de la simulation adjointe. Le coût d’un tel
assemblage est négligeable devant le coût d’une résolution de système linéaire en
3D.
-  à chaque incrément de temps, la méthode nécessite la résolution d’autant de
systèmes linéaires qu’il y a de fonctions coût et donc de vecteurs adjoints _ (cf.
équation (74)). Le coût de la méthode est bien indépendant du nombre de paramètres.
Technique semi-analytique de calcul des dérivées
41
Figure 7. Fonctionnement de la méthode de l’état adjoint
3.2 Technique semi-analytique de calcul des dérivées
Les différentes dérivées qui apparaissent dans les équations de la méthode de l’état
adjoint (
ì
Ö
∂
∂
, 
ì
R
i
∂
∂
, 
i
i
X
R
∂
∂
, 
i
X
Ö
∂
∂
 et 
i
W
Ö
∂
∂
) sont calculées en utilisant une technique semi-
analytique. Cette technique présente l’avantage d’être flexible, facile à implémenter et
précise. Nous utilisons des quotients différentiels décentrés à droite. Par exemple :
( ) ( )
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Äì
j Äì
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où 
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==∀ et _ est une petite perturbation prise en général égale à
6
10
− en valeur relative. Le coût de calcul des dérivées 
ì
R
ì
Ö i
∂
∂
∂
∂
et  est proportionnel au
nombre de paramètres. Pour le calcul des dérivées 
i
i
ii
X
R
W
Ö
X
Ö
∂
∂
∂
∂
∂
∂
et, , le coût est cette fois-ci
Incrément 1
Stockage des 
111
,, PVX , …
Incrément i
Stockage des 
iii
PVX ,, , …
Fin de la simulation directe
Fin de la simulation
Détermination de 
dì
dÖ
Incrément i
Lecture des 
iii
PVX ,, , …
Détermination de 
i
λ
Actualisation de iÃ
Début du calcul de
l’adjoint
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proportionnel au nombre de nœuds du maillage si on programme de la même manière. Pour
un maillage moyen ce coût devient rapidement exorbitant. Nous avons donc utilisé une
programmation se basant sur la décomposition de 
i
RÖ et  au niveau des éléments et des faces
du maillage :
∑ ∑∑∑
= ===
+=+=
nbfac
f
nbfac
f
f
nbelt
e
ef
i
nbelt
e
e
ii ÖÖÖ,RRR
1 111
(77)
Finalement :
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Le point clé consiste à remarquer que lorsqu’on perturbe un nœud k du maillage, l’influence
de cette perturbation se limite aux éléments et aux faces contenant ce nœud k comme le
montre la  Figure 8 (le nœud k est représenté en vert) :
Figure 8. Influence de la perturbation d’un nœud sur le maillage
En utilisant cette remarque, les équations (78) peuvent se simplifier en :
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En 3D et pour un tétraèdre à quatre nœuds, e
i
R et eÖ peuvent être perturbés par 12 valeurs de
k
i
X  et 16 valeurs de k
i
W . De même, si on considère une face, fiR et 
fÖ peuvent être
perturbés par 9 valeurs de k
i
X  et 12 valeurs de k
i
W . Par conséquent, le calcul des dérivées
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ii
i
X
Ö
X
R
∂
∂
∂
∂
et  ne nécessite que 12 assemblages supplémentaires du résidu 
i
R  et 12 évaluations
supplémentaires de la fonction coût _. Quant à la dérivée 
i
W
Ö
∂
∂
, son calcul ne nécessite que 16
évaluations supplémentaires de la fonction coût.
Le surcoût du calcul des dérivées par la méthode semi-analytique est ainsi indépendant du
nombre de nœuds. Ce coût est largement raisonnable puisqu’il ne résulte que d’un nombre
limité d’assemblages de résidu et d’évaluations de la fonction coût. Il est très largement
inférieur au coût de calcul nécessaire à la résolution d’un système linéaire 3D.
Notons enfin que la dérivée 
i
i
X
R
∂
∂
 est une matrice dont le nombre de coefficients est
proportionnel à (nbnoe)_. Stocker une telle matrice est très vite problématique dès que le
nombre de nœuds devient grand. Or, seul le produit de cette dérivée avec le vecteur des états
adjoint 
i
λ  apparaît dans les équations (cf. équation (71)). Ainsi, on calcule directement la
quantité 
i
i
i
T
X
R
ë
∂
∂
 au niveau d’un élément ou d’une face, comme expliqué précédemment.
3.3 Traitement des termes de contact et de frottement
Considérons le calcul du terme 
X
R
∂
∂
 par la méthode semi-analytique et décomposons le
résidu en vitesse de la manière suivante :
contactincompfrottrheo RRRRR +++= (80)
rheo
R est le terme volumique contenant la loi de comportement du matériau, incompR  le terme
volumique lié à la condition d’incompressibilité et frottR  le terme surfacique contenant la loi
de frottement τ :
∫∫∫ ∂ ∂−=−== Ù
*
ÙfrottÙ
*
incompÙ
*
rheo dsô.vRdwdivvpRdwå:sR f1,,& (81)
k
contact
R  est la contribution du contact au nœud k (cf. chapitre 2) : 
( ) ( ) hkk
k
koutilkÙ
k
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 .nvVkñR
c
∂∈∀





−−= ∂1 (82)
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On écrit alors le résidu en vitesse en faisant intervenir la dépendance implicite des fonctions
indicatrice du contact et du frottement, ainsi que la distance de contact _ et la normale n :
( ) ì)n,ä,,,W,(X,RW)X,ì,R
fc ÙÙ ∂∂
= 11
~
(83)
où ),(,),(,),(11,),,(11 XnnXXWX
ffcc ÙÙÙÙ
µµδδµµ ==== ∂∂∂∂ (84)
La difficulté majeure lors du calcul des dérivées 
X
R
contact
∂
∂
 et 
X
R frott
∂
∂
 provient de la
différentiation de l’inégalité de contact unilatéral. En effet, nous avons à dériver les fonction
indicatrice du contact et du frottement qui sont des fonctions de type « partie positive ». La
particularité de ces fonctions est qu’elles peuvent présenter des points de non-dérivabilité,
comme le montre la Figure 9 ci-après avec la fonction [ ]+x non dérivable en 0 :
Figure 9. Fonction[ ]+x non dérivable en 0
Ce problème de dérivabilité des équations de contact unilatéral a été abordé par de nombreux
auteurs : (B_lan 1996) (Chung et al. 1998) (Vieilledent 1999) (Zabaras et al. 2000)
(Stupkiewicz et al. 2002) (Chung et al. 2003) (Stupkiewicz et al. 2003).
[ ]+x admet une dérivée à droite et une dérivée à gauche. La dérivée à droite pour
fc ÙÙ ∂∂
1et1 s’impose pour trois raisons :
-  ce choix est cohérent avec celui du terme [ ]
v
h
∂
∂
+
, effectué pour calculer la
contribution du contact à la matrice hessienne dans FORGE3® au sein de
l’algorithme de Newton-Raphson généralisé (au contact unilatéral).
- physiquement, après perturbation, le nœud a plus de raisons de rester en contact,
que de quitter systématiquement le contact. Nous supposons donc que la surface de
contact cÙ∂  reste inchangée.
-  L’intégralité des travaux sur la question nous conforte dans ce choix : (B_lan
1996) (Chung et al. 1998) (Vieilledent 1999) (Zabaras et al. 2000) (Stupkiewicz et
al. 2002) (Chung et al. 2003) (Stupkiewicz et al. 2003).
x
?
+
][x
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Concrètement :
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(85)
Nous sommes en mesure d’écrire de manière analytique la dérivée 
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∂
∂
 :
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Maintenant, lorsque l’on calcule le terme 
X
R
∂
∂
 par la technique semi-analytique en effectuant
des perturbations locales sur X :
- la condition de contact ne doit pas changer, donc les surfaces de contact cÙ∂  et de
frottement fÙ∂  restent inchangées
- on recalcule seulement les distances de contact _ et les normales n perturbées
Le même raisonnement s’applique au terme 
µ∂
∂ R
 :
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Pour le calcul des termes 
W
Ö
et 
X
Ö
,
ì
Ö
∂
∂
∂
∂
∂
∂
 (dans le cas où la fonction coût _ fait intervenir des
termes de contact et/ou de frottement), on adoptera la même démarche que pour le calcul de
X
R
∂
∂
, en utilisant la décomposition suivante :
contactfrottvolumique ÖÖÖÖ ++= (88)
3.4 Remaillage et transport « adjoint »
3.4.1 Remaillage
Reprenons les équations de la méthode de l’état adjoint et supposons maintenant qu’un
remaillage intervienne à l’incrément r ( 10 −≤≤ Nr ). Le domaine discret r
h
Ω est transformé
Remaillage et transport « adjoint »
46
en un nouveau domaine 'r
h
Ω . Nous notons 
r
J  l’opérateur linéaire de transport permettant de
passer de l’ancienne à la nouvelle configuration :
rrr
XJX =' (89)
Comme pour la méthode directe (B_lan 1996), avec la méthode de l’état adjoint on transporte
le terme 
µd
dX
 de l’ancien maillage vers le nouveau. La manière classique est d’utiliser
l’opérateur de transport par interpolation inverse J  déjà utilisé dans FORGE3® :
{
µµ d
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d
dX
r
J
r
rr
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''
= (90)
Pour ir ≤ , l’équation (66) doit être remplacée par :
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Cette modification se répercute sur l’équation (68) de la manière suivante :
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Nous remarquons que l’opérateur de transport s’applique uniquement à la variable _. S’il y a
un remaillage à l’incrément i, il suffit de modifier légèrement le calcul de _ pour que
l’équation (71) reste valable :
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D’un point de vue pratique, nous voyons également que la dérivée 
dì
dX
0  n’est utilisée qu’à
l’incrément 0, donc ne nécessite pas d’être transportée.
Ensuite, quand on se réfère à l’équation (74), on constate que la variable _ intervient sous sa
forme transposée.
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S’il y remaillage a l’incrément r, nous avons :
'    doncet 
1111 −−−− == r
T
r
T
r
T
rrr ÃJÃJ'ÃÃ (94)
L’opérateur de transport intervient lui aussi sous sa forme transposée JT . C’est d’ailleurs cet
opérateur qui doit être utilisé pour le transport des variables du nouveau maillage '
h
Ω  vers
l’ancien 
h
Ω (rappelons que la simulation « adjointe » se fait dans le sens inverse du temps).
Comment réaliser ce transport de manière pratique ? Ce sera le thème du paragraphe suivant.
Remarque importante : lorsque des remaillages sont effectués, il faut stocker dans des fichiers
binaires, de même nature que ceux employés pour le stockage incrémental « adjoint », toutes
les données concernant l’ancien et le nouveau maillage (connectivités volumiques et
surfaciques, nombre de nœuds, d’éléments, de faces, …). Ce stockage est impératif car ces
informations sont utilisées lors de la résolution « adjointe ». Le coût supplémentaire de
stockage n’est pas inquiétant car, en général, le remaillage n’intervient pas à tous les
incréments.
3.4.2 Transport « adjoint » des variables
La méthode de transport utilisée est la technique d’interpolation inverse. Réécrivons
l’équation (89) sous sa forme scalaire :
∑
∈
=∈∀
(k')l
lk'lk' XJX'Ù',k'
ϑ
(95)
où (k')ϑ  représente l’ensemble des nœuds l de l’élément e de l’ancien maillage _  qui contient
le nœud k’ du nouveau maillage _’. Nous ne reviendrons pas sur les détails de cette méthode
de transport (cf. chapitre 2). Rappelons simplement que pour tout nœud k’ appartenant au
nouveau maillage Ω’, nous devons tout d’abord chercher l’élément e de l’ancien maillage
Ω   qui contient k’. Ensuite, la valeur de la variable à transporter  (vitesse, pression, …) au
nœud k’ est déduite à partir des valeurs stockées aux quatre nœuds de l’élément e (cf. équation
(95) et Figure 10).
Dans le cadre de la méthode de l’état adjoint, nous voulons transporter la variable nodale
Ã
T (variable P1) du nouveau maillage Ω’ vers l’ancien maillage Ω. L’équation (94) donne :
( )
k'Ã'JÃÙ,l T
k'que: ltel
Ù'k'
k'llT ∑
∈
∈
=∈∀
ϑ
(96)
Contrairement à la simulation directe , la valeur k'Ã'  au nœud k’ est cette fois connue car lors
du calcul de l’adjoint, _’ est le maillage courant (cf. Figure 10).
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L’algorithme suivant, que nous commenterons par la suite, peut être utilisé afin de calculer la
valeur ÃT  sur le maillage _ :
Ã
T    ←   0
Pour tout 'Ùk'∈
Chercher l’ensemble des noeuds (k')ϑ
calculer ( ) (k')lk'lJ ϑ∈
Pour tout  ( )k'l ϑ∈
k'
ÃJÃÃ
Tk'llTlT
+←
fin Pour l
fin Pour k’
Remarque : c’est une simple inversion de boucle comme on en rencontre souvent dans
FORGE3®
Figure 10. Opérateur de transport pour les simulations FORGE3 et adjointe
Pour tout nœud k’ appartenant au maillage courant Ω’, nous cherchons l’élément e du
maillage Ω  qui contient k’. Cette opération est similaire à celle réalisée lors du transport dans
la simulation directe. Ensuite, la valeur de la variable k'Ã'  est distribuée aux quatre nœuds de
l’élément e modulo une pondération qui est calculée exactement de la même manière que lors
du transport « direct » (cf. chapitre 2).
Les valeurs lT Ã  aux nœuds de l’élément e ne sont obtenues qu’une fois que l’on a balayé
l’ensemble des nœuds k’ de Ω’ car il se peut que plusieurs nœuds de Ω’ appartiennent au
même élément e de Ω. Cet assemblage est décrit dans l’algorithme ci-dessus.
Le coût de calcul, ainsi que la précision de cet opérateur JT , sont tout à fait similaires à ceux
de l’opérateur J de la simulation directe.
Remarque : par souci de clarté nous avons représenté sur la Figure 10 un maillage 2D avec
des faces. Le raisonnement est bien entendu identique pour un maillage 3D constitué de
tétraèdres.
Calcul de l’adjoint
Opérateur J Opérateur JT
Simulation directe FORGE3
élément e (∈ Ω )
noeud k’ (∈ Ω’ )
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Chapitre 4 
Les différentes fonctions coût
Dans ce chapitre nous allons détailler les expressions des différentes fonctions coût _
que nous avons retenues dans le cadre de ce travail, à savoir l’énergie totale de mise en forme,
l’effort maximal de forgeage, la détection de replis et le remplissage de la matrice finale.
Une partie sera également consacrée à la technique de calcul des différentes dérivées 
W
Ö
∂
∂
 et
X
Ö
∂
∂
 qui apparaissent dans les équations de la méthode de l’état adjoint.
4.1 L’énergie totale de mise en forme
4.1.1 Choix du critère et implémentation
Cette fonctionnelle a été introduite par (Fourment et al. 1996). Elle représente l’énergie
dépensée pour déformer la matière de la configuration 
0
tÙ  à la configuration fintÙ .
L’expression de cette fonction coût, que nous appellerons par abus de langage fonction coût
« énergie », est la suivante, dans le cadre d’une loi de comportement de Norton-Hoff et une
loi de frottement de Norton :
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La quantité ( )∫
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la puissance de frottement.
L’expression de (97) sous sa forme discrète est donnée par :
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où nbincr est le nombre total d’incréments de calcul nécessaires à la simulation et 
i
Ät  les pas
de temps de ces incréments.
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A partir de la fonction coût « énergie », nous pouvons définir un critère lié à l’effort de
forgeage moyenné sur l’intervalle [ ]
ba
tt ; , dont l’expression est :
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où 
toutil
v
,
 désigne la norme de la vitesse de l’outillage à l’instant t. Pour le forgeron, il est
plus intéressant d’étudier l’effort maximal de forgeage (mais non différentiable
concrètement) :
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Ce critère (100) peut être utilisé pour différentes applications, par exemple si l’on désire
optimiser un procédé de manière à forger la pièce désirée sur une presse de faible capacité.
Les résultats de validation de l’implémentation de la fonction coût « énergie » dans le logiciel
FORGE3® figurent dans la partie « Annexes 1 ».
4.1.2 Calcul des dérivées
Comme le prouve l’expression (97), la fonction coût « énergie » ne dépend pas
explicitement de la pression P, donc :
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Les seuls termes à calculer sont 
V
Ö
en
∂
∂
 et 
X
en
∂
Φ∂
. Le calcul de 
V
Ö
en
∂
∂
 par la méthode semi-
analytique est validé par comparaison avec une méthode analytique (cf. partie « Annexes 1 »)
Notons, enfin, que le calcul du terme 
X
Ö
en
∂
∂
 se fait très aisément de la même manière, en
utilisant la technique semi-analytique « locale ». Il faut prendre soin de ne pas perturber les
surfaces de contact cÙ∂  et de frottement fÙ∂  lorsque l’on effectue des perturbations de
maillage (choix fait lors de la différentiation de l’inégalité de contact unilatéral).
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4.2 La détection des replis de matière
4.2.1 Choix du critère et implémentation
Comme l’illustre la Figure 11, un repli apparaît lorsque la frontière tÙ  de la pièce à
forger se chevauche. A la fin du procédé, la fissure ainsi créée représente une zone de
faiblesse inacceptable et ce défaut est synonyme du rebut de la pièce.
Figure 11. Apparition d’un défaut de repli
La définition d’une fonction coût relative à ce type de défaut est délicate. Une première
approche classique consiste à définir un critère géométrique, en considérant le volume de
matière repliée. Cependant, ce critère s’avère défaillant car lors d’une procédure de
remaillage, le défaut de repli est purement et simplement annulé. De plus, nous voulons être
capable de détecter un repli potentiel, même si ce dernier n’est pas réellement déclaré lors de
la simulation.
Nous observons que dans une zone de repli, la matière est soumise à de forts cisaillements.
Comme le montre la Figure 12 lors de l’écrasement d’un cube entaillé en « V » entre tas plats,
des valeurs anormalement élevées de la vitesse de déformation généralisée ε&  sont calculées,
alors même que le repli n’est pas tout à fait formé, ni détecté.
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Figure 12. Isovaleurs deε&  lors de la formation d’un repli de matière. Zoom sur les
valeurs élevées de ε&  (zone de repli)
Dans le cas que nous venons de traiter (Figure 12), la vitesse de déformation généralisée dans
la zone de repli est dix fois supérieure à la valeur moyenne sur le reste de la surface libre.
(Vieilledent 1999) et, à sa suite, (Poursina et al. 2003) se proposent donc de calculer
l’intégrale de la vitesse de déformation généralisée sur la surface libre comme indicateur de
repli potentiel ou formé.
La détection des replis de matière
54
Cette valeur doit être à son tour intégrée dans le temps afin de tenir compte de la durée
d’existence et de l’intensité des défauts potentiels :
dtdsÖ
fin
lt
t
trepli ∫ ∫ 


=
Ω∂
0
ε& (102)
où ltÙ∂  est la surface libre de la pièce à l’instant t.
Une expression légèrement modifiée de (102) est préférée en introduisant un coefficient α :
( ) dtdsÖ fin
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t
trepli ∫ ∫ 
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=
Ω∂
0
α
ε& (103)
Ce coefficient α va nous permettre, en lui attribuant des valeurs supérieures à 1, d’amplifier
les valeurs élevées de ε&  dans les zones de repli. La détection des replis sera donc meilleure.
Dans ce cas nous pourrons utiliser une analyse globale tandis que (Vieilledent 1999), avec
l’expression (102), ne peut évaluer le repli que dans les zones à problème.
La forme discrète de (103) est donnée par :
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Les résultats de validation de l’implémentation de la fonction coût « repli » dans le logiciel
FORGE3® figurent dans la partie « Annexes 1 ».
4.2.2 Résultats
Afin de tester l’influence du coefficient d’amplification _, nous avons voulu comparer
les valeurs du repli entre le cas d’écrasement d’un cube entaillé en « V » présentant des zones
de repli (cf. Figure 12) et le cas d’écrasement d’un cube « parfait » qui ne présente aucune
zone de repli. La longueur d’arête du cube est de 50 mm, le comportement du matériau est
viscoplastique et le frottement de Norton, la hauteur d’écrasement est de 10 mm. Les valeurs
de la fonction coût « repli » sont stockées dans le Tableau 2 pour différentes valeurs de _ :
α 1 2 3 4
repliÖ  cube
entaillé en
« V »
1490 3419 9674 35427
repliÖ  cube
parfait 2106 4687 10476 23510
Tableau 2. Valeurs de la fonction coût « repli » pour différentes valeurs de _
On aurait pu s’attendre à ce que la valeur de la fonction coût « repli » soit beaucoup plus
élevée dans le cas du cube entaillé en « V ». Cette affirmation n’est vérifiée que pour 4≥α .
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En effet, dans le cas du cube entaillé en « V », la zone de repli est petite donc seules quelques
valeurs de ε&  sont élevées. Le rôle de α est donc prépondérant car tant que 4<α , le défaut de
repli, bien qu’existant, est mal détecté (la valeur du repli pour le cube normal est même
supérieure à la valeur du repli pour le cube « en V » pour 4<α ). Cependant, lors de
précédents travaux réalisés en 2D, (Fourment et al. 2000) et (Poursina et al. 2003) ont montré
que l’expression (102) (α = 1) de la fonction coût « repli » était suffisante et adéquate pour la
suppression des replis de matière dans le cadre d’une procédure d’optimisation (à condition
de travailler en local).
(Do 2003) utilise une expression adimensionnalisée de la fonction coût « repli » (103) :
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où ε& moy  est la vitesse de déformation généralisée moyenne : ε& moy  =  Erreur ! ∑
=
nbelt
i 1
ε& .
Toujours pour le même cas test (écrasement de 10 mm du cube « en V » et du cube parfait), le
Tableau 3 regroupe les valeurs de adimrepliÖ  pour différentes valeurs de α :
α 1 2 3 4 5 10
 adimrepliÖ  cube
parfait
0.85696 0.96465 1.03408 1.09916 1.16615 1.49538
adim
repliÖ   cube
entaillé
0.81949 1.25271 1.68913 2.17967 2.683107 4.60895
Tableau 3. Valeurs de la fonction coût « repli » adimensionnalisée pour différentes
valeurs de _
La détection des zones de repli est bien meilleure puisque dès 2≥α , la valeur de adimrepliÖ  pour
le cube « en V » est supérieure à celle obtenue pour le cube parfait. Pour α = 4, le rapport
)(
)""(
parfaitcubeÖ
enVcubeÖ
adim
repli
adim
repli  est quasiment égal à 2 tandis que pour la fonction coût « repli » non
adimensionnalisée, ce même rapport vaut à peine 1,5.
En conclusion, il est préférable d’utiliser l’expression adimensionnalisée de la fonction coût
« repli » car elle est plus sensible que repliÖ  (non adimensionnalisée). Ainsi, les défauts de
repli sont donc mieux détectés.
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Enfin, concernant l’analyse de sensibilité, rappelons que les termes 
W
Örepli
∂
∂
 et 
X
Örepli
∂
∂
 sont
calculés très simplement par la méthode semi-analytique « locale ». De plus, tout comme la
fonction coût « énergie », la fonction coût « repli » ne dépend pas explicitement de la pression
P, donc :
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4.3 Le remplissage de la matrice finale
4.3.1 Présentation du défaut de remplissage et choix du critère
Le but premier du forgeron est de correctement remplir la matrice de finition. La Figure
13 illustre un cas simple de forgeage de nervure en deux passes où un problème de
remplissage intervient. Un lopin cylindrique est tout d’abord écrasé entre deux tas plats lors
de l’opération de préforme. La pièce issue de cette opération est alors écrasée par les outils de
finition et on se retrouve avec une matrice finale non correctement remplie.
Figure 13. Problème de forgeage d’une nervure en deux passes où le remplissage est non
satisfaisant : (a) préforme ; (b) finition
(a) Remplissage non
conforme
(b)
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L’étude du critère de remplissage a été effectuée en 2D par (B_lan 1996). La mesure
mathématique de ce critère est obtenue en superposant la pièce obtenue en fin de forgeage
finÙ  au moule représentant la forme désirée desÙ . La fonction coût « remplissage »
correspondante remplÖ  vaut donc :
∫ ΩΩ=Φ findes dwrempl / (107)
où findes /ÙÙ  représente le volume axisymétrique séparant les formes en fin de forgeage et
désirée.
L’évaluation de remplÖ   repose sur un calcul précis du volume axisymétrique non rempli en
utilisant le théorème de la divergence. Les résultats obtenus ont été très satisfaisants,
malheureusement, l’utilisation de cette technique en 3D est trop complexe.
Le calcul du critère de remplissage peut aussi être abordé par des techniques de projection
(Zhao et al. 1997). Nous allons plutôt nous orienter vers ce type de techniques.
4.3.2 Expression du volume non rempli par une technique de
projection
Pour expliquer le fonctionnement des techniques de projection, on considère le cas de
forgeage suivant où un cube de longueur d’arête 75 mm est forgé entre un tas plat inférieur et
un outil supérieur en forme de cloche (cf. Figure 14). Seul l’outil supérieur a une vitesse
d’écrasement non nulle, le tas plat inférieur est fixe. La hauteur totale d’écrasement est de 65
mm . Les données rhéologiques et tribologiques importent peu puisque nous mesurons
uniquement le volume non rempli.
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Figure 14. Ecrasement d’un cube entre un tas plat inférieur et un outil supérieur en
forme de cloche
Pour calculer le volume non rempli, une première stratégie consiste à projeter tous les nœuds
de la surface libre de finÙ  sur desÙ . Comme le montre la coupe 2D de la Figure 15 (nous
introduisons le point desfinP / (x) comme le projeté sur desÙ  du point x), le projeté est le point
qui minimise la distance )()( // xxPx desfindesfin =δ  :
Figure 15. Technique de projection
Au niveau discret, une fois la distance )(/ xdesfinδ  calculée, le volume non rempli est obtenu en
multipliant cette distance avec une surface élémentaire S(x) qui peut être prise égale à la
s o m m e  d e s  s u r f a c e s  d e s  f a c e s  a t t e n a n t e s  a u  n œ u d  x  .  
On en déduit l’expression de la fonction coût « remplissage » :
S(k)kÖ
lfinÙk
desfinrempl ∑
∂∈
= )(/δ (108)
où lfinÙ∂  est la surface libre de finÙ .
Volume non rempli
x
desÙ
finÙ
P(x)
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Dans l’exemple de la Figure 15, nous remarquons que l’utilisation de la technique de
projection donne une estimation du volume non rempli totalement erronée. En effet, la Figure
16 montre que pour une hauteur d’écrasement supérieure (la matière remplit un peu plus le
moule), l’estimation du volume non rempli est quasiment la même (et toujours erronée).
 Volume non rempli
             desÙ                                                                                                     desÙ
                                                                                                                finÙ
                           finÙ
Figure 16. Estimation du volume non rempli (en noir) pour deux hauteurs
d’écrasement différentes
Afin d’éviter ce genre de problème, nous proposons une seconde stratégie, symétrique, qui se
décompose en deux opérations (cf. Figure 17) :
- projeter les nœuds de la surface libre de finÙ  sur desÙ . Comme précédemment,
nous notons desfinP /   les projetés et desfin /δ  les distances. On obtient un premier
volume que l’on note desfinVol / (a)
- projeter les nœuds de la surface libre de desÙ  sur finÙ . Nous notons findesP /   les
projetés et findes /δ  les distances. On obtient un second volume que l’on note
findesVol /  (b)
                     desÙ                            Volume non rempli                desÙ
                                   finÙ                                                                        finÙ
Figure 17. Technique de double projection pour le calcul du volume non rempli :
projection de finÙ  sur desÙ  (a) et de desÙ  sur finÙ  (b)
(a) (b)
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Nous constatons que la projection (b) donne une estimation satisfaisante de la fonction coût
« remplissage ».
D’un point de vue continu, nous devons avoir desfinVol /  = findesVol /  mais cette relation n’est
pas vérifiée au niveau discret.
Nous approximons donc le volume non rempli total par la quantité ( desfinVol /  + findesVol / )/2,
de manière à traiter aussi bien les situations concaves que convexes :








+= ∑∑
∂∈∂∈
(l)Sl(k)SkÖ des
Ùl
findesfin
Ùk
desfinrempl
ldeslfin
)()(
2
1
// δδ (109)
Reprenons le cas de la Figure 14. Bien évidemment, plus nous écrasons le cube, plus le
volume non rempli diminue comme le montre la Figure 18, où nous avons représenté la valeur
du volume non rempli en fonction de la hauteur d’écrasement :
Figure 18. Evolution du volume non rempli pour différentes hauteurs
d’écrasement
Nous avons tracé l’évolution des trois volumes desfinVol / , findesVol /  et remplÖ  .
La bonne approximation du volume non rempli est donnée par findesVol /  (projection des
nœuds de l’outil sur la pièce) représenté en jaune sur la Figure 18. Il est intéressant de noter
que desfinVol /  (en violet) décroît lentement et n’est que très peu sensible à la hauteur
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d’écrasement. Cette constatation étaye les conclusions faites plus haut et illustrées par la
Figure 16. desfinVol /  est une mauvaise estimation du volume non rempli.
Finalement, la fonction coût « remplissage » remplÖ  (en bleu), strictement décroissante,
représente une mesure satisfaisante du volume non rempli.
4.3.3 Calcul des dérivées
Si on se réfère aux équations de la méthode de l’état adjoint, le seul terme que nous
avons à calculer est :
N
rempl
N
X
Ö
Ã
∂
∂
=−1 (110)
c’est-à-dire la sensibilité de la fonction coût « remplissage » par rapport au maillage final.
Pour déterminer le terme (110) par la technique semi-analytique, nous devons perturber les
nœuds du maillage. Cependant, il n’est pas nécessaire de perturber tous les nœuds du
maillage, seuls les nœuds de surface sont influents. De plus, nous faisons le même choix que
précédemment (cf. chapitre 3) concernant la différentiation de l’inégalité de contact unilatéral,
à savoir que les nœuds en contact, sous l’effet d’une perturbation, restent en contact. Au
premier abord, on aurait tendance à dire qu’un nœud en contact n’intervient pas dans le calcul
de la fonction coût « remplissage ». Le raisonnement n’est pas si trivial car un nœud k’ en
contact, même s’il reste en contact après perturbation, se déplace, ce qui modifie la surface S
de ses faces attenantes et les projections des nœuds de l’outil, donc les distances findes /δ  (cf.
Figure 19 où l est un nœud de l’outillage que l’on projette sur la surface de la pièce).
Figure 19. Influence de la perturbation d’un nœud en contact sur la projection
)(/ lP findes  et donc sur la distance )(/ lfindesδ  
Ces modifications sont considérées comme mineures, donc négligeables. Finalement, seuls les
nœuds de surface et libres interviennent pour le calcul de (110) et sont perturbés.
La perturbation d’un nœud k de la surface libre va modifier la valeur de la distance _(k) et
celle de la surface S(k). Cette perturbation a aussi une influence sur les surfaces S(i) de tous
les nœuds i voisins du nœud k.
)(/ lP findes
l
k’
)(/ lP findes (pert)
l
k’ (pert)
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En utilisant la fonction coût « remplissage » définie par l’expression (109), nous obtenons :
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 Le terme 
k
des
X
lS
∂
∂ )(
 est nul, lfinÙk ∂∈∀  et ldesÙl ∂∈∀ , la perturbation d’un nœud de la surface
libre du maillage de la pièce n’a aucune influence sur la surface attenante au nœud l de desÙ
(de l’outil).
La détermination du terme 
k
desfin
X
k
∂
∂ )(/δ  est aisée et a déjà été traitée dans le chapitre 3
(traitement du contact). La dernière difficulté réside dans le calcul du terme 
k
findes
X
l
∂
∂ )(/δ . En
effet, comment savoir si un nœud k de la surface libre de la pièce a une influence sur la
distance )(/ lfindesδ  ?
En fait, le projeté )(/ lP findes  du nœud l de desÙ∂  se trouve sur une des faces extérieures du
maillage de la pièce. Il s’agit donc d’identifier cette face et de perturber les trois nœuds qui la
composent comme le montre la Figure 20 (les nœuds k qui ont une influence sur )(/ lfindesδ   et
qu’il faut perturber sont représentés en rouge). L’avantage est qu’aucune analyse de contact
supplémentaire n’est nécessaire.
Figure 20. Calcul du terme 
k
findes
X
l
∂
∂ )(/δ
La méthode semi-analytique est utilisée pour le calcul des termes 
k
X∂
∂δ
 et 
k
X
S
∂
∂
. Ce calcul ne
nécessite que des évaluations supplémentaires de distances _ et de surfaces S (en fin de
simulation FORGE3® et en début d’analyse de sensibilité). Le coût est donc négligeable.
l
)(/ lP findes
nœuds k
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Pour valider ces calculs et ces approximations, et toujours pour le cas de la Figure 14, la
sensibilité 
N
rempl
X
Ö
∂
∂
 est calculée d’une part avec la méthodologie décrite ci-dessus (semi-
analytique locale, S.A.) et d’autre part par la méthode des Différences Finies (D.F.)
décentrées à droite. La perturbation choisie pour les D.F. est de 610−  (en valeur relative).
L’erreur relative entre les deux méthodes est très faible, de l’ordre de 510−  :
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La précision de la sensibilité 
N
rempl
X
Ö
∂
∂
 est très bonne, validant numériquement toutes les
hypothèses qui ont été faites.
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Chapitre 5 
Validations de la méthode de l’état adjoint
Tous les exemples que nous traiterons ci-après l’ont été avec les fonctions coût
« énergie » et « effort de forgeage » définies dans le chapitre précédent. La principale
motivation de ce choix est que ces deux fonctions coût peuvent être étudiées pour une large
gamme de procédés de forgeage, allant du simple écrasement de cube entre tas plats jusqu'à
des cas très complexes. De plus, elles font intervenir l’ensemble des variables de la simulation
à tous les instants. Concernant les fonctions coût liées à la détection de replis et au
remplissage, le problème majeur est de trouver des cas de forgeage industriels simples ou
moyennement compliqués pour lesquels il est intéressant d’étudier ces critères.
5.1 Ecrasement d’un cube entre tas plats
L’analyse de sensibilité par la méthode de l’état adjoint a tout d’abord été appliquée à
un exemple académique d’écrasement d’un cube entre tas plats (cf. Figure 21). Le maillage du
cube se compose de 1510 nœuds et de 5157 éléments tétraèdriques. La longueur d’une arête
du cube est de 50 mm. La consistance K du matériau est prise égale à 1.693 Mpa. Nous
préciserons par la suite les différentes hauteurs d’écrasement étudiées pour effectuer notre
analyse de sensibilité.
Figure 21. Ecrasement d’un cube entre tas plats
La fonction coût choisie est l’énergie totale de mise en forme. Le paramètre d’optimisation est
lié à la forme du cube comme le montre la Figure 22. En fait, on peut dilater ou au contraire
contracter le cube dans les directions 1 et 2. Les coordonnées 
21
et XX  du cube dans ces
deux directions peuvent s’écrire en fonction des coordonnées initiales 
21
et xx , de la
longueur initiale a d’une arête du cube et du paramètre d’optimisation _ :
)
a
ì
(xX,,i ii 2121 +==∀ (113)
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Figure 22. Définition du paramètre de forme _
5.1.1 Validation analytique
Pour les premiers tests que nous avons menés, nous avons utilisé une loi de
comportement très simple de type Newtonienne (le coefficient de sensibilité à la vitesse de
déformation m  est pris égal à 1) sans frottement ( fα = 0). Il est possible, dans ce cas
particulier, de trouver une expression analytique de la fonction coût énergie 
en
Ö  et donc de sa
dérivée par rapport à _ :
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où N est le nombre total d’incréments de la simulation et 
i
h  la hauteur d’écrasement à
l’incrément i. Les dérivées analytiques sont comparées aux dérivées obtenues par la méthode
de l’état adjoint pour deux hauteurs d’écrasement, 10 mm  et 40 mm . Les résultats sont
rassemblés dans le Tableau 4 et la Figure 23 :
Hauteur d’écrasement
(en mm)
adjointétat
adjointétat
dì
dÖ
dì
dÖ
dì
dÖ
en
analytique
enen −
10 0.1%
40 0.2%
Tableau 4. Erreur relative entre les sensibilités analytique et numérique (état adjoint)
1
X
2
X
2
a
2
a
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Figure 23. Ecrasements de 10 mm (gauche) et de 40 mm (droite) de notre cube
L’écart entre les deux méthodes est très faible, de l’ordre du millième. Il est principalement dû
au schéma d’intégration temporelle et à la discrétisation élément finis. L’exemple ci-dessus
montre que l’accumulation de ces erreurs reste négligeable même pour des déformations
importantes (cf. Figure 23) et un nombre de pas de temps élevé (15 pas de temps pour un
écrasement de 10 mm et 65 pas de temps pour un écrasement de 40 mm).
5.1.2 Validation par la méthode des Différences Finies (D.F.)
Nous allons maintenant considérer une loi de comportement viscoplastique (m = 0,139)
correspondant à un métal chaud avec frottement de Norton ( fα = 0,4). Cette fois nous ne
disposons plus de l’expression analytique de 
dì
dÖ
en , donc nous devons comparer les
sensibilités adjointes avec celles calculées par la méthode des Différences Finies décentrées à
droite. A cause du frottement, le maillage dégénère assez rapidement et il faudrait procéder à
un remaillage. La méthode des Différences Finies ne peut pas être utilisée lors de procédés
faisant intervenir des remaillages du fait d’une trop grande perte de précision (B_lan 1996).
Aussi, nous allons nous restreindre à des écrasements limités pour éviter de trop dégénérer le
maillage. Les dérivées obtenues par les deux méthodes (état adjoint et D.F.) sont comparées
pour des hauteurs d’écrasement de 8 mm, 12 mm et 16 mm comme le montre le Tableau 5 :
Hauteur d’écrasement
(en mm)
adjointétat
..adjointétat
dì
dÖ
dì
dÖ
dì
dÖ
en
FD
enen −
8 0.02%
12 0.4%
16 0.3%
Tableau 5. Erreur relative entre les sensibilités adjointe et D.F.
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Pour la méthode des Différences Finies la perturbation Äì est choisie égale à 610−  en valeur
relative. L’erreur relative entre ces deux techniques de calcul de dérivées est faible, inférieure
à 1%. Les conclusions que nous avons tirées pour la validation analytique restent valables
pour le cas viscoplastique avec frottement.
5.1.3 Prise en compte du remaillage
Notre but ici est d’évaluer la précision de l’opérateur adjoint de transport. Nous
considérons un écrasement de cube de 12 mm. Pour cette hauteur d’écrasement il n’est pas
nécessaire de remailler. Nous allons volontairement provoquer des remaillages afin de
comparer les sensibilités calculées avec et sans remaillage. Les lois de comportement et de
frottement sont les mêmes que précédemment. Le Tableau 6 rassemble les résultats obtenus :
Nombre de remaillages
sremaillage
en
sremaillage
en
remaillagesans
en
dì
dÖ
dì
dÖ
dì
dÖ
−
3 0.1%
10 0.2%
Tableau 6. Erreur relative entre les dérivées calculées avec et sans remaillage pour un
écrasement de 12 mm
Ces résultats montrent que l’erreur commise lors du transport après remaillage reste du même
ordre (environ 0.2%). Cette erreur est inférieure à l’écart entre les sensibilités calculées par les
méthodes adjointe et Différences Finies. Elle est du même ordre que l’erreur relative entre les
dérivées analytique et adjointe. La précision des dérivées est excellente, l’erreur introduite par
le remaillage est très faible. Cela nous permet de valider l’opérateur adjoint de transport.
Dans ce cas très simple, la surface de contact varie peu. Par conséquent, la différentiation des
équations de contact n’intervient pas. Un nouveau problème de forgeage, plus complexe, doit
être considéré afin de l’étudier.
5.2 Cas du triaxe
L’étude de sensibilité est maintenant menée sur un cas d’écrasement d’un lopin de
forme cylindrique entre deux outils « complexes » afin d’obtenir un triaxe en fin de forgeage.
Pour des raisons de symétrie, l’écrasement ne se fera que sur une portion cylindrique
représentant un sixième du lopin entier (cf. Figure 24). La hauteur initiale du lopin est
d’environ 60 mm, le rayon initial de 20 mm et le maillage est composé de 894 nœuds et 2507
éléments. Seul l’outil supérieur a un mouvement vertical d’écrasement, l’outil inférieur est
fixe. La fonction coût considérée est toujours l’énergie totale de mise en forme du procédé.
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Ce problème est bien plus intéressant que le précédent car la surface de contact subit de
grandes déformations durant le procédé de forgeage, comme le montre la Figure 24 :
Figure 24. Ecrasement d’un lopin cylindrique (configurations initiale et finale) dans le
but d’obtenir un triaxe
Le paramètre d’optimisation _ est lié au rayon du cylindre 
0
r  (cf. Figure 25). On se propose
de modifier le rayon de la manière simple suivante :
( ) ìrìr +=
0
(116)
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Une relation équivalente à l’égalité (116) peut être écrite dans le repère ( )
21
x,x
rr
. Les
coordonnées 
21
et XX  du cylindre s’expriment en fonction des coordonnées initiales
21
et xx , du rayon initial 
0
r  et du paramètre d’optimisation _ :
)
r
ì
(xX,,i ii
0
121 +==∀ (117)
Dans le but d’évaluer la précision des sensibilités adjointes, une comparaison avec les
sensibilités calculées par la méthode des Différences Finies est nécessaire. Concernant les
trois techniques que l’on peut utiliser pour notre calcul Différences Finies, il s’agit des
quotients différentiels centrés, décentrés à gauche ou décentrés à droite.
Figure 25. Définition du paramètre de forme _
5.2.1 Validation par la méthode des Différences Finies (D.F.)
Les tests réalisés l’ont été dans le cadre d’une loi de comportement viscoplastique avec
une consistance du matériau K = 1.693 Mpa et une sensibilité à la vitesse de déformation m =
0.139. Le frottement à l’interface pièce/outil est modélisé par une loi de Norton avec un
coefficient de frottement fα = 0.4.
Dans un premier temps, afin de ne pas trop déformer le maillage et ainsi éviter le remaillage,
l’écrasement du lopin cylindrique ne sera que de 10 mm (cf. Figure 26).
1
x
2
x
0
r
µ+
0
r
µ+r
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Les résultats de sensibilité (comparaison adjoint – D.F.) figurent dans le Tableau 7 :
Äì  (en mm)
adjoint
..adjoint
dì
dÖ
dì
dÖ
dì
dÖ
droiteFD
−
adjoint
..adjoint
dì
dÖ
dì
dÖ
dì
dÖ
gaucheFD
−
adjoint
..adjoint
dì
dÖ
dì
dÖ
dì
dÖ
centréesFD
−
6
10
− -3% 2% -0.4%
7
10
− 0.36% -0.25% 0.055%
8
10
− 10.7% 1.4% 6.3%
Tableau 7.  Comparaison entre les sensibilités adjointe et D.F. pour différentes
perturbations __ du paramètre de forme et pour un écrasement de 10 mm sans
remaillage
                             
Figure 26. Ecrasement de 10 mm du lopin cylindrique
Différentes valeurs __ ont été testées afin de trouver la valeur optimale de la perturbation pour
les schémas Différences Finies (cf. Tableau 7). Le meilleur accord est trouvé pour
7
10
−
=Äì mm, cette valeur est donc considérée comme la perturbation idéale dans ce cas.
L’erreur relative entre les sensibilités adjointe et Différences Finies est du même ordre que
celle trouvée précédemment pour l’écrasement du cube entre tas plats. Bien entendu la
comparaison avec la méthode D.F. centrées donne les meilleurs résultats. Ceci nous permet de
valider la différentiation des équations de contact unilatéral. Nous avons constaté que, pour
des valeurs de perturbation __ supérieures à 610− mm, l’écart entre sensibilités adjointe et D.F.
devenait très grand. Cet écart important est la conséquence directe de la modification de la
surface de contact (cf. Figure 26). En effet, un nœud en contact avec l’outil peut se retrouver
libre sous l’effet d’une perturbation __  trop grande. Dans ce cas, les D.F. décentrées à droite
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et à gauche donnent des résultats totalement différents. Enfin, pour une valeur 810−=Äì mm,
l’erreur relativement élevée entre les sensibilités adjointe et D.F. droite peut s’expliquer par le
fait que 810−  représente la limite de précision du solveur itératif. Donc, pour des valeurs
8
10
−
≤Äì mm, les perturbations D.F. sont noyées sous le bruit numérique de la méthode.
5.2.2 Prise en compte du remaillage
Dans le but d’évaluer la précision de l’opérateur de transport adjoint sur un véritable
problème de forgeage, nous comparons les dérivées calculées avec et sans remaillage. La
hauteur d’écrasement est maintenant de 40 mm (cf. Figure 27). Il ne nous est pas possible de
réaliser un écrasement de 40 mm sans procéder à un nombre minimum de remaillages. Dans
ce cas particulier, nous devons au minimum remailler à cinq reprises le lopin afin d’obtenir
des résultats satisfaisants. La dérivée obtenue pour cinq remaillages sera considérée comme le
résultat de référence. Nous provoquerons ensuite volontairement des remaillages
supplémentaires et nous comparerons les dérivées trouvées avec cette valeur de référence.
Le Tableau 8 regroupe les différents résultats d’erreur :
Nombre de
remaillages
sremaillage
en
dì
dÖ
5
sremaillage
en
sremaillage
en
sremaillage
en
dì
dÖ
dì
dÖ
dì
dÖ
5
5
−
5 1010.95594.8 /
9 1010.08738.9 1.5%
18 1010.40947.9 4.8%
56 1010.45443.9 5.3%
Tableau 8. Valeurs de 
dì
dÖ
en pour différents nombres de remaillages et comparaison avec
la sensibilité de référence (forgeage de 40 mm)
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Figure 27. Ecrasement de 40 mm du lopin cylindrique
Afin de pouvoir interpréter correctement les résultats présentés dans le Tableau 8, un peu
moins bons que ceux obtenus jusqu’ici, il est judicieux d’étudier l’influence de ces
remaillages sur le calcul de l’énergie totale de mise en forme (cf. Tableau 9) :
Nombre de remaillages enÖ
sremaillage5
remaillagesremaillage5
en
enen
Φ
Φ−Φ
5 1010.8414.3 /
9 1010.73163.3 %9.2
18 1010.71346.3 %3.3
56 1010.71606.3 %3.3
Tableau 9. Valeurs de 
en
Ö  pour différents nombres de remaillages et comparaison avec
la valeur de référence (forgeage de 40 mm)
L’influence des remaillages sur la précision des calculs de la fonction coût « énergie » est de
l’ordre de 3% avec le maillage grossier utilisé. Elle est bien plus importante que toutes les
erreurs mesurées dans les paragraphes précédents. Cela nous permet de comprendre les écarts
du même ordre entre les sensibilités (cf. Tableau 8), tout en notant qu’il est normal que
l’erreur sur les dérivées soit supérieure à celle sur la fonction coût (la même constatation a été
faite par en 2D par (B_lan 1996) avec la méthode directe). En conclusion, pour le maillage
grossier utilisé (et représentatif des maillages que l’on peut avoir envie d’utiliser pour des
calculs rapides), le remaillage et le transport introduisent une erreur de l’ordre de 3% sur
l’énergie totale de mise en forme et de 5% sur ses dérivées. Les erreurs faites pendant la
simulation directe (schéma temporel, discrétisation éléments finis et surtout le transport)
expliquent de tels écarts. Bien que l’on ne l’ait pas vérifié en 3D, des travaux précédents
réalisés en 2D dans le domaine de l’optimisation de forme (B_lan 1996) (Vieilledent 1999)
montrent que ces erreurs diminuent avec la taille de maille. De plus, ces travaux ont montré
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qu’une imprécision de l’ordre de 5% à 10% sur les dérivées est acceptable et ne perturbe pas
la convergence d’un l’algorithme d’optimisation.
5.3 Temps de calcul et stockage
Comme nous l’avons vu au chapitre 3, il est nécessaire de stocker certaines données
durant la simulation directe afin de calculer les sensibilités par la méthode de l’état adjoint. Le
but est de donner une estimation de la place mémoire nécessaire à ce stockage et de comparer
l’estimation au stockage réellement obtenu. De même, nous comparerons les temps de calcul
direct et adjoint.
5.3.1 Estimation du stockage
Nous allons distinguer les variables que nous avons à stocker à tous les incréments de la
simulation directe FORGE et celles à stocker uniquement aux incréments de remaillage (cf.
Tableau 10) :
Variables Place mémoire (en octets)
Stockage incrémental
- vitesses nodales
- pressions nodales
- positions des nœuds du
maillage
- données outillage
56*nbnoe + 24*nbndo +
96*nbtri
(par incrément)
Stockage remaillage
- positions des nœuds du
maillage actuel et de
l’ancien maillage
- connectivités volumique
et surfacique de l’ancien
et du nouveau maillage
28*nbnoe + 24*nbnoea +
20*nbelt + 20*nbelta +
36*nbfac + 8*nbnfr
(par remaillage)
Tableau 10. Estimation du stockage adjoint
où nbnoe (respectivement nbnoea) représente le nombre de nœuds du maillage courant
(respectivement du maillage ancien dans le cas d’un remaillage), nbelt (respectivement
nbelta) le nombre d’éléments du maillage courant (respectivement du maillage ancien), nbfac
le nombre de faces, nbnfr le nombre de nœuds frontière, nbndo le nombre de nœuds de
l’outillage et nbtri le nombre de triangles de discrétisation de l’outillage.
Par souci de simplicité, nous ferons l’hypothèse que lorsqu’un remaillage est effectué, nbnoe
et nbnoea d’une part et nbelt et nbelta d’une autre part sont identiques. En effet, le remaillage
est souvent effectué à taille de maille constante.
5.3.2 Cas du triaxe : stockage et temps de calcul
Rappelons que le maillage du lopin cylindrique est constitué de 894 nœuds, 2507
éléments, 1558 faces et 781 nœuds frontière. Quant à l’outillage, il est constitué de 428 nœuds
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et 727 triangles de discrétisation. La hauteur d’écrasement est de 40 mm, ce qui correspond à
50 incréments de calcul. Nous avons procédé à un remaillage tous les 5 incréments, au total il
y a donc 10 procédures de remaillage.
En se reportant au Tableau 10, l’estimation du stockage nécessaire à l’utilisation de la
méthode de l’état adjoint est (cf. Tableau 11) :
Stockage incrémental Stockage remaillage Stockage total
Place mémoire (en
octets) 6506400 2091040 8597440
Tableau 11. Estimation du stockage pour un forgeage de 40 mm du triaxe
La place mémoire totale nécessaire au stockage est d’environ 8.6 Mo (Mega octets).
Le Tableau 12 regroupe les données concernant le stockage et le temps de calcul réellement
obtenues pour le calcul direct FORGE3 et pour le calcul adjoint :
Simulation Forge3 Simulation adjointe
Temps de calcul 3min 45s 1min 42s
Stockage (en Mo) 6.63 8.48
Tableau 12. Temps de calculs et espace mémoire obtenus pour les simulations directe et
adjointe (forgeage de 40 mm du triaxe)
La place mémoire totale requise effectivement est d’environ 8.5 Mo, donc très proche de celle
estimée ci-dessus (8.6 Mo).
Le temps nécessaire à la résolution adjointe représente 30% du temps total de la simulation
(simulation FORGE3 + adjointe) ce qui est largement acceptable. Pour des problèmes
asymptotiquement grands, le coût de résolution est directement lié au nombre de résolutions
de systèmes linéaires. En moyenne, on peut estimer qu’il y a cinq résolutions de systèmes
linéaires par incrément de FORGE3 et une seule pour l’analyse de sensibilité avec une seule
fonction coût. L’analyse de sensibilité devrait représenter asymptotiquement 20% du temps
CPU. Cependant, le calcul de l’adjoint nécessite trois analyses de contact par incrément
contre une seule pour FORGE3®. Ce coût supplémentaire explique la proportion de 30%
obtenue.
Durant la simulation FORGE3, un certain nombre de données doivent être stockées dans
l’optique de :
¬ analyser et visualiser les résultats en fin de simulation à l’aide d’un « post-
processeur »
¬ reprendre le calcul à partir d’un incrément donné
Dans le cas présent (cf. Tableau 12), la résolution adjoint requiert plus de place mémoire car
le stockage doit avoir lieu tous les incréments. Pour la simulation directe, il est suffisant de
stocker les données tous les cinq incréments, par exemple, afin d’analyser les résultats en fin
de calculs. Pour comparer, nous avons cette fois volontairement décidé de stocker des
données à tous les incréments de la simulation directe et la place mémoire nécessaire a été de
27.5 Mo, c’est-à-dire trois fois plus importante que l’espace nécessaire à la résolution
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adjointe. Cela montre que le stockage supplémentaire requis par la méthode de l’état adjoint
est raisonnable et ne représente pas un handicap à son utilisation.
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Chapitre 6 
Application de la méthode de l’état adjoint à un cas
industriel : l’engrenage ASCOFORGE
Les deux cas traités précédemment restent assez « académiques » mais permettent de
valider la méthode de l’état adjoint. Nous nous proposons donc d’appliquer la technique de
l’état adjoint à un nouveau cas, plus complexe, que nous allons tout d’abord décrire.
6.1 Description du cas
Ce cas nous a été proposé par la société ASCOFORGE. Il s’agit du forgeage d’un
engrenage à mi-chaud, où une préforme cylindrique en forme de couronne (en rouge) est
forgée comme le montre les coupes de la Figure 28. Le forgeage des engrenages est un
domaine compétitif où les outils sont très sollicités. L’optimisation de leur durée de vie est
donc un enjeu important, à l’origine de cette étude.
(a)(b)
Description du cas
78
(c)(d)
Figure 28. Forgeage d’un engrenage : (a) et (b) configurations initiale et finale avec
outillage ; (c) et (d) configurations initiale et finale sans outillage
Par souci de symétrie, seul un vingtième de lopin, correspondant à une demi-dent, est forgé
dans notre simulation numérique (cf. Figure 29). Le lopin est écrasé par l’éjecteur supérieur et
la matrice supérieure. Dans son mouvement de translation verticale, la matrice supérieure
entraîne la matrice inférieure. De même, l’éjecteur supérieur entraîne avec lui la tige centrale.
Le dernier outil, la douille-injecteur, est fixe et ne sert qu’à caler le lopin.
Afin d’adapter ce cas à la version du logiciel FORGE3 sur laquelle nous avons développé
l’analyse de sensibilité, il a fallu procéder à plusieurs simplifications, à différents niveaux :
- Rhéologie et frottement
¬ La loi rhéologique utilisée à la base était une loi élasto-viscoplastique avec
écrouissage, nous nous sommes ramenés à une loi de Norton-Hoff sans écrouissage
avec une consistance K = MPa693.1  et un coefficient de sensibilité à la vitesse m =
0.139
¬ La loi de frottement de Coulomb est remplacée par une loi de type Norton, avec un
coefficient de frottement fα = 0.4
- Suppression des termes d’inertie
- Au niveau de l’outillage, la matrice inférieure n’est plus considérée comme un outil
flottant. Dès le début de la simulation on vient la caler sur la matrice supérieure et ces
deux outils ont un mouvement de translation verticale homogène et identique
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Figure 29. Description de l’outillage
La hauteur initiale du lopin est d’environ 45 mm et la hauteur d’écrasement de 21 mm, ce qui
représente une déformation de quasiment 50% du lopin initial. Les résultats de simulation
obtenus en effectuant ces simplifications sont très proches de ceux obtenus initialement, les
écoulements et les efforts sont les mêmes. Cela nous permet de considérer que ces hypothèses
ne dénaturent pas le problème d’optimisation.
6.2 Présentation du cas d’optimisation
Nous nous proposons, dans cette partie, de présenter le problème d’optimisation que
nous avons traité. L’objectif de la thèse est de calculer des sensibilités. Si ces sensibilités sont
correctes, alors il est possible d’améliorer la solution en modifiant les paramètres suivant les
valeurs du gradient. Comment vérifier que les gradients calculés sont corrects? Si on vérifie
que la valeur de la fonction coût _ diminue effectivement avec cette procédure, cela sera une
bonne indication. L’opération qui consiste à modifier les paramètres peut être répétée trois ou
quatre fois pour simuler un début d’optimisation du procédé.
On se place dans la problématique d’ASCOFORGE : modifier la préforme pour réduire
l’effort de forgeage et, par voie de conséquence, les sollicitations sur les outillages (donc
augmenter leur durée de vie en réduisant les risques de casse d’outil ou d’usure par abrasion).
Les variations subies par la préforme étant petites, la gamme de forgeage n’a pas à être
reconsidérée.
L’étape la plus délicate consiste à choisir une paramétrisation de notre géométrie
axisymétrique. Différentes techniques peuvent être employées, parmi lesquelles l’utilisation
des Bsplines (B_lan 1996) (Vieilledent 1999) (Castro et al. 2000), des courbes de Bézier
Matrice supérieure
Matrice inférieure
Douille injecteur
Tige centrale
Ejecteur supérieur
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(Srikanth et al. 2000), etc. Nous nous sommes rabattus sur une paramétrisation plus simple,
de type polynômiale, décrite dans le paragraphe suivant.
6.2.1 Paramétrisation polynômiale 2D du lopin
On réalise une coupe radiale 2D du lopin axisymétrique (cf. Figure 30). Le contour de
cette coupe (que nous appellerons par abus de langage « lopin 2D » par la suite) est composé
de :
¬ sept portions distinctes 
- portions 1, 2, 4 et 6          paramétrées par des segments
- portions 3, 5 et 7              paramétrées par des polynômes de degré 2
¬ sept points de contrôle dont les coordonnées sont ( )
7...,,1
,
=iii
zr  dans le repère (r, z)
Les conditions de raccord au niveau des parties polynômiales du contour ainsi que les
équations analytiques des polynômes )7,5,3( =iP
i
 figurent dans la partie « Annexes 2 ».
Figure 30. Description du contour du lopin : (a) 7 portions ; (b) 7 points de contrôle
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Au lopin initial ASCOFORGE on superpose le lopin obtenu après paramétrisation (maillage
rouge sur la Figure 31). Les légers écarts que l’on observe sur la Figure 31 entre les deux
lopins sont dus au choix du degré des polynômes (degré 2 pour représenter un arc de cercle)
mais ne changent pas le problème d’optimisation. L’erreur relative entre les deux volumes est
inférieure à 0.3%.
Figure 31. Superposition du lopin ASCOFORGE et du lopin obtenu après
paramétrisation (en rouge)
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6.2.2 Génération du maillage
Une fois le contour créé, il nous faut générer un maillage 2D. Pour cela, le mailleur du
logiciel FORGE2 est utilisé (cf. Figure 32). Le maillage final 3D est obtenu par extrusion
axiale du maillage 2D (grâce à un « post-processeur » de FORGE2) dans la direction θ,
comme le montre la Figure 32 :
Figure 32. Etapes de génération de maillage : (a) maillage 2D ; (b) Extrusion ; (c)
maillage 3D
Dans notre cas, l’angle d’extrusion θ  vaut 18° (rappelons que seul un vingtième de lopin est
forgé).
6.2.3  Choix de la fonction coût et des paramètres d’optimisation
Choix de la fonction coût
Nous avons tracé le profil de l’effort de forgeage tout au long du procédé de mise en
forme de l’engrenage (cf. Figure 33). Le maillage utilisé pour cette simulation est fin, le
nombre de nœuds (respectivement d’éléments) est de 10000 (respectivement 45000).
Logiquement, cet effort est croissant et on remarque des oscillations numériques dues aux
variations du contact et aux procédures de remaillage, particulièrement visibles en fin de
simulation (cf. Figure 33).
Une étude sur le choix précis de fonction coût liée à l’effort de forgeage a été menée. D’un
point de vue mathématique, la fonction correcte serait l’effort de forgeage maximal maxeffortÖ
mais ce critère n’a pas de réalité numérique du fait des oscillations liées au contact et au
remaillage (des instabilités similaires sont constatées expérimentalement). Enfin et surtout,
max
effortÖ  n’est pas différentiable.
Extrusion
axiale dans la
direction θ
(a)
(b)
(c)
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L’effort maximal de forgeage se produit en fin de forgeage, et dans la pratique il est
impossible de diminuer ce pic en modifiant seulement la géométrie de la préforme. En effet,
cet effort est directement lié à la surface du matériau en contact avec les matrices de forgeage.
Comme le procédé se fait en matrices fermées, quelle que soit la préforme utilisée, la pièce
forgée adopte la même géométrie à partir d’une certaine hauteur de forgeage, ce qui conduit
aux mêmes efforts. En revanche, il est possible de diminuer les sollicitations sur les gravures
de forgeage avant d’atteindre ce stade. Nous choisissons donc de considérer, comme fonction
coût, une valeur intégrée de effortÖ  sur un intervalle de temps de la forme :
];[ fintfin tt ε− (118)
où 
t
ε  est un laps de temps que l’on choisit de telle sorte à filtrer les oscillations numériques et
physiques.
Comme le temps total de la simulation n’est pas connu ( fint inconnu), il est plus aisé de
ramener le critère à des hauteurs de forgeage. L’intervalle d’étude de l’effort de forgeage est
alors du style :
];[ finfin hÄhh − (119)
où Äh  est une hauteur que l’on choisit comme un pourcentage de la hauteur totale de
forgeage findébut hh −  (dans notre cas 5%).
Figure 33. Evolution de l’effort de forgeage durant la simulation pour un maillage fin
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Remarque : les efforts de forgeage sur la Figure 33 et dans la suite du manuscrit sont
exprimés en mN (milli-Newton). Notons que 1 mN = 310− N ~ 710− TF (Tonnes-Force).
Ainsi :
( )
dh
v
dsÄváKdwåK
Äh
Ö
fin
fin
h fh
h
Ähh houtil
Ù Ù
m
t
m
effort ∫
∫ ∫
−
∂
++











 +
=
,
11
3
1
&
(120)
Choix des paramètres d’optimisation
Après concertation avec la société ASCOFORGE, il semble que les paramètres
susceptibles d’être les plus influents sur l’effort de forgeage sont les points actifs 2, 3 et 4. On
se propose donc de modifier la position de ces points comme suit (cf. Figure 34) :
¬ point 2 dans la direction  z : paramètre 
1
µ
¬ point 3 dans la direction  r : paramètre 
2
µ . Notons que dans la direction  z, le déplacement
du point 3 est lié à celui du point 2 de telle sorte que la portion 2 soit toujours un segment
parfaitement horizontal.
¬ point 4 dans la direction z : paramètre 
3
µ
¬ points 4 et 5 dans la direction r : paramètre 
4
µ (rayon R du lopin)
Figure 34. Définition des paramètres d’optimisation
r
z
3
µ
2
µ
1
µ
R = 
4
µ
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Le fait de modifier la position de ces points entraîne inévitablement une perte ou un gain de
volume de notre pièce. Nous ne pouvons tolérer ni de perte ni de gain de volume car le
volume de la pièce est calculé exactement pour remplir les matrices de forgeage.
6.2.4 Contrainte de volume constant
Le problème que nous avons à résoudre peut être vu comme un problème de
minimisation de l’effort de forgeage (120) sous la contrainte de volume constant :
04321
),,,(
),,,(
4321
ϑµµµµϑ
µµµµ
=
effortÖMin
(121)
où 
0
ϑ  est le volume axisymétrique initial.
Remarquons que gérer la contrainte de volume constant revient à gérer la contrainte de
volume axisymétrique constant de notre lopin 2D.
Il est possible d’éliminer la contrainte de volume constant en supprimant un paramètre. Dans
notre cas, le choix du paramètre qui permettra le plus naturellement d’éliminer la contrainte
s’impose comme étant le rayon du lopin R = 
4
µ . Le problème (121) peut donc être formulé
de la manière suivante :
),,( 3214
),,( 321
µµµµ
µµµ
f
ÖMin effort
=
(122)
Il suffit maintenant de trouver la relation f qui existe entre 
4
µ  et les autres paramètres
( )
3...,,1=ii
µ  afin que l’égalité 04321 ),,,( ϑµµµµϑ =  soit toujours vérifiée.
Comme nous connaissons le contour du lopin 2D de manière analytique, le volume
axisymétrique peut donc être calculé analytiquement assez aisément. La surface du lopin 2D
est divisé en sept zones élémentaires (cf. Figure 35). La somme de ces sept volumes
axisymétriques ( )
7...,,1=ii
ϑ  donne le volume total ( )
4321
,,, µµµµϑ  qui dépend explicitement
des 4 paramètres d’optimisation. L’expression analytique des volumes ( )
7...,,1=ii
ϑ  figure dans
la partie « Annexes 2 ».
Présentation du cas d’optimisation
86
Figure 35. Calcul des volumes axisymétriques élémentaires du lopin 2D
Lorsque nous modifions la position des paramètres ( )
3...,,1=ii
µ  par des valeurs ( )
3...,,1=ii
Äµ , le
nouveau volume axisymétrique devient ( )
4332211
,,, µµµµµµµϑ ÄÄÄ +++ . Il s’agit donc de
trouver la correction 
4
µÄ  à apporter au rayon du lopin telle que :
( ) ( )
0432144332211
,,,,,, ϑµµµµϑµµµµµµµµϑ ==++++ ÄÄÄÄ (123)
La valeur analytique de la correction 
4
µÄ  en fonction des ( )
3...,,1=ii
µ , des ( )
3...,,1=ii
Äµ  et de
4
µ  est la racine positive d’un polynôme de degré deux dont les coefficients dépendent des
( )
4...,,1=ii
µ  et des ( )
3...,,1=ii
Äµ  (et dont nous ne détaillerons pas l’expression).
La contrainte de volume constant traduite par l’équation (123) est alors bien prise en compte.
6
4
3
2
1
5
7
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6.3 Paramétrisation du domaine volumique
Il faut connaître, en tout point du domaine volumique, la valeur du champ ( )µ
0
X , afin
de réaliser notre processus itératif d’optimisation. En effet, ce champ est nécessaire pour
déterminer la quantité 
µd
dX
0 , et donc la valeur de la dérivée 
dì
dÖeffort .
Comment étendre la connaissance du champ ( )µ
0
X , connu analytiquement sur le contour, à
tout le domaine volumique ?
Nous pouvons soit recourir à une paramétrisation volumique rigoureuse sur l’ensemble du
domaine (courbes de Bézier (Clarich et al. 2002), variétés (Janka et al. 2003), …) soit
conserver une paramétrisation surfacique mais calculer 
µd
dX
0  en différentiant un problème de
Laplacien sur le domaine considéré (lopin) avec pour conditions aux limites les valeurs de
µd
dX
0  sur le bord. Cette dernière approche est notamment utilisée en calcul de structures
(Morris 1982) (Haftka et al. 1992).
L’idée retenue, ici, est basée sur un procédé de construction. Il s’agit de bâtir un macro-
maillage du domaine qui nous permette d’interpoler continûment les champs 
0
r  et 
0
z , et donc
de les connaître partout en fonction des ( )
4...,,1=ii
µ . On en déduit ensuite l’expression des 
µd
dr
0
et 
µd
dz
0  :
( ) ( ) ( )
iii
f
d
zrdzr
d
zrd
i
µµµµ ∂
∂
+
∂
∂
==∀
4
000000
,,,
3...,,1 (124)
où la dérivée 
i
f
µ∂
∂
 est connue de manière analytique. On peut aussi la calculer de la manière
suivante (Vieilledent 1999), en rappelant que :
( ) 0432132143...,,1 ),,,(   que tel),,(, ϑµµµµϑµµµµµ ==∃∀ = fii (125)
D’où :
iiiii
f
d
d
d
d
i
µ
ϑ
µ
ϑ
µµ
µ
µ
µ
µ
ϑ
µ
ϑ
∂
∂






∂
∂
−=
∂
∂
=⇒=
∂
∂
+
∂
∂
=∀
−1
4
44
4
03...,,1 (126)
Il n’est donc pas nécessaire de résoudre l’équation 04321 ),,,( ϑµµµµϑ =  de degré 2 en 4µ
pour déterminer 
i
f
µ∂
∂
.
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Remarque : Le passage du 2D au 3D pour calculer l’expression de 
µd
dX
0  en fonction des
( )
4...,,1=ii
µ  se fait trivialement, à partir des champs 
µd
dr
0  et 
µd
dz
0 , par une technique de
projection.
Globalement, deux types d’éléments sont utilisés pour le découpage du lopin 2D (macro-
maillage) :
- des éléments de type quadrangle linéaire à quatre nœuds (zones 1, 2, 4, 5, 6, 8 et 9)
- des éléments triangulaires quadratiques (zones 3 et 10) ou de degré 3 (zone 7)
En notant ( )zrN i ,  les fonctions de base de l’élément fini où l’on se trouve ( 6...,,1=i  pour un
élément triangulaire quadratique P2 ou 4...,,1=i  pour un quadrangle linéaire Q1), tout point
( )
00
, zr  vérifie :
( )
( )∑
∑
=
=
i
i
i
i
i
i
zrNZz
zrNRr
,
,
0
0
(127)
où les ( )
ii
ZR ,  sont les coordonnées des nœuds de l’élément fini considéré. Les fonctions de
base sont telles que ( ) ikk
i pN δ= .
On en déduit alors aisément les dérivées 
µd
dr
0  et 
µd
dz
0  :
( )
( )
( )
( )
∑∑
∑∑
+=
+=
i
i
i
i
ii
i
i
i
i
ii
d
zrdN
ZzrN
d
dZ
d
dz
d
zrdN
RzrN
d
dR
d
dr
µµµ
µµµ
,
,
,
,
0
0
(128)
Outre les sept points définissant le contour du lopin (cf. Figure 30), nous avons introduit, sur
la Figure 36, onze points supplémentaires. Tous les éléments concernant cette paramétrisation
sont détaillés dans la partie « Annexe 2 ».
Le macro-maillage du lopin 2D étant défini (cf. Figure 36), il faut maintenant décider de la
manière dont se propage la variation des paramètres ( )
3...,,1=ii
µ  à l’intérieur du domaine.
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Pour cela, on réalise une paramétrisation matricielle, tout d’abord concernant le champ 
0
r  :
3...,,10;1
4,3,10;1
4...,,10
4
0
4
2
0
2
0
31
=∀===
=∀===
=∀=≤≤−
i
d
dr
d
dr
r
i
d
dr
d
dr
r
i
d
dr
rrr
i
i
i
µµ
µ
µµ
µ
µ
ensuite concernant le champ 
0
z  :
4...,,20;1
4,2,10;1
4...,,10
1
0
2
3
0
1
0
111
=∀===
=∀===
=∀=≤≤ −
i
d
dr
d
dz
zz
i
d
dz
d
dz
zz
i
d
dz
zzz
i
i
i
µµ
µµ
µ
Remarques : c’est le choix de cette solution simple et raisonnable qui nous permet de préférer
cette approche aux précédentes (paramétrisation volumique et différentiation de l’opérateur de
Laplace), plus générales mais un peu plus complexes à mettre en œuvre.
Nous avons introduit sur la Figure 36 le point « -1 » (et non le point « 0 ») afin de ne pas faire
la confusion entre les coordonnées 
0
r  et 
0
z  et les champs 
0
r  et 
0
z .
D’après cette paramétrisation, nous pouvons affirmer que tout point appartenant à la zone 7
vérifie 
µd
dr
0  = 
µd
dz
0  = 0.
Pour les autres zones, on utilise les fonctions de base des éléments afin d’interpoler les
champs 
0
r  et 
0
z  (cf. équations (127) et partie « Annexes 2 »). On en déduit la valeur des
dérivées 
µd
dr
0  et 
µd
dz
0  (cf. équations (128) et partie « Annexes 2 »). 
Finalement, en tout point du lopin 2D et selon la zone d’appartenance de ce point, nous
connaissons l’expression des champs ( ) ( )( )
4...,,104...,,10
,
== iiii
zr µµ .
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Figure 36. Découpage du lopin 2D pour l’interpolation des champs 
0
r  et 
0
z
6.4 Validation par la méthode des Différences Finies (D.F.)
des calculs de dérivées
Le maillage utilisé pour les validations ci-dessous est grossier, composé de 1433 nœuds
et 3890 éléments. Les paramètres rhéologiques et de frottement sont les mêmes que ceux
présentées dans le paragraphe 6.1 sur la description du cas ASCOFORGE. La validation du
calcul du terme 
µd
dX
0  est présentée dans la partie « Annexes 2 ». Le calcul des termes
3...,,1=






ii
effort
dì
dÖ
 par la méthode de l’état adjoint peut être comparé aux sensibilités déterminées
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par la méthode des Différences Finies centrées, décentrées à gauche ou à droite. A titre
d’exemple, l’équation (129) représente l’expression de 
3...,,1=






ii
effort
dì
dÖ
 à l’aide des quotients
différentiels décentrés à droite (_ est une perturbation) :
 
( ) ( )
å
ìÖåìÖ
dì
dÖ
...,,i
ieffortieffort
droiteD.F.i
effort −+
==∀ 31 (129)
Une première série de validations a été effectuée en simplifiant le cas ASCOFORGE (en
prenant comme outils de simples tas plats). Les résultats figurent dans la partie « Annexes
2 ».
Nous considérons maintenant le cas d’engrenage ASCOFORGE de la Figure 29. La hauteur
d’écrasement est de 5 mm (sans remaillage), le lopin déformé est représenté sur la Figure 37.
Il nous est possible d’étudier les trois paramètres ( )
3...,,1=ii
µ  car la matrice supérieure ne vient
pas se caler sur le haut du lopin (cf. Figure 29) ; il est donc possible de perturber le paramètre
1
µ . Le Tableau 13 résume les erreurs relatives entre les sensibilités adjointe et Différences
Finies.
Figure 37. lopin déformé après un écrasement de 5 mm (outillage ASCOFORGE) : lopin
symétrisé (gauche) et lopin entier (droite)
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Äì  (en mm)
adjoint
..adjoint
dì
dÖ
dì
dÖ
dì
dÖ
droiteFD
−
adjoint
..adjoint
dì
dÖ
dì
dÖ
dì
dÖ
gaucheFD
−
adjoint
..adjoint
dì
dÖ
dì
dÖ
dì
dÖ
centréesFD
−
Paramètre 
 
µ
3
10
− -19.8% 28% 1.6%
4
10
− -2.6% 1.2% -0.73%
5
10
− 4.8% -4.8% -0.12%
6
10
− 29.7% -21% 1.4%
Paramètre 
2
µ
4
10
− -2% 0.35% -0.85%
5
10
− 0.44% -0.75% -0.6%
6
10
− 5.3% -7% -1.1%
Paramètre 
3
µ
3
10
− 41% -2.6% 19%

10
− -25% 0.35% -14%
5
10
− 0.45% -1% -0.3%
6
10
− 6.1% -14% -5.1%
Tableau 13. Comparaison entre les sensibilités adjointe et D.F. pour différentes
perturbations __  et pour un écrasement de 5 mm (outillage ASCOFORGE) sans
remaillage
Quel que soit le paramètre ( )
3...,,1=ii
µ , les erreurs relatives obtenues entre les méthodes
adjointe et D.F. sont très satisfaisantes (en général inférieures à 1%) ce qui nous permet de
valider le calcul des dérivées 
3...,,1=






ii
effort
dì
dÖ
 par la méthode de l’état adjoint. Certains écarts
sont cependant importants, notamment pour des valeurs de perturbation élevées ( 310−=Äì
mm). En effet, une modification trop importante de la position d’un paramètre ( )
3...,,1=ii
µ  peut
perturber la surface de contact et rend le calcul de 
3...,,1=






ii
effort
dì
dÖ
 par D.F. très approximatif.
L’exemple le plus parlant est celui de 
3
µ , paramètre le plus sensible car situé près de la zone
de contact (cf. Figure 29). Les D.F. décentrées à droite et à gauche donnent des résultats
totalement différents (pour 310−=Äì  mm et 410−=Äì  mm) car sous l’effet d’une perturbation
positive importante 
3
Äì , la surface de contact est fortement modifiée.
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6.5 Analyse de sensibilité sur le problème réel et essais
d’optimisation
6.5.1 Analyse de sensibilité et optimisation
Cette partie constitue l’aboutissement de la thèse, à savoir effectuer des calculs de
sensibilités par la méthode de l’état adjoint sur une problématique industrielle réelle. Se
limiter à de « simples » calculs de sensibilités sans les intégrer dans un algorithme
d’optimisation, aussi simple soit il, est frustrant. C’est pourquoi, nous avons connecté, à notre
code adjoint, une petite boucle d’optimisation manuelle qui s’inspire de la méthode du
gradient. Comme nous travaillons sur la simulation entière du cas de forgeage, nous avons
procédé à seulement deux itérations d’optimisation et nous avons choisi une loi de
comportement Newtonienne avec un maillage grossier afin de réduire les temps de calcul. Le
Tableau 14 regroupe les résultats de sensibilités (les 
3...,,1=






ii
effort
dì
dÖ
 normalisées) obtenus
ainsi que la valeur des perturbations effectuées sur les paramètres (les ( )
4...,,1=ii
Äµ ). Nous
avons choisi arbitrairement un pas de descente de 0.5 mm dans la direction du plus fort
gradient. L’actualisation de la position des nœuds du maillage après perturbation se fait
comme suit, de manière linéaire :
( ) ( )
i
i i
Äì
dì
dX
ìXÄìX ∑
=
+≈+
3
1
0
00
µ (130)
A chaque itération d’optimisation, nous avons également tracé l’évolution de l’effort de
forgeage (cf. Figure 38), la première itération correspondant à la configuration initiale.
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Itération 1 Itération 2 Itération 3
1
dì
dÖeffort
2
10.6,3
−
−
2
10.1,3
−
−
3
10.1,4
−
−
2
dì
dÖeffort
1,0− 210.8,8
−
−
2
10.2,5
−
−
3
dì
dÖeffort
3
10.4,9
− 3
10.4,7
− 3
10.7,1
−
1
Äì  (en mm) 0.17 0.18
2
Äì  (en mm) 0.5 0.5
3
Äì  (en mm) -0.08 -0.04
4
Äì  (en mm) -0.091 -0.097
Volume (en mm 3 ) 3600.56 3584.97 3592.97
Tableau 14. Résultats d’optimisation
Figure 38. Evolution de l’effort de forgeage pour la configuration initiale (itération 1) et
pour les deux configurations perturbées (itérations 2 et 3)
Les résultats du Tableau 14 montrent que les dérivées 
3...,,1=






ii
effort
dì
dÖ
 décroissent (en valeur
absolue) ce qui signifie que nous nous dirigeons vers un minimum de effortÖ . La Figure 38
présente beaucoup d’oscillations du fait du maillage grossier utilisé et des remaillages
fréquents. Elle ne nous permet pas d’affirmer que la valeur de la fonction coût effortÖ  diminue
effectivement avec les itérations d’optimisation. Pour cela, nous nous proposons de faire un
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« zoom » sur l’intervalle ];[ finfin hÄhh −  (où totalh%Äh 5= ), intervalle sur lequel on veut
diminuer l’effort de forgeage (cf. Figure 39).
Remarque : dans le Tableau 14, il est intéressant d’étudier l’évolution du volume de la pièce
après les deux perturbations successives afin de voir si la condition de volume constant est
bien prise en compte. Le volume initial est de 3600.56 mm 3 et ne varie que très peu durant
l’optimisation (l’écart le plus important mesuré est de 15.59 mm 3 , obtenu à l’itération 2, soit
une erreur relative de 0.4%), validant le traitement de la condition de volume constant. Dans
le logiciel FORGE3® et compte tenu des maillages grossiers utilisés, il est fréquent d’obtenir
des pertes de volume de l’ordre de 1% entre le lopin initial et le lopin forgé en fin de
simulation donc une erreur de 0.4% est acceptable.
Figure 39. Evolution de l’effort de forgeage sur l’intervalle ];[ finfin hÄhh −  selon
l’itération d’optimisation
Malgré les bruits numériques importants observés sur la Figure 39, nous pouvons tirer
quelques conclusions. La méthode de gradient permet de faire diminuer la valeur de la
fonction coût au cours des itérations. Ainsi, sur le Tableau 15, on note une diminution de 15%
de la valeur de moyeffortÖ . Si nous considérons l’effort maximal, nous constatons qu’il diminue
également, bien que son origine soit essentiellement numérique (liée au remaillage).
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Itération 1 Itération 2 Itération 3
moy
effortÖ
10
10.575,2
10
10.174,2
10
10.099,2
1
1
itération
moy
effort
itération
moy
effort
moy
effort
Ö
ÖÖ −
/ 15.6% 18.5%
max
effortÖ
10
10.47,7
10
10.5,5
10
10.3,4
Tableau 15. Valeurs moyennées moyeffortÖ   et max 
max
effortÖ  de la fonction coût selon l’itération
d’optimisation
Il s’agit maintenant de vérifier que le processus d’optimisation ne sert pas qu’à « lisser » la
courbe numérique de l’effort de forgeage et diminuer l’amplitude des oscillations dues aux
remaillages et au traitement du contact.
Ainsi, nous avons construit un nouveau lopin initial à partir des valeurs de perturbations du
Tableau 14 (cf. équation (131)). La Figure 40 permet de juger de la variation de forme
apportée au lopin au cours de ces itérations d’optimisation en superposant les deux
géométries. Nous avons donc effectué une nouvelle simulation complète du forgeage à partir
de ce lopin optimisé. Le maillage utilisé est fin et la loi de comportement est viscoplastique,
c’est-à-dire que nous ne faisons plus aucune approximation ou simplification. Sur la Figure
41, nous nous assurons qu’en fin de forgeage les engrenages obtenus par écrasement des deux
lopins initial (maillage rouge) et modifié (en bleu) sont quasi-identiques (nous arrivons à
peine à faire la distinction entre les deux engrenages finaux).
120
1
350
3231333
2221222
1211111
.ìÄìÄììì
ìÄìÄììì
.ìÄìÄììì
itérationitération
itérationitération
itérationitération
−=++←
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Figure 40. Superposition du lopin initial paramétré (en rouge) et du lopin obtenu après
perturbation des paramètres par les ( )
4...,,1=ii
Äµ
Figure 41. Superposition des engrenages finaux obtenus par forgeage du lopin initial (en
rouge) et du lopin modifié (en bleu clair)
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La Figure 42 montre que lorsque l’on utilise la préforme dont la géométrie a été modifiée, les
valeurs de la fonction coût effortÖ  sur l’intervalle ];[ finfin hÄhh −  sont inférieures au cas de
référence sur une grande partie de la simulation. Dans la pratique, nous n’avons pas
représenté les tout derniers instants de forgeage, au cours desquels les deux courbes se
superposent, puisque les formes deviennent identiques (intervalle réellement considéré :
]35.0;35.0[ mmhmmÄhh finfin −−− ). Ainsi, l’effort intégré sur l’intervalle d’étude est
nettement inférieur dans le cas du lopin modifié à celui dans le cas du lopin initial
ASCOFORGE paramétré (cf. Figure 43).
Les résultats d’optimisation que nous avons obtenus ci-dessus sont donc très satisfaisants. Ils
prouvent qu’il est possible de se ramener, lorsque l’on doit traiter un cas d’optimisation
complexe, à un cas plus simple (par exemple en utilisant une loi Newtonienne et un maillage
grossier comme nous l’avons fait) et d’appliquer les résultas ainsi obtenus au cas complexe.
Les dérivées obtenues par la méthode de l’état adjoint sont cohérentes, mêmes si elles
paraissent être biaisées par les oscillations numériques dues aux remaillages. L’optimisation
ne fait pas qu’atténuer les effets du remaillage et les dérivées calculées donnent des directions
de descente qui permettent effectivement de diminuer la valeur de la fonction coût effortÖ . De
plus, comme nous l’avons déjà vu, la valeur de ces dérivées tend vers zéro, ce qui signifie que
nous nous dirigeons vers un minimum.
Figure 42. Evolution de l’effort de forgeage pour les maillages initial et modifié
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Figure 43. Evolution de l’effort de forgeage pour les maillages initial et modifié sur
sur l’intervalle ]35.0;35.0[ mmhmmÄhh finfin −−−
6.5.2 Commentaires : temps de calcul et stockage
Nous avons regroupé dans le Tableau 16 les résultats en termes de temps de calcul et de
stockage des simulations directe et adjointe. Quant à l’estimation du stockage adjoint, nous
avons utilisé les mêmes approximations que dans le chapitre précédent (cf. cas du triaxe). Les
données maillage sont les mêmes que celles du paragraphe 6.2.3 (maillage fin), la loi de
comportement est viscoplastique.
Simulation Forge3 Simulation adjointe
Temps de calcul 8h 58min 34s 3h 30min 43s
Stockage (en Mo) 447 337
Estimation du stockage
(en Mo)
340
Tableau 16. Temps de calculs et espace mémoire obtenus pour les simulations directe et
adjointe (cas entier ASCOFORGE avec loi de Norton-Hoff)
La simulation entière du cas de forgeage de l’engrenage nécessite 280 incréments de calculs.
L’espace mémoire requis réellement par la méthode de l’état adjoint est proche de celui
estimé et largement inférieur à celui requis pour la simulation FORGE3® (les données
«FORGE3® » ne sont stockées, dans ce cas précis, que tous les cinq incréments). Un total de
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337 Mo est largement raisonnable comparé aux capacités actuelles des disques durs qui
dépassent les 40 Go (Giga octets) de mémoire.
Quant aux temps de calcul, le temps nécessaire à la résolution adjointe représente 28% du
temps total de la simulation. On retrouve le même ordre de grandeur de 30% obtenu
précédemment pour le cas du triaxe.
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Conclusion
L’objectif principal de ce travail, à savoir l’implémentation de la méthode de l’état
adjoint dans le code de simulation FORGE3®, pour des lois de comportement de Norton-Hoff
et de frottement de Norton sans écrouissage ni thermique, a été atteint. La prise en compte de
l’instationnarité du procédé de forgeage nous a amené à étudier trois points importants : le
stockage de certaines variables nécessaire au calcul de l’adjoint, le traitement du contact et
l’étude du remaillage et du transport des variables.
Malgré la mise en garde de certains auteurs quant au coût de stockage, nous avons
parfaitement réussi à gérer la contrainte de l’espace mémoire. Le stockage des variables a fait
l’objet d’une étude approfondie : quelles variables stocke-t-on, quelles quantités recalcule-t-
on ? Cette étude a abouti à un stockage optimal nécessitant encore moins de place que le
stockage de la simulation directe. Enfin, devant la capacité actuelle des disques durs, l’espace
mémoire requis par la méthode de l’état adjoint est largement raisonnable.
La gestion du contact n’a pas été triviale, le problème venant de la différentiation de
l’inégalité de contact unilatéral. Nous nous sommes basés sur notre expérience et plusieurs
résultats publiés dans le domaine de l’analyse de sensibilité des équations de contact afin de
résoudre ce problème. Les différentes validations effectuées, notamment sur le cas du triaxe
présentant de fortes variations au niveau de la surface de contact, montrent que les choix
effectués sont bons et que la gestion du contact est parfaitement prise en compte.
L’étude du remaillage et du transport des variables semblait, à première vue, anodine.
En effet, le remaillage ne nécessite qu’un « faible » stockage supplémentaire afin de calculer
l’adjoint. Quant au transport, pourquoi ne pas utiliser l’opérateur disponible dans
FORGE3® ? L’écriture détaillée des équations de l’état adjoint montre qu’en fait, il faut
utiliser le transposé de l’opérateur direct de FORGE3®. Les tests réalisés justifient ce choix.
Après avoir validé ces trois points majeurs (stockage, contact, remaillage et transport)
sur des cas test plutôt « académiques », nous nous devions de traiter un cas plus complexe. Le
cas ASCOFORGE représente une véritable problématique industrielle, le domaine du
forgeage des engrenages étant compétitif. Son étude n’a pas été aisée, et notamment le choix
d’une paramétrisation pour interpoler le champ ( )µ
0
X . Les résultats obtenus sont très
satisfaisants, l’intégration des sensibilités adjointes dans un petit processus itératif permet
véritablement de diminuer l’effort de forgeage, donc d’augmenter la durée de vie des outils.
Malgré l’implémentation de plusieurs critères de non qualité dans FORGE3® (énergie
totale de mise en forme, effort de forgeage, détection de replis et remplissage), il ne nous a
pas été possible d’effectuer des calculs de sensibilités complets sur tous ces critères.
Il serait intéressant, dans le futur, de pouvoir étudier ces critères, ainsi que d’autres, et
d’introduire d’autres paramètres d’optimisation. De plus, en prenant en compte de lois de
comportement et de frottement plus complexes (loi de Norton-Hoff avec écrouissage, loi
élasto-viscoplastique, frottement de Tresca, de Coulomb, …) faisant intervenir des variables
d’histoire, nous pourrions traiter une gamme de problèmes industriels très variée. Enfin,
l’extension de l’analyse de sensibilité adjointe aux variables thermiques permettrait de
considérer de nouveaux paramètres, comme la température des outils ou du lopin, qui sont
déterminants pour certains procédés.
Une fois que l’utilisateur industriel aura un large choix au niveau des fonctions coût, des
paramètres d’optimisation et des lois de comportement et de frottement, l’étape suivante sera
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d’intégrer les sensibilités adjointes dans un algorithme d’optimisation. Ainsi, l’objectif de
l’optimisation automatique du forgeage en 3D sera atteint.
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Annexes 1 : validation des différentes fonctions coût
1) L’énergie totale de mise en forme
Validation de l’implémentation de la fonction coût
Afin de vérifier la bonne implémentation de la fonction coût « énergie », nous avons
considéré le cas suivant d’écrasement de cube de longueur d’arête a entre deux tas plats :
Figure 44. Ecrasement d’un cube entre tas plats
Le tas plat inférieur est fixe tandis que le tas plat supérieur a une vitesse constante
d’écrasement que l’on notera 
outil
v . On se place dans un cas très simple où il n’y a pas de
frottement ( fα = 0) et où le comportement du matériau est Newtonien (m = 1).
L’énergie de mise en forme peut être facilement calculée analytiquement. En effet, le terme
de frottement n’apparaît plus dans l’équation (97) :
( ) dtdwåKÖ
fin
t
t
t Ù
en ∫ ∫ 







=
0
2
3& (132)
La vitesse de déformation généralisée ε&  vaut 
out
outil
h
v
, où 
out
h  désigne la distance entre les
deux tas plats. L’hypothèse d’incompressibilité impose que le volume de notre cube reste
constant durant l’écrasement et vaut 3a .
On en déduit l’expression analytique de la fonction coût « énergie » :
i
nbincr
i out
outil
en Ät
h
v
aKe)(analytiquÖ ∑
=














=
1
2
3
3 (133)
où 
out
h  doit être mis à jour après chaque incrément.
Nous avons choisi d’écraser un cube de longueur d’arête 50 mm. Son volume est donc de
125000 3mm . La taille de maille moyenne choisie pour la discrétisation par éléments finis est
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de 3 m m ce qui correspond à un maillage de 4886 nœuds et 18832 tétraèdres. La vitesse
d’écrasement du tas plat supérieur est de 100 mm/s. Enfin, la consistance K est choisie égale à
1.693 MPa.
L’erreur relative entre la méthode analytique et la méthode implémentée dans Forge3 est
légèrement inférieure à -310 , donc très faible :
4
108~
~
−
≈
−
.
Ö
e)(analytiquÖÖ
en
enen (134)
Ce petit test nous permet de valider l’implémentation de 
en
Ö  dans le logiciel FORGE3®.
Validation du calcul de la dérivée 
V
Ö
en
∂
∂
Plaçons nous toujours dans le cadre d’un écrasement de cube (de longueur d’arête 50
mm) entre tas plats. Cette fois-ci, la loi de comportement du matériau est viscoplastique (m =
0.139 et K  = 1.693 MPa). La loi de frottement est de Norton ( fα = 0.4). La vitesse
d’écrasement du tas plat supérieur est toujours la même ( smmv
outil
/100= ).
A titre expérimental, nous avons utilisé une technique semi-analytique de type « globale »
pour le calcul de 
V
Ö
en
∂
∂
, le nombre d’évaluations de la fonction coût à effectuer est donc égal
au nombre de degré de liberté (dans notre cas 3*nbnoe).
Le Tableau 17 résume les temps de calcul nécessaires à la détermination de 
V
Ö
en
∂
∂
 pour
différents maillages :
Taille moyenne
de maille du
cube (en mm)
20 10 5 3
Nombre de
noeuds 72 287 1510 4886
Temps de calcul
de 
V
Ö
en
∂
∂ 2s 12s 8min 27s 1h 18min 46s
Tableau 17. Temps de calcul de 
V
Ö
en
∂
∂
pour différentes tailles de maille
Le temps de calcul devient très important dès que l’on dépasse le millier de nœuds.
L’utilisation de cette méthode « globale » est donc très handicapante par comparaison à la
technique semi-analytique « locale » qui ne nécessite que 12 évaluations de la fonction coût
(le temps de calcul n’est même pas de l’ordre d’une seconde).
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Nous allons maintenant montrer qu’il est possible de déterminer 
V
Ö
en
∂
∂
 de manière analytique.
Nous pourrons donc tirer quelques conclusions quant à la précision du calcul de 
V
Ö
en
∂
∂
 par la
technique semi-analytique « locale ».
En regardant l’expression de la fonction coût « énergie » plus en détail, on remarque qu’elle
est semblable, à un facteur multiplicatif près, à l’expression de la fonctionnelle viscoplastique
( )vØ  introduite dans le chapitre 2 (cf. expression (30)) :
( ) ( )vØmÖen 1+= (135)
En dérivant cette égalité par rapport à la vitesse, on obtient :
( ) ( ) ** ,1, vvØDmvÖD venv += (136)
Or, la quantité ( ) *,vvØD
v
 n’est rien d’autre que le résidu en vitesse 
v
R  de FORGE3®,
duquel on soustrait les termes liés à la pénalisation du contact et à la contrainte
d’incompressibilité :
( ) ( )
( ) ( )
( ) contacttermedvdivpvÖD
m
contacttermedvdivpvvØD
contacttermedSvdvdivpdvR
env
v
v
c
+Ω−
+
=
+Ω−=
+−Ω−Ω=
∫
∫
∫∫∫
Ω
Ω
Ω∂ΩΩ
**
**
***
,
1
1
,
.:s τε&
(137)
V
Ö
en
∂
∂
 s’obtient en multipliant les termes de comportement et de frottement de 
v
R  par (m + 1).
La Figure 45 représente l’évolution de l’erreur relative 
analytiquesemi
en
analytique
en
analytiquesemi
en
V
Ö
V
Ö
V
Ö
−
−
∂
∂
∂
∂
−
∂
∂
 entre
les techniques analytique et semi-analytique « locale » en fonction de la perturbation en
vitesse Äv . L’erreur relative est la plus faible, de l’ordre de 710− , pour Äv  = 610− . Ceci nous
permet de conclure que 610− est la perturbation optimale en vitesse pour déterminer 
V
en
∂
Φ∂
par
la méthode semi-analytique « locale ».
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Figure 45. Erreur entre les techniques analytique et semi-analytique « locale » pour le
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2) La détection des replis de matière
Validation de l’implémentation de la fonction coût
Reprenons le cas de l’écrasement d’un cube entre deux tas plats, sans frottement et avec
un comportement Newtonien. Nous allons adopter les mêmes notations que précédemment et
établir une expression analytique de la fonction coût « repli » dans le but de la comparer à
l’expression implémentée dans le logiciel FORGE3®.
La vitesse de déformation généralisée ε&  vaut 
out
outil
h
v
. Il nous reste à calculer la surface libre.
A l’instant initial, celle-ci vaut 4 2a  car le cube a quatre faces libres (aucune symétrie
n’intervient), chacune d’aire 2a . Il faut signaler que notre cube étant placé au « centre » des
tas plats et non au bord, une face donnée ne peut être que totalement libre ou totalement en
contact. Soit 
out
h  la distance entre les deux tas plats à un incrément quelconque. La hauteur de
notre pièce est donc connue et vaut 
out
h . Il nous faut maintenant déterminer la longueur et la
largeur de notre pièce. Nous savons que ces deux quantités sont égales et valent q car la
déformation est la même dans les directions x  et y . En utilisant l’hypothèse
d’incompressibilité, nous pouvons déterminer la valeur de q :
out
out
h
a
qqha
3
23
=⇒= (138)
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La surface libre 
libre
S  à un incrément quelconque vaut donc :
out
outlibre
h
a
hS
3
4= (139)
La fonction coût « repli » peut finalement s’écrire analytiquement de la manière suivante :
∑
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(140)
où 
out
h doit être mis à jour après chaque incrément.
Pour un écrasement de 10 mm, l’erreur relative entre l’expression analytique du repli et celle
implémentée dans FORGE3 a été calculée pour différentes valeurs de α (α = 1, 2, 3 et 4).
La variation de α  ne perturbe que très peu l’erreur relative qui reste très faible, inférieure à un
millième :
4
104~
~
−
≈
−
.
Ö
e)(analytiquÖÖ
repli
replirepli (141)
Ce faible écart nous permet de valider l’implémentation de repliÖ  dans le logiciel FORGE3®.
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Annexes 2 : application de la méthode de l’état
adjoint au cas d’engrenage ASCOFORGE
1) Paramétrisation polynômiale 2D du lopin
Rappelons que le lopin 2D est composé de (cf. Figure 46) :
¬ sept portions distinctes 
- portions 1, 2, 4 et 6          paramétrées par des segments
- portions 3, 5 et 7              paramétrées par des polynômes de degré 2
¬ sept points de contrôle dont les coordonnées sont ( )
7...,,1
,
=iii
zr  dans le repère (r, z)
Les conditions de raccord au niveau des parties polynômiales du contour (l’équation de la
portion i est notée ( ) 7...,,1=∀= izrP
i
) sont les suivantes :
¬ portion 3
( ) ( ) ( ) ∞===
4
3
443333
et, r
dr
dP
zrPzrP (142)
¬ portion 5
( ) ( ) ( ) 0et,
6
5
665555
=== r
dr
dP
zrPzrP (143)
¬ portion 7
( ) ( ) ( ) ( ) ∞====
1
7
7
7
117777
et0,, r
dr
dP
r
dr
dP
zrPzrP (144)
En prenant en comptant ces conditions de raccord, on en déduit les équations analytiques des
polynômes 
i
P  :
¬ portion 3
( ) ( )
4
43
4
433
z
rr
rr
zzrP +
−
−
−= (145)
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¬ portion 5
( )
( )
( )
6
2
62
65
65
5
zrr
rr
zz
rP +−
−
−
= (146)
¬ portion 7
( )
( )
( )
( )( )
11712
71
2
17
7
2 zrrrrr
rr
zz
rP +−−−
−
−
−= (147)
Figure 46. Description du contour du lopin : (a) 7 portions ; (b) 7 points de contrôle
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2) Expression analytique des volumes élémentaires du lopin 2D
Dans ce paragraphe, nous ne donnerons que les expressions analytiques des volumes
axisymétriques ( )
7...,,1=ii
ϑ . Le détail des calculs ne sera pas donné, il s’agit d’intégrations
triviales. La Figure 47 rappelle la décomposition du lopin 2D en sept zones et donne la valeur
des volumes pour chacune des zones.
Figure 47. Expressions analytiques des volumes axisymétriques élémentaires du lopin
2D
3) Paramétrisation du domaine volumique
Deux types d’éléments sont utilisés pour le découpage du lopin 2D (macro-maillage) :
- des éléments de type quadrangle linéaire à quatre nœuds (zones 1, 2, 4, 5, 6, 8 et 9)
- des éléments triangulaires quadratiques (zones 3 et 10) ou de degré 3 (zone 7)
Outre les sept points définissant le contour du lopin, nous avons introduit, sur la Figure 48,
onze points supplémentaires, que nous séparons en trois catégories :
- points « inutiles » :
7 6
Zone 1 : ( )( )
11
2
2
2
21
2
1
zr −−= µµϑ
Zone 2 : ( )( ) 





+−−=
4231242
3
2
5
2
µµµµµµϑ
Zone 3 : ( )( )
13
2
2
2
43
2
1
z−−= µµµϑ
Zone 4 : ( )2624514 )(
2
1
rzz −−= µϑ
Zone 5 : ( )( )( )
6465645
53
12
1
rzzr +−−= µµϑ
Zone 6 : ( )( )
71
2
7
2
66
2
1
zzrr −−=ϑ
Zone 7 : ( )( ) 





+





−−−=
1771177
3
1
43
1
rrzzrr
π
ϑ
5
4
3
2
1
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










 =





 =
0
4
7
1
113
3
3
20
1
;;
z
p
rr
p
rr
p
µ
µµ
- points « courbes » :
( )
( )
( )
( )
( ) ( )
























+
=
+
=












+
=
+
=
137
13
13
127
12
12
108
95
108
959
9
31
53
31
535
5 ;;
2
2
  que tel
;
2
2
  que tel
rP
r
p
rP
r
p
zz
rP
zz
rPr
p
rP
rPr
p
µµ
µµ
Contrairement aux points 5 et 9, il n’est pas nécessaire de connaître les
coordonnées des points 12 et 13 car  dans la zone 7, nous avons 
µd
dr
0  = 
µd
dz
0  = 0
(d’après la paramétrisation choisie dans la partie 6).
- points « internes » :

















 =





 =
0
2
17
3
2
16
1
113
15
0
113
14
;;;
z
pp
z
rr
p
z
rr
p
µ
µ
µ
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Figure 48. Découpage du lopin 2D pour l’interpolation des champs 
0
r  et 
0
z
En dehors de la région 7, que valent les champs 
0
r  et 
0
z  ?
En notant ( )zrN i ,  les fonctions de base de l’élément fini où l’on se trouve ( 6...,,1=i  pour un
élément triangulaire quadratique P2 ou 4...,,1=i  pour un quadrangle linéaire Q1), tout point
( )
00
, zr  vérifie :
( )
( )∑
∑
=
=
i
i
i
i
i
i
zrNZz
zrNRr
,
,
0
0
(148)
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3
µ
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0
0
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où les ( )iii ZRp ,=  sont les coordonnées des nœuds de l’élément fini considéré. Les fonctions
de base sont telles que ( ) ikk
i pN δ= .
On en déduit alors aisément les dérivées 
µd
dr
0  et 
µd
dz
0  :
( )
( )
( )
( )
∑∑
∑∑
+=
+=
i
i
i
i
ii
i
i
i
i
ii
d
zrdN
ZzrN
d
dZ
d
dz
d
zrdN
RzrN
d
dR
d
dr
µµµ
µµµ
,
,
,
,
0
0
(149)
 Les zones 3 et 10 sont des éléments triangulaires quadratiques P2. En plus des points
représentés sur la Figure 47, nous ajoutons deux autres points (les points 2 et 6 en
numérotation locale) comme le montrent les Figure 49 et Figure 50 :
Figure 49. Elément fini P2 à 6 nœuds représentant la zone 3
Figure 50. Elément fini P2 à 6 nœuds représentant la zone 10
4) Validation du calcul de 
µd
dX
0
La dérivée 
µd
dX
0  peut être calculée de deux manières différentes :
- de manière analytique, en se référant à l’équation (149)
21 3
4
5
6





 +
=





 +
=
2
,
,
2
31
26
3
42
2
µµ
µ
µ
µµ
p
p
1
2
3
4
56





 +
=





 +
=
8
42
6
108
22
,
2
2
,
zp
zz
p
µµ
µ
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-  par la méthode des Différences Finies. En effet, connaissant en n’importe quel
nœud du maillage les champs ( ) ( )( )
4...,,104...,,10
,
== iiii
zr µµ , il suffit de perturber ces
deux champs et d’utiliser la technique des quotients différentiels décentrés à
droite :
( ) ( )
( ) ( )
i
iii
i
i
iii
i
Äì
ìzÄììz
dì
dz
...,,i
Äì
ìrÄììr
dì
dr
...,,i
000
000
31
31
−+
==∀
−+
==∀
(150)
On en déduit ensuite la valeur de 
µd
dX
0 .
Quel que soit le paramètre ( )
3...,,1=ii
µ , l’erreur relative entre les méthodes analytique et
Différences Finies est très faible, de l’ordre de 810− , ce qui nous permet de valider le calcul
analytique :
8
2
1
0
2
1
..
00
10
−
=
=
≈
















−
∑
∑
nbnoe
noe analytique
noe
nbnoe
noe FD
noe
analytique
noe
d
dX
d
dX
d
dX
µ
µµ
(151)
5) Validation du calcul de 
i
effort
d
d
µ
Φ
 par la méthode des D.F. pour le cas
ASCOFORGE simplifié : écrasement entre tas plats
Par souci de simplicité, nous nous sommes intéressés à un cas de forgeage légèrement
différent de celui de l’engrenage. Le lopin cylindrique est cette fois forgé entre deux tas plats,
la hauteur d’écrasement étant de 5 mm afin d’éviter la dégénérescence du maillage et donc la
procédure de remaillage. La Figure 51 illustre ce nouveau cas de forgeage. Le Tableau 18
résume les erreurs relatives entre les sensibilités adjointe et Différences Finies. Notons que
cette étude ne concerne que les paramètres 
2
µ  et 
3
µ . En effet, la perturbation du paramètre
1
µ  peut entraîner une pénétration trop importante d’un certain nombre de nœuds (plus
précisément ceux en contact avec le tas plat supérieur) dans l’outillage.
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Figure 51. Ecrasement du lopin cylindrique entre 2 tas plats : configuration initiale
(gauche) et maillage déformé pour 5 mm de forgeage (droite)
Äì  (en mm)
adjoint
..adjoint
dì
dÖ
dì
dÖ
dì
dÖ
droiteFD
−
adjoint
..adjoint
dì
dÖ
dì
dÖ
dì
dÖ
gaucheFD
−
adjoint
..adjoint
dì
dÖ
dì
dÖ
dì
dÖ
centréesFD
−
Paramètre 
2
µ
3
10
− 0.75% -0.52% 0.1%
4
10
− 0.017% -0.13% -0.06%
5
10
− 0.27% 0.053% 0.16%
6
10
− 3.9% -4% -0.03%
7
10
− 13% 9.7% 11.4%
Paramètre 
3
µ
3
10
− -3.6% -5.8% -4.6%
4
10
− -5.2% 16% 5.3%
5
10
− -14% 24% 4.2%
Tableau 18. Comparaison entre les sensibilités adjointe et D.F. pour différentes
perturbations __  et pour un écrasement de 5 mm entre tas plats sans remaillage
Concernant le paramètre 
2
µ , les écarts entre état adjoint et D.F sont très faibles, inférieurs ou
de l’ordre du millième, pour des perturbations allant de 310− mm à 610− mm. Ceci nous permet
Annexes 2 : application de la méthode de l’état adjoint au cas d’engrenage
ASCOFORGE
116
de valider le calcul de 
2
µd
d effortΦ  par la méthode de l’état adjoint pour ce nouveau problème
d’optimisation. Pour le paramètre 
3
µ  et quelle que soit __, l’erreur relative entre les deux
méthodes est plus importante, de l’ordre de 5%. En regardant la Figure 51, on constate que le
paramètre 
3
µ  n’a pas beaucoup d’influence sur l’écoulement et donc sur l’effort de forgeage,
ce qui se traduit par des valeurs de 
3
µd
d effortΦ  très faibles. En effet :
32
200
µµ d
d
d
d efforteffort Φ
≈
Φ
(152)
Il est difficile, lorsque les sensibilités sont très faibles ou quasi-nulles, d’obtenir une précision
très fine du fait des erreurs d’arrondi et de troncature. Cela explique l’écart de 5% obtenu
entre état adjoint et D.F..
