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Abstract
Our aim in this paper is to improve Ho¨lder continuity results for the
bifractional Brownian motion (bBm) (Bα,β(t))t∈[0,1] with 0 < α < 1
and 0 < β ≤ 1. We prove that almost all paths of the bBm be-
long (resp. do not belong) to the Besov spaces Bes(αβ, p) (resp.
bes(αβ, p)) for any 1αβ < p < ∞, where bes(αβ, p) is a separable
subspace of Bes(αβ, p). We also show the Itoˆ-Nisio theorem for the
bBm with αβ > 12 in the Ho¨lder spaces Cγ , with γ < αβ.
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1 Introduction
Let (Bα,β(t))t≥0 be a bifractional Brownian motion (bBm for short), i.e., a
centred real-valued Gaussian process with covariance function
Rα,β(s, t) := R(s, t) =
1
2β
(
(t2α + s2α)β − |t− s|2αβ) , (1.1)
where α ∈ (0, 1) and β ∈ (0, 1]. Point out that, when β = 1, Bα,1 is a
fractional Brownian motion with Hurst parameter α ∈ (0, 1). However the
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increments of Bα,β are not stationary except for the case when β = 1. The
bBm has the following general properties: it is self-similar with index αβ,
that is, for every a > 0,
{Bα,β(at), t ≥ 0} d= {aαβBα,β(t), t ≥ 0}, (1.2)
where X
d
= Y means that the two processes have the same finite-dimensional
distributions. It is a quasi-helix (see [12] and [13] for various properties and
applications of quasi-helices) since for every s, t ∈ [0, T ], we have
2−β|t− s|2αβ ≤ E (Bα,β(t)− Bα,β(s))2 ≤ 21−β|t− s|2αβ. (1.3)
Based on the fractional Brownian motion structure, Houdre´ and Villa [10]
have constructed the bifractional Brownian motion as a more general self-
similar Gaussian process. Russo and Tudor [21] have shown that the bBm
behaves like a fractional Brownian motion with Hurst parameter αβ. There
is a rich literature investigating the properties of the bifractional Brownian
motion, we refer for example to the following non-exhaustive list: Bojdecki
et al. [3], El-Nouty [7], El-Nouty and Journe´ [8], Kruk et al. [15], Es-Sebaiy
and Tudor [9], Tudor and Xiao [23] and Lei and Nualart [17], just to mention
a few. It was shown essentially in this last paper the following decomposition
of the bBm
{C2Bαβ(t), t ≥ 0} d= {C1Xα,β(t) +Bα,β(t), t ≥ 0},
where C1, C2 are two constants and (B
αβ(t))t≥0 is a fractional Brownian
motion (fBm) with parameter αβ and (Xα,β(t))t≥0 is a Gaussian process with
infinitely differentiable trajectories on (0,+∞) and absolutely continuous on
[0,+∞). On the other hand, we know from Ciesielski et al. [6] that almost
all paths of the fBm (Bαβ(t))t≥0 belong (resp. do not belong) to the Besov
space Bes(αβ, p) (resp. to the separable subspace bes(αβ, p)) (definitions
are given in Section 2). Needless to mention that, if we take 0 < a < b
one can deduce directly by Lei and Nualart decomposition that the sample
paths of (Bα,β(t))a≤t≤b satisfy the same Besov regularity as those of fractional
Brownian motion of parameter αβ. Otherwise, we are unable to get the
Ho¨lder regularity of Xα,β on intervals of type [0, ε], for ε > 0, since the
trajectories of this process are only absolutely continuous near 0. Hence
we can not derive directly from Lei and Nualart decomposition the Besov
regularity for the bBm on the interval [0, ε]. Our main purpose in this paper
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is to investigate the Besov regularity for sample paths of the bBm (Bα,β(t))
for t ∈ [0, 1].
Besov spaces Bes(γ, p) are a general framework to investigate the modu-
lus of smoothness in Lp-norms for trajectories of continuous time stochastic
processes. In our paper we are concerned by a particular class of Besov
spaces of real functions (f(t) , t ∈ [0, 1]) (for a more general context we
can see Triebel [22]). We note by Cγ the space of functions satisfying a
Ho¨lder condition of order γ > 0 endowed with the usual norm. It’s known
that Besov spaces cover the Ho¨lder spaces as particular cases, more precisely
Cγ = Bes(γ,∞). And, for p large enough, we have the following continuous
injections (see Section 2):
Cγ+ 1p →֒ bes(γ, p) →֒ Bes(γ, p) →֒ Cγ− 1p ,
where bes(γ, p) is a separable subspace of the Besov space Bes(γ, p). It is
well known that almost surly the sample paths of the bBm (Bα,β(t))t≥0 belong
to the Ho¨lder spaces Cγ for γ < αβ, and do not belong a.s. to Cαβ . Our aim
is to improve these classical results by showing that we can get smoothness
of order αβ in the Besov spaces Bes(αβ, p) for 1
αβ
< p <∞. This is the best
regularity one can get in the context of Besov spaces, because we also prove
that almost surly the trajectories of the bBm do not belong to the separable
spaces bes(αβ, p) for 1
αβ
< p < ∞. So the above injections explain clearly
the sharpness of our results. Note that our paper leads to some previous
Besov regularity results: For β = 1 we recover the fBm situation considered
in [6]; and the case α = β = 1
2
corresponds to the regularity of the mild
solution for a linear stochastic heat equation driven by a white noise (see
[5]).
Among Itoˆ’s accomplishments, there is the Itoˆ-Nisio theorem (cf. [11]), in
which the authors have established on one hand a general improvement of the
Fourier series decomposition of the Brownian motion, and on the other hand
a generalization of Wiener’s construction of the Brownian motion. They have
given the expansion as the convergence of normalized sums of independent
random variables. Later, Kerkyacharian and Roynette [14] have proved the
same result of the Itoˆ-Nisio in Ho¨lder spaces with a sample proof. In this
paper we show the Itoˆ-Nisio theorem for the bBm with αβ > 1
2
in the Ho¨lder
spaces Cγ , with γ < αβ. The case β = 1 corresponds to the fBm with Hurst
parameter α > 1/2.
This paper is organized as follows. In the second paragraph we give a brief
introduction to Besov spaces. The third paragraph is devoted to study the
3
Besov regularity for the sample paths of the bifractional Brownian motion.
In the fourth paragraph we investigate the Itoˆ-Nisio theorem for bBm with
αβ > 1
2
. The proofs of our results use technical and very fine calculations
based on dyadic coordinate expansions of the bifractional Brownian motion
and descriptions of the Besov norms in terms of the corresponding expansion
coefficients of a function.
2 Preliminaries
2.1 Besov spaces
Let I ⊂ R be a compact interval , 1 ≤ p <∞ and f ∈ Lp(I ; R). We define
for any t > 0
∆p(f, I)(t) = sup
|s|≤t
{∫
Is
|f(x+ s)− f(x)|pdx
} 1
p
,
where Is = {x ∈ I; x+s ∈ I}. ∆p(f, I)(t) denotes the modulus of continuity
of f in the Lp-norm. For γ > 0, we consider the norm
||f ||γ,p := ||f ||Lp(I) + sup
0<t≤1
∆p(f, I)(t)
tγ
.
The Besov space is given by Bes(γ, p)(I) = {f ∈ Lp(I); ||f ||γ,p <∞}. The
space (Bes(γ, p)(I), ||.||γ,p) is a non separable Banach space. We also define
bes(γ, p)(I) = {f ∈ Lp(I); ∆p(f, I)(t) = o(tγ) as t → 0+} a separable
subspace of Bes(γ, p)(I). For p = ∞, the space Bes(γ,∞)(I) is defined in
the same way by using the usual L∞-norm.
In the case of unit interval I = [0, 1] Besov spaces are characterized in
terms of sequences of the coefficients of the expansion of continuous functions
with respect to the Schauder basis. The following isomorphism theorem has
been established by Ciesielski et al. [6]
Theorem 2.1. Let 1 < p <∞ and 1
p
< γ < 1, we have
1. Bes(γ, p)([0, 1]) is linearly isomorphic to a sequences space and we have
the following equivalence of norms:
||f ||γ,p ∼ sup

|f0|, |f1|, supj 2
−j
(
1
2
−γ+1
p
)

 2j∑
k=1
|fjk|p


1
p

 ,
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where the coefficients {f0, f1, fjk , j ≥ 0 , 1 ≤ k ≤ 2j} are given by
f0 = f(0), f1 = f(1)− f(0),
fjk = 2 · 2j/2
{
f
(
2k − 1
2j+1
)
− 1
2
f
(
2k
2j+1
)
− 1
2
f
(
2k − 2
2j+1
)}
.
2. f is in bes(γ, p)([0, 1]) if and only if
lim
j→0
2
−j
(
1
2
−γ+1
p
)

 2j∑
k=1
|fjk|p


1
p
= 0.
Remark 2.2. 1. Let 1 ≤ p <∞ and 0 < γ < γ′ < 1, then we have
Bes(γ′, p)(I) →֒ bes(γ, p)(I).
2. We denote by Cγ(I) the Ho¨lder space define by
Cγ(I) :=

f ∈ C(I), supx,y∈I
x 6=y
|f(x)− f(y)|
|x− y|γ <∞

 , (2.1)
endowed with the norm ||f ||γ = supx∈I |f(x)|+ sup x,y∈I
x 6=y
|f(x)−f(y)|
|x−y|γ .
• Bes(γ,∞)(I) = Cγ(I).
• For 1 ≤ p <∞, we have Cγ(I) →֒ Bes(γ, p)(I).
• For 1
p
< γ < 1, we obtain
Cγ+ 1p (I) →֒ bes(γ, p)(I) →֒ Bes(γ, p)(I) →֒ Cγ− 1p (I).
In the next, we will restrict ourselvse to the interval I = [0, 1], so we will
omit to precise the interval I in our notations, e.g. Bes(γ, p) := Bes(γ, p)(I).
3 Besov regularity of the bifractional Brow-
nian motion
Our main result is the following theorem
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Theorem 3.1. For each α ∈ (0, 1), β ∈ (0, 1] and 1
αβ
< p <∞, we have
P(Bα,β(.) ∈ Bes(αβ, p)) = 1 and P(Bα,β(.) ∈ bes(αβ, p)) = 0,
where Bα,β(.) are the sample paths t ∈ [0, 1]→ Bα,β(t).
To show this theorem, we will adapt the techniques in [6]. Let us first give
some preliminary results.
The below lemma is a useful tool to obtain precise estimations in the
calculations of this paper. For the proof we refer to [6].
Lemma 3.2. Let (X, Y ) be a mean zero Gaussian vector such that E(X2) =
E(Y 2) = 1 and ρ = |EXY |. So for any measurable functions f and g such
that E(f(X))2 <∞,E(f(Y ))2 <∞ and f(X), f(Y ) are centred, we have
|Ef(X)g(Y )| ≤ ρ{E(f(X))2}1/2 {E(f(Y ))2}1/2 ,
when f (or g) is even we can replace ρ by ρ2 in the previous inequality.
We define
ujk := 2 · 2j/2
{
Bα,β
(
2k − 1
2j+1
)
− 1
2
Bα,β
(
2k
2j+1
)
− 1
2
Bα,β
(
2k − 2
2j+1
)}
.
(3.1)
We set
vjk =
ujk
σjk
with σjk =
{
E[|ujk|2]
}1/2
. (3.2)
By using (1.1) and (3.1), we have for all j ≥ 1 and k, k′ ∈ {1, ..., 2j}
E[ujkujk′] =
2j(1−2αβ)
2β+2αβ
(∆2y∆
2
xΨk,k′(0, 0)−∆4Φk,k′(0)), (3.3)
where ∆2y (resp. ∆
2
x) is the one step progressive difference of order 2 in the
y variable (resp. x variale), and ∆4 is the one step progressive difference of
order 4. The functions in (3.3) are
Ψk,k′(x, y) =
(
(2k − 2 + x)2α + (2k′ − 2 + y)2α)β ,
and
Φk,k′(x) = |2(k − k′)− 2 + x|2αβ .
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Lemma 3.3. For all α ∈ (0, 1), β ∈ (0, 1], j ≥ 1 and k, k′ ∈ {1, ..., 2j} with
k′ < k, there exist C > 0, κk,k′ ∈ (0, 2) and ck,k′ ∈ (0, 4) such that
|E[ujkujk′]| ≤ C2j(1−2αβ)
{
1
(2k′ − 2 + κk,k′)4−2αβ
+
1
(2(k − k′)− 2 + ck,k′)4−2αβ
}
.
(3.4)
And there exist two constants m1, m2 > 0 such that, for all j ≥ 1 and
k ∈ {1, ..., 2j},
m1 2
j(1−2αβ) ≤ E[|ujk|2] ≤ m2 2j(1−2αβ). (3.5)
Proof. Denote by Φ
(4)
k,k′ the derivative of order 4 of Φk,k′. So by the mean
value theorem and (3.3), there exist three constants c1,k,k′, c2,k,k′ ∈ (0, 2) and
c3,k,k′ ∈ (0, 4) such that
E[ujkujk′] =
2j(1−2αβ)
2β+2αβ
(∂2y∂
2
xΨk,k′(c1,k,k′, c2,k,k′)− Φ(4)k,k′(c3,k,k′)), (3.6)
where ∂y =
∂
∂y
and ∂x =
∂
∂x
. On the other hand, we get for all j ≥ 1 and
k, k′ ∈ {1, ..., 2j},
∂2y∂
2
xΨk,k′(c1,k,k′, c2,k,k′)
= 4α2(2α− 1)2β(β − 1)(2k − 2 + c1,k,k′)2α−2(2k′ − 2 + c2,k,k′)2α−2
× ((2k − 2 + c1,k,k′)2α + (2k′ − 2 + c2,k,k′)2α)β−2
+ 8α3(2α− 1)β(β − 1)(β − 2)(2k − 2 + c1,k,k′)2α−2(2k′ − 2 + c2,k,k′)4α−2
× ((2k − 2 + c1,k,k′)2α + (2k′ − 2 + c2,k,k′)2α)β−3
+ 8α3(2α− 1)β(β − 1)(β − 2)(2k − 2 + c1,k,k′)4α−2(2k′ − 2 + c2,k,k′)2α−2
× ((2k − 2 + c1,k,k′)2α + (2k′ − 2 + c2,k,k′)2α)β−3
+ 16α4β(β − 1)(β − 2)(β − 3)(2k − 2 + c1,k,k′)4α−2(2k′ − 2 + c2,k,k′)4α−2
× ((2k − 2 + c1,k,k′)2α + (2k′ − 2 + c2,k,k′)2α)β−4
= I1 + I2 + I3 + I4.
(3.7)
And for all j ≥ 1 and k, k′ ∈ {1, ..., 2j} such that k′ < k, we have
Φ
(4)
k,k′(c3,k,k′) =
3∏
l=0
(2αβ − l)(2(k − k′)− 2 + c3,k,k′)2αβ−4. (3.8)
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Let us first investigate the inequality (3.4). Combining (3.6), (3.7) and (3.8),
we get for all j ≥ 1 and k, k′ ∈ {1, ..., 2j} such that k′ < k
|E[ujkujk′]| ≤ 2
j(1−2αβ)
2β+2αβ
{
4∑
l=1
|Il|+
∏3
l=0 |2αβ − l|
(2(k − k′)− 2 + c3,k,k′)4−2αβ
}
. (3.9)
• For α ≤ 1
2
. Let j ≥ 1 and k, k′ ∈ {1, ..., 2j} such that k′ < k, we have
by (3.7)
4∑
l=1
|Il| ≤ C˜(α, β)
(2k′ − 2 + c1,k,k′ ∧ c2,k,k′)4−2αβ , (3.10)
where
C˜(α, β) = 2βα2|β − 1|{β(2α− 1)2 + 2α|2α− 1|β|β − 2|
+ α2β|β − 2||β − 3|}. (3.11)
Combining (3.9) and (3.10), we get
|E[ujkujk′]| ≤ 2
j(1−2αβ)
2β+2αβ
{
C˜(α, β)
(2k′ − 2 + c1,k,k′ ∧ c2,k,k′)4−2αβ
+
∏3
l=0 |2αβ − l|
(2(k − k′)− 2 + c3,k,k′)4−2αβ
}
.
(3.12)
• For α > 1
2
. Let j ≥ 1 and k, k′ ∈ {1, ..., 2j} such that k′ < k, we remark
that
I2 + I3 =
8α3(2α− 1)β(β − 1)(β − 2)
(2k − 2 + c1,k,k′)2−2α(2k′ − 2 + c2,k,k′)2−2α
× 1
((2k − 2 + c1,k,k′)2α + (2k′ − 2 + c2,k,k′)2α)2−β
.
(3.13)
And by the inequality ab
a2+b2
≤ 1
2
, we have
|I4| ≤ 4α
4β|β − 1||β − 2||β − 3|
(2k − 2 + c1,k,k′)2−2α(2k′ − 2 + c2,k,k′)2−2α
× 1
((2k − 2 + c1,k,k′)2α + (2k′ − 2 + c2,k,k′)2α)2−β
.
(3.14)
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Combining (3.7), (3.13) and (3.14), we get
4∑
l=1
|Il| ≤ C˜(α, β)
(2k′ − 2 + c1,k,k′ ∧ c2,k,k′)4−2αβ , (3.15)
where C˜(α, β) is given by (3.11). According to (3.9) and (3.15), we
obtain
|E[ujkujk′]| ≤ 2
j(1−2αβ)
2β+2αβ
{
C˜(α, β)
(2k′ − 2 + c1,k,k′ ∧ c2,k,k′)4−2αβ
+
∏3
l=0 |2αβ − l|
(2(k − k′)− 2 + c3,k,k′)4−2αβ
}
.
(3.16)
We put
C =
C˜(α, β) ∨∏3l=0 |2αβ − l|
2β+2αβ
.
So for all α ∈ (0, 1), β ∈ (0, 1], j ≥ 1 and k, k′ ∈ {1, ..., 2j} such that k′ < k,
we have
|E[ujkujk′]| ≤ C2j(1−2αβ)
{
1
(2k′ − 2 + κk,k′)4−2αβ
+
1
(2(k − k′)− 2 + ck,k′)4−2αβ
}
,
(3.17)
where κk,k′ = c1,k,k′ ∧ c2,k,k′ and ck,k′ = c3,k,k′. This finishes the proof of (3.4).
Now we will prove (3.5). For this end, let us start with proving the upper
bound, for all j ≥ 1 and k ∈ {1, ..., 2j}, we have by (3.3) and the mean value
theorem, there exist c1,k, c2,k ∈ (0, 2) such that
E[|ujk|2] = 2
j(1−2αβ)
2β+2αβ
(∂2y∂
2
xΨk,k(c1,k, c2,k)−∆4Φk,k(0))
=
2j(1−2αβ)
2β+2αβ
(∂2y∂
2
xΨk,k(c1,k, c2,k) + 8− 22αβ+1). (3.18)
• For α ≤ 1
2
. By (3.7) we remark that ∂2y∂
2
xΨk,k(c1,k, c2,k) ≤ 0, so by
using (3.18) we have
E[|ujk|2] ≤ 8− 2
2αβ+1
2β+2αβ
2j(1−2αβ). (3.19)
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• For α > 1
2
. By (3.7) we remark that I1, I4 ≤ 0, and by (3.13) we get,
for all j ≥ 1 and k ∈ {2, ..., 2j},
I2 + I3 ≤ α
3(2α− 1)β(β − 1)(β − 2)
23−2αβ−β
. (3.20)
So (3.18) and (3.20) entail
E[|ujk|2]
≤ 2j(1−2αβ)
(
α3(2α− 1)β(β − 1)(β − 2)
8
+
8− 22αβ+1
2β+2αβ
)
.
(3.21)
Now for j ≥ 1 and k = 1, we have by (3.1) and (1.2),
E[|uj1|2] = 2j(1−2αβ)
4E
[
Bα,β(1)− 1
2
Bα,β(2)
]2
22αβ
. (3.22)
Put
m2 = max
{(
α3(2α− 1)β(β − 1)(β − 2)
8
+
8− 22αβ+1
2β+2αβ
)
;
4E
[
Bα,β(1)− 1
2
Bα,β(2)
]2
22αβ
}
.
(3.23)
Combining (3.21), (3.22), (3.23) and (3.19), we get for all α ∈ (0, 1), β ∈
(0, 1], j ≥ 1 and k ∈ {1, ..., 2j},
E[|ujk|2] ≤ m22j(1−2αβ). (3.24)
This finishes the proof of the upper bound in (3.5). Let us now investigate
the lower bound of (3.5). According to (3.1) and (1.2), it follows that for all
j ≥ 1 and k ∈ {1, ..., 2j},
E[|ujk|2] = 2j(1−2αβ)4C(k)
22αβ
, (3.25)
where
C(k) = E
[
Bα,β(2k − 1)− 1
2
Bα,β(2k)− 1
2
Bα,β(2k − 2)
]2
.
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We know by [1, Lemma 3.3] (In this last article to prove the local-nondeterminism
of the bBm the authors use the same techniques as those of [18]) that the
process (Bα,β(t))t≥0 is locally non-deterministic i.e. for all 0 = t0 < t1 < ... <
tm < 1 with tm − t1 < δ and (u1, ..., um) ∈ Rm,
Var
(
m∑
j=1
uj[B
α,β(tj)− Bα,β(tj−1)]
)
≥ Cm
m∑
j=1
u2j Var
(
Bα,β(tj)−Bα,β(tj−1)
)
.
(3.26)
On the other hand by (1.2), we have for some ε < δ
2
∧ 1
2k
,
C(k) = ε−2αβE
[
1
2
[
Bα,β(ε(2k − 1))− Bα,β(ε(2k − 2))]
−1
2
[
Bα,β(ε(2k))− Bα,β(ε(2k − 1))]]2 . (3.27)
Combining (3.26), (3.27) and (1.3), we get C(k) ≥ C3
21+β
. Hence
E[|ujk|2] ≥ m12j(1−2αβ) with m1 = 4C3
22αβ+β+1
.
This finishes the proof of Lemma 3.3.
Remark 3.4. We remark that when β = 1, ∂2y∂
2
xΨk,k′(c1,k,k′, c2,k,k′) = 0 and
hence ∆2y∆
2
xΨk,k′(0, 0) = 0, so equation (3.3) becomes
E[ujkujk′] = −2
j(1−2α)
21+2α
∆4Φk,k′(0), (3.28)
and this is the same equation as the (IV.9) in [6], for the fractional Brownian
motion.
Lemma 3.5. There exists a constant M > 0 such that, for all j ≥ 1 and
k, k′ ∈ {1, ..., 2j}, we have
2j∑
k,k′=1
|Evjkvjk′|2 ≤M2j . (3.29)
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Proof. Equality (3.2) and Ho¨lder’s inequality give
2j∑
k,k′=1
|Evjkvjk′|2 = 2
2j∑
k′<k, k′≥2
k−k′≥2
|Evjkvjk′|2 + 2
2j∑
k′<k, k′≥2
k−k′=1
|Evjkvjk′|2 + 2
2j∑
k=2
|Evjkvj1|2
+
2j∑
k=1
{E[|vjk|2]}2
≤ 2
2j∑
k′<k, k′≥2
k−k′≥2
∣∣∣∣Eujkujk′σjkσjk′
∣∣∣∣
2
+ 2(2j − 2) + 2(2j − 1) + 2j
= 2J + 5 2j − 6.
We will estimate J . For this end, let us note A = 2C
2
m22
, so we obtain by (3.4)
and (3.5),
J ≤ A
2j∑
k′<k, k′≥2
k−k′≥2
{
1
(2k′ − 2 + κk,k′)8−4αβ +
1
(2(k − k′)− 2 + ck,k′)8−4αβ
}
= A
2j∑
k=4
k−2∑
k′=2
{
1
(2k′ − 2 + κk,k′)8−4αβ +
1
(2(k − k′)− 2 + ck,k′)8−4αβ
}
≤ A
2j∑
k=4
k−2∑
k′=2
{
1
(2k′ − 2)8−4αβ +
1
(2(k − k′)− 2)8−4αβ
}
≤ A
2j∑
k=4
k−2∑
k′=2
{∫ 2k′−2
2k′−3
1
x8−4αβ
dx+
∫ 2(k−k′)−2
2(k−k′)−3
1
x8−4αβ
dx
}
= 2A
2j∑
k=4
k−2∑
k′=2
∫ 2k′−2
2k′−3
1
x8−4αβ
dx
≤ 2A
2j∑
k=4
∫ 2k−6
1
1
x8−4αβ
dx
≤ 2A
7− 4αβ (2
j − 3).
And this proves Lemma 3.5.
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Lemma 3.6. For all j ≥ 1 and k ∈ {1, ..., 2j}, we have
E

 2j∑
k=1
(|vjk|p − cp)


2
≤ (c2p − c2p)M2j , (3.30)
where cp =
1√
2pi
∫
R
|x|pe−x
2
2 dx.
Proof. First we get
E

 2j∑
k=1
(|vjk|p − cp)


2
=
2j∑
k,k′=1
E [(|vjk|p − cp)(|vjk′|p − cp)] .
And by applying Lemma 3.2, with f(x) = g(x) = |x|p − cp, we obtain
E

 2j∑
k=1
(|vjk|p − cp)


2
≤ (c2p − c2p)
2j∑
k,k′=1
|E[vjkvjk′]|2.
Inequality (3.29) of Lemma 3.5 ends the proof of Lemma 3.6.
Now, we are ready to show Theorem 3.1
of Theorem 3.1. We are going to prove that, almost surly
2−j
2j∑
k=1
|vjk|p −→
j→∞
cp. (3.31)
For this end we will show that for all ε > 0 we have
∑
j≥1
P

2−j
2j∑
k=1
|vjk|p /∈ [cp − ε, cp + ε]

 <∞. (3.32)
Markov’s inequality gives
P

2−j
2j∑
k=1
|vjk|p /∈ [cp − ε, cp + ε]

 ≤ 1ε222jE

 2j∑
k=1
(|vjk|p − cp)


2
. (3.33)
Combining the inequality (3.33) and Lemma 3.6, we get that (3.32) holds
and (3.31) is then a consequence of Borel-Cantelli Lemma. Finally our main
result, Theorem 3.1, is a simple consequence of Theorem 2.1.
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Remark 3.7. 1. Let (Y αt )t≥0 be a sub-fractional Brownian motion i.e. a
mean zero Gaussian process with covariance function
E[Y αt Y
α
s ] = s
2α + t2α − 1
2
[
(s+ t)2α + |t− s|2α] ,
where α ∈ (0, 1). We believe that by the same calculations as in the
above one can get that almost all paths of the sub-fractional Brownian
motion belong (resp. do not belong) to the Besov spaces Bes(α, p)
(resp. bes(α, p)).
2. Let r(t) be a real valued function, such that the kernel Kr(t, s) defined
by
Kr(t, s) := r(t)− r(s)− r(t− s),
is positive on the real line, and let ϕ be as follows
ϕ(t) =
∫ ∞
0
(1− e−u|t|)dm(u),
where m is a positive measure on [0,∞) such that ∫∞
1
dm(u) < ∞.
Therefore by [2, Theorem 5.1.], we get that
K(s, t) := ϕ(r(t) + r(s))− ϕ(r(t− s)),
is a positive Kernel on the real line. Let (Xt)t≥0 be a centred Gaussian
process with covariance function
E[XtXs] = K(s, t).
If in addition we assume that ϕ and r are in C4((0,∞)), and that for
all a > 0, we have r(at) = aαr(t) and ϕ(ax) = aβϕ(x) (i.e. X is
a self-similar Gaussian process with index αβ
2
). With the analogous
(but more involved) computations as above, one can get that almost
all paths of the process X belong (resp. do not belong) to the Besov
spaces Bes(αβ/2, p) (resp. bes(αβ/2, p)).
4 An Itoˆ-Nisio theorem for the bifractional
Brownian motion.
Let E be the linear space generated by the indicator functions 1[0,t] endowed
with the inner product
< 1[0,t],1[0,s] >H= R(s, t) , s, t ∈ [0, 1]. (4.1)
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Define H as the completion of E w.r.t. the inner product < ., . >H. The
application ϕ ∈ H → Bα,β(ϕ) is an isometry from H to the Gaussian space
generated by Bα,β. Bα,β(ϕ) is the Wiener integral of ϕ w.r.t. Bα,β.
Our main result in this paragraph is the following Itoˆ-Nisio theorem for
the bifractional Brownian motion
Theorem 4.1. Let αβ > 1
2
and (ϕn)n≥1 be an orthono rmal basis of H.
Then we have almost surly
N∑
n=1
< ϕn,1[0,t] >H B
α,β(ϕn) −→
N→+∞
Bα,β(t) in the Besov space Bes(αβ−ε, p),
where ε > 0 and p ≥ 1 are such that 1
2
< αβ − ε− 1
p
.
By classical continuous injections we can deduce
Corollary 4.2. Suppose that αβ > 1
2
and (ϕn)n≥1 be an orthonormal basis
of H. Then we have almost surly
N∑
n=1
< ϕn,1[0,t] >H B
α,β(ϕn) −→
N→+∞
Bα,β(t) in the Ho¨lder space Cγ,
for any γ < αβ.
of Theorem 4.1. Put XN(t) =
N∑
n=1
< ϕn,1[0,t] >H Bα,β(ϕn). And define
zjk := 2 · 2j/2
{
XN
(
2k − 1
2j+1
)
− 1
2
XN
(
2k
2j+1
)
− 1
2
XN
(
2k − 2
2j+1
)}
.
Let {hjk, j ≥ 0, k = 1, ..., 2j} be the Haar functions defined as follows
hjk =
√
2j1[ 2k−2
2j+1
, 2k−1
2j+1
[ −
√
2j1[ 2k−1
2j+1
, 2k
2j+1
[ and h1 = 1[0,1].
Remark that
ujk − zjk = Bα,β(hjk)−XN(hjk)
= Bα,β(hjk)−
N∑
n=1
< ϕn, hjk >H Bα,β(ϕn).
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Set
ωNjk =
ujk − zjk
̺Njk
with ̺Njk = {E[|ujk − zjk|2]}1/2. (4.2)
First, by Borel-Cantelli lemma, we can easily show that almost surly
2−j(1+εp)
2j∑
k=1
|ωNjk|p −→
j→∞
0. (4.3)
Let φ, ψ ∈ H and ∑Lni=1 λni 1[0,tni ], ∑Mmj=1 µmj 1[0,smj ] be two sequences in E such
that
φ = lim
n→∞
Ln∑
i=1
λni 1[0,tni ] and ψ = limm→∞
Mm∑
j=1
µmj 1[0,smj ] in H.
Define for all a > 0,
φa = lim
n→∞
Ln∑
i=1
λni 1[0,atni ] and ψ
a = lim
m→∞
Mm∑
j=1
µmj 1[0,asmj ] in H.
One can see easily by (1.2) and a density argument that
E[Bα,β(φa)Bα,β(ψa)] = a2αβE[Bα,β(φ)Bα,β(ψ)]. (4.4)
Set θnj,k =< ϕn, hjk >H, we get
|̺Njk|2 = E
[
Bα,β(hjk)−
N∑
n=1
< ϕn, hjk >H Bα,β(ϕn)
]2
= ||hjk||2H +
N∑
n=1
|θnj,k|2 − 2
N∑
n=1
|θnj,k|2 =
∞∑
n=N+1
|θnj,k|2. (4.5)
Put
h˜jk = 1[ 2k−2
2j+1
, 2k−1
2j+1
[ − 1[ 2k−1
2j+1
, 2k
2j+1
[, g˜jk = 1[ 2k−2
2(j+1)/2
, 2k−1
2(j+1)/2
[ − 1[ 2k−1
2(j+1)/2
, 2k
2(j+1)/2
[,
gk = 1[2k−2,2k−1[ − 1[2k−1,2k[. (4.6)
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Let aj = 2
−(j+1)/2, we have by (4.4)
θnj,k = E[B
α,β(hjk)B
α,β(ϕn)]
= 2j/2E[Bα,β(h˜jk)B
α,β(ϕn)]
= 2j/2E[Bα,β(g˜
aj
jk)B
α,β((ϕ
a−1j
n )
aj )]
= 2−αβ2j(1/2−αβ)E[Bα,β(g˜jk)Bα,β(ϕ
a−1j
n )]. (4.7)
Hence combining (4.5) and (4.7), we get
|̺Njk|2 = 2−2αβ2j(1−2αβ)
∞∑
n=N+1
{
E[Bα,β(g˜jk)B
α,β(ϕ
a−1j
n )]
}2
≤ 2−2αβ2j(1−2αβ) sup
j,k
∞∑
n=N+1
{
E[Bα,β(g˜jk)B
α,β(ϕ
a−1j
n )]
}2
. (4.8)
The supremum in the last term of the inequality is finite. In fact we remark
that (aαβj ϕ
a−1j
n )n≥1 is an orthonormal basis of H, therefore
∞∑
n=N+1
{
E[Bα,β(g˜jk)B
α,β(ϕ
a−1j
n )]
}2
= a−2αβj
∞∑
n=N+1
< g˜jk, a
αβ
j ϕ
a−1j
n >
2
H
≤ a−2αβj
∞∑
n=1
< g˜jk, a
αβ
j ϕ
a−1j
n >
2
H
= a−2αβj ||g˜jk||2H = a−2αβj ||gajk ||2H = ||gk||2H.
(4.9)
On the other hand, we have by (3.24) that E[|ujk|2] ≤ m22j(1−2αβ). Therefore
by (3.1), (1.2), (4.6) and (4.1) we get for all k ≥ 1,
||gk||2H = E[2Bα,β(2k − 1)−Bα,β(2k)−Bα,β(2k − 2)]2 ≤ m2. (4.10)
According to (4.9) we obtain for all N ≥ 1,
AN := sup
j,k
∞∑
n=N+1
{
E[Bα,β(g˜jk)B
α,β(ϕ
a−1j
n )]
}2
<∞. (4.11)
(AN)N≥1 is a non-increasing real valued sequence such that
lim
N
AN = 0 a.s.. (4.12)
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We derive from (4.2), (4.8) and (4.11) the following inequality
2−j(1+εp)
2j∑
k=1
|ωNjk|p ≥ 2pαβ2−jp(
1
2
−(αβ−ε)+ 1
p
)
2j∑
k=1
|ujk − zjk|p
A
p/2
N
. (4.13)
We remark that the sequence 2−jp(
1
2
−(αβ−ε)+ 1
p
)∑2j
k=1 |ujk − zjk|p is increasing
in j for ε small enough, p large enough and αβ > 1
2
. Therefore by (4.3) and
(4.13), we get that almost surely,
sup
j≥0
2−jp(
1
2
−(αβ−ε)+ 1
p
)
2j∑
k=1
|ujk − zjk|p ≤ 2−pαβAp/2N .
Which finishes the proof of Theorem 4.1 by applying (4.12) and Theorem 2.1
.
Remark 4.3. When β = 1 we get the Itoˆ-Nisio theorem for the fractional
Brownian motion with α > 1
2
.
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