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Abstract
Hajos’ conjecture asserts that a simple eulerian graph on n vertices can be decomposed into
at most (n− 1)=2 circuits. In this paper, as corollaries of the main result, we show that Hajos’
conjecture is true for projective graphs and K−6 -minor free graphs. c© 2002 Elsevier Science
B.V. All rights reserved.
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1. Introduction
All graphs considered in this paper are 8nite and have no loops (may have multiple
edges). A graph is simple if it has no multiple edges. Let G be a graph. The sets of
vertices and edges of G are denoted by V (G) and E(G), respectively. The edge with
ends x and y is denoted by xy. If xy∈E(G), we say that y is a neighbor of x and xy
is an edge incident with x. N (x) denotes the set of the neighbors of x. The degree of
x is the number of edges incident with x. By a k-vertex, we mean a vertex of degree
k. For a set S of vertices in G, G−S denotes the graph obtained from G by removing
the vertices in S together with all the edges that has at least one end in S. S is a k-cut
if |S|= k and G − S has more components than G. For a set F of edges in G, G\F
denotes the graph obtained from G by removing all the edges of F . Let S; T ⊆ V (G).
An (S; T )-path in G is a path P such that |S ∩ V (P)|= |T ∩ V (P)|=1.
An edge of a graph G is said to be contracted if it is deleted and its two ends are
identi8ed. A minor of G is a graph obtained from G by deletions of vertices, and
deletions and contractions of edges. K−6 denotes the graph obtained from the complete
graph on 6 vertices by deleting an edge. A K−6 -minor free graph is a graph that does
not contain K−6 as a minor.
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Let M be a closed surface (i.e., a compact 2-manifold without boundary). A graph G
is embeddable on M if G can be drawn on M in such way that the edges of G intersect
only at their ends. Clearly, for any given closed surface M , if G is embeddable on M ,
then each subgraph of G is also embeddable on M , and so is any graph obtained from
G by duplicating edges (adding new edges parallel to the existing edges). A projective
graph is a graph G which is embeddable on the projective plane.
An eulerian graph is a graph (not necessarily connected) in which each vertex has
even degree. Let G be an eulerian graph. A circuit decomposition of G is a set of
edge-disjoint circuits C1; C2; : : : ; Ct such that E(G)=C1∪C2∪· · ·∪Ct . It is well known
that every eulerian graph has a circuit decomposition. A natural question is what is the
smallest number t such that G has a circuit decomposition of t circuits? Such smallest
number t is called the circuit decomposition number of G, denoted by cd(G). The
following conjecture is due to Hajos (see [7]).
Haj5os’ Conjecture: cd(G)6 (|V (G)| − 1)=2 for every simple eulerian graph G.
A reduction of a graph G is a graph obtained from G by recursively applying the
following operations:
1. Remove the edges of a circuit.
2. Delete an isolated vertex (0-vertex).
3. Delete a 2-vertex with two distinct neighbors and add a new edge joining its two
neighbors.
4. If u is a 4-vertex with 4 distinct neighbors {x; y; z; w} such that xy∈E(G) and
zw ∈ E(G), then delete u and join x and y with a new parallel edge, and add a
new edge between z and w.
A reduction is proper if it is not the original graph. It is easy to see that if G is
an eulerian graph, then so is every reduction of G. We note that the reduction de8ned
above preserves embeddability and minor-free property. It is clear that the 8rst three
operations do not change embeddability and minor-free property. The 4th operation
may be divided into two steps: (1) delete two edges ux, uy and add a new edge
parallel to xy; (2) delete a 2-vertex and add a new edge joining its two neighbors.
Clearly, each of the two steps does not change embeddability and minor-free property
whenever the minor is a simple graph.
To obtain our results, we consider a more general situation. For each edge xy∈E(G),
let m(xy) be the number of edges between x and y. The multiple number of G is
de8ned by m(G)=
∑
uv∈E(G)(m(uv)− 1).
Theorem 1.1. If G is an eulerian graph with cd(G)¿ (|V (G)| + m(G) − 1)=2; then
G has a reduction H such that cd(H)¿ (|V (H)| + m(H) − 1)=2 and the number of
vertices of degree less than six in H plus m(H) is at most one.
We note that any reduction of an eulerian planar graph is also an eulerian planar
graph, and that a simple planar graph on n vertices has at most 3n − 6 edges. In the
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theorem, if m(H)= 0, then H is a simple graph with at least 6(|V (H)| − 1)=2=
3|V (H)| − 3 edges; if m(H)= 1, then each vertex of H has degree at least 6, and so
by removing the only multiple edge, we have a simple graph with at least 6|V (H)|=2−
1=3|V (H)| − 1 edges. Thus, a consequence of Theorem 1.1 is that Hajos’ conjecture
is valid for planar graphs [5,8]. Clearly, if G is a graph with maximum degree at most
four, then any reduction of G has maximum degree at most four. It is easy to see that
another consequence of Theorem 1.1 is that Hajos’ conjecture is valid for graphs with
maximum degree at most four [2,3].
In Section 3, by applying Theorem 1.1 we prove that Hajos’ conjecture is true
for projective graphs and K−6 -minor free graphs. For general graphs (not necessarily
eulerian), we show that every simple projective graph or K−6 -minor free graph on n
vertices can be decomposed into at most 3(n−1)=2 circuits and edges, which provides
a partial solution to the old conjecture of Erdo˝s et al. [1] that every simple graph on
n vertices can be decomposed into at most cn circuits and edges for some constant c.
2. Lemmas
Let v be a 4-vertex in G. For a nonnegative integer k, we say that v is of type k
if N (u) induces a simple k-regular subgraph. A vertex v is feasible if |N (v)|=4 and
v is of type k for some k.
Lemma 2.1. Let u be a 4-vertex with four distinct neighbors in a 2-connected graph
G. Let N (u)= {u1; u2; u3; u4}. If u1u2 ∈E(G); u3u4 ∈E(G) and there is no edges from
{u1; u2} to {u3; u4}. Then there are nonadjacent x; y∈N (u) such that G − u + xy is
2-connected.
Proof. Let G′=G − u. If G′ is 2-connected, then so is G′ + xy for any nonadjacent
x; y∈N (u). Assume therefore that G′ has more than one block. Clearly, u1u2 and u3u4
must be in di>erent end blocks. Then there are x∈{u1; u2} and y∈{u3; u4} such that
G′ + xy is 2-connected.
Lemma 2.2. Suppose that G is an eulerian graph with cd(G)¿ (|V (G)|+m(G)−1)=2.
If cd(H)6 (|V (H)|+ m(H)− 1)=2 for each proper reduction of G; then
(i) G is 2-connected;
(ii) m(G)6 1;
(iii) G has no 2-vertices;
(iv) Each 4-vertex is feasible.
Proof. Clearly we may assume that G is connected. If G is not 2-connected, let u be
a cut vertex and let G1 and G2 be the two subgraphs with V (G1) ∩ V (G2)= {u} and
E(G1)∪E(G2)=E(G). Then, m(G)=m(G1)+m(G2); |V (G1)|+ |V (G2)|= |V (G)|+1.
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Noting that each Gi can be obtained from G by applying reduction operations 1 and 2;
we see that Gi is a proper reduction of G, i=1; 2. Thus, cd(Gi)6 (|V (Gi)|+m(Gi)−
1)=2, i=1; 2, and therefore, cd(G)6 cd(G1) + cd(G2)6 (|V (G)| + m(G) − 1)=2, a
contradiction. This proves (i).
Second, suppose that m(G)¿ 2. Then, either there are two vertices in V (G) which
are joined by at least three parallel edges; or there are parallel edges which join distinct
pairs of vertices. In either case, by (i) there is a circuit C containing two edges which
are parallel edges with either the same ends or distinct ends. Let G′=G\E(C). Then
m(G′)6m(G)−2. Since G′ is a proper reduction of G. we have that cd(G′)6 (|V (G′)|
+m(G′)−1)=26 (|V (G)|+m(G)−3)=2. But, cd(G)6 cd(G′)+16 (|V (G)|+m(G)−
1)=2, a contradiction. This proves (ii).
Third, suppose that G has a 2-vertex v. If |N (v)|=1, let G′=G−v. Then |V (G′)|+
m(G′)= |V (G)| + m(G) − 2, and any circuit decomposition of G′ plus the 2-circuit
formed by the two parallel edges incident with v is a circuit decomposition of G.
We therefore assume that |N (v)|=2, say N (v)= {x; y} with x =y. Let G′ be the
graph obtained from G by deleting v and adding a new edge e joining x and y.
Then, |V (G′)| + m(G′)6 |V (G)| + m(G) and G′ is a proper reduction of G, and so
cd(G′)6 (|V (G′)|+m(G′)−1)=26 (|V (G)|+m(G)−1)=2. Since any circuit containing
e in G′ can be transferred into a circuit in G by replacing e with xvy, we see that
cd(G)6 cd(G′). This contradiction proves (iii).
Finally, let w be a 4-vertex in G. By (ii), we have that |N (w)|¿ 3.
If |N (w)|=3, then m(G)= 1 and w is joined to one of its neighbors by two parallel
edges. Let N (w)= {x; y; z} and x be the vertex joining to w by two parallel edges. If
yz ∈ E(G), let C be the circuit formed by the two parallel edges joining w to x and
let G′=G\E(C) − w + yz; if yz ∈E(G) but {x; y; z} dose not induce a triangle, say
xy ∈ E(G), let C be a circuit in G containing zw and wx, and let G′=G\E(C) −
w + xy; if {x; y; z} induces a triangle, let C = xyzwx and let G′=G\E(C) − w +
xy. In each case above, |V (G′)|= |V (G)| − 1, m(G′)=m(G) − 1=0, and G′ is a
proper reduction of G. Hence, cd(G′)6 (|V (G′)| − 1)=2= (|V (G)| + m(G) − 3)=2. It
is easy to see that cd(G)6 cd(G′)+1. This contradiction implies that |N (w)|=4. Let
N (w)= {w1; w2; w3; w4}.
Let H be the subgraph induced by N (w). We claim that two vertices in H are
adjacent if and only if the other two vertices are adjacent. Without loss of gen-
erality, suppose that w1w2 ∈E(G). We shall show that w3w4 ∈E(G). If not so, let
G′=G − w + w1w2 + w3w4. Clearly, |V (G′)| + m(G′)= |V (G)| + m(G) and G′ is a
proper reduction of G. Thus, cd(G′)6 (|V (G′)|+m(G′)−1)=2= (|V (G)|+m(G)−1)=2.
Let e be the new edge added between w1 and w2. Since there are at least two par-
allel edges between w1 and w2, in any circuit decomposition C
′ of G′ we may as-
sume that no circuit in C′ contains both e and w3w4, and thus C′ can be transferred
into a circuit decomposition of G with the same cardinality. This contradiction proves
our claim.
Next, we show that H is simple. If this is not true, without loss of generality, suppose
that w1 and w2 are joined by a pair of parallel edges. By the claim above, we have
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that w3w4 ∈E(G). If there is an edge from {w1; w2} to {w3; w4}, say w1w4 ∈E(G),
let C =w1w2ww3w4w1, and let G′=G\E(C) − w + w1w4. Otherwise, by Lemma 2.1,
there are two nonadjacent vertices in N (w), say w1 and w4, such that G−w+w1w4 is
2-connected, and so there is a circuit C′ containing both w1w4 and w1w2 in G − w +
w1w4. Then, let C be the circuit obtained from C′ by replacing w1w4 with w1ww4, and
let G′=G\E(C)−w+w2w3. In either case, m(G′)= 0, |V (G′)|= |V (G)|+m(G)−2, and
since G′ is a proper reduction of G, we have that cd(G′)6 (|V (G′)|−1)=2= (|V (G)|+
m(G)− 3)=2, which implies that cd(G)6 cd(G′) + 16 (|V (G)|+ m(G)− 1)=2. This
contradiction completes the proof of (iv), and so the proof of the lemma.
A 2-vertex is reducible if its two neighbors are distinct and nonadjacent. We say
that a reducible vertex is reduced if it is deleted and a new edge is added to join
its two nonadjacent neighbors. Two vertices are simultaneously reducible if each is
reducible and they do not lie on a common circuit of length 4. Let u be a 4-vertex and
let H be the subgraph induced by N (u) ∪ {u}. For distinct x; y∈N (u), a removable
path, denoted by Pux;y, is a (x; y)-path in H containing u such that u is reducible in
G\E(Pux;y).
Lemma 2.3. Let u be a feasible vertex. If u is not of type 1; then for any distinct
x; y∈N (u); there is a removable path Pux;y.
Proof. Let N (u)= {x; y; z; w}. If xy ∈ E(G), Pux;y = xuy. If xy∈E(G), then we have
a 4-circuit containing xy in the subgraph induced by N (u), say that xyzwx is such a
4-circuit, then Pux;y = xwzuy.
Lemma 2.4. Let u be a feasible vertex in a 2-connected graph G. For any v∈V (G)\
{u}; there exists a circuit C containing both u and v such that u is reducible in
G\E(C).
Proof. We 8rst consider that v∈N (u). If u is of type 0, let C be a circuit containing
the edge uv. If u is of type 1, let w∈N (u) be a vertex nonadjacent to v and let C be
a circuit containing both uv and uw. If u is of type 2 or 3, let w∈N (u) be a vertex
adjacent to v, and using Lemma 2.3, let C be a circuit consisting of vw and Puv;w. In
each case, u is reducible in G\E(C).
Next, consider that v ∈ N (u). By Menger Theorem, there are two internally disjoint
(v; N (u))-paths P1 and P2. Suppose that uj is the end of Pj in N (u), j=1; 2. If u is
not of type 1, then by Lemma 2.3, C =P1 ∪ P2 ∪ Puu1 ;u2 is a circuit of the required
property. Suppose therefore that u is of type 1. Let u3 and u4 be the two vertices
of N (u)\{u1; u2}. If u3u4 ∈ E(G), then C =P1 ∪ P2 ∪ {u1uu2} is a circuit of the
required property. Assume thus that u3u4 ∈E(G), and then since u is of type 1, there
are no edges between {u1; u2} and {u3; u4}. Now, since G is 2-connected, we see that
G − u is connected. Let Q be a ((V (P1) ∪ V (P2)); {u3; u4})-path in G − u with ends
a∈ (V (P1) ∪ V (P2)) and b∈{u3; u4}. Without loss of generality, assume that a∈P1
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and b= u3. Let W be the segment of P1 from v to a. Then C = vWaQu3uu2P2v is
circuit such that u is reducible in G\E(C). This proves Lemma 2.4.
Lemma 2.5. Let u be a feasible vertex in a 2-connected graph G. For any edge e
which has at most one end in N (u) ∪ {u}; there exists a circuit C containing both u
and e such that u is reducible in G\E(C).
Proof. Let G′ be the graph obtained from G by inserting a new vertex v into e
(subdividing the edge e). Since e has at most one end in N (u)∪{u}, we see that u is
a feasible vertex in G′. The lemma follows by applying Lemma 2.4 to G′.
Lemma 2.6. Let G be a 2-connected graph on at least 7 vertices which contains two
feasible vertices u and v. Then either
1. There exists a circuit C containing both u and v such that u and v are simultane-
ously reducible in G\E(C); or
2. uv ∈ E(G); both u and v are of type 3; and N (u) ∩ N (v) is a 3-cut of G.
Proof. Let N (u)= {u1; u2; u3; u4} and N (v)= {v1; v2; v3; v4}. We consider 8rst that
uv∈E(G). By de8nition, it is not diMcult to verify that u and v are of same type
k, where k = |N (u) ∩ N (v)|. If k =0, let C be any circuit containing uv. If k =1, say
x is the only vertex of N (u)∩N (v). If uv is not a cut edge in G− x, let C be a circuit
containing uv in G− x; otherwise, it is easy to see that we have a circuit C containing
both uv and x in G\{xu; xv}. If k =2, say {x; y}=N (u) ∩ N (v), let u′ and v′ be the
only vertex of N (u)\{x; y; v} and N (v)\{x; y; u}, respectively. Because both u and v
are of type 2, so xy ∈ E(G), and x and y are the only neighbors of u′ (v′) in N (u)
(N (v)). We let C = u′xuvv′yu′. If k =3, say {x; y; z}=N (u)∩N (v), then {u; v; x; y; z}
induces K5, and we let C = uvxzyu. In each of the four cases, C is a circuit as required
in the 8rst statement of the lemma.
Next, we consider that uv ∈ E(G), and distinguish the following cases.
Case 1: |N (u) ∩ N (v)|=4. Then u and v are of same type k, 06 k6 3. We shall
show that the circuit C in the 8rst statement of the lemma exists. If k =0, then, since
G is 2-connected and |V (G)|¿ 7, there exist a vertex w∈G − {u; v; u1; u2; u3; u4} and
two internally disjoint (w; N (u))-paths P1 and P2. Without loss of generality, assume
that u1 and u2 are ends of P1 and P2; respectively. Then, C = uu1P1wP2u2vu3u. If
k =1, say that u1u2; u3u4 ∈E(G), then C = uu1u2vu3u4u. If k =2, say that u1u2u3u4u1
is a circuit, then C = uu4vu1u2u3u. If k =3, then C = uu2u3u1vu4u.
Case 2: |N (u)∩N (v)|=3. Again, u and v are of same type k, 06 k6 3. If k6 2,
choose two nonadjacent vertices in N (u)∩N (v), say x; y, and let C = uxvyu. If k =3,
without loss of generality, let ui = vi, 16 i6 3. If {u1; u2; u3} is a 3-cut of G, then we
have the second statement of the lemma. Otherwise, G − {u1; u2; u3} is connected and
has a (u4; v4)-path P, which contains neither u nor v, and we let C = uu4Pv4u2u1vu3u.
In either case, u and v are simultaneously reducible in G\E(C).
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Case 3: |N (u) ∩ N (v)|6 2. We 8rst consider that |N (u) ∩ N (v)|=2 and the two
vertices in N (u) ∩ N (v) are nonadjacent, say N (u) ∩ N (v)= {x; y}. If u is not of type
1; let Pu be the removable path Pux;y as de8ned in Lemma 2.3; otherwise, let Pu= xuy.
Similarly we de8ne Pv. Then C =Pu ∪ Pv is a circuit satisfying the 8rst statement of
the lemma. Therefore we assume that if |N (u) ∩ N (v)|=2, then the two vertices in
N (u) ∩ N (v) are adjacent.
If u is of type 1, let S(u) consist of the two nonadjacent vertices de8ned in
Lemma 2.1; otherwise let S(u)=N (u). Similarly we de8ne S(v). If neither of u and
v is of type 1, let G′=G. If one of u and v is of type 1, say that u is of type
1 and S(u)= {x; y}, let G′=G − u + xy. By the assumption we just made above,
{x; y} =N (u)∩N (v), and so in G′ v is still feasible and of the same type as before. If
v is also of type 1, let G′=G− u+ xy− v+ x′y′, where {x′; y′}= S(v). In each case,
G′ is 2-connected and so has two disjoint S(u); S(v)-paths P1 and P2. Suppose that Pi
has ends ai in S(u) and bi in S(v), i=1; 2. Let Qu be the removable path Pua1 ;a2 if u
is not of type 1 and let Qu= a1ua2 if u is of type 1. Similarly we de8ne Qv. Then
C =P1 ∪ P2 ∪ Qu ∪ Qv is a circuit satisfying the 8rst statement of the lemma. This
completes the proof of Case 3, and so the proof of Lemma 2.6.
Lemma 2.7. Let G be an eulerian graph with a 3-cut S which induces a triangle. Sup-
pose that G1 and G2 are the two induced subgraphs such that V (G1)∩V (G2)= S and
E(G1)∪E(G2)=E(G). If G1 and G2 are both eulerian graphs; then cd(G)6 cd(G1)+
cd(G2)− 1.
Proof. Let Ci be a circuit decomposition of Gi with |Ci|=cd(Gi). Let S = {x; y; z}
and suppose that Cxi ; C
y
i and C
z
i are the circuits of Ci which contains xy, yz and zx,
respectively (they are not necessarily distinct), i=1; 2. Let C0 ⊆ C1 ∪ C2 be the set
of circuits that contains at least one edge from the triangle T induced by S. If T is a
member of C0, by removing T from C1 or C2 (but not from both), we obtain a circuit
decomposition of G with cd(G1)+ cd(G2)− 1 circuits. Suppose therefore that T ∈ C0.
It suMces to show that the subgraph H =
⋃
C∈C0 C can be decomposed into at most
|C0| − 1 circuits.
We consider 8rst that each circuit of C0 contains exact one edge of T . So |C0|=6.
If S is entirely contained in some circuit of C0, say S ⊆ V (Cx1), then Cx1\{xy} consists
of two segments P1 from x to z and P2 from y to z, and we let
C′0 = {P1 ∪ (Cz2\{zx}); P2 ∪ (Cy2 \{yz}); Cy1 ; Cz1; Cx2}:
Otherwise, let
C′0 = {(Cx1 ∪ Cx2)\{xy}; (Cy1 ∪ Cy2 )\{yz}; (Cz1 ∪ Cz2)\{zx}; T}:
In either case, C′0 is a circuit decomposition of H with |C′0|6 |C0| − 1.
Next, suppose that there is a circuit of C0 containing two edges of T , say that
E(Cx1) ∩ E(T )= {xy; yz}. If E(Cz2) ∩ E(T )= {zx}, let
C′0 = (C0\{Cx1 ; Cz2}) ∪ ((Cx1 ∪ Cz2)\T ):
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Otherwise, say that Cz2 contains both zx and xy, let
C′0 = {(Cx1 ∪ Cz2)\{zx; zy}; Cz1; Cy2 }:
(Note that Cy1 =C
x
1 and C
x
2 =C
z
2.) In either case, C
′
0 is a circuit decomposition of H
with |C′0|6 |C0| − 1. This completes the proof of Lemma 2.7.
3. Proofs of main results
Proof of Theorem 1.1. If G has a proper reduction G′ such that cd(G′)¿ (|V (G′)|+
m(G′) − 1)=2, then, noting that any reduction of G′ is also a reduction of G, we
may consider G′ instead of G. Thus we assume that G has been chosen such that
cd(G′)6 (|V (G′)|+m(G′)− 1)=2 for each proper reduction G′ of G. By Lemma 2.2,
G is 2-connected, m(G)6 1, contains no 2-vertices, and each 4-vertex is feasible. If
the number of vertices of degree less than six in G plus m(G) is at most one, the
theorem holds with H =G. We therefore assume that the number of vertices of degree
less than six in G plus m(G) is at least two. If m(G)= 1, then G contains a 4-vertex
and it is feasible, say u is a feasible vertex in G. Let e and e′ be the only two parallel
edges in G. Since u is feasible, and by de8nition, e and e′ have at most one end in
N (u) ∪ {u}. By Lemma 2.5, there is a circuit C containing both e′ and u such that u
is reducible in G\E(C). Let G′ be the graph obtained from G\E(C) by reducing u.
Then, m(G′)= 0 and |V (G′)|= |V (G)| − 1. By the choice of G, cd(G′)6 (|V (G′)| −
1)=2= (|V (G)| + m(G) − 3)=2. Then a circuit decomposition of G′ of cardinality
cd(G′) together with C yields a circuit decomposition of G of cardinality at most
(|V (G)|+m(G)− 1)=2. By this, m(G)= 0. Thus, G is a simple eulerian graph with at
least two feasible vertices. Let |V (G)|= n, and let u and v be two feasible vertices in G.
Obviously n¿ 7.
By Lemma 2.4, there is a circuit C such that u is reducible in G\E(C). Let G′ be
the reduction of G obtained from G\E(C) by reducing u. By the minimality of G,
cd(G′)6
⌊ |V (G′)| − 1
2
⌋
=
⌊
n− 2
2
⌋
:
If n is odd, then cd(G′)6 (n − 3)=2, and as above, we have a contradiction. This
shows that n is even.
If there is a circuit C in G containing both u and v such that u and v are simulta-
neously reducible in G\E(C), then by reducing both u and v in G\E(C) we obtain a
graph G′ with |V (G′)|= n−2, and as before, we have a contradiction to the choice of
G. Suppose therefore that this is not the case. Then, by Lemma 2.6, uv ∈ E(G), both
u and v are of type 3, and N (u) ∩ N (u) a 3-cut of G.
Let N (u) ∩ N (v)= {x; y; z}, and let G1 and G2 be the two induced subgraphs with
V (G1) ∩ V (G2)= {x; y; z} and E(G1) ∪ E(G2)=E(G). Let n1 = |V (G1)| and
n2 = |V (G2)|. If G1 and G2 are both eulerian, then they are proper reductions of G,
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and by the choice of G, cd(Gi)6 (ni − 1)=2, i=1; 2. Using n1 + n2 = n + 3 and by
Lemma 2.7, we have that
cd(G)6 cd(G1) + cd(G2)− 16 n1 − 12 +
n2 − 1
2
− 1= n− 1
2
:
This contradiction shows that at least one of G1 and G2 is not eulerian. But, since G
is eulerian, we have that both G1 and G2 are not eulerian. It is well known that the
number of vertices of odd degree in a graph is always even. Without loss of generality,
we assume that x and y are the only vertices of odd degree in G1, and so the only
vertices of odd degree in G2. Since n is even, we see that n1 and n2 have di>erent
parity, say that n1 is odd and n2 even.
Let N (u)= {x; y; z; u1} and N (v)= {x; y; z; v1}. Since both u and v are of type 3, we
have that each of N (u)∪{u} and N (v)∪{v} induces a complete subgraph. Consider the
paths P1 = xzu1uy and P2 = xv1vy. Then Gi\E(Pi) is eulerian, i=1; 2, and furthermore,
u is a reducible vertex in G1\E(P1). Let H1 be the graph obtained from G1\E(P1) by
reducing u (so |V (H1)|= n1− 1 and xz ∈E(H1)) and let H2 =G2\E(P2). Suppose that
H is the graph obtained by identifying H1 and H2 at the triangle on {x; y; z} so that H1
and H2 are the two induced eulerian subgraphs of H such that V (H1)∩V (H2)= {x; y; z}
and E(H1) ∪ E(H2)=E(H). By Lemma 2.7,
cd(H)6 cd(H1) + cd(H2)− 1:
Since H1 and H2 are reductions of G, by the choice of G, Hi has a circuit decomposition
with at most (|V (Hi)| − 1)=2 circuits, i=1; 2, and so
cd(H)6
⌊ |V (H1)| − 1
2
⌋
+
⌊ |V (H2)| − 1
2
⌋
− 1:
Since |V (H1)| − 1 (= n1 − 2) is odd and so is |V (H2)| − 1 (= n2 − 1); we obtain that
cd(H)6
n1 − 3
2
+
n2 − 2
2
− 1= n− 4
2
:
Let C be a circuit decomposition of H with |C|=cd(H) and set Q=P1 ∪ P2, which
is a circuit of G. Then, C yields a circuit decomposition of G\E(Q) with the same
cardinality, which together with Q is a circuit decomposition of G with cardinality at
most ((n − 4)=2) + 1. This contradicts the choice of G, and completes the proof of
Theorem 1.1.
Corollary 3.1. Haj5os’ conjecture is valid for projective graphs.
Proof. As pointed out in Section 1, the reduction operations do not change the em-
beddability of a graph. Every reduction of a projective graph is still a projective graph.
If there is a simple projective graph G with cd(G)¿ (|V (G)|−1)=2, where m(G)= 0,
then by Theorem 1.1, G has a reduction H such that cd(H)¿ (|V (H)|+m(H)− 1)=2
and the number of vertices of degree less than six in H plus m(H) is at most one.
If m(H)= 0, then H is a simple graph which contains at most one vertex of
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degree less than 6. We may assume that H has no isolated vertex. So H has at least
(6(|V (H)| − 1) + 2)=2=3|V (H)| − 2 edges. If m(H)= 1, then each vertex of H has
degree at least 6, and so by removing the only multiple edge, we have a simple graph
with at least 6|V (H)|=2−1=3|V (H)|−1 edges. But it is well-known that every simple
projective graph on n vertices has at most 3n − 3 edges (see [4]). This contradiction
proves the corollary.
To obtain next corollary, we need a result of Khalifat et al. [6].
Lemma 3.2. [6] Let G be a graph having six or more vertices and U be the subset
of vertices of degree less than six. If U = ∅ or U induces a complete subgraph in G;
then G contains K−6 as a minor.
Since the reduction operations do not change the minor-free property when the minor
is a simple graph, a combination of Theorem 1.1 and Lemma 3.2 yields the following
corollary.
Corollary 3.3. Haj5os’ conjecture is valid for K−6 -minor free graphs.
Erdo˝s et al. [1] conjectured that there exists a constant c such that every simple graph
on n vertices (not necessary eulerian) can be decomposed into at most cn circuits and
edges. Let G be an arbitrary simple graph on n vertices. It is well known that there is
a set F of edges such that |F |6 n − 1 and G\F is eulerian. By this, the validity of
Hajos’ conjecture implies that c6 32 in the conjecture of Erdo˝s et al. It follows from
Corollaries 3.1 and 3.3 that
Corollary 3.4. Let G be a simple projective graph or a simple K−6 -minor free graph.
Then G can be decomposed into at most 3(|V (G)| − 1)=2 circuits and edges.
Acknowledgements
The authors acknowledge the valuable comments and suggestions of the referees.
References
[1] P. Erdo˝s, A.W. Goodman, L. Posa, The representation of graphs by set intersections, Cand. J. Math. 18
(1966) 106–112.
[2] O. Favaron, M. Kouider, Path partitions and cycle partitions of eulerian graphs of maximum degree 4,
Studia Sci. Math. Hungar. 23 (1988) 237–244.
[3] A. Granville, A. Moisiadis, On Hajos’ conjecture, in: Proceedings of the 16th Manitoba Conference on
Numerical Mathematics and Computing, Congr. Numer. 56 (1987) 183–187.
[4] J.L. Gross, T.W. Tucker, Topological Graph Theory, A Wiley-Interscience Publication, New York, 1987.
[5] T. Jiang, On Hajos’ conjecture, J. China Univ. Sci. Tech. 14 (1984) 585–592 (in Chinese).
G. Fan, B. Xu /Discrete Mathematics 252 (2002) 91–101 101
[6] M. Khalifat, T. Politof, A. Satyanarayana, On minors of graphs with at least 3n − 4 edges, J. Graph
Theory 17 (1993) 523–529.
[7] L. Lovasz, On covering of graphs, in: P. Erdo˝s, G.O.H. Katona (Eds.), Theory of Graphs, Academic
Press, New York, 1968, pp. 231–236.
[8] K. Sey>arth, Hajos’ conjecture and small cycle double covers of planar graphs, Discrete Math. 101
(1992) 291–306.
