Abstract. For a surface diffeomorphism, a compact invariant locally maximal set W and some subset A ⊂ W we study the A-exceptional set, that is, the set of points whose orbits do not accumulate at A. We show that if the Hausdorff dimension of A is smaller than the Hausdorff dimension d of some ergodic hyperbolic measure, then the topological entropy of the exceptional set is at least the entropy of this measure and its Hausdorff dimension is at least d. Particular consequences occur when there is some a priori defined hyperbolic structure on W and, for example, if there exists an SRB measure.
Introduction
The study of orbits of hyperbolic torus automorphisms is a very classical field. Any linear automorphism given by a n × n-integer matrix of determinant ±1 and without eigenvalues of absolute value 1 induces a hyperbolic automorphism of the torus T n = R n /Z n and provides the simplest example of an Anosov diffeomorphism. One of their most important features is their ergodicity (with respect to the Haar measure) which implies in particular that almost all points have a dense orbit.
Nevertheless, the complementary often called exceptional set, that is, the set of points with non-dense orbit, can in general be quite large.
In this paper we are interested in the "size" of exceptional sets in terms of their topological entropy and Hausdorff dimension. We will study limit exceptional sets for surface diffeomorphisms.
Let us introduce some notation. Given a metric space (X, d) and a continuous transformation f : X → X, we denote by O + f |X (x) def = {f k (x) : k ∈ N ∪ {0}} the (forward ) semi-orbit of x ∈ X by f . We say that a set Y ⊂ X is forward f -invariant if f (Y ) ⊂ Y and f -invariant if f (Y ) = Y . Denote by ω f (x) the (forward) ω-limit set of a point x ∈ X, that is, the set of limit points of O + f |X (x). Denote by Y the closure of a set Y ⊂ X. Definition 1.1 (Exceptional set). Given a set A ⊂ X, the (forward) A-exceptional set (with respect to f ) is defined by Note that this union is disjoint.
1.1. Main results. Unless otherwise stated, in this paper f : M → M will be always a C 1+ε diffeomorphism of a Riemannian surface M and W ⊂ M some compact f -invariant locally maximal set. This includes the possibilities of either a hyperbolic ergodic measure whose support is a locally maximal set (see Theorem B), a basic set of a surface diffeomorphism (see Theorem D), or an Anosov surface diffeomorphism (see Theorem E). Recall that a set W ⊂ M is locally maximal (or isolated ) if there exists a neighborhood U of W such that
We denote by dim H (B) the Hausdorff dimension of a set B ⊂ M (see [F 1 ]) and by h(f | W , B) the topological entropy of f | W on B ⊂ W (we briefly recall their definitions in Sections 2 and 4, respectively).
The following is our first main result.
Theorem A. Let f : M → M be a C 1+ε diffeomorphism of a compact Riemannian surface. Let W ⊂ M be a compact f -invariant locally maximal set.
For every A ⊂ W such that h(f | We denote by h µ (f ) the entropy of µ. Note that (since we consider a surface diffeomorphism f ) every ergodic measure µ with positive entropy is hyperbolic (we recall hyperbolicity in Section 3).
Theorem B. Let f : M → M be a C 1+ε diffeomorphism of a compact Riemannian surface and let µ ∈ M be a hyperbolic f -invariant ergodic measure whose support W def = supp µ is locally maximal. For every A ⊂ W such that dim H (A) < dim H µ, we have h(f | W , I + f |W (A)) ≥ h µ (f ) and dim H (E + f |W (A)) ≥ dim H µ. Remark 1.3. Note that it may happen that the Hausdorff dimension of a measure is smaller than the one of its support. Indeed, Example 2 in Section 2.3 provides such a case and shows that the second inequality in Theorem B can be strict (see also Theorem E below).
Remark 1.4. Note that the hypotheses that µ is hyperbolic and that dim H µ > 0 (which by Young's formula (2) is equivalent to h µ (f ) > 0) in Theorem B automatically exclude that µ is supported on a hyperbolic periodic orbit. Note that the hypothesis µ being hyperbolic is necessary for the conclusion of Theorem B. Indeed, if f : T 2 → T 2 is a minimal diffeomorphism such that the Haar measure µ is f -ergodic, then for any A = {x}, x ∈ T 2 , the (limit) A-exceptional set is empty and that dim H µ = 2.
To state our third main result, we define the dynamical dimension of f | W by
where the supremum is taken over all ergodic measures µ ∈ M erg with positive entropy. In Section 2.3 we discuss some of its properties and provide examples where
where χ s (µ) < 0 < χ u (µ) denote the Lyapunov exponents of µ (see [KH] for definition and details and Section 3). In particular, if the topological entropy of
Previous results on exceptional sets and related topics. The interest in exceptional sets has many origins and it started with the work of JarnikBesicovitch [J] : Recall that a real number x is badly approximable if there is a positive constant c = c(x) such that for any reduced rational p/q we have |p/q − x| > c/q 2 . Looking from an algebraic point of view, Jarnik's theorem states that the Hausdorff dimension of the set of badly approximable numbers in the unit interval is 1.
In view of our main results it is worth mentioning the following point of view of Jarnik's theorem and its generalizations. Namely it can be equivalently read in terms of bounded geodesic curves emanating from a fixed point of the surface M = H 2 /SL(2, Z), where SL(2, Z) denotes the group of 2 × 2 matrices with integer entries and where one projects the Poincaré metric of the hyperbolic plane H 2 to its quotient. A geodesic on H 2 is bounded if and only if its end points in S 1 = ∂H 2 are badly approximable. Thus, one can conclude that the set of directions such that the corresponding geodesic is bounded has Hausdorff dimension 1. This result was generalized to complete noncompact manifolds of negative curvature and finite volume (see, for example [Da 2 ]) and to many more general contexts yielding the same type of result that the set of directions with bounded geodesics has full Hausdorff dimension, that is, has Hausdorff dimension equal to the one of the subset of recurrent directions (those whose forward and backward geodesic rays intersect infinitely often some compact region, respectively).
From a slightly different point of view, Hirsch [Hi] suggested to exhibit general properties which are common for all compact invariant sets of a hyperbolic torus automorphism. According to [Hi, p. 134] , Smale showed that for an automorphism of T 2 there is no nontrivial compact invariant one-dimensional set. In addressing these points, Franks [Fr] showed that, given any C 2 nonconstant curve γ : (a, b) → T n and a hyperbolic torus automorphism f : T n → T n , the set γ((a, b)) contains a point whose orbit by f is dense in T n . Mañé [M 1 ] extended this result to rectifiable 1 curves. Thus, on one hand no nontrivial invariant set can be a manifold. On the other hand a f -exceptional set cannot contain any rectifiable path and the question about the fractal nature of such sets arises. Looking again at Jarnik's theorem, it is not difficult to see that a number x ∈ [0, 1) is badly approximable if and only if the closure of the semi-orbit of x under the Gauss map f : [0, 1) → [0, 1) (and hence the set of its limit points) does not contain the point 0), that is, a number x ∈ [0, 1) is badly approximable if and only if x is in the exceptional (and hence in the limit exceptional) set of {0} (with respect to the Gauss map f ). These results motivate the general question about the Hausdorff dimension of the A-exceptional set for some "sufficiently small" set of points A. Abercrombie and Nair proved in [AN1] a version of Jarnik's theorem for interval Markov maps. Dani investigated special countable subsets A ⊂ T n and showed that the A-exceptional set under a hyperbolic torus automorphism has full Hausdorff dimension n (see [Da 1 , Corollary 2.7]).
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In the context of expanding dynamical systems, exceptional sets were also studied for example by Urbański [U 1 ] considering a C 2 expanding map of a Riemannian manifold X and showing that for any x ∈ X the forward {x}-exceptional set has full Hausdorff dimension equal to the dimension of X. Abercrombie and Nair [AN] considered expanding rational maps of the Riemann sphere on its Julia set and the 1 Recall that a curve γ : (a, b) → T n is rectifiable if it is continuous and if there exists a constant
It is interesting to observe that Hancock [Ha] [S, Section 11] ). Though Schmidt games so far were mainly applied to questions of algebraic nature (see, for example, the introduction of [Wu] for numerous references), more recently they were also used to investigate the fractal structure of exceptional sets (see [Ts, Wu] ).
forward A-exceptional set of a finite set of points A and also established that this set has full Hausdorff dimension, that is, dimension equal to the Hausdorff dimension of the Julia set. Their approach is based on a construction of a Borel measure supported on the set of points whose forward orbit misses certain neighborhoods of A and the use of the mass distribution principle to determine dimension. Ideas similar to [U 1 , AN] were also used by Dolgopyat [Do] where exceptional sets are studied in several contexts: a one-sided shift space (see Theorem 4.1), piecewise uniformly expanding maps of the interval, Anosov surface diffeomorphisms (see Example 2), conformal Anosov flows, and geodesic flows of Riemannian surfaces of negative curvature. In general terms he showed that for any set A which is "sufficiently small" in the sense that it has small topological entropy or small Hausdorff dimension compared to the one of the dynamical system, the A-exceptional set is "large" in the sense that it has full entropy or full Hausdorff dimension, respectively. His proofs are also based on the construction of a certain Borel measure and applying the mass distribution principle; in all his classes of systems the possibility of symbolic representation of the dynamics facilitates the construction of such measures.
To follow the approaches in [AN, Do] in a nonhyperbolic context is more difficult. In [CG] , the model case of rational maps of the Riemann sphere on its Julia sets was studied, including the cases of maps with critical points or parabolic points and corresponding results were obtain. Here the condition "sufficiently small" means that the Hausdorff dimension of A has to be smaller than the dynamical dimension of the system, that is, the maximal Hausdorff dimension of ergodic measures with positive entropy (compare (1)). The approach in [CG] is, instead of studying the dynamical systems on the whole, to consider appropriate sub-dynamical systems which are uniformly expanding and hence allow to apply the abstract result on shift spaces in [Do] and gradually approximate "from inside" the full dynamics (in the setting of this paper we will proceed analogously, see Section 3). In this paper we adapt approach in [CG] to our setting.
1.3. Improved results in specific cases. To improve the lower bound in Theorem C in some specific cases, we require a priori information about a hyperbolic structure on the whole set W . We are going to provide some examples.
We first recall some concepts (see [KH] ). Given a diffeomorphism g : M → M and a compact invariant set Γ ⊂ M , we say that Γ is hyperbolic if (up to a change of metric) there exist a dg-invariant splitting E s ⊕ E u = T Γ M and numbers 0 < µ < 1 < κ such that for every x ∈ Γ we have
We say that g : M → M is Anosov if M is hyperbolic. Recall that a set Γ ⊂ M is basic (with respect to g) if it is compact, invariant, locally maximal, and hyperbolic and if g| Γ is topologically mixing (see [KH, Chapter 6 .4] for more details).
In view of the definition of the dynamical dimension in (1) and Young's formula (2), the following result improves the lower bound provided in Theorem C in case that W is a basic set.
1+ε diffeomorphism of a compact Riemannian surface. Let W ⊂ M be a basic set (with respect to f ) and let µ be a f -invariant ergodic measure supported on W .
For every
Recall that an ergodic f -invariant measure is SRB (with respect to f ) if it has absolutely continuous conditional measures on unstable manifolds (see [Y 2 ] for more details), we will denote it by µ + SRB . Recall that by Pesin's formula [P 1 ] we have h µ
Theorem D hence immediately implies the following.
Corollary 1.5. Under the assumptions of Theorem D and assume that there exists an SRB measure µ
In case of an Anosov map of a surface M and W = M , we can state a result slightly stronger than Theorem D (note that in this case we only know d
1+ε of a compact Riemannian surface and let µ be a f -invariant ergodic measure.
For every
The following result is then an immediate consequence of Theorem E. Note that it generalizes [Do, Theorem 3] stated for an Anosov diffeomorphism of T 2 (see also Example 2).
1.4. Essential ingredients for our proofs and organization. We explain briefly some of the main observations which are fundamental for our proofs.
For that recall first that for a compact invariant hyperbolic set Γ ⊂ M the stable manifold of x ∈ Γ (with respect to f ) is defined by
Note that it is an injectively immersed C 1 one-dimensional manifold tangent to E s on Γ. The local stable manifold of x ∈ Γ (with respect to f and a neighborhood U of Γ) is the set
Note that there exists δ > 0 such that for every x ∈ Γ the local stable manifold of x contains a C 1 stable disk centered at x of radius δ. The unstable manifold at x, W u (x, f ), and the local unstable manifold at x, W u loc (x, f ), are defined analogously considering f −1 instead of f .
First, we make the crucial observation in Lemma 1.8 (which is an immediate consequence of the definition of a limit exceptional set) that locally a limit exceptional set with respect to the dynamics in some hyperbolic set (where local stable manifolds are well defined) is a union of subsets of stable manifolds.
Lemma 1.8. For every A ⊂ W and every hyperbolic set Γ ⊂ W the set I
is s-saturated and invariant (with respect to f | Γ ).
Proof. Note that for every
The invariance follows immediately from continuity of f .
The second key observation is that entropy of some basic set is the same in any intersection with a local unstable manifold. It can be seen as version
3
, and its proof is very similar to the one, of [M 2 , Theorem]. For completeness we will include it (see Section 4).
Then for every x ∈ Γ we have
. Now let us briefly sketch our strategy to prove our theorems: (i) In Section 3 we consider so-called approximating (µ, ε)-horseshoes which -in entropy and dimension -approximate a hyperbolic ergodic measure. This will enable us to reduce in a way the proof of Theorems B and C for a set W which carries a hyperbolic ergodic measure with positive entropy to the proof of Theorem D for a basic set W . (ii) The local product structure of basic sets allows to reduce the analysis of a limit exceptional set to the analysis of its intersection with unstable manifolds. (iii) Since the exceptional set is s-saturated and invariant (Lemma 1.8) we can conclude that the entropy on unstable manifolds is equal to the entropy of the full basic set (Proposition 1.9). (iv) By approximating almost homogeneous horseshoes (defined in Section 3) we can conclude about dimension (Proposition 4.7). (v) Finally, the fact that the exceptional set is s-saturated (Lemma 1.8) and a slicing argument by Marstrand will help to derive an estimate of the dimension of subsets of direct products of sets (Lemma 2.1).
In Section 4 we recall the definition of entropy and prove Theorem A. Approximating horseshoe basic sets will enable to conclude Theorems D and E and hence Theorems B and C, see Section 5.
Dimensions
We collect some definitions and standard results on dimension of hyperbolic sets and measures (see also [F 2 , F 1 , P 2 ]) and discuss some examples. Given a set Y ⊂ X and a nonnegative number d ∈ R, we denote the ddimensional Hausdorff measure of Y (relative to the family F ) by
where r(U i ) denotes the diameter of
Note that the classical definition considers as F the family of open sets. Note that the Hausdorff dimension of a set does not depend on the family F , though the value of the Hausdorff measures may be different (see [P 2 , Chapter 1.1]).
We recall some properties:
Below we will use the following crucial property of the Hausdorff dimension of subsets of product sets (similar arguments were used in [KW, 1.4 
]).
Lemma 2.1. Let B 1 , B 2 be two metric spaces and let C be some subset of the direct product
Proof. Let t < b 2 . Observe that by [F 2 , Theorem 5.6], B 1 contains some subset B ′ 1 of positive s-dimensional Hausdorff measure for any s < b 1 . Hence, applying Marstrand's Theorem (see, for example, [F 2 , Theorem 5.8] ) we have dim H (C) ≥ s + t. As s < b 1 and t < b 2 were arbitrary, the claimed property follows.
2.2. Dimension of basic sets. We denote by M(g| Γ ) the space of g-invariant Borel probability measures supported on Γ and by M erg (g| Γ ) the subset of ergodic measures. Given a continuous function φ : Γ → R, denote by P g|Γ (φ) its topological pressure (with respect to g| Γ ). Recall that it satisfies the variational principle
(see [Wa] for the definition of pressure and its properties). Consider the functions ϕ s , ϕ u : Γ → R defined by
Let d u and d s be the unique real numbers for which we have
Note that
By classical results (see [M 2 , MM, Ta, PV]), for every x ∈ Γ we have
and
2.3. Dynamical and hyperbolic dimensions. The dynamical dimension defined in (1) is in a hyperbolic (like) context strongly related with other dimension characteristics. Define the hyperbolic dimension of f | W by
where the supremum is taken over all basic sets Y ⊂ W . We call a measure µ at which the supremum in (1) is attained a measure of maximal dimension (with respect to f | W ). For every basic set Γ ⊂ M by [BW] there exists an ergodic f -invariant probability measure of maximal dimension (with respect to f | Γ ). Though, in general such measure is not unique and in general it is not a measure of full dimension dim H (Γ). Indeed, the formula (7) involving twoin general independent -maxima indicates that these facts depend on cohomology relations of the potential functions (4) (see [Wo] for more details).
While in the case of a rational map the (analogously defined) dynamical dimension and the hyperbolic dimension coincide 4 this is not true in general in our setting. Note that Lemma 3.3 below implies the first of the following inequalities (the second one is trivial)
The last inequality can be strict (consider, for example, Bowen's figure-8 attractor) . The first inequality can also be strict even if f | W is hyperbolic as we explain in the following examples.
Example 1. Rams [R] provides an example of an affine horseshoe W ⊂ R 2 with exactly two measures µ 1 , µ 2 of maximal dimension such that 
To investigate the hyperbolic dimension, we will now consider Anosov diffeomorphisms which are volume preserving, that is, which admit an invariant measure which is absolutely continuous with respect to the one induced by the Riemannian metric m. Recall that a C 2 Anosov diffeomorphism g is volume preserving if, and only if, g admits an invariant measure of the form dµ = h dm with h a positive Hölder continuous function if, and only if, dg n : (2) and (3) we have
Note that there exists also a unique SRB measure µ − SRB (with respect to f −1 ) which has analogous properties. Note that by [LY] the SRB measures (with respect to f ±1 , respectively) are the only ergodic measures satisfying the equality (3), that is, for every ergodic µ = µ 
Hence, µ is absolutely continuous with respect to the 2-dimensional Hausdorff measure which is positive and finite (see by [BP, Theorem 4.3.3] ).
On the other hand, if f preserves a measure µ which is absolutely continuous with respect to the m, then it has absolutely continuous measure on unstable and stable manifolds, respectively, that is, µ = µ
In particular, this implies that in the case if f is not volume preserving then
By [Do, Theorem 3] , for any set
we have dim H (I + f |T 2 (A)) = 2. The hypothesis on A is optimal in the sense that 5 The first equivalence follows from [B 2 , 4.14 Theorem]. For the second one recall that two functions ϕ and ψ are cohomologous if ϕ − ψ = η − η • f for some continuous function η. Note that if we have g n (x) = x and |det dg n x | = 1 then for every ℓ ∈ Z we have 1 = |det dg ℓn x | = exp(ℓϕ s (g n (x)) + ℓϕ u (g n (x))) sin(∠(E s x , E u x )). Letting ℓ → ±∞ we conclude ϕ s (g n (x)) + ϕ u (g n (x)) = 0. Thus, by Livshitz's theorem ϕ s is cohomologous to −ϕ u (see [KH, Theorem 19.2 
.1]).
by [Do] in the case we have D < 2 then for every s ∈ (D, 2] there exists a set A ⊂ T 2 such that the A-exceptional set has Hausdorff dimension < 2. Note that in general dim H µ + SRB ≤ DD(f | T 2 ). In the case when the SRB measure is not a measure of maximal dimension then for every measure µ ∈ M erg (f | T 2 ) satisfying
Approximating horseshoes
A point x ∈ M is Lyapunov regular and hyperbolic if there exist numbers χ s (x) < 0 < χ u (x) and a decomposition E s x ⊕ E u x = T x M into subspaces of dimension 1 such that for ⋆ = s, u we have
We call an ergodic f -invariant Borel probability measure µ hyperbolic if µ-almost every point is Lyapunov regular hyperbolic and for such µ denote χ(µ)
Definition 3.1. Given numbers χ s < 0 < χ u and ε ∈ (0, min{|χ s |, χ u }), we call a basic set Γ ⊂ M a (χ s , χ u , ε)-horseshoe if for every x ∈ Γ we have lim sup
Given an ergodic hyperbolic measure µ and ε ∈ (0, χ(µ)), we call a basic set Γ ⊂ M a (µ, ε)-horseshoe (with respect to f ) if it is a (χ s (µ), χ u (µ), ε)-horseshoe, if it is in an ε-neighborhood of supp µ, and if |h(f | Γ ) − h µ (f )| < ε.
The existence of such horseshoes, and hence the proofs of the following two lemmas, follows from Katok's construction (see [KH, Supplement S.5 ], see also [G] ).
Lemma 3.2. Given a hyperbolic ergodic measure µ ∈ M, there exists a function δ : (0, 1] → R satisfying δ(ε) → 0 as ε → 0 such that for every ε > 0 there exist a positive integer N and Γ = Γ(µ, ε) ⊂ W a (µ, ε)-horseshoe (with respect to f N ) such that
for ⋆ = s, u respectively. Moreover, there is R ⊂ Γ such that f N | R is conjugate to a full shift and
Proof. There exists a (µ, ε)-horseshoe Γ and a positive integer N = N (ε) and R ⊂ Γ such that Γ = N i=0 f i (R), f N | R is hyperbolic and conjugate to a (mixing) full shift (see, for example [KH] or [G, Theorem 1] ). In particular, we have dim H (Γ) = dim H (R). Our assumption that W is locally maximal guarantees that Γ ⊂ W if ε is sufficiently small.
Recall that for every ergodic measure ν for f N : R → R we get an invariant measurê ν for f : Γ → Γ by definingν
. By the variational principle for topological entropy (see (E6) in Section 4), we can take ν such that
By the defining properties of the (χ
which implies
Now (7) implies the claimed properties.
Lemma 3.3. If DD(f | W ) > 0 then there exist a sequence of hyperbolic ergodic measures (µ n ) n ⊂ M, a sequence of positive numbers (ε n ) n with lim n→0 ε n = 0, and a sequence of (µ n , ε n )-horseshoes Γ n = Γ n (µ n , ε n ) ⊂ W satisfying
Proof. To prove the lemma it suffices to observe that DD(f | W ) > 0 implies that every ergodic µ ∈ M for which dim H µ is sufficiently close to DD(f | W ) is hyperbolic. Now take a sequence (µ n ) n ⊂ M of such measures such that dim H µ n → DD(f | W ) and apply Lemma 3.2.
Entropies
We briefly recall the definition of entropy according to Bowen [B 1 ]. Let X be a compact metric space. Consider a continuous map f : X → X, a set Y ⊂ X, and a finite open cover A = {A 1 , A 2 , . . . , A n } of X. Given U ⊂ X we write U ≺ A if there is an index j so that U ⊂ A j , and U ⊀ A otherwise. Given U ⊂ X we define
If U is a countable collection of open sets, given d > 0 let
Given a set Y ⊂ X, let
Analogously to the Hausdorff measure, d → m A,d (Y ) jumps from ∞ to 0 at a unique critical point and one defines
The topological entropy of f on Y is defined by
Note that Y does not need to be compact nor invariant. When Y = X, we simply write h(f ) = h(f, X) when there is no risk of confusion. To point out the (sub)space we consider, we sometimes write h(f | X , Y ). In the case of a compact set Y this definition is equivalent to the canonical definition of topological entropy (see [B 1 , Proposition 1] and [Wa, Chapter 7] ). We recall some properties which are relevant in our context (see [B 1 , P 2 ]).
(E1) If f : X → X and g : Y → Y are topologically semi-conjugate, that is, there is a continuous map π :
We recall two technical results. Given a positive integer M , let σ
be the usual one-sided shift map on Σ
Then there exists a function H : N → R having the property
) and n 0 ≥ 1 there is a family U = {U ℓ :
The above listed properties of entropy and basic properties of exceptional sets immediately imply the following result (see for example [CG, ). 
Proof. It suffices to observe that
and to apply (E2) and (E4).
The following is an immediate consequence of continuity. 
We can now give the proof of one of our main results.
Proof of Theorem A. By hypothesis, we have h(f | W ) > 0. By the variational principle for entropy (E6) and Ruelle's inequality for entropy, for every ε > 0 there is a hyperbolic ergodic measure µ ∈ M satisfying h µ (f ) ≥ h(f | W ) − ε. By Lemma 3.2 there are a positive integer N = N (ε) and a basic set Γ ε ⊂ W (with respect to
If ε was sufficiently small, this and our hypothesis
By (E4) and Lemma 4.3, without loss of generality we can assume that N = 1 and that f | Γε is conjugate to a mixing (two-side) full shift σ : Σ M → Σ M , for some positive integer M = M (Γ ε ), by means of a homeomorphism p :
Hence, by Theorem 4.1, we have
Hence, (E1) implies
By Remark 1.2 and (E3) we have
By (E2), (E5), and our hypothesis we have
Hence, with the above, we have h(
. This proves the theorem.
Proof of Proposition 1.9. By (E5), h(f |Γ, B) ≥ h(f |Γ, B ∩ W u loc (x, f )). It remains to show the other inequality. To sketch the proof recall that, by definition of a s-saturated set, if a point is in B then so is any point in its local stable manifold. That is, we can express B as a union of subsets of local stable manifolds. We will intersect this set by the local unstable manifold through x. This will enable us to pass from a cover of B ∩ W u loc (x, f ) to a cover of B to estimate entropy. By (E2) it suffices to show the equality for f m instead for f . Also note that for ε > 0 sufficiently small, by hyperbolicity of Γ for m ≥ 1 sufficiently large the diameter of f km (W s loc (x, f )) is monotonically decreasing in k for every x ∈ Γ. Hence, without loss of generality, we can assume that this happens already for Note that, by hyperbolicity of the surface diffeomorphism f on Γ, for m ≥ 1 sufficiently large we have that Proof. By (E2) and invariance of B, for m ≥ 1 satisfying (8) we have
Let B be a finite cover of Ξ by open balls of radius ℓ. By definition of entropy,
Thus, for any δ > 0 we have m B,h+κ (f m (C) ∩ B) < δ and hence there exists N 0 = N 0 (δ) ≥ 1 such that for every N ≥ N 0 there is a countable collection of open sets U covering f m (C) ∩ B with n f,B (U ) ≥ N for every U ∈ U and satisfying
⋆ where each set is obtained from U ∈ U by setting
By Claim 4.5 for every y ∈ B there is some z ∈ f m (C) ∩ B such that y ∈ W s ℓ (z, f ). Hence U ⋆ covers B. To determine the size of the elements of U ⋆ note that by the above choices and observations, for every U ∈ U for every k ∈ {0, . . . , n f,B (U )} we have f k (U ) < B and hence f k (U ) has diameter at most ℓ. Thus, for every k the set f
The following result is of similar spirit as [Do, Lemma 2] . Its proof is verbatim (hence omitted) to the proof of [CG, Proposition 2.2] (which, in turn, is inspired by [M 2 ] and [BG, Theorem 1.2] ).
We need the following technical result. Its proof follows ideas in [Do, Section 5.3] .
There exists ε 0 > 0 such that for every ε ∈ (0, ε 0 ) and for every set Γ = Γ(ε) ⊂ W which is a (µ, ε)-horseshoe for f N for some positive integer N we have
and fix some ε 0 > 0 small enough such that we have
Given now ε > 0 such that ε < min{ε 0 , h µ (f )/2}, let Γ(ε) ⊂ W be a (χ − , χ + , ε)-horseshoe as in Lemma 3.2 (with respect to f N for some positive integer N ). Without loss of generality, invoking property (E4) and Lemma 4.3, for the rest of the proof we can assume that N = 1.
Consider the functions ψ − , ψ
Because of continuity of ψ − and ψ + and compactness of Γ, there is a positive constant C 0 such that
Observe that by hyperbolicity of f | Γ and the properties of a (χ − , χ + , ε)-horseshoe, there exists N 0 = N 0 (ε) ≥ 1 such that for every x ∈ Γ and for every n ≥ N 0 we have
where
. . , R M be a Markov partition of Γ (with respect to f ) and recall that f | Γ is topologically conjugate to σ| ΣM for some M ≥ 1 by means of some homeo-
Given r ∈ (0, 1), we construct a Moran cover of pairwise disjoint cylinders of (up to some distortion correction factor) approximately size r. First, we consider the potential function ψ + . For every ξ ∈ Σ M let n = n(ξ) ≥ 1 be the smallest positive integer such that S n ψ + (π(ξ)) < log r.
Note that (11) implies
Since ψ + is uniformly bounded and negative, there exist positive integers N 1 ≤ N 2 depending only on r such that for every ξ ∈ Σ M we have N 1 ≤ n(ξ) ≤ N 2 . We now construct a partition of the associated space of one-sided sequences Σ We call C + (r) a Moran cover of Σ + M of parameter r (relative to the function ψ + ). We will below also keep track of the corresponding positive integer N 1 which we hence denote by N + 1 (r). Now we consider the potential function ψ − . For every ξ ∈ Σ M let n = n(ξ) ≥ 1 be the smallest positive integer such that
We construct analogously C − (r) a Moran cover of the space of one-sided sequences Σ 
Observe that N + 1 (r) and N − 1 (r) diverge when r → 0. The conjugation map π :
which has roughly (up to some constant which is universal on Γ and which depends on the geometry of stable/unstable manifolds and on distortion estimates) lengths given by r in the stable and the unstable directions, respectively. Denote
where R(r) = {π(C) : C ∈ C (r)} and for R ∈ R(r) we wite |R| def = r. Consider the family F = R ρ and define the Hausdorff measure and dimension (with respect to F ) (see Section 2). By hyperbolicity of Γ, this family indeed satisfies the properties (HD1)-(HD3). Hence, given θ > dim H (A) there exists ρ ∈ (0, 1) and a countable cover {R i } i of A by rectangles R i ∈ R ρ such that
To fix notation, note that every R i is in C (r i ) for some r i ∈ (0, ρ) and is defined by means of some corresponding finite sequence (η
. By construction of the Moran cover of parameter r i and by (12), for every R i we have (η i to be taken some arbitrary infinite sequence in the cylinder
Note that (11), (13), and (12) together imply
Further, with Young's formula (2)
with (15) we obtain
. By our hypotheses (9) and (10) on ε and δ we can conclude that
Hence with h µ (f ) ≤ h(σ| ΣM ) and with (16) and (9) we can conclude
with (10) < (n
Consider now the family of cylinders of length
With (14) and the above estimates, this family satisfies i e −s|Ui| ≤ 1 for some s < h(σ| ΣM ).
Hence, by Proposition 4.2 we have h(σ| ΣM , I + (U)) ≥ H(N 0 ) for some function H satisfying lim n→∞ H(n) = h(σ| ΣM ). Note that
. This proves the proposition.
Proofs
Proof of Theorem B. Let µ be a hyperbolic ergodic measure and W its support which by hypothesis is locally maximal. Let A ⊂ W some set with dim H (A) < dim H µ.
Given ε, let W ε ⊂ W be a (µ, ε)-horseshoe as provided by Lemma 3.2. Since W is locally maximal, for ε small we can assume W ε ⊂ W . We have d u (W ε )+d s (W ε ) = dim H (W ε ) and by Lemma 3.2 Recall that by (6) we have
By Lemma 1.8, for every y ∈ I (5)).
As we consider a basic set of a surface diffeomorphism, the holonomy maps between stable (unstable) local manifolds are Lipschitz continuous. So locally and up to a Lipschitz continuous change of coordinates, W ε is a direct product of slices taken with a local unstable and a local stable manifold, respectively (see [PV] for details). By [MM, Theorem 1] , the Hausdorff dimension of such slices of W ε does not depend on the choice of manifolds (formulas (6)). Now we apply Lemma 2.1 to To apply this lemma, we also take B 2 to be arcs in the local stable manifolds and take b 2 = d s (W ε ). By the fact that the exceptional set is s-saturated and by the fact that any intersection of W ε with a local stable manifold by (6) has constant dimension b 2
Observe that dim H (I + f |W (A)) ≥ dim H (I + f |Wε (A∩W ε )). As ε was arbitrary, with (17) and (18) As ε was arbitrary, with (17) we conclude
which finishes the proof.
Proof of Theorem C. Consider the sequences (µ n ) n , (ε n ) n and (Γ n ) n provided by Lemma 3.3 such that, in particular lim n dim H µ n = DD(f | W ). By hypothesis we have dim H (A) < DD(f | W ). Hence, for n sufficiently large we have (the first inequality is simple)
From Theorem B we obtain dim H (I 
