We consider the problem of detecting features in spatial point processes in the presence of substantial clutter. One example is the detection of mine elds using reconnaissance aircraft images that erroneously identify many objects that are not mines. Another is the detection of seismic faults on the basis of earthquake catalogs: earthquakes tend to be clustered close to the faults, but there are many that are farther away.
Introduction
Consider the problem of detecting surface-laid mine elds on the basis of an image from a reconnaissance aircraft. After processing, such an image are reduced to a list of objects, some of which may be mines, and some of which may be \clutter", such as other metal objects or rocks. The objects are small, and can be represented by points without losing much information. The analyst's task is to determine whether or not mine elds are present, and where they are. A typical data set is shown in Figure 1 
Figure 1: A simulated mine eld with clutter.
A similar problem, that we will also consider, is to determine the location of seismic faults on the basis of earthquake catalogs only. Earthquakes tend to cluster close to the faults, but many earthquakes also happen far from the main fault lines. The faults are analogous to the mine elds in the rst example, while the earthquakes that happen away from the main faults are analogous to the clutter.
Our solution is an extension of the model-based clustering methodology introduced by Ban eld and Raftery (1993) | hereafter BR | extending the work of Murtagh and Raftery (1984) . This is based on a mixture model, in which features are represented by highly linear multivariate normal densities, and clutter is represented by a spatial Poisson process. Hierarchical clustering then partitions the points between the features and the clutter.
The BR methodology has been used successfully in a variety of situations and is the basis for the mclust software in S-PLUS.
2
For the present problem it works reasonably well even when the amount of clutter is very large, but there is room for improvement. It gives reasonably good estimates of the number of features when the amount of clutter is small (using the AWE criterion), but not when the amount of clutter is large.
Here we improve on the BR method by re ning the nal partition using the EM algorithm, and by using approximate Bayes factors to select the number of clusters. Figure 2 shows the results of applying our method, which we call mclust-em, to the mine eld data of Figure 1 . mclust alone has a detection rate of 89% and a false positive rate of 22%, while the improved version, mclust-em, has a detection rate of 97% and a false positive rate of 4%. It is clear from Figure 2 that mclust-em reconstructs the true mine eld extremely well. In Section 2 we review BR's model-based clustering method (mclust), and point out some limitations that are important in the present context. We review the EM and CEM algorithms for classi cation and show how they can be used to estimate the shape parameter, which determines how linear the clusters are, and which in mclust must be speci ed by the user. We also show how to choose the number of clusters using approximate Bayes factors. In Section 3, we apply the methods to several mine eld con gurations and to the estimation of seismic faults based on earthquake catalogs. Finally, in Section 4, we discuss remaining limitations of the methods proposed here, how they might be overcome, and connections to related literature. 
where E k = fx i : i = kg is the set of observations generated by the k-th component of the mixture. Here f k (x; ) is a MVN( k ; k ) density for k = 1; : : : ; G, and a uniform density over the region of interest for k = 0 (for the Poisson noise). The maximization is over both the parameters and the partition ; the method tends to give a good suboptimal partition rather than a global maximum. BR parametrized their model using the following modi cation of the standard spectral decomposition of k :
where k is the largest eigenvalue of , D k is the matrix of eigenvectors, and A k = diagf1; 2k ; : : : ; dk g. These factors have nice geometric interpretations: k controls the volume of the kth cluster, D k its orientation, and A k its shape. BR developed a range of clustering methods appropriate for di erent situations by constaining some or all of k , D k and A k to be equal across clusters.
Of particular interest in the present context is the model in which the shapes of the clusters are the same, but their volumes and orientations are di erent, i.e. A k = diagf1; g (k = 1; : : : ; G), where < 1 (since for spatial point processes we deal only with two dimensions, d = 2). Here is the ratio of the second to the rst eigenvalue; when it is much smaller than one, the resulting clusters will tend to be long and narrow (or highly linear), while when it is close to one, the clusters will tend to be almost circular in shape. For this reason, is called the \shape parameter". Mine elds, seismic faults and similar features tend to be long and narrow with fairly similar shapes; this is represented by being small. BR denoted the resulting criterion for merging clusters by S ?
. This methodology is implemented in the Fortran and S-PLUS software mclust.
To select the number of clusters, BR developed the AWE criterion, which is an approximation to twice the log posterior probability that there are r clusters, plus a constant. The AWE approximation works reasonably well when the amount of clutter is small (as in most clustering applications), but turns out not to work well when the clutter is a high proportion of the data.
As can be seen from Figure 2 , mclust alone works reasonably well for detecting features in a great deal of clutter, such as in Figure 1 , but there is substantial room for improvement. It yields only a suboptimal solution to the estimation problem, and it does not give probabilities that each point belongs to the feature, only a single partition. It also requires the user to specify in advance, and does not provide a way of estimating it. Its method for nding the number of clusters works much less well when there is a lot of clutter.
In the following subsections we outline a series of improvements to mclust, based on the EM algorithm, that overcome these limitations and lead to improved performance. The actual (mixture) likelihood for the parameters is used, rather than the classi cation likelihood. This yields a way of estimating the shape parameter , posterior probabilities of belonging to a feature or to the clutter for each point, and an approximation for the posterior probabilities of the number of clusters that works well in examples.
The EM Algorithm for Mixture Models
The EM (Expectation-Maximization) algorithm (Dempster et al., 1977) was originally proposed as a general method for obtaining maximum likelihood estimates in the presence of missing data. It can be used for the estimation of mixture models (McLachlan and Basford, 1988; Redner and Walker, 1984) .
Consider a population whose distribution follows a mixture density of the form
where the f k 's are MVN( k ; k ) densities and P G k=1 k = 1. Then, for n observations from this mixture distribution, the \complete" data would be y i = (x i ; z i ) where z i = (z i1 ; : : :; z iG ), with z ik =
( 1 if the ith observation is in the kth cluster 0 otherwise: The vector z i has a multinomial distribution with parameters (1; 1 ; : : :; G ). This leads to the \complete data log-likelihood"
The E-step requires the computation ofẑ ik = p ik = E(z ik jx 1 ; : : :; x n ; ) which is the posterior probability that x i is in the kth cluster. Maximum likelihood estimates of and are obtained by maximizing the estimated complete data log-likelihood given below(M-step).
This process is iterated to convergence.
The CEM algorithm
The CEM (Classi cation EM) algorithm (Celeux and Govaert, 1992 ) is a modi cation of the EM algorithm developed speci cally for classi cation models. It is based on the classi cation log-likelihood`(
where, now, z ik = I(x i 2 E k ). The CEM algorithm proceeds very much like the EM algorithm, with an additional C(lassi cation)-step between the E-step and the M-step. In the E-step, we compute p ik , the posterior probability that x i is in the kth cluster. The C-step involves calculating z ik = I(p ik = max 1 j G p ij ), i.e. x i is classi ed into the cluster to which it is most likely to belong. The M-step involves maximizing the \complete data classi cation log-likelihood" in (3).
Estimating the Shape Parameter
BR's hierarchical clustering methods (and the mclust software) require the shape parameter, , to be speci ed by the user. Here we show how maximum likelihood estimates of may be obtained, with the maximized classi cation likelihood obtained by the CEM algorithm, or, even better, with the maximized mixture likelihood obtained by the EM algorithm.
Suppose we have a mixture of Gaussian distributions, satisfying (2) This derivation is based on the classi cation likelihood. It is easily adapted to the mixture likelihood setting by replacing n k by P j z kj in equations (4) and (5). When there is one (nonclutter) group, i.e. G = 1, we have^
which is the maximum likelihood estimate of (Anderson, 1984 which can be solved by the usual algebraic methods, subject to^ 2 0; 1]. Here N = n 1 + n 2 = n ? n 0 . Note that if we have balanced clusters (i.e. n 1 = n 2 ) in 2 dimensions,^ is the geometric mean of the 's of the individual clusters. For more than two clusters, it is possible to obtain exact solutions for^ by solving the appropriate polynomial equation. Computationally, however, it is actually easier to nd the estimate of by performing a grid search over the interval 0.1] based on equation (5).
Choosing the number of clusters
Choosing the number of clusters is a vital issue in the applications that we consider here. In cluster analysis more generally it is a critical part of many applications, and no fully general and satisfactory solution seems available.
Here we attempt to develop a general solution to the problem, building on the representation of cluster analysis in terms of mixture models. We determine the number of clusters by representing each choice considered as a statistical model, and then comparing the resulting rival models using Bayes factors. The Bayes factor for one model against another is the posterior odds for that model against the other when neither model is favored over the other a priori. For a recent review of Bayes factors emphasizing the concepts underlying them and their use in scienti c applications, see Kass and Raftery (1995) .
There are several reasons for using Bayes factors rather than frequentist signi cance tests in the present context: (a) standard frequentist test statistics such as the likelihood ratio test statistic do not have the usual asymptotic distribution in mixture models (Wolfe, 1971; Titterington et al., 1985) , and nding their distribution is hard; (b) we are considering several possible models rather than just the two that can be compared by frequentist methods; and (c) general arguments for using Bayes factors rather than P-values and the associated tests; these arguments are not speci c to the present context, and are reviewed by Kass and Raftery (1995) .
The Bayes factors we need for the present problem are ratios of high-dimensional integrals, and usually cannot easily be evaluated analytically. BR approximated them using a heuristically derived penalized version of the maximized classi cation log-likelihood, called the AWE (Approximate Weight of Evidence). Our experience is that this works reasonably well when there is not much clutter (as in the examples considered by BR), but that it often performs poorly when the amount of clutter is large, as in the examples we consider here. Now, thanks to the EM algorithm, we can nd the maximized mixture likelihood and use the more rmly-based BIC approximation (Schwarz, 1978) , namely 2 log p(xjG) 2`(x;^ ; G) ? m G log n = BIC; where p(xjG) is the (integrated) likelihood of the data given that there are G clusters, (x;^ ; G) is the maximized mixture log-likelihood with G clusters, and m G is the number of independent parameters to be estimated in the G-cluster model. If each model (i.e. each number of clusters) is equally likely a priori, then p(xjG) is proportional to the posterior probability that there are G clusters. The larger the value of BIC, the better the model according to this criterion; di erences of more than 10 can be viewed as representing very strong evidence. As we will see, this approximation works well even when the amount of clutter is large. Figure 3 shows the values of BIC for each number of clusters up to 10, for the simulated mine eld data of Figure 1 . We now describe our modi cation to model-based clustering, which we call mclust-em. We rst do an agglomerative hierarchical model-based clustering of the data using mclust and an initial guess of the shape parameter . This provides an initial partition of the data for each number of clusters we wish to consider. We then use the EM algorithm described in Section 2.4 to improve the clustering for each of the models (i.e. for each number of clusters considered). Once the EM iterations converge, we use the maximized mixture likelihood to compute the BIC for each model. This provides information about the appropriate choice of model as discussed in Section 2.5.
This procedure has some advantages over mclust. Firstly it provides an estimate of the shape parameter based on the data. Even though mclust-em requires input of an initial value of , the estimate of that it provides is fairly robust to the choice of initial value. It also provides estimates of p ik for each observation. This gives a measure of the uncertainty associated with the classi cation.
Examples

Detecting Mine elds
We now consider the mine eld detection problem in more detail. Given a processed image such as that of Figure 1 , possibly containing both mine elds and a substantial number of false identi cations or \clutter", the task is (a) to determine whether or not a mine eld is present; (b) to nd out how many mine elds there are; and (c) to determine the boundaries of the mine elds. We have seen how mclust-em successfully carries out these tasks for the data of Figure 1 .
We now consider three additional and in some ways more challenging simulated mine eld scenarios in which the mine eld con guration and the ratio of the density of mines to that of clutter are varied. In the rst one the mine eld is diagonal rather than parallel to the axes in the image, in the second one there are two disjoint mine elds, and in the third one the mine eld is highly nonlinear.
We presented the mclust-em solution to the rst scenario in Figure 1 . The mclust-em solutions for the other three scenarios are shown in Figures 4, 5 and 6. In each case the BIC indicates decisively and correctly which model should be selected. The solutions displayed are of points which have at least a 20% chance of being in the minne eld. Other choices may be made depending on the preference of the user. Figure 7 shows that the results do not change greatly as this threshold is varied.
We now consider the performance of mclust-em, both in absolute terms and compared to mclust. Table 1 gives the detection and false positive rates for the mclust and mclust-em solutions in the four scenarios. The detection rate is de ned as the proportion of observations in the mine eld that are classi ed as such, and the false positive rate is de ned as the proportion of false positives in the mine eld clusters among all the false positives in the initial data.
mclust-em performs extremely well, with almost perfect detection rates and low false positive rates. impression of where the mine elds are located, and of their boundaries. The original mclust of BR also does fairly well, and correctly locates the bulk of the mine eld in each case, at least in a broad qualitative sense. However, it is substantially less accurate than the improved version presented here (mclust-em), with appreciably lower detection rates and higher false positive rates. Usually there is a trade-o between these two aspects of performance of a statistical method, but here we have been able to improve both simultaneously. 
Detecting seismic faults
We consider the problem of detecting seismic faults based on an earthquake catalog. The idea is that earthquake epicenters occur along seismically active faults, and are measured with some error. So, over time, observed earthquake epicenters should be clustered along such faults. We considered an earthquake catalog recorded over a 40,000 km 2 region of the central coast ranges in California from 1962 to 1981 (McKenzie et al., 1982 . An advantage to looking at this region is that the known fault structure is well documented. Figure 8 (a) shows the locations of the earthquakes recorded in the catalog. Some linear structures are clearly visible in the plot. Figure 8(b) shows the mclust-em solution. Figure 9 shows the BIC values for the di erent numbers of clusters and their successive di erences. We selected a classi cation with seven clusters (six non-noise clusters and one noise cluster) since the BIC attains a local maximum there and the successive di erences in the BIC values are extremely small thereafter.
We nd that the classi cation obtained using six (non-noise) clusters corresponds rather well with the available documentation of faults in the region of interest (Figure 10 ). In particular we nd that the activity along the San Andreas, Calveras and Hayward faults are very well captured by mclust-em. There are one or two clusters that do not correspond to any of the documented faults. One possible reason for this is that there are small pockets of intense activity (spherical clusters) which mclust-em classi es with other clusters to form the long narrow clusters that we are searching for. Another possibility is that there are faults not visible on the surface which are fairly active and need to be investigated. 
Discussion
We have introduced a new method, called mclust-em, for detecting features in spatial point processes in the presence of large amounts of clutter. It uses model-based clustering based on a mixture model in which the features of interest are represented by multivariate normal densities with high linearity, speci ed by the shape being the same across features, with a low value of the shape parameter , the ratio of the second to the rst eigenvalue of the feature's covariance matrix. The clutter is represented by a homogeneous spatial Poisson process. The model is estimated via the EM algorithm, with a good starting point provided by agglomerative hierarchical clustering based on the same model, as implemented in mclust. The number of features is estimated using approximate Bayes factors. The overall method works well for detecting and nding the boundaries of mine elds in the presence of large amounts of clutter, and for detecting seismic faults. Nonlinear features can be represented in a piecewise linear fashion, by several clusters rather than just one.
Some limitations remain. The method yields point estimates of the model parameters (namely the k , k , D k , k , and ), but not standard errors or con dence intervals. Here interest focuses on the classi cation (for which uncertainty statements are available), rather than on the model parameters, so this does not seem too serious. The posterior probabilities of the classi cation are conditional on the parameter estimates, and hence understate the true uncertainty, although to an extent that vanishes asymptotically.
Standard errors for the parameters could be found using the Supplemented EM algorithm (Meng and Rubin 1991) to solve the rst problem, and then these could be used to correct the posterior probabilities of the classi cation via the Laplace method (Tierney and Kadane, 1986) , to overcome the second one. A more direct approach might be via the weighted likelihood bootstrap (WLB) (Newton and Raftery 1994), which can use the EM code for maximizing the likelihood directly to compute a full Bayesian posterior distribution. The WLB would have the advantage of involving only a relatively small addition to the methods developed here. A more ambitious approach would be to do a fully Bayesian analysis of the mixture model directly using Markov chain Monte Carlo (Diebolt and Robert, 1994; Lavine and West, 1992) . This has been implemented for the mclust models of BR without clutter (Bensmail et al., 1994) , and could be extended to the case where there is clutter without great di culty, at least in principle.
One way of improving the results would be to use more information. In our examples we have used only the spatial positions of points, but other information is also available, such as estimated physical characteristics of identi ed mines, or the intensity of earthquakes. It would be possible to incorporate this auxiliary information directly in the mixture model and clustering criterion used, and one way of doing this was suggested by Ban eld(1988), with good results.
There is a substantial literature on the statistical analysis of spatial point patterns reviewed by Ripley(1991) , Diggle(1984) and Cressie(1992) . Surprisingly, this literature focuses on highly local dependencies and regularities in point processes, and does not seem to contain methods directly applicable to the present problem of detecting features, such as mine elds or seismic faults, which are more global (at least on the scale of the images to be analyzed). Our methods do assume the observed points to be generated independently, and while we expect our results to be robust to this assumption, it would be interesting to re ne them by allowing for local interactions and regularities in addition to the global features.
One notable exception is the work of Ogata and Tanemura (1985) and Ogata and Katsura (1988) , who have analyzed the spatial point process of earthquake occurrences o Japan. However, their aims were somewhat di erent from ours. They used smoothing methods to produce a smooth estimate of the intensity of earthquake occurrences at each point, and did not provide estimates of seismic faults as such. Our methods could be used to estimate earthquake intensities also.
One interesting alternative to parametric model-based methods such as those proposed here is due to Allard(1995) , who has developed a nonparametric maximum likelihood approach to the same problem that uses Voronoi tesselations and mathematical morphology.
