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Abstract
Recently, several convex relaxations have been successfully applied to solve the AC
optimal power flow (OPF) problem, which has caught the attention of the research
community. Among these relaxations, a relaxation based on semidefinite programming
(SDP) stands out. Accordingly, in this work a methodology to solve the optimal reactive
power dispatch (ORPD) in electric power systems (EPS), considering discrete controllers,
is proposed. Discrete controllers, such as the tap position of on-load tap changing (OLTC)
transformers and switchable reactive shunt compensation, are optimized by the proposed
method. A semidefinite relaxation (SDR) of the ORPD problem and a branch-and-bound
(B&B) algorithm has been fully deployed. The customized B&B algorithm deals with
the discrete nature of the binary control variables. Moreover, in order to enhance the
convexification, valid inequalities called lifted non-linear-cuts (NLC) are implemented
in the SDR. Additionally, a chordal decomposition technique is used to improve the
computational performance. Finally, the B&B algorithm is used to solve the mixed-integer
semidefinite programming problem. Several benchmarks have been used to show the
accuracy and scalability of the proposed method, and convergence analysis shows that
near-global optimal solutions are generated with small relaxation gaps.
Key-words: Branch-and-bound algorithm, electric power systems, lifted non-linear-cuts,
optimal reactive power dispatch, semidefinite relaxation.
Resumo
Recentemente, vários relaxamentos convexos foram aplicados com sucesso para resolver o
problema de fluxo de potência ótimo de CA (OPF), o que chamou a atenção da comunidade
científica. Dentre esses relaxamentos, destaca-se um relaxamento baseado em programação
semidefinida (SDP). Nesse sentido, neste trabalho é proposta uma metodologia para
resolver o despacho ótimo de potência reativa (ORPD) em sistemas elétricos de potência
(SEP), considerando controladores discretos. Controladores discretos, como a posição
de tap dos transformadores de comutação em carga (OLTC) e compensação de shunt
reativa comutável, são otimizados pelo método proposto. Uma relaxação semidefinida
(SDR) do problema ORPD e um algoritmo branch-and-bound (B& B) foram totalmente
implementados. O algoritmo B& B personalizado lida com a natureza discreta das variáveis
de controle binárias. Além disso, a fim de melhorar a convexificação, desigualdades válidas
chamadas de cortes não lineares elevados (LNCs) são implementadas no SDR. Além
disso, uma técnica de decomposição de cordas é usada para melhorar o desempenho
computacional. Finalmente, o algoritmo B& B é usado para resolver o problema de
programação semidefinida inteira mista. Vários sistemas de referência foram usados para
mostrar a precisão e escalabilidade do método proposto, e a análise de convergência mostra
que soluções ótimas quase globais são geradas com pequenas brechas.
Palavras-chave: Algoritmo de ramificação e limite, sistemas de energia elétrica, cortes
não lineares elevados, despacho ótimo de energia reativa, relaxação semidefinida
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1.1 Background and Motivation
The current Optimal Power Flow (OPF) has become a critical tool in the
planning and operation of the electric power system, it was first formulated by Carpentier
in (CARPENTIER, 1962) and it quickly became crucial on maintaining and secure an
economical operation of electric power systems. The AC optimal power flow (AC OPF)
which is the continuous version of OPF it is well known as a non-linear programming (NLP)
problem with non-convex constraints. A practical variant of AC OPF is the inclusion of
the operation of discrete controllers, i.e., tap position of transformers and shunt capacitor
banks, in order to regulate the reactive power of the system, a.k.a., the optimal reactive
power dispatch (ORPD) problem(YANG et al., 2017a), which will be the focus of this
work. Like many problems in power systems the presence of discrete variable increase the
complexity of the problem, thus the ORPD can be cataloged as a mixed-integer nonlinear
problem (MINLP) and NP-hard (non-deterministic polynomial-time hard) (LEHMANN;
GRASTIEN; HENTENRYCK, 2016), where in most optimization techniques fail to
guarantee the optimal solution (YANG et al., 2017b; WANG et al., 2007).
Historically, the OPF was primarily used for the economic dispatch of generators
(CARPENTIER, 1962; PESCHON et al., 1968). However, in these pioneer works, the
power flow was merely based on linear active power flows and approximated voltage angle
assessments, i.e., DC OPFs. Throughout the years, efforts have been focusing on the AC
version of the OPF, which is a more realistic approach because it integrates the reactive
power flow, voltage magnitude assessment, and power losses within the OPF, in detriment
of the convexity and scalability of the model.
Some of the earlier versions of the AC OPF were presented in the 1960s as a
result of breakthroughs in mathematical programming. Since then, several versions of the
AC OPF have followed the growth of optimization techniques (HUNEAULT; GALIANA,
1991). Numerous other proposals have been developed based on linearization techniques,
generalized reduced gradient(DOMMEL; TINNEY, 1968), newton method (SUN et al.,
1984), sequential quadratic programming (SQP)(QUINTANA; SANTOS-NIETO, 1989),
sequential linear programming (SLP)(ALSAC et al., 1990), nonlinear programming (NLP)
and interior-point methods(S.; QUINTANA; VANNELLI, 1993). In the 2000s, a popular
trend to solve AC OPF with discrete controllers was the use of modern heuristics, such as
evolutionary techniques, genetic algorithms and particle swarm optimization (ZHAO; GUO;
CAO, 2005) that have a good computational performance at the expense of neglected
optimality.
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It is important to mention that the essential feature that differentiates ORPD
and OPF lies in the discrete control variables which represent the tap position of trans-
formers and shunt capacitor banks operation. This additional feature increases the com-
putational burden of the problem due to the "curse in dimensionality". As shown by the
illustrative example in Fig. 1.1. Usually, operations of (OLTC) and shunt devices are
determined locally at the substations, therefore, the selection of the optimal combination
of taps positions and operation state of shunt capacitors became considerable (YANG et
al., 2017a).
Considering the last categorization presented in (MOLZAHN; HISKENS, 2019),
the power flow representation can be classified as approximations or relaxations, as is
shown in the Fig. 1.2 and recently significant attention has been given to convex relaxations
for solving the AC OPF, due to several factors such as:
• They can lead to global optimality.
• A systematic approach can be used to verify whether the solution is optimal or not.
• Since they are convex, some methods as interior-point methods, cutting plane
methods, among others can be used to solve the problem in polynomial time.
Within this category the following convex relaxation methods have been suc-
cessfully applied in the specialized literature: second-order cone relaxation (SOC) (JABR,
2006), semidefinite programming (SDP) (BAI et al., 2008), and quadratic convex (QC)
relaxation (COFFRIN; HIJAZI; HENTENRYCK, 2016). It is worth noting that com-
putational challenges appear when these relaxations are implemented. For the case of
Semidefinite relaxation (SR) also known as Shor Relaxation, this challenge normally
appears, given that a 2n × 2n symmetric matrix is required to be semidefinite (where
Figure 1.1 – Illustration of variables in ORPD problem
[Source: made by the author]
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Figure 1.2 – Conceptual illustrations of new categorization of power flow representations
[Source:(MOLZAHN; HISKENS, 2019)]
n is the number of buses), in which yields a quadratic computational complexity. Some
efforts to reduce such computational burden have been made by authors in (SOJOUDI;
LAVAEI, 2012; LAVAEI; TSE; ZHANG, 2014; JABR, 2012) via matrix decomposition.
Other authors have also explored the sparsity of the semidefinite matrices to solve convex-
ified versions of the AC OPF in large power systems (BINGANE; ANJOS; DIGABEL,
2018; MOLZAHN et al., 2013). However, the application of convex relaxations techniques
in AC OPF problems considering integer variables is still incipient and, to the best of our
knowledge, off-the-shelf stable and scalable solvers have yet to be developed to this date.
1.2 Objective
Develop a methodology to solve the Optimal Reactive Power Dispatch con-
sidering the operation of discrete control variables such as load tap changers and shunt
compensation. As a solution technique, semidefinite programming will be used alongside
the Branch and Bound Algorithm, which deals with the integrality nature of the problem.
In addition, the model would consider as objective function the total active power on
the system and the restrictions would present a semidefinite structure. Furthermore, to
improve the performance and decrease the computational time, a chordal decomposition
approach would be considered.
1.3 Contributions
Finally, the main contributions of this work are twofold:
1. A Semidefinite Relaxation for the ORPD with discrete control variables based on a
new formulation of the OLTC transformers.
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2. A customized Branch and Bound Algorithm to efficiently solve the mixed-integer
SDP (MISDP) problem.
1.4 Dissertation Outline
The remainder of this dissertation is organized as follows:
In Chapter 2, a literature review is presented. In this chapter, some fundamental
background is presented as a brief description of the AC OPF representations and an
overview of the optimization tools used in this dissertation.
In Chapter 3, this dissertation presents several current formulations for Optimal
Power Flow based on semidefinite relaxation. In addition, some important aspects of
semidefinite relaxation are reviewed, such as matrix decomposition, tightening techniques,
the optimality gap, and rank recovery. Finally, a new semidefinite formulation is presented,
taking advantage of the properties of the trace as a linear operator.
In Chapter 4, the Optimal Reactive Power Dispatch is presented as a mixed-
integer non-linear problem (MINLP). In this chapter, the non-linear formulation and the
semidefinite model develop along this dissertation are exposed. The methodology proposed
is based on Semidefinite Relaxation (SR) and Branch and Bound Algorithm (B&B) to
solve the MINLP before mentioned. Within the chapter, the analysis and results of the
model tested for several cases are presented.
In Chapter 5, the Conclusions of this research are presented.
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2 Literature Review
2.1 The AC Optimal Power Flow
2.1.1 Power Flow Representations
In this section, to introduce the Optimal Power Flow, it became important to
explore several kinds of representations that are equivalent and reflect the steady-state
behavior of the power system (GOMEZ-EXPOSITO; CONEJO; CAñIZARES, 2008).
Given a power system, this work considers the following notation, where N = {1, 2, . . . , n}
is the set of buses and E is the set of branches where E within (i, j) that denote the branch
between the bus i and the bus j. On the set of branches there are two subsets L and
T , which represent the set of transmission lines and the transformers correspondingly.
The AC power flow equations are based on complex values such as current −→I , voltage −→V ,












I ji ∀i ∈ N (2.1)
−→










I ∗ij ∀(i, j) ∈ E (2.3)
Where (2.1),(2.2) represent properties of Kirchhoff’s Current Law and Ohm’s Law respec-
tively, and (2.3) the definition of AC power. Linking these three properties a complex












S ji ∀i ∈ N (2.4)
−→








V ∗j ∀(i, j) ∈ E (2.5)
To consider a more detail representation, this work is going to describe each
device in order to present an equivalent representation using different variables (RIDER,
2019), this will be very useful throughout the work since it allows to visualize the parameters
of the system and its magnitudes not embedded in the admittance’s matrix. The following
model consider the complex voltage variables −→V i = Viejθi where Vi is the magnitude of
the tension in the bus i in [pu] and θi is the phase angle in the [rad].
To model the transmission lines the equivalent π circuit has been applied.
As shown in Fig.2.1 that has a series impedance zij and a total susceptance of 2bshij .
Also rij is the series resistance, xij is the series reactance and the corresponding mutual
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(a) Model with series impedance (b) Model with mutual admittance
Figure 2.1 – Model π of a Transmission Line
[Source: made by the author]









. We can start from the calculation of the
transmission line currents. The current −→I fij is structured by a series and shunt component,
and analogously I tij is given as follows:
−→
I fij = yij(Viejθi − Vjejθj ) + jbshij Viejθi (2.6)
−→
I tij = yij(Vjejθj − Viejθi) + jbshij Vjejθj (2.7)
From the equation of complex power flow, where * is the conjugate operator:
(−→S fij)∗ = (Viejθi)∗
−→
I fij = yijVie−jθi(Viejθi − Vjejθj ) + jbshij V 2i (2.8)
Considering θij = θi − θj, the real and imaginary part of the equation (2.8) are separated
and analogously to Stij the active and reactive power flows are presented as follows:
P fij = gijV 2i − ViVjgijcos(θij)− ViVjbijsin(θij) (2.9)
P tij = gijV 2j − ViVjgijcos(θij) + ViVjbijsin(θij) (2.10)
Qfij = −(bij + bshlij )V 2i − ViVjgijsin(θij) + ViVjbijcos(θij) (2.11)
Qtij = −(bij + bshlij )V 2j + ViVjgijsin(θij) + ViVjbijcos(θij) (2.12)
For the case of transformers, the equivalent π model of transformers in phase,
where aij is the transformation ratio as is shown in the Fig.2.2.
The current Ifij for a transformer model is structured by a series and shunt
component, and the equation of apparent power flow can be computed as follows:
−→
I fij = aijyij(Viejθi − Vjejθj ) (2.13)
(−→S fij)∗ = (Viejθi)∗
−→
I fij = aijyijVie−jθi(aijViejθi − Vjejθj ) (2.14)
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(a) General Model of a Transformer (b) Model π of a Transformer
Figure 2.2 – Models of a Transformer
[Source:made by the author]
Separating the real and the imaginary part from (2.14), and analogously in Stij, the
following expressions are achieved:
P fij = gija2ijV 2i − aijViVjgijcos(θij)− aijViVjbijsin(θij) (2.15)
P tij = gijV 2j − aijViVjgijcos(θij) + aijViVjbijsin(θij) (2.16)
Qfij = −bija2ijV 2i − aijViVjgijsin(θij) + aijViVjbijcos(θij) (2.17)
Qtij = −bijV 2j + aijViVjgijsin(θij) + aijViVjbijcos(θij) (2.18)
Once the equations (2.9)-(2.12),(2.15)-(2.18) have been obtained, it is possible
to define general expressions for the active and reactive power flows both in transmission
lines and in phase transformers as presented below:
P fij = gija2ijV 2i − aijViVjgijcos(θij)− aijViVjbijsin(θij) (2.19)
P tij = gijV 2j − aijViVjgijcos(θij) + aijViVjbijsin(θij) (2.20)
Where for transmission lines aij = 1, and for phase transformers bshlij = 0. Analogously:
Qfij = −(bij + bshlij )a2ijV 2i − aijViVjgijsin(θij) + aijViVjbijcos(θij) (2.21)
Qtij = −(bij + bshlij )V 2j + aijViVjgijsin(θij) + aijViVjbijcos(θij) (2.22)
The losses of active and reactive power in the branch ij are given by the sum
of the power that leaves the bus i in the direction of j and the power that leaves j in the
direction of i.
P fij + P tij = gij[a2ijV 2i + V 2j − 2aijViVjcos(θij)] (2.23)
Qfij +Qtij = −bshlij (a2ijV 2i + V 2j )− bij[a2ijV 2i + V 2j − 2aijViVjcos(θij)] (2.24)
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To complete this kind of formulation is necessary to include in the Power
Balance Equations shown as follows:














Throughout the literature, there are several types of representation of power
flow equations as presented above (MONTICELLI; (BRASIL), 1983) but for the focus
of this dissertation, the rectangular representation is shown given that it is a base to
construct certain relaxations. Considering the voltage in bus i and bus j the voltages in
rectangular coordinates are:
Vie
jθi = Vicos(θi) + jVisin(θi) = ei + jfi (2.27)
Vje
jθj = Vjcos(θj) + jVjsin(θj) = ej + jfj (2.28)
Where ei, ej are the real component and fi, fj are the imaginary part,thus:
V 2i = e2i + f 2i (2.29)
V 2j = e2j + f 2j (2.30)
ViVjcos(θij) = eiej + fifj (2.31)
ViVjsin(θij) = −(eifj − ejfi) (2.32)
This change of coordinate can be applied directly to the general expressions (2.19) (2.20)
as it’s shown in the following:
P fij =gija2ij(e2i +f 2i )−aijgij(eiej+fifj)+aijbij(eifj−ejfi) (2.33)
Qfij =−(bij + bshij )a2ij(e2i +f 2i )+aijgij(eifj−ejfi)+aijbij(eiej+fifj) (2.34)
P tij =gij(e2j+f 2j )−aijgij(eiej+fifj)−aijbij(eifj−ejfi) (2.35)
Qtij =−(bij + bshij )(e2j+f 2j )−aijgij(eifj−ejfi)+aijbij(eiej+fifj) (2.36)
As for the equations for the active and reactive losses in rectangular coordinates
are presented as follows:
P fij + P tij = gij[a2ij(e2i + f 2i )2) + (e2j + f 2j )− 2aij(eiej + fifj)] (2.37)
Qfij +Qtij = −(bshlij + bij)(a2ij(e2i + f 2i ) + (e2j + f 2j )) + 2aij(eiej + fifj)] (2.38)



















S ji ∀i ∈ N (2.39a)
−→








V ∗j ∀(i, j) ∈ E (2.39b)
−→






















P fij =gija2ijV 2i −aijViVjgijcos(θij)−aijViVjbijsin(θij) (2.40c)
Qfij =−(bij+bshlij )a2ijV 2i −aijViVjgijsin(θij)+aijViVjbijcos(θij)
(2.40d)
P tij =gijV 2j −aijViVjgijcos(θij)+aijViVjbijsin(θij) (2.40e)
Qtij =−(bij + bshij )(V 2i )−aijgijViVjsin(θij)+aijbijViVjcos(θij) (2.40f)
−→
V i = ei + jfi
|
−→
V i|2 = e2i + f 2i














P fij =gija2ij(e2i +f 2i )−aijgij(eiej+fifj)+aijbij(eifj−ejfi) (2.41c)
Qfij =−(bij + bshij )a2ij(e2i +f 2i )+aijgij(eifj−ejfi)+aijbij(eiej+fifj)
(2.41d)
P tij =gij(e2j+f 2j )−aijgij(eiej+fifj)−aijbij(eifj−ejfi) (2.41e)
Qtij =−(bij + bshij )(e2j+f 2j )−aijgij(eifj−ejfi)+aijbij(eiej+fifj)
(2.41f)
Table 2.1 – Formulations of the power flow equations in bus injection model
To summarize the power flow equations presented above are just some of the
forms to represent the problem, and each type of formulation is useful for a certain
type of analysis. The formulations presented in Table 2.1, using complex values (2.39),
polar coordinates (2.40) and in rectangular coordinates (2.41), were derived from the
same principles but despite being equivalent, there are marked differences such as the
disappearance of trigonometric functions sin, cos in rectangular coordinates.(DOMMEL;
TINNEY, 1968; MOLZAHN; HISKENS, 2019).
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2.1.2 Mathematical Formulation
Optimal Power Flow is a classical problem in power system, that resulted from
the evolution of the efforts applied in the optimization of power systems. To this day it is
used in energy management centers as a powerful tool, and can be consider even more
relevant due it is the basis for the solution of several applications.(YANG et al., 2017b)





Subject to h(x, u) = 0
g(x, u) ≤ 0.
Where:
• u is the set of decision variables.
• x is the set of dependent variables.
• f is the scalar objective function.
• h is the set of network equations.
• g is the set of operational constrains.
Applying the structure above, it is possible to formally define a formulation of the OPF




c2i(P gi )2 + c1i(P
g
i ) + c0i (2.42)
Subject to:




i ∀i ∈ G (2.43)
Qg
i
≤ Qgi ≤ Q
g
i ∀i ∈ G (2.44)
Vi ≤ Vi ≤ Vi ∀i ∈ N (2.45)
|Sij| ≤ Sij ∀ij ∈ L (2.46)
∠Vs = 0 (2.47)
A representation of power flow equations (2.48)
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Considering a typical OPF problem, the objective function (2.42) represents
the quadratic cost function of active power generation. However, there are also several
objective functions that have been widely used, such as the minimization of active and
reactive power losses of the system among others. At each bus i, constraints (2.43)-(2.44)
defined the active and reactive generation limits, which are all equal to zero at buses
without generators. Constraints (2.45) presents the minimum and maximum limits of
voltage magnitude in each bus i and (2.46) sets the reference bus s angle to zero. The
power flow equations in (2.48) can be formulated with different form as was shown in
Table 2.1. The constraints (2.46) are the maximum limit of power flow in each branch
ij but are also typically incorporated into the problem as current flows. Furthermore,
the following observations to this model are important to be mentioned. The objective
function can be approached differently according to the state of the system (In normal or
emergency state).
The network equations can be modeled according to the study to be made,
for example, the use of the DistFlow equations on a radial network (equivalent to the
second-order conic formulation) or the DC network model when voltage and reactive
power issues do not matter, for more information on the models, the table 2.2 is presented,
which deductions can be found(MADANI; SOJOUDI; LAVAEI, 2015)(BARAN; WU,
1989). Another important point of the problem analysis is that equality restrictions can
be understood as rigid while inequality restrictions are flexible, so this second group of















(Qij + xijI2ij) +Qi = Qdi (2.49b)
|Vi|2 − 2(rijPij + xijQij)− z2ijI2ij − |Vj|2 = 0 (2.49c)
I2ij|Vj|2 = P 2ij +Q2ij (2.49d)
DC Model






Pij = 0 (2.50a)




Table 2.2 – Network Equations of Power Flow Models
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2.2 Semidefinite Programming
In this section, a brief review of the main concepts of semidefinite programming
is presented, due to the later application on this dissertation.
2.2.1 Semidefinite Matrices
A positive semidefinite matrix is a real Matrix A that is symmetric (i.e., AT = A,
and in particular, A is a square matrix) and has all eigenvalues non negative (GäRTNER;
MATOUSEK, 2014),or, equivalently:
xTAx ≥ 0, ∀x ∈ Rn, with x 6= 0 (2.51)
Lets denote positive semidefiniteness, A  0. In addition:
• Sn denote the set of symmetric matrices n× n.
• Sn+ denote the set of positive semidefinite matrices n× n.
• A  B denote that A−B  0.
• Since xTAx ≥ 0 and xTBx ≥ 0 this imply:
xT (λA + (1− λ)A)x ≥ 0 = λxTAx+ (1− λ)xTBx > 0 (2.52)
For all λ ∈ [0, 1] it follows that the set of positive semidefinite matrices Sn+ is a
convex cone (WOLKOWICZ; SAIGAL; VANDENBERGHE, 2000).
2.2.2 Operators
The trace of a square matrix A of an n× n, in linear algebra, is defined as




[Aii] = A11 + A22 + ...+ Ann (2.53)
Where An,n denotes the entry on the ith row as well as ith column of A.
Here, the followings properties are satisfied:
tr(AB) = tr(A) + tr(AB) (2.54)
tr(AB) = tr(BA) (2.55)
tr(A) = tr(AT ) (2.56)
tr(cA) = ctr(A) (2.57)
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The trace of a product between two matrices can be rewritten as the sum of







This means that the trace of a product of equal-sized matrices functions similarly
to a dot product of vectors.
The Frobenius product is possible to define as inner product on Rn×n by
setting:










For symmetric matrices the Frobenius inner product denoted as •, is stated as
follows:
A •B = tr(AB) (2.61)















Where A is a symmetric positive semidefinite n × n matrix, B ∈ Rn×l, and
C ∈ Rl×l. Then the following are equivalent:
• X is positive semidefinite X  0.
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• The Schur complement of A is C−BTA−1B.
C−BTA−1B  0 (2.64)








The identity matrix is denoted by I. It can be observed that for X  0, it is
necessary to have that P−TXP−1  0, which is equivalent to saying that A  0 and at
the same time C−BTA−1B  0, simultaneously (DATTORRO, 2008).
2.2.4 Mathematical Formulation




Subject to tr(AiX) = bi
X  0.
(2.66)
Semidefinite programs generalize linear program and second-order cone pro-
grams and the decision variables are organized in the form of symmetric matrix X.
The Ai and C are specified square symmetric symmetric matrices, and bi are specified
scalars(BOYD; VANDENBERGHE, 2004)(MOLZAHN; HISKENS, 2019).As well as LP,
SDP problems also come in pairs. One of the problems is referred to as the primal problem,
and the second one is the dual problem. Either problem can be chosen as the primal since
the two problems are dual to each other. The primal and dual form of the semidefinite
programs are presented as follow:
(P )Min tr(CX) (D)Max bTy
Subject to tr(AiX) = bi i = 1, ...,m
m∑
i=1
yiAi + S = C
X  0. S  0
(2.67)
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Where (P) denotes the primal problem, and (D) the dual problem; the variables
X and S are in Sn, the space of n× n real symmetric matrices. The data matrices Ai and
C may be assumed to be symmetric without loss of generality, and b ∈ Rm and y ∈ Rm
are column vectors.(WOLKOWICZ; SAIGAL; VANDENBERGHE, 2000) The dual SDP
problem can equivalently be written without using the dual variable S:
Max bTy
Subject to C− tr(AiX)  0
(2.68)
In order to shown the importance of this class of optimization, four major
reasons are enumerated as follows:(LASSERRE; ANJOS, 2011)(DATTORRO, 2008).
1. Semidefinite problems can be solve in polynomial time.
2. There is a wide range of software packages that can solve this kind of problems
efficiently.
3. In problems like integer and global optimization, semidefinite programming can
provide a tight approximation.
4. There are many practical applications for SDP problems.
Figure 2.3 – Spectrahedro.
[Source:(STURMFELS, 2010)]
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2.3 Branch and Bound Algorithm
2.3.1 Basic Idea
The Branch and Bound (B&B) is basically a frame of a large family of methods
for solving mixed-integer programming problems. These methods can be applied for global
optimization in non-convex problems. They are not heuristic and can be slow, however
it will depends on the nature of the problem, the software tools and the designer of the
algorithm (IVáNYI, 2019).
The basic idea in essence rely on "divide and conquer". This idea is to divide the
feasible region into smaller sub-problems or partitions and try to fathom each sub-problem,
if it is required, go further and divide the sub-problems.(BOYD, 2019a).
2.3.2 Concepts
In order to explain the B&B method is worth-noting review some concepts
which will improve the understanding of the method (BOYD, 2019a; BOYD, 2019b;
CASQUILHO, 2019).
• B&B tree is a diagram that consist on nodes and branches as framework to organize
the solution process.
• Branching process that consist on divide the set of feasible solutions into smaller
partitions, analog to create branches on the tree structure.
• Pruning process that consist on fathom the subsets created on the algorithm, which
in this case will be the nodes presents on the B&B tree.
Furthermore, the algorithm relies on the notion of the relaxation whose logic
lies in the in substituting of a constraint by a less severe one, which in many cases changes
the nature of the problem, making it easier to solve. For example for a particular structure
which is given as:
Max f(x) (2.69a)
Subject to g(x) ≤ b (2.69b)
x ∈ X = {0, 1} (2.69c)
Considering the logic of relaxation, in order to deal with the binary constraint
(2.69c), this constraint can be substituted by 0 ≤ x ≤ 1. In this way, for this particular
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case, the integer problem becomes a continuous problem. But for general cases the set Y
must be bigger than X and ensuring that X ⊆ Y thus x ∈ Y .
Another key part of the method is the convergence of the algorithm, which for
the optimal case would be when all the sub-problems generated by the B & B tree have
been solved, but since the algorithm cannot ensure a solution in a polynomial time, many
algorithms like the one presented in (BOYD, 2019a; BOYD, 2019b) present a parameter
as tolerance between an upper bound and a lower bound obtained from the analysis of the
branch and bound tree as a stop criterion.
Generally iteration of the Branch and Bound :
• Choose a node of the branching tree, i.e. a node not divided yet into further sub-
problems.
• Divide the node (branches) into further relaxed sub-problems (nodes), adding in
each branch a new constraint or narrowing your domain to better represent the
original domain.
• Each new relaxed sub-problem is solved and evaluated. Depending the solution
obtain on new nodes it could be fathomed or must be stored for further branching.
• If a new feasible solution is found which is better than the so-far best one, update
the values of upper and lower bounds, evaluate the stopping criteria and if it is
needed, repeat the process.
Figure 2.4 – Branch and Bound example
[Source:(BOYD, 2019a)]
2.3.3 Pseudo Algorithm
In this section, a pseudo branch and bound algorithm that considers only the
partition of the feasible set (IVáNYI, 2019) is presented to construct the basic idea of
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procedure a despite this there is a long list of proposals in the literature. Given the problem
(2.69a)-(2.69c) to be solved, and denoting the feasible set as follows:
F = F0 = {x|g(x) ≤ b; x ∈ X} (2.70)
The relaxed problem of the original above mention is presented as:
Max h(x) (2.71a)
Subject to k(x) ≤ b (2.71b)
x ∈ Y (2.71c)
Where X ⊆ Y and for all points of the feasible set of the objective functions
f(x) ≤ g(x) and for all points of the feasible set created by the constraint functions
k(x) ≤ g(x). Thus the feasible set of the relaxation is shown as follows:
R = R0 = {x|k(x) ≤ b; x ∈ Y} (2.72)









Where Ft+1 . . . Ft+p are the subsets of feasible set on the original problem and Rt+1 . . . Rt+p
are feasible sets of the relaxed sub-problem. A general frame of Branch and Bound
algorithms is presented as follows, where:
ẑ the objective function value of the best feasible solution found so far
L the list of the unfathomed subsets of feasible
t the number of branches generated so far
F′ the set of all feasible solutions
r the index of the subset selected for branching
p(r) the number of branches generated from Fr
xi the optimal solution of the relaxed sub-problem defined on Ri
zi the upper bound of the objective function on subset Fi
L+ Fi the operation of adding the subset Fi to the list L.
L − Fi the operation of deleting the subset Fi from the list L.
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Algorithm 1: Branch and Bound
1 ẑ ←− −∞
2 L ←− {F0}
3 t = 0
4 while L 6= ∅ do
5 determination of r
6 L ←− L−Fr
7 determination of p(r)
8 for i←− 1 to p(r) do
9 Ft+i ←− {Fr}
10 calculation of (xt+i, zt+i)
11 if zt+i > ẑ then
12 if xt+i ∈ F then
13 ẑ ←− zt+i
14 else





20 for i←− 1 to t do
21 if zi ≤ ẑ then





In this section, the theoretical bases on which this work is based were presented,
starting with the equations that represent the steady-state operation of the electrical
power network. Among the rendered models, the representation in polar coordinates has
been the most used, but for this work, we will work with representations in rectangular
and complex coordinates. This is because it is convenient when structuring relaxation
with these types of representations. Among other conceptual bases, he briefly presented
the models of the optimal flow of power that go hand in hand with the models previously
represented, besides, the tools to be used in the proposed model are shown, such as
semi-defined programming and the branch and bound algorithm.
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3 Semidefinite Relaxation of Optimal Power
Flow Problem
3.1 Current Formulations
This section will attempt to describe some of the most important formulations
of the semidefinite relaxation of optimal power flow (OPF) problem that are not exact
from each other but share many points in common.
3.1.1 Semidefinite Relaxation by X. Bai
In 2008,(BAI et al., 2008) proposed the first application of SDP to the elec-
tric power system, which presents a relaxation of the OPF based on the rectangular
coordinates. This relaxation takes the advantages that the power flow equations are
quadratic polynomials without trigonometric functions, which can then yield the SDP
models straightforward.
As a first step to develop the formulation proposed by(BAI et al., 2008) some
considerations have to be made in order to express the OPF as a quadratic problem. The
set R, that define the set of reactive power sources, is introduced on the formulation as
well as some auxiliary variables such as dGi(i ∈ G) and dRi(i ∈ R), which are equal to 1
. The auxiliary variables are used to express the linear variables of active and reactive
power as quadratic terms. Additionally, the slack variables u2Gi, l2Gi, u2Ri, l2Ri, u2Bi, l2Bi are
placed to deal with the inequalities constraints referring to limits of active, reactive power
and voltage limits in the bars, it is worth mentioning that in this formulation it does not
consider the power limits for the lines.
Thus, the OPF (2.42)-(2.48) can be formulated as a quadratic objective














c2i(P gi )2 + c1i(P
g
i ) + c0i
(3.1)
Subject to:
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1. Power flow equations:






P tji = P di ∀i ∈ N /G (3.2)






Qtji = Qdi ∀i ∈ N /R (3.3)






P tji = P di ∀i ∈ G (3.4)






Qtji = Qdi ∀i ∈ R (3.5)
P fij =gija2ij(e2i +f 2i )−aijgij(eiej+fifj)+aijbij(eifj−ejfi) ∀ij ∈ E (3.6)
Qfij =−(bij + bshij )a2ij(e2i +f 2i )+aijgij(eifj−ejfi)+aijbij(eiej+fifj) ∀ij ∈ E (3.7)
P tij =gij(e2j+f 2j )−aijgij(eiej+fifj)−aijbij(eifj−ejfi) ∀ij ∈ E (3.8)
Qtij =−(bij + bshij )(e2j+f 2j )−aijgij(eifj−ejfi)+aijbij(eiej+fifj) ∀ij ∈ E (3.9)
2. Constraint of reference bus:
f 2s = 0 (3.10)
e2s = 1.052 (3.11)
3. Limits of Active and Reactive Power:
P gi dGi + u2Gi = P
g
i i ∈ G (3.12)
P gi dGi + l2Gi = P
g
i i ∈ G (3.13)
Qgi dRi + u2Ri = Q
g
i i ∈ R (3.14)
Qgi dRi + l2Ri = Qgi i ∈ R (3.15)
4. Limits of amplitude at each bus:
e2i + f 2i + u2Bi = V
2
i i ∈ N (3.16)
e2i + f 2i − l2Bi = V 2i i ∈ N (3.17)
5. Auxiliary variables:
d2Gi = 1 i ∈ G (3.18)
d2Ri = 1 i ∈ R (3.19)
CHAPTER 3. SEMIDEFINITE RELAXATION OF OPTIMAL POWER FLOW PROBLEM 40
It must be consider that this formulation is equivalent to that presented in
(BAI et al., 2008) with the difference that the equations (3.6) - (3.9) are already integrated
into the equations (3.2) - (3.4). Another difference is that the current formulation allows us
to see the injection of active and reactive power of shunt devices, contrary to the original
model that integrates them into the other expressions.
Figure 3.1 – TEST 3-Bus System
[Source:made by the author]
Once OPF has been formulated as a quadratic problem, it can be transformed
into an SDP problem of the form (2.66). To explain the data matrix structures, a simple
power system of 3 buses was taken from (ABUR; EXPÓSITO, 2004) and modified to
include the variables to study in this work, as is shown in Fig.3.1.
All the variables in the problem for TEST 3-Bus system are grouped in a single
vector x = [x1, x2, x3, x4, x5, x6] where:
1. Group of active resources: x1 = [PG1 dG1];
2. Group of slack variables for active resources: x2 = [uG1 lG1];
3. Group of reactive resources: x3 = [QR1 dR1];
4. Group of slack variables for reactive resources: x4 = [uR1 lR1];
5. Group of buses: x5 = [e1 f1 e2 f2 e3 f3];
6. Group of slack variables for buses: x6 = [uB1 lB1 uB2 lB2 uB3 lB3];
Afterward, the SDP variable can be defined by:
W = xTx (3.20)
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W =

X1 . . . . . . . . . . . . . . .




... ... ... X4
... ...
... ... ... ... X5
...





e21 f1e1 e2e1 f2e1 e3e1 f3e1
e1f1 f
2
1 e2f1 f2f1 e3f1 f3f1
e1e2 f1e2 e
2
2 f2e2 e3e2 f3e2
e1f2 f1f2 e2f2 f
2
2 e3f2 f3f2
e1e3 f1e3 e2e3 f2e3 e
2
3 f3e3







Therefore, by definition W  0, and the problem for TEST 3 Bus System, can




Subject to tr(AiW) = bi i = {1, . . . , 30}
X  0.
(3.22)
Where the coefficient matrices Ai shown the following structure which have the same
dimension as W, and the relationships between i and the constraints are below:
Ai =

AGi 0 . . . . . . . . . . . .
0 ASGi 0 ... ...
...
... 0 ARi 0
... ...
... ... 0 ASRi 0
...
... ... ... 0 ABi 0




A1,A2 Constraint(3.2) A3,A4 Constraint(3.3)
A5,A6 Constraint(3.4) A7,A8 Constraint(3.5)
A9 Constraint(3.10) A10 Constraint(3.11)
A11,A12 Constraint(3.12) A13,A14 Constraint(3.13)
A15,A16 Constraint(3.14) A17,A18 Constraint(3.15)
A19,A20,A21,A22 Constraint(3.16) A23,A24,A25,A26 Constraint(3.17)
A27,A28,A29,A30 Constraint(3.18),(3.19)
Table 3.1 – Coefficient matrices related to constraints
For the best understanding of the construction of the coefficient matrices,
the following characteristic matrices of the problem are presented: Coefficient Matrix of




AG0 0 . . . . . . . . . . . .
0 0 0 . . . . . . ...
... 0 0 0 ... ...
... ... 0 0 0 ...
... ... ... 0 0 0
. . . . . . . . . . . . 0 0






1. Coefficient Matrix of Power Flow Equations A5:
A5 =

AG5 0 . . . . . . . . . . . .
0 0 0 . . . . . . ...
... 0 0 0 ... ...
... ... 0 0 0 ...
... ... ... 0 AB5 0








2G11 0 G12 B12 G13 B13
0 2G11 −B12 G12 −B13 G13
G12 −B12 0 0 0 0
B12 −G12 0 0 0 0
G13 −B13 0 0 0 0
B13 −G13 0 0 0 0

(3.26)
2. Coefficient Matrix of reference bus and auxiliary variables A9:
A9 =

0 0 . . . . . . . . . . . .
0 0 0 . . . . . . ...
... 0 0 0 ... ...
... ... 0 0 0 ...
... ... ... 0 AB9 0




1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

(3.27)
3. Coefficient Matrix for Limits of Active and Reactive Power A11:
A11 =

AG11 0 . . . . . . . . . . . .
0 ASG11 0 . . . . . .
...
... 0 0 0 ... ...
... ... 0 0 0 ...
... ... ... 0 0 0
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4. Coefficient Matrix for Limits of amplitude at each bus: A11:
A5 =

0 0 . . . . . . . . . . . .
0 0 . . . . . . ...
... 0 0 0 ... ...
... ... 0 0 0 ...
... ... ... 0 AB1 0





1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0




1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

(3.30)
Where the admittance matrix of the system Y which is equal to its real and imaginary
components G + jB, so the elements Gij and Bij are scalar elements of these matrices.
Finally, to construct the bi it will be easily deduced due to its similarity to the quadratic
problem formulated above using the constants available throughout at the beginning of
the problem. Therefore, the bT vector can be represented as follows:





















3, 1, 1, 1]
(3.31)
In (BAI et al., 2008) describe more detailed information about the matrices
and vectors for the proposed formation. An important feature of this formulation is the
use of matrices that were on the order of 8ng + 4nb where ng is the number of buses with
generators and nb the number of buses.
3.1.2 Semidefinite Relaxation by J. Lavaei
In 2012, in the work of (LAVAEI; LOW, 2012), another semidefinite relaxation
for the OPF problem was presented. This work provides an exact bound on the optimal
objective value and the globally optimal decision variables for the standard IEEE benchmark
systems with 14, 30, 57, 118, and 300 buses. To develop this formulation is necessary to
write the OPF equations where all non-convexity is contained within a rank constraint,
and by relaxing the rank constraint the SDP relaxation is created.
In this model it is denoted the standard basis vectors in Rn as e1, e2, ..., en,
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which define the following matrices:
Yi = eieTi Y (3.32a)




 Re {Yi + Y Ti } Im{Y Ti + Yi}
Im
{









 Re {Yij + Y Tij } Im{Y Tij + Yij}
Im
{









 Re {Yi + Y Ti } Im{Y Ti + Yi}
Im
{









 Re {Yij + Y Tij } Im{Y Tij + Yij}
Im
{











 (ei − ej)(ei − ej)T 0









e1 e2 . . . en f1 f2 . . . fn
]T
Where the network will be represented with the admittance matrix Y , which is an n× n
complex value matrix. The matrix Y is constructed with Yii = yii+
∑
m∈N (i)
yim for i ∈ N and
Yij = −yij for (i, j)(j, i) ∈ E considering that for (i, j)(j, i) 6∈ E the Yij = 0. Considering
yij the mutual admittance between buses i and j, yii denote the admittance-to-ground at
bus i, N (i) denote the set of all buses that are directly connected to the bus i and yshij
denote the shunt admittance of the branch ij ∈ E .
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Then power flow equations can be equivalently represented as:
Pi = tr{YkXXT} = P gi − P di (3.33a)
Qi = tr{YkXXT} = Qgi −Qdi (3.33b)
Pij = tr{YijXXT} (3.33c)
|Sij|2 = (tr{YijXXT})2 + (tr{YijXXT})2 (3.33d)
|Vi|2 = tr{MkXXT} (3.33e)
|Vi − Vj|2 = tr{MijXXT} (3.33f)









P gi − P di ≤ tr {YiW} ≤ P
g







≤ Qgi −Qdi (3.34c)
(V i)2 ≤ tr {MiW} ≤ (V i)2 (3.34d)





tr {YijW} ≤ P ij (3.34f)
tr {MijW} ≤ (∆V ij)2 (3.34g)
W = XXT (3.34h)
As same in (BAI et al., 2008), the OPF must take a quadratic form, but the
formulation above on equations (3.34a) and (3.34e) do not fulfill this requirement. However,
in (LAVAEI; LOW, 2012) via the application of the Schur’s complement formula, these
equations are reformulated. In the case of the equation (3.34a) it is reformulated using a






  0 (3.34i)
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Figure 3.2 – Exactness of SDP relaxation
[Source:made by the author]
Applying the Schur Complement to the expression (3.34i) means that the
following statement holds:
ci1tr {YiW} − αi + (ci0 + ci1P di ) (3.34j)










i )) ≤ 0
Developing this expression, an equivalent formulation for each generator of the objective
function is created as follows:{
c2i(tr {YiW}+ P di )2 + c1i(tr {YiW}+ P di ) + c0i
}
≤ αi (3.34k)
So when the objective function is minimum, the sum of the scalars is also minimum.
For the equation (3.34e) it is possible to reformulate as shown below:










  0 (3.34l)
In summary, it is possible to present an optimization model equivalent to the






Subject to (3.34b)− (3.34d), (3.34f)− (3.34l)
(3.35)
The Semidefinite relaxation for the formulation (3.35) comes form replacing the
constraint (3.34h) with the restrictions W  0 and rank{W} = 1 and later on relaxing
the rank constraint as is shown in 3.2.
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3.1.3 Semidefinite Relaxation by C. Coffrin
In this section, a formulation in complex values is introduced for the semidefinite
relaxation of the OPF problem, using power flow representations (2.39). This formulation
was first applied on (BOSE et al., 2015), being equivalent to previous formulations. In
the work of (COFFRIN; HIJAZI; HENTENRYCK, 2016), the characteristic of a complex
formulation is founded and is presented as follows:
Variables:
−→
S gi (∀i ∈ N ),
−→
V i(∀i ∈ N ),
−→
W ij(∀i ∈ N ,∀j ∈ N ),
−→






S gi })2 + c1i(Re{
−→
S gi }) + c0i (3.36a)
Subject to:






V ∗j ∀i, j ∈ E (3.36c)
(V i)2 ≤
−→












S ji ∀i ∈ N (3.36e)
−→




W ij ∀(i, j) ∈ E (3.36f)
−→




W ∗ij ∀(i, j) ∈ E (3.36g)
|
−→
S ij| ≤ Sij ∀(i, j) ∈ E (3.36h)
tan(θij)Re{
−→
W ij} ≤ Im{
−→
W ij} ≤ tan(θij)Re{
−→
W ij} ∀(i, j) ∈ E (3.36i)
Where the crucial characteristic to formulate the relaxation is the equation
(3.36c) which is the only source of the non-convexity of the problem. Analogous to the
previous formulations, the perception that W can be represented as −→V (−→V ∗) which, can be
translated into: W  0 and rank{W} = 1. The SDP relaxation simply ignores the rank
constraint resulting on the formulation below:
Variables:
−→
S gi (∀i ∈ N ),
−→
W ij(∀i ∈ N ,∀j ∈ N ),
−→
S ij(∀(i, j)(j, i) ∈ E)




W  0 (3.37)
3.2 Computational Development
While the relaxations were popularized, some challenges were appearing at the
same time, being the computational burden, the most representative feature. Considering
the formulation in 3.1.2 in which the only variable is the matrix W it is evident that
the computational bottleneck results from the restriction W  0. This constraint affects
a 2n × 2n matrix of real numbers (or a n × n matrix of complex numbers), then for a
larger system the application of the relaxation became computationally expensive due the
positive semidefinite constrained matrix grows (n2).
Therefore, several techniques to accelerate computational time have been
proposed, being the chordal decomposition method as the basis of these works. These
techniques are based on building partial matrices that are equivalent to the original
problem. Among the most relevant works is (JABR, 2012) in which he presents a scheme
to exploit the space of the primal problem and (MOLZAHN et al., 2013) that makes an
extension of the previous scheme and can implement it in larger and sparse systems.
3.2.1 Chordal Decomposition Method
The foundation of this method is the positive semidefinite matrix completion
theorem, which includes splitting variables in the OPF SD relaxation, as a technique for
speeding up the interior point method used on the relaxation.
In order to explain the decomposition, lets bring back some notions (GROSS;
YELLEN, 2006). Lets denote the undirected graph G(V,E) induced by an n×n symmetric
matrix X, where V is the set of vertices {1, . . . , n} and E denote the set of edges within
vertices (i, j) ∈ V × V . And given the definitions:
1. A clique is a subset γ ⊆ V having the property that the edges (i, j) ∈ E ∀(i, j) ∈ γ.
2. A clique is maximal if its vertices do not constitute a proper subset of another clique.
3. A graph is chordal if every cycle of 4 or more vertices has a chord, i.e., an edge
joining two vertices that are not adjacent in the cycle.
Then the matrix completion theorem for semidefinite programming can be defined:
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Let G(V,E) be a chordal graph associated with a partial symmetric matrix W,
where the term partial implies that not all entries of W are known. W can be completed to
a positive semidefinite matrix if and only if the sub-matrices: Wγkγk = [Wij : (i, j) ∈ γk]
corresponding to the family of maximal cliques γk (k = 1, . . . , l) of G(V,E) are all positive
semidefinite. Considering this theorem is possible to apply to reformulate the SDP problem
as follows:
Minimize tr(CW)
Subject to tr(AiW) = bi i = {1, . . . ,m}









tr(ÃikW̃k) = bi i = {1, . . . ,m}
W̃k  0 k = {1, . . . , l}
(3.39)
The application of the chordal decomposition method on the semidefinite
relaxation was first proposed in (JABR, 2012) which, results in a drastic reduction in
computational effort. This considers that the matrix W can be rearranged as follows:
Wk =

· · · · · ·
· e2i eifi eiej eifj ·
· fiei f 2i fiej fifj ·
· ejei ejfi e2j ejfj ·
· fjei ejfi fjej f 2j ·
· · · · · ·

(3.40)
This shows that in the blocks of 2× 2 they correspond to a specific bus of the
network, analogous to the vertices of a graph. Both in (JABR, 2012) and in (MOLZAHN
et al., 2013) propose a framework for the use of the matrix completion theorem, being
the second an extension of the first. This framework has been summary in the work of
(BINGANE; ANJOS; DIGABEL, 2019) and it takes the form of the following process:
1. Given the graph G (V , E), corresponding to the power network P = (B, E).
2. Consider A = LG + I|B|  0, where LG is the Laplacian matrix of G and and I|B| is
the identity matrix of size |B|.
3. Compute the approximate minimum degree permutation vector for the sparse matrix
A.
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Figure 3.3 – Graphic Comparison between original 2n× 2n Matrix W and Wk matrices
resulting from decomposition
[Source:made by the author]
4. Compute Cholesky decomposition LLT of A. The sparsity pattern of L defines a
chordal extension G’ of G.
5. Identify {K1,K2, ...,Kk}, family of maximal cliques of G’.
The following is a model in which chordal decomposition is used to present the
semidefinite relaxation of the OPF problem:
Minimize: ∑
i∈N
c2i(P gi )2 + c1i(P
g
i ) + c0i (3.41a)
Subject to:
P i ≤ Pi ≤ P i ∀i ∈ N (3.41b)






[Dji •Wk] ∀i ∈ N (3.41c)
Q
i
≤ Qi ≤ Qi ∀i ∈ N (3.41d)






[Fji •Wk] ∀i ∈ N (3.41e)
V 2i ≤ Ji •Wk ≤ V
2
i ∀i ∈ N (3.41f)











  0 ∀ij ∈ E (3.41g)
Wk  0 ∀k ∈ K (3.41h)
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Where the operator • equals the product of Frobenius and the Wk are the
matrices obtained from the chordal decomposition for the original voltage matrix W and
k represents the k-nth clique obtained from the decomposition. The matrices Dij,Dji
contain the coefficients of the active power flow from the bus i to j and the active power
flow from the bus j to i respectively. The matrices Fij,Fji contain the coefficients of the
reactive power flow from the busi to j and the bus j to i respectively. The matrices Ei,Hji
contain the coefficients of the shunt conductance and susceptance at bus i respectively.
And, the matrix Ji with coefficients of one to build the voltage constraint. As for the
limits of active and reactive power generation, the same criteria that were used for the
formulations of (LAVAEI; LOW, 2012) (MOLZAHN et al., 2013) among others can be
used.
3.2.2 Second-Order Cone Programming Relaxations
SCOP relaxation as well as Semidefinite relaxation are based on the power flow
equations in rectangular coordinates, but this first one was first proposed in (JABR, 2006).
This relaxation to capture the non-linearity and non-convexity, defines new variables cii
for each bus i and cij and sij for each transmission line (i, j). These new variables are
equivalent to cii = e2i + f 2i , cij = eiej + fifj, and sij = eifj − ejfi.This formulation must





c2i(P gi )2 + c1i(P
g
i ) + c0i (3.42a)
Subject to:
P gi − P di = Giicii +
∑
j∈δ(i)
(Gijcij −Bijsij) ∀i ∈ N (3.42b)
Qgi −Qdi = −Biicii +
∑
j∈δ(i)
(−Bijcij −Gijsij) ∀i ∈ N (3.42c)
Vi
2 ≤ cii ≤ Vi
2 ∀i ∈ N (3.42d)
cij = cji, sij = −sji ∀(i, j) ∈ E (3.42e)
c2ij + s2ij = ciicjj ∀(i, j) ∈ E (3.42f)
(2.2), (2.3), (2.5), (2.6)
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The relaxation is formed after drooping or relaxing the equality constraint
(3.42f) which is a non-linear constraint and replace this equality constraint for an inequality
constraint c2ij + s2ij ≤ ciicjj. This constraint is a quadratic constraint that is equivalent to
a second-order cone constraint as follows:
c2ij + s2ij ≤ ciicjj
c2ij + s2ij ≤
1
4[(cii + cjj)
2 − (cii − cjj)2]
4c2ij + 4s2ij ≤ [(cii + cjj)2 − (cii − cjj)2]√




∥∥∥∥∥∥∥∥∥ ≤ cii + cjj ∀(i, j) ∈ E (3.43)
The SCOP relaxation has been extensively studied after its first application
in radial networks. In the literature (LOW, 2014) has proven that this formulation is
equivalent to the non-linear formulation for radial networks in the sense that the optimal
power output of (3.42a) is also optimal for (3.43). This relaxation has a strong bond with
semidefinite relaxation because it can be formulated using semidefinite Hermitian voltage
matrices of order 2× 2 for each line. The condition of positive semidefinite create the form




  0 ∀(i, j) ∈ E (3.44)
Wii ≥ 0 ∀i ∈ N (3.45)
WiiWjj ≥ |Wij|2 ∀(i, j) ∈ E (3.46)
To prove the equivalence, both formulations are compared given the following
equivalence for the elements on the Hermitian matrix Wii = |Vi|2 = e2i + f 2i = cii and
Wij = ViVj = cij + sij, therefore, (3.46) is equivalent to (3.43) as is shown :
WiiWjj ≥ |Wij|2 ∀(i, j) ∈ E (3.47)
ciicjj ≥ |cij + sij|2 ∀(i, j) ∈ E (3.48)
ciicjj ≥ c2ij + s2ij ∀(i, j) ∈ E (3.49)
This formulation also can be seen as if the constraint (3.37) in semidefinite
relaxation is relaxed by |E| and not by |N ×N| , which result in less stringent constraints
that the SDP relaxation.
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3.3 Techniques for Tightening
Although SDP relaxation is considered one of the closest relaxation to the
Nonlinear OPF model, several studies have shown that for various cases this relaxation may
not reach the optimal value(KOCUK; DEY; SUN, 2016b). To improve the performance
of the relaxations throughout the literature there are several narrowing methods such as
bound tightening, the application of valid constraints, or the inclusion of spatial branch
and bound algorithms that reinforce the relaxations.
This section briefly describes the technique used in the proposed model, which
can fit into the classification as a valid inequality (that although they are redundant in
the nonlinear problem, they can reinforce the relaxation).
3.3.1 Valid Constraints
Given that each relaxation has different advantages and disadvantages, it is
natural to think that throughout the literature there are efforts to improve each one of
them, such as (PAREDES; MARTINS; SOARES, 2015) (KOCUK; DEY; SUN, 2016a)
(KOCUK; DEY; SUN, 2016b) (COFFRIN; HIJAZI; HENTENRYCK, 2017) (CHEN;
ATAMTURK; OREN, 2016).
This section will focus on valid inequalities proposed on (COFFRIN; HIJAZI;
HENTENRYCK, 2017) called Lifted Non-Linear Cuts.
Before describing these valid inequalities, it is necessary to consider the PAD
(Phase Angle Difference) constraints, which is not typically incorporated in AC transmission
test cases, but recent works (COFFRIN; HENTENRYCK, 2014) have shown that is useful
to characterize the feasible space of AC power flow equations.
θij ≤ θi − θj ≤ θij ∀(i, j) ∈ E (3.50)
Where the maximum limits of angular variation can be assume within (−π/2, π/2):
− π2 ≤ θij ≤ θij ≤
π
2 ∀(i, j) ∈ E (3.51)
This restriction can be included in other notations, such as its rectangular and
complex shape, through the following linear relationship:
tan (θij)Re{ViV ∗j } ≤ Im{ViV ∗j } ≤ tan (θij)Re{ViV ∗j } ∀(i, j) ∈ E (3.52)
tan (θij)(eiej + fifj) ≤ −(eifj − ejfi) ≤ tan (θij)(eiej + fifj) ∀(i, j) ∈ E (3.53)
tan (θij)cij ≤ sij ≤ tan (θij)cij ∀(i, j) ∈ E (3.54)
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Another important consideration to apply these valid constraints are based on
(3.52)-(3.54) that limit the decision variables of the problem. Due to the fact that in the
relaxations new decision variables are introduced, these constraints can generate bound of
these new variables which help to tighten the relaxation.
Model 6 : The Non-Convex Voltage Feasibility Set
Variables:
cii, cjj Voltage magnitude squared
wij = cij + jsij Voltage product
Subject to:
Vi
2 ≤ cii ≤ Vi
2 (3.55)
Vj
2 ≤ cjj ≤ Vj
2 (3.56)
cij ≤ cij ≤ cij (3.57)
tan(θij)cij ≤ Im{wij} ≤ tan(θij)cij (3.58)
(cij)2 + (sij)2 = ciicjj (3.59)
The Lifted Non-Linear Cuts (LNC) are based on the analysis of the non-convex
voltage feasibility set presented in Model 6, which is defined by (cii, cjj, cij, sij) ∈ R4. The
feasibility space can be easily reduce to a R3 space using (cij)2 + (sij)2/cii = cjj which
eliminate the variable wj and generate a plottable space (cii, cij, sij) ∈ R3.To exemplify
the graphical feasible space some parameters were considered and shown on Fig.3.4.
Vi
2 = 0.952, Vj







The Lifted Non-linear Cuts proposed on (COFFRIN; HIJAZI; HENTENRYCK,
2017) defines some constants that are useful when applying these valid inequalities, and
they are shown below.
φij =
θij + θij
2 ∀(i, j) ∈ E (3.60)
δij =
θij − θij
2 ∀(i, j) ∈ E (3.61)
V σi = Vi + Vi ∀i ∈ N (3.62)
V σj = Vj + Vj ∀j ∈ N (3.63)
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(a) Convex hull of voltage. limits (b) Convex hull of voltage limits with PAD.
constraints.
(c) Non-Convex hull of voltage. limits. (d) Non-Convex hull of voltage limits with
PAD. constraints.
Figure 3.4 – PAD Constraints Implications
[Source:made by the author]
The Lifted Non-Linear Cuts are presented as follows:
V σi V
σ
j (cij cos(φij) + sij sin(φij))
− Vj cos(δij)V σj cii − Vi cos(δij)V σi cjj ≥
ViVj cos(δij)(ViVi − ViVi) ∀(i, j) ∈ E (3.64)
V σi V
σ
j (cij cos(φij) + sij sin(φij))
− Vj cos(δij)V σj cii − Vi cos(δij)V σi cjj ≥
− ViVj cos(δij)(ViVi − ViVi) ∀(i, j) ∈ E (3.65)
It should be noted that these inequalities are linear for a space in R3, but they
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Figure 3.5 – Illustration of Cut in Convex Hull with PAD Constraints
[Source:made by the author]
are non-linear in a space R4, which makes it easier to apply them in different relaxations
that use bi-linear terms such as this is the case of SDP relaxation.
3.4 Optimality Gap and Rank Recovery
3.4.1 Optimality Gap
Throughout the literature, many global solution algorithms to compute the
optimality gap the objective value bound from the relaxation is compared with the
achievable objective value from a feasible point obtained via a local solution algorithm. In
our case, we will focus our attention on the commercial solver MOSEK and the non-linear
solver IPOPT.The Semidefinite relaxation (MOSEK) provides a lower bound that will be
denoted as follows:
f = fMOSEK (3.66)
The non-linear solver(IPOPT) provides an upper bound when they terminate
at a feasible point (if the solver does not succeed, we define its objective value as ∞), and
is denoted as follows:
f = fIPOPT (3.67)
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If f = f the gap is equal to 0, lo which would mean that an optimal global solution was
obtained. In the other case when gap >> 0, it may be because the upper bound is a local
minimum or the relaxation produces a weak lower bound.
3.4.2 Rank Recovery
As was shown in several notations, the SDP relaxation is formed after dropping
the rank constraint (3.34h) and replaces with the constraint for the positive semidefiniteness
constraint that is less tight.
((((
((((rank{W} = 1 −→W  0 (3.69)
If the SDP relaxation solution (W∗) meets the rank condition, means that the solution of
the relaxation is exact with the non-linear model and provides a global optimum.
To recover the globally optimal voltage phasor V ∗ when the rank{W∗} = 1,
lets denote ρopt as the non zero eigenvalue of the solution matrix (W∗) and the associated
unit length vector Eopt, Also denote Ed as the vector of terms of Eopt from E1 to En and





ρopt(Ed + jEq) (3.70)
In (LAVAEI; LOW, 2012) a rank reduction process was proposed, which consider
given any arbitrary solution W∗ that has to fulfill rank{W∗} ≤ 2, then the optimal matrix
can be recovered with the following expression:
Wopt = (ρ1 + ρ2)EET (3.71)
Where ρ1 and ρ2 are the non zero eigenvalues of W∗ and E is the unit eigenvector
associated with ρ1. It is clear that when the response has rank 1 this process does not
affect the recovery of the optimal phasor values.
3.5 A SDP Formulation to Solve OPF problem
In this section, the notation for the semidefinite relaxation of power flow
equations is introduced, which are the backbone of the ORPD model. As is shown on the
formulation in rectangular form, the major non-linearity is produced by the product of
the real and the imaginary part of the voltage magnitude, and it is where semidefinite
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relaxation takes place. Considering W=vvT :
W =

e2i eifi ... eiej eifj
eifi f
2
i ... ejfi fifj
... ... . . . ... ...
eiej eifj ... e
2
j ejfj




















For our case some auxiliary variables can be expressed as:
W+ii = tr (AiW) ∀i ∈ N (3.72c)
W+ij = tr (BlW) ∀l = (i, j) ∈ E (3.72d)









1 0 ... 0 0
0 1 ... 0 0
... ... . . . ... ...
0 0 ... 0 0










0 0 ... 1/2 0
0 0 ... 0 1/2
... ... . . . ... ...
1/2 0 ... 0 0










0 0 ... 0 1/2
0 0 ... −1/2 0
... ... . . . ... ...
0 −1/2 ... 0 0
1/2 0 ... 0 0

(3.72h)
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Power balance equations:






P tji ∀i ∈ G (3.72i)






P tji ∀i ∈ N \ G (3.72j)













Qtji ∀i ∈ N \ G (3.72l)
Power flow equations:
P fij =gijW+ii −gijW+ij +bijW−ij ∀ij ∈ L (3.72m)
Qfij =−(bij+bshij )2W+ii +gijW−ij +bijW+ij ∀ij ∈ L (3.72n)
P tij =gijW+jj−gijW+ij −bijW−ij ∀ij ∈ L (3.72o)
Qtij =−(bij+bshij )W+jj−gijW−ij +bijW+ij , ∀ij ∈ L (3.72p)
P fij =a2ijgijW+ii −aijgijW+ij +aijbijW−ij ∀ij ∈ T (3.72q)
Qfij =−(bij+bshij )a2ijW+ii +aijgijW−ij +aijbijW+ij ∀ij ∈ T (3.72r)
P tij =gijW+jj−aijgijW+ij −aijbijW−ij ∀ij ∈ T (3.72s)
Qtij =−(bij+bshij )W+jj−aijgijW−ij +aijbijW+ij ∀ij ∈ T (3.72t)
Voltage Limits:
Vi ≤ W+ii ≤ Vi ∀i ∈ N (3.72u)
For the line thermal limits constraint it is possible to use the Schur’s complement,







P fij −1 0
Qfij 0 −1
  0, ∀ij ∈ E (3.72v)

−(Smaxij ) P tij Qtij
P tij −1 0
Qtij 0 −1
  0, ∀ij ∈ E (3.72w)
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It must be consider that W,Ai,Bl,Cl are square matrices with 2n rows and
2n columns and n is the number of buses on the system, W,Al,Bl ∈ R2n×2n. Notice that
the convexity of the problem relay on the matrix W and, to secure the same result as the
non-linear problem, it has to satisfy the rank-1 condition (3.72b). A Semidefinite relaxation
is obtained by replace (3.72b) by the positive indefiniteness W  0, and relaxing the rank
1 condition(BAI et al., 2008)(LAVAEI; LOW, 2012).
3.6 Summary
In this chapter, various topics are presented, such as the application of semidef-
inite programming to the problem of Optimal Power Flow, computational advances,
relaxation strengthening techniques, and other key points of semidefinite relaxation.
The first topic presents some main existing formulations of the semidefinite
relaxation applied to the OPF. Among the considered models, the proposed in (BAI et
al., 2008) was the first time that semidefinite programming was used to solve the OPF.
This model can be characterized by many of variables matrices as well as parameter
matrices that construct the constraints of the problem. Another work considered is the
one proposed in (LAVAEI; LOW, 2012), which presents a much more compact model than
previous works, concentrating the variables of the problem in the matrix formed by the
voltage variables ei, fi. Furthermore, within the most recent formulations, the proposal in
(COFFRIN; HIJAZI; HENTENRYCK, 2016), which uses complex variables, was presented.
This type of notation was previously studied in (BOSE et al., 2015) in which its equivalence
with the other formulations was proven.
This chapter also presented some key points for relaxation, such as advances
in computations, where the chordal decomposition method stands out, a technique used
to improve the computational time of the problem. Another interesting point was the
relationship between semi-defined relaxation and second-order conic relaxation. Further-
more, this chapter showed a narrowing technique applicable to semidefinite relaxation, as
is the case of valid constraints that serve to improve the quality of the response to the
proposed problem. Finally, concepts associated with relaxation were reviewed, such as the
optimality gap and the procedure for recovering the ranking of the voltage matrix. As a
result, an equivalent notation was presented to serve as the basis for the proposed problem,
which considers the properties of the trace to disaggregate the problem clearly and simply.
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4 Optimal Reactive Power Dispatch (ORPD)
4.1 Introduction
The vast majority of optimization problems applied in power systems are
characterized by being nonlinear due to the different characteristics of the fundamental
quantities. One of the classic problems in power systems is the OPF (Optimal Power Flow),
which aims to find the point of operation in a stable state in which its objective function
is optimal (generally a cost function), respecting the different physical and regulatory
constraints. Some fundamental problems in power systems are based on the OPF, with the
difference that these problems increase the number of variables or the number of restrictions
increasing the complexity of the problem. A common application is the increase of integer
variables that emulate the operation of certain equipment, these variables considerably
increase the difficulty of the problem since they transform it into a mixed-integer nonlinear
problem MINLP that is highly non-convex and generally NP-Hard.
The Optimal Reactive Power Dispatch (ORPD) is one of the fundamental
problems based on the Optimal Power Flow (OPF), which arises by considering the
operation of discrete controllers i.e., tap position of transformers and shunt capacitor
banks, in order to regulate the reactive power of the system. Like OPF the ORPD is a
major tool in power systems, in order to secure a safe and economical operation. Proper
selection of discrete variables became extremely important due it leads to reduce active
power losses on transmission lines, improve voltage stability, making the system operate
in a range of stable operation.(ZHANG; CHEN; LEE, 2018; DUMAN et al., 2012). The
ORPD is a non-linear mixed-integer problem, characterized by being Non-convex, NP-Hard,
and due to its integer variables, more difficult to solve than OPF (BINGANE; ANJOS;
DIGABEL, 2019).
Over the years numerous proposals to solve the ORPD problem (with continu-
ous or discrete control variables) have been presented as the result of breakthroughs in
mathematical programming, and growth of optimization techniques. Among the proposals,
there have been several that are based on linearization techniques(YANG et al., 2017a),
sequential quadratic programming (SQP)(QUINTANA; SANTOS-NIETO, 1989), sequen-
tial linear programming (SLP)(URDANETA et al., 1999), nonlinear programming (NLP)
(ESTEVAM et al., 2010) and interior point methods(GRANVILLE, 1994). In the 2000s, a
popular trend to solve ORPD with discrete controllers was the use of modern heuristics,
such as evolutionary techniques(DAI et al., 2009)(WU; MA, 1995), genetic and particle
swarm optimization (DUMAN et al., 2012)(ZHAO; GUO; CAO, 2005) that have a good
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computational performance at the expense of neglected optimality.
There have been some approaches to solve the ORPD problem via convex
relaxation. In (LAVAEI; TSE; ZHANG, 2014), a convexification is proposed for shunt
compensation and tap-changers variables, but as it is mention by authors, the technique
applied for tap changers variables is not sufficient due it produces a disconnected network.
Furthermore, in (BINGANE; ANJOS; DIGABEL, 2019) and (DAVOODI et al., 2019) the
ORPD problem was tackled via convex relaxations based on SDP using the same techniques
mentioned on (LAVAEI; TSE; ZHANG, 2014) to convexify tap-changers variables, and
in order to deal with the integrality of the control variables, rounding was the technique
applied. On the other hand in (ROBBINS; ZHU; DOMíNGUEZ-GARCíA, 2016), the
authors propose the same technique as shown in (LAVAEI; TSE; ZHANG, 2014) with an
impedance to re-connect the network, but the impedance placed became a parameter to be
chosen. Integer variables have always presented a challenge in the solution of power system
problems due within its formulation certain variables can only assume integer variables (e.g.
the number of line transmission to be built). Despite the difficulty of the problems, there
have been some studies, that work with semidefinite relaxations and deal with the variables
integrality. These works can be classified into two categories: Benders decomposition type
algorithms (GHADDAR; JABR, 2019) (LIU; FERRIS, 2015)(ALVAREZ; PAREDES;
RIDER, 2020) and Branch-and-Bound algorithms (PAREDES; MARTINS; SOARES,
2015) which were implemented successfully for a specific problem and obtain promising
results.
This dissertation proposes a methodology to solve optimal reactive power
dispatch problem with the discrete control variables: on-load tap changers and switchable
shunt elements. The proposed methodology aims to face the integer variables associated
with the discrete controllers by joint a semidefinite relaxation with a branch and bound
algorithm. The semidefinite relaxation proposed to combine the ideas of previous works with
an intuitive variable change on the discrete OLTC variable, which produces a connected
graph in the SDP matrices. Some valid inequalities are put in place in order to reduce the
error on the relaxation. Also, an effective application of the branch-and-bound algorithm
is developed in this paper to cope with the integer variables associated with the discrete
controllers. This methodology is evaluated on IEEE test systems of 14, 30, 57 ,118, and 300
buses, but to improve the computational time a chordal decomposition was implemented.
Finally, the main contributions of this paper are twofold:
1. A SDR for the ORPD with discrete control variables based on a new formulation of
the OLTC transformers.
2. A customized B&B algorithm to efficiently solve the mixed-integer SDP (MISDP)
problem.
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4.2 Optimal Reactive Power Dispatch (ORPD) Non-linear Model
In this section, we present the MINLP formulation of the ORPD problem and







g + C1gPg + C0g [$/h] (4.1a)
Power balance equations:






P tji ∀i ∈ G (4.1b)






Qtji ∀i ∈ G (4.1c)













Qtji ∀i ∈ N \ G (4.1e)
Branch flow equations:
P fij = gija2ij(e2i + f 2i )− aijgij(eiej + fifj) + aijbij(eifj − ejfi) ∀ij ∈ E (4.1f)
Qfij = −(bij + bshij )a2ij(e2i + f 2i ) + aijgij(eifj − ejfi) + aijbij(eiej + fifj) ∀ij ∈ E (4.1g)
P tij = gij(e2j + f 2j )− aijgij(eiej + fifj)− aijbij(eifj − ejfi) ∀ij ∈ E (4.1h)
Qtij = −(bij + bshij )(e2j + f 2j )− aijgij(eifj − ejfi) + aijbij(eiej + fifj) ∀ij ∈ E (4.1i)
Generator power capacities:




i ∀i ∈ G (4.1j)
Qg
i
≤ Qgi ≤ Q
g
i ∀i ∈ G (4.1k)
Line thermal limits:
(P fij)2 + (Q
f
ij)2 ≤ (Smaxij )2 ∀ij ∈ E (4.1l)
(P tij)2 + (Qtij)2 ≤ (Smaxij )2 ∀ij ∈ E (4.1m)
Voltage Limits:
V 2i ≤ (e2i + f 2i ) ≤ V 2i ∀i ∈ N (4.1n)
Constraint of reference bus:
f 2i = 0 ∀i ∈ N (4.1o)
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Reactive Power Shunt:









∀i ∈ S (4.1q)
nshi = {0, 1, ..., nshi } ∀i ∈ S (4.1r)
Discrete Tap Ratio Variables:
aij = aij + (aij − aij)
nij
nij
∀ij ∈ T (4.1s)
nij = {0, 1, ..., nij} ∀ij ∈ T (4.1t)
On the current model, similar to that found in(BINGANE; ANJOS; DIGABEL,
2019), the objective function (4.1a) represents the quadratic cost function of active power
generation, and as is shown in Fig. 1.1 the constraints (4.1b),(4.1c) and (4.1d),(4.1e) are
the active and reactive power balance respectively that are placed separately to increase
the detail of the model, (4.1f),(4.1g) are the active and reactive power flow from in each
branch ij and (4.1h),(4.1i) are the active and reactive power flow to in each branch ij. The
constraints (4.1j) and (4.1k) are the active and reactive power generator limits, and (4.1l)
and (4.1m) are the maximum limit of power flow in each branch ij. In (4.1o) presents the
minimum and maximum limits of voltage magnitude in each bus i. In (4.1p)(4.1q)(4.1r) is
modeled the discrete operation of the reactive shunt compensation by a common technique
that use an extra variables Qshi and in (4.1q) the discrete variable bshi can be determined
by a integer variable nshi ∈ Z. On (4.1s)(4.1t) the tap changer is modeled as a discrete
variable aij between aij and aij which each position can be determined by a integer variable
nij ∈ Z.
4.3 Proposed Methodology
The proposed methodology to solve the problem the Optimal Reactive Power
Dispatch with Discrete Control Variables consists of three fundamental parts:
• Reformulate the Semidefinite Relaxation of (ORPD) Problem with continuous
control variables. In this part, it will be explained how to include the shunt elements
variables, the transformer ratio variables, and the valid inequalities on the semidefinite
relaxation.
• Apply the Branch and Bound Algorithm to this specific problem. In this part, a
Branch and Bound algorithm is adapted for the semidefinite relaxation of the ORPD
problem.
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• Finally, elaborate a framework that allows us to guarantee a degree of optimality.
Given the Discrete and Continuous models of the Semidefinite Relaxation of the
ORPD problem a compound methodology is presented.
4.3.1 Semidefinite Relaxation of (ORPD) Problem with continuous control
variables
As the first part of the methodology, it is necessary to formulate a Semidefinite
Relaxation of (ORPD) Problem with continuous control variables based on the formulation
of the OPF shown in section 3.5. This type of formulation is chosen since it allows us
to appreciate the effect of the variables of interest for the ORPD, and is useful for the
reformulation of the problem.
Once the relaxation of the OPF is considered as the basis of the problem, it is
necessary to add some formulations in order to consider both the variables of the shunts
elements and the transformer ratios variables that are described as follows.
4.3.1.1 Model of Transformer Ratios Variables on SD Relaxation
As previously established the control variable of the transformer ratio is discrete
but in order to establish a continuous model, the tap variable is relaxed within the limits
of the transformer ratio.
aij ≤ aij ≤ aij ∀ij ∈ T (4.2)
In the proposed formulation, the (OLTC) is modeled supposing that the possible
tap setting could be express as: aij = aij + ∆aij (YANG et al., 2017a). This change of
variable will be carried out in the non-linear model and generates the following equations:
P fij = gij(aij + ∆aij)2(e2i + f 2i )− (aij + ∆aij)gij(eiej + fifj)
+ (aij + ∆aij)bij(eifj − ejfi) ∀ij ∈ E (4.3a)
Qfij = −(bij + bshij )(aij + ∆aij)2(e2i + f 2i ) + (aij + ∆aij)gij(eifj − ejfi)
+ (aij + ∆aij)bij(eiej + fifj) ∀ij ∈ E (4.3b)
P tij = gij(e2j + f 2j )− (aij + ∆aij)gij(eiej + fifj)
− (aij + ∆aij)bij(eifj − ejfi) ∀ij ∈ E (4.3c)
Qtij = −(bij + bshij )(e2j + f 2j )− (aij + ∆aij)gij(eifj − ejfi)
+ (aij + ∆aij)bij(eiej + fifj) ∀ij ∈ E (4.3d)
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Once the change of variables has been made, we can identify what are the
terms that depend on the variable ∆aij. The equations (4.3a)-(4.3d) are developed to
show this terms.
P fij = gijaij2(e2i + f 2i )
− aijgij(eiej + fifj) + aijbij(eifj − ejfi)
+2gijaij∆aij(e2i + f 2i ) + gij∆a2ij(e2i + f 2i )
−∆aijgij(eiej + fifj) + ∆aijbij(eifj − ejfi) ∀ij ∈ T (4.4a)
Qfij = −(bij + bshij )aij2(e2i + f 2i )
+ aijgij(eifj − ejfi) + aijbij(eiej + fifj)
−(bij + bshij )2aij∆aij(e2i + f 2i )− (bij + bshij )∆a2ij(e2i + f 2i )
+∆aijgij(eifj − ejfi) + ∆aijbij(eiej + fifj) ∀ij ∈ T (4.4b)
P tij = gij(e2j + f 2j )
− aijgij(eiej + fifj)− aijbij(eifj − ejfi)
−∆aijgij(eiej + fifj)−∆aijbij(eifj − ejfi) ∀ij ∈ T (4.4c)
Qtij = −(bij + bshij )(e2j + f 2j )
− aijgij(eifj − ejfi) + aijbij(eiej + fifj)
−∆aijgij(eifj − ejfi) + ∆aijbij(eiej + fifj) ∀ij ∈ T (4.4d)
As can be seen in the resulting equations, the terms in which the new variable
∆aij is present are highlighted in red, leaving the terms that only depend on the variables
of the voltage components in black. Furthermore, this change of variable affects both the
equations (4.1s)-(4.1t), that will be reformulated as follows:
∆aij = (aij − aij)
nij
nij
∀ij ∈ T (4.5)
nij = {0, 1, ..., nij} ∀ij ∈ T (4.6)
In the first attempts to model the tap variable for the semidefinite model, the
researchers started from the model of a transformer with a fictitious bus, as is explained
in (LAVAEI, 2011). In the non-linear model, some relationships between the variables of
interest should be maintained and under this premise, these relationships were used for
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the first semidefinite approach to this problem. Considering this, it is valuable to show
these relationships for the non-linear model without the change of variable:
Vi′ = aijVi ∀ij ∈ T (4.7a)
Re{Vi′} = aij ×Re{Vi} ∀ij ∈ T (4.7b)
Im{Vi′} = aij × Im{Vi} ∀ij ∈ T (4.7c)
aij ≤ aij ≤ aij ∀ij ∈ T (4.7d)
But in order to presents relations that could be translate into a semidefinite
notation, the equation are reformulated as follows:
aij|Vi|2 ≤ |Vi′|2 ≤ a2ij × |Vi|2 ∀ij ∈ T (4.8a)
Re{Vi} × Im{Vi′} = Re{Vi′} × Im{Vi} ∀ij ∈ T (4.8b)
Re{Vi} ×Re{Vi′} ≥ 0 ∀ij ∈ T (4.8c)
Im{Vi} × Im{Vi′} ≥ 0 ∀ij ∈ T (4.8d)
Now considering the equation (4.7a) it can be reformulated with the change of
variable proposed, being equivalent between non-linear models with the variable aij and
∆aij.
Vi′ = ∆aijVi ∀ij ∈ T (4.9a)
Hence this equation must consider the following relations on the non linear problem:
Re{Vi′} = ∆aij ×Re{Vi} ∀ij ∈ T (4.9b)
Im{Vi′} = ∆aij × Im{Vi} ∀ij ∈ T (4.9c)
0 ≤ ∆aij ≤ (aij − aij) ∀ij ∈ T (4.9d)
CHAPTER 4. OPTIMAL REACTIVE POWER DISPATCH (ORPD) 68
Analogously to the equations (4.8a)-(4.8d), in order to remove the non-linearity
caused by the product of ∆aij and the components of Vi, we eliminate the variable ∆aij.
For this purpose, consider the relations as follows:
0 ≤ |Vi′ |2 ≤ (aij − aij)2 × |Vi|2 ∀ij ∈ T (4.10a)
Re{Vi} × Im{Vi′} = Re{Vi′} × Im{Vi} ∀ij ∈ T (4.10b)
Re{Vi} ×Re{Vi′} ≥ 0 ∀ij ∈ T (4.10c)
Im{Vi} × Im{Vi′} ≥ 0 ∀ij ∈ T (4.10d)
This concept is applied to the non-linear model and then it is possible to
translate to an SD form increasing new rows and columns to the matrix W analog to the
idea presented on (LAVAEI; TSE; ZHANG, 2014). The resultant matrix X, considering























Xi′i ... Xi′j Xi′i′
 =

e2i eifi ... eiej eifj ∆ae2i ∆aeifi
eifi f
2
i ... ejfi fifj ∆aeifi ∆af2i
...





eiej eifj ... e
2
j ejfj ∆aeiej ∆aejfi
ejfi fifj ... ejfj f
2
j ∆aeifj ∆afifj
∆ae2i ∆aeifi ... ∆aeiej ∆aejfi ∆a2e2i ∆a2eifi
∆aeifi ∆af2i ... ∆aeifj ∆afifj ∆a2eifi ∆a2f2i

(4.11b)
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Accordingly, X  0 is a square matrix with dimensions [2n+ 2nt× 2n+ 2nt]
where n represent the number of buses on the system and nt the number of transformers
on the system, X ∈ R2n+2nt×2n+2nt.
These modifications must be also applied to the relations before mentioned, so
can be rewritten using the semidefinite structure:
0 ≤ X+i′i′ ≤ (aij − aij)2 ×X+ii ∀ij ∈ T (4.12a)
Xi+i−1,i′+i′ = Xi+i,i′+i′−1 ∀ij ∈ T (4.12b)
Xi+i−1,i′+i′−1 ≥ 0 ∀ij ∈ T (4.12c)
Xi+i,i′+i′ ≥ 0 ∀ij ∈ T (4.12d)
Once the variable replacement is done is necessary to modify the Branch flow
equations to include the new variables. The new equations are shown as follows:
P fij =a2ijgijW+ii − aijgijW+ij + aijbijW−ij
+ 2aijgijX+ii′ + gijX+i′i′ − gijX+i′j + bijX−i′j ∀ij ∈ T (4.13a)
Qfij =− (bij + bshij )a2ijW+ii + aijgijW−ij + aijbijW+ij
− (bij + bshij )2aijX+ii′ − (bij + bshij )X+i′i′ + gijX−i′j + bijX+i′j ∀ij ∈ T (4.13b)
P tij =gijW+jj − aijgijW+ij − aijbijW−ij
− gijX+i′j − bijX−i′j ∀ij ∈ T (4.13c)
Qtij =− (bij + bshij )W+jj − aijgijW−ij + aijbijW+ij
− gijX−i′j + bijX+i′j ∀ij ∈ T (4.13d)





∀ij ∈ T (4.14)
.
Note that the difference between this work and the previous works (LAVAEI,
2011; DAVOODI et al., 2019) lies in the change of the variable aij by the variable ∆aij . As
shown in the work (LAVAEI, 2011), this change directly affects equation (4.11a), which,
using the variable aij, is formulated as follows: a2ij|Vi|2 ≤ a2ij|V ′i |2 ≤ a2ij|Vi|2. Analyzing
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these two equations, it is evident that, by using the change of variable, the limits of this
relationship became numerically narrow, because the variable aij can assume values both
greater or lower than 1, whereas ∆aij can only assume values lower than 1. Furthermore,
this change of variable has an effect on the admittance matrix that will multiply the matrix
X, showing a fuller structure that links the variables of i, j, i′.
To exemplify this phenomenon we analyze the admittance matrices taking
the reformulation proposed by (LAVAEI; TSE; ZHANG, 2014) and the matrix obtained
employing this reformulation, for a small system of 3-Bus System with a transformer on
the line between Bus 1 and 2, this system was made by the author in order to show the
experimental results behind the proposed reformulation.
Figure 4.1 – 3-Bus System
Next, the sub-matrices (extended case 2n × 2n) or positions (complex case)
of the admittance matrices used in semidefinite relaxation are presented in a Figure 4.2.
The shaded part of these charts would represent if the position has values while the blank
parts do not have values.
Figure 4.2 – Admittance Matrices for OPF
[Source:made by the author]
Figure 4.2 shows how the admittance matrices delineate a connected graph
between the 3 buses of the system, which favors relaxation (LAVAEI; LOW, 2012).
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Analyzing the original proposal to convexify this discrete variable presented in (LAVAEI;
TSE; ZHANG, 2014) that considers the model as an intermediate bus and an ideal
transformer, we can obtain the following matrix structure for this case.
Figure 4.3 – Admittance Matrices for ORPD
[Source:made by the author]
In this case, Figure 4.3 shows how the admittance matrices delineate a bigger
graph but this effect produces a disconnection between bus 1, and bus 2, which affects the
accuracy of the relaxation, as is mention on the same work proposed.
Figure 4.4 – Admittance Matrices for proposed ORPD
[Source:made by the author]
Finally, Figure 4.4 presents the new admittance matrix based on the reformula-
tion proposed, which shows how the matrices delineate a more connected structure, which
strengthens relaxation, where red squares represent the new positions to be filled with
nonzero values on the proposed model.
4.3.1.2 Model of Shunt Elements Variables on SD Relaxation
Within the electric power systems, it is common the use of the transformation
ratio changers (taps), because they are controllable variables of the system restricted by
certain limits. Classically the transformer tap ratio is included in the formulation of OPF in
order to optimize the performance of the power system and improve the final result of the
objective function. It is important to remember that in transmission systems, the optimal
transformer tap setting under the OPF framework has been investigated for decades, and
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Figure 4.5 – Reactive Shunt Devices
[Source:made by the author]
due that in real systems the control variables are discrete, the problem becomes even more
complex and computationally expensive.
As was proposed previously in the non linear ORPD problem, the shunt
elements were modeled on (4.1c)(4.1e) as a reactive power injection for all i ∈ S. So to
incorporate the variable bshi on the relaxation, we will begin relaxing the integrality of
bshi ∈ {bshi , ..., bshi }, which lead to the following non linear relation:
bshi
(
e2 + f 2
)
≤ Qshi ≤ bshi
(
e2 + f 2
)
∀i ∈ S (4.15)
In the same way, this concept can be applied to an SD form that generates a
linear relation, that can be incorporated into the problem as follows:
bshi X
+
ii ≤ QShi ≤ bshi X+ii ∀i ∈ S (4.16)





∀i ∈ S (4.17)
.
This formulation has already been proven in (LAVAEI, 2011) but only con-
sidering the variable as continuous. However, given that in real systems it is a discrete
variable as shown in Fig. 4.5, the relaxed model must be considered for the application of
the Branch and Bound Algorithm.
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4.3.2 Strengthening the SDP Relaxation
In the search for more precise and accurate results, some valid inequalities
called lifted non-linear cuts (LNCs)(KOCUK; DEY; SUN, 2016c; COFFRIN; HIJAZI;
HENTENRYCK, 2017) were included on the continuous model, as constraints that strength
the relaxation.
This strengthening present several constants based on the bounds of the
problem’s variables (4.18),(4.19),(4.20) and the actual valid inequalities (4.17),(4.18) whose
purpose is to produce an important reduction of the feasible region accordingly the
outcome is a tighter relaxation with smaller gaps. The created constants δ, φ, V σ are
only mathematical representations that were advantageous for the development of valid
inequalities, more detail information about the deduction of the expressions (4.17), (4.18)
can be found in (COFFRIN; HIJAZI; HENTENRYCK, 2017). This concept has been
applied to the current notation to include it in the continuous model of the ORPD.
V σi = Vi + Vi ∀i ∈ N (4.18)
φij =
θij + θij
2 ∀ij ∈ L (4.19)
δij =
θij − θij
2 ∀ij ∈ L (4.20)
V σi V
σ
j (X+ij cos(φij)−X−ij sin (φij))− Vj cos(δij)V σj X+ii
− Vi cos(δij)V σi X+jj ≥ ViVj cos(δij)× (ViVj − ViVj) ∀ij ∈ L (4.21)
V σi V
σ
j (X+ij cos(φij)−X−ij sin(φij))− Vj cos(δij)V σj X+ii
− Vi cos(δij)V σi X+jj ≥ ViVj cos(δij)× (ViVj − ViVj ∀ij ∈ L (4.22)
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P tji ∀i ∈ G (4.26)






P tji ∀i ∈ N \ G (4.27)













Qtji ∀i ∈ N \ G (4.29)
Power flow equations for Transmission Lines:
P fij =gijX+ii −gijX+ij +bijX−ij ∀ij ∈ L (4.30)
Qfij =−(bij+bshij )2X+ii +gijX−ij +bijX+ij ∀ij ∈ L (4.31)
P tij =gijX+jj−gijX+ij−bijX−ij ∀ij ∈ L (4.32)
Qtij =−(bij+bshij )X+jj−gijX−ij +bijX+ij , ∀ij ∈ L (4.33)
Power flow equations for Transformers:
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P fij = a2ijgijX+ii − aijgijX+ij + aijbijX−ij
+ 2aijgijX+ii′ + gijX+i′i′ − gijX+i′j + bijX−i′j ∀ij ∈ T (4.34)
Qfij = −(bij + bshij )a2ijX+ii + aijgijX−ij + aijbijX+ij
− (bij + bshij )2aijX+ii′ − (bij + bshij )X+i′i′ + gijX−i′j + bijX+i′j ∀ij ∈ T (4.35)
P tij = gijX+jj − aijgijX+ij − aijbijX−ij
− gijX+i′j − bijX−i′j ∀ij ∈ T (4.36)
Qtij = −(bij + bshij )X+jj − aijgijX−ij + aijbijX+ij
− gijX−i′j + bijX+i′j ∀ij ∈ T (4.37)
Voltage Limits:
Vi
2 ≤ X+ii ≤ Vi
2 ∀i ∈ N (4.38)







P fij −1 0
Qfij 0 −1
  0, ∀ij ∈ E (4.39)

−(Smaxij ) P tij Qtij
P tij −1 0
Qtij 0 −1
  0, ∀ij ∈ E (4.40)
Strengthening the SDP relaxation:
V σi = Vi + Vi ∀i ∈ N (4.41)
φij = (θij + θij)/2 ∀ij ∈ L (4.42)
δij = (θij − θij)/2 ∀ij ∈ L (4.43)
V σi V
σ
j (X+ij cos(φij)−X−ij sin (φij))− Vj cos(δij)V σj X+ii
− Vi cos(δij)V σi X+jj ≥ ViVj cos(δij)× (ViVj − ViVj) ∀ij ∈ L (4.44)
V σi V
σ
j (X+ij cos(φij)−X−ij sin(φij))− Vj cos(δij)V σj X+ii
− Vi cos(δij)V σi X+jj ≥ ViVj cos(δij)× (ViVj − ViVj ∀ij ∈ L (4.45)
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Constraints for continuous control variables (Shunt and Taps):
bshi X
+
ii ≤ QShi ≤ bshi W+ii ∀i ∈ S (4.46)
0 ≤ X+i′i′ ≤ (aij − aij)2 ×X+ii ∀ij ∈ T (4.47)
Xi+i−1,i′+i′ = Xi+i,i′+i′−1 ∀ij ∈ T (4.48)
Xi+i−1,i′+i′−1 ≥ 0 ∀ij ∈ T (4.49)
Xi+i,i′+i′ ≥ 0 ∀ij ∈ T (4.50)
It must be consider that X are square matrices with 2(n+ t) rows and 2(n+ t)
columns and n is the number of buses on the system and t the number of transformers
with tap variable. A Semidefinite relaxation is obtained by replace (4.24) by the positive
indefiniteness X  0, and relaxing the rank 1 condition.
4.3.4 Discrete ORPD approach by Branch and Bound Algorithm
Considering the original ORPD problem as in (LETCHFORD, 2012) a Mixed-
Integer Non-Linear Program (MINLP) is a problem, so can be express as the form:
(min{f0(x, y) : f j(x, y) ≤ 0, (j = 1, ...,m), x ∈ Zn1,Rn2} (4.51)
Where n1 is the number of integer-constrained variables, n2 is the number
of continuous variables, m is the number of constraints. And considering a semidefinite





tr (AiX) = bi ∀i ∈ [m] (4.52b)
X  0 (4.52c)
Xij ∈ Z ∀(i, j) ∈ L (4.52d)
For a given set L ⊆ [n] × [n] of indices for the integrality constraints, and
possibly with additional variable bounds(GALLY; PFETSCH; ULBRICH, 2018).
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4.3.5 Branch and Bound Algorithm
Given the previous formulations, the current continuous ORPD problem as a
relaxed version of the MISDP, a Branch and Bound algorithm could be applied to deal with
the integrality of shunt elements variables and transformer ratios variables. This technique
already has been applied together with semidefinite programming in other problems
(PAREDES; MARTINS; SOARES, 2015) (GHADDAR; JABR, 2019)(GHADDAR; JABR,
2017) with interesting results.
The efficiency of the Branch and Bound algorithm will highly depend on the
branching rules and given the quality of the SDP relaxation, the chances of reaching a
global optimum increase considerably. Among the techniques used to improve the algorithm,
a rounding technique at the initial node of the tree was applied, which in the proposed
cases serves as an upper bound of the algorithm.
4.3.5.1 Branching and Pruning Rules
The applied algorithm depends on the bounds for integral variables, therefore
for the tree generation the variables of the shunt elements are used first because the impact
on the objective functions is more notorious and will help in the branching process. The
constructed algorithm considers binary variables to represent the discrete variables present





nshi,k ∀i ∈ S, k = 1 . . . nish (4.53)
nshi,k = binary ∀i ∈ S, k = 1 . . . nish (4.54)





nij,k ∀ij ∈ T , k = 1 . . . nij (4.56)
nij,k = binary ∀ij ∈ T , k = 1 . . . nij (4.57)
nij,k ≥ nij,k+1 ∀ij ∈ T , k = 1 . . . nij (4.58)
The equations (4.53)(4.54)(4.56)(4.57) equations can be embedded in the al-
gorithm by constrain the equations (4.46) (4.47) on the relaxed model which enforce
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integrality on the variables. The equations (4.55)(4.58) will be integrated into the genera-
tion of the branch and bound tree which will be advantageous since it considerably reduces
the dimension of the branch and bound tree. To exemplify these criteria the Figure 4.6
below describes a branch and bound tree which consider these in-equations.
In each node of the tree, the rank is checked, but even if the rank does not
present value below 2, the node will be still active, to ensure that the possible global
optimum cannot be lost, but due to the nature of the problem only in nodes with rank≤2
the rank 1 solution is retrieve. To improve the pruning process a depth-first search is
applied which reduces the time to get a leaf node and once the relaxed variables achieve
integer values the SD relaxation switch to the classical SDP relaxation for OPF (LAVAEI;
LOW, 2012) to guarantee the exactness of the solution. The pruning process only considers
values of leafs nodes to prevent possibles cuts of the feasible region that could contain the
optimal value. A general framework of the approach is described in Algorithm 2. Due to
the dimension and complexity of the problem, it is considered as Stopping Criteria the
non-existence of active nodes in the tree or if the following condition is satisfied.
U − L
U
∗ 100% ≤ ξ (4.59)
U = min{Ωub} (4.60)
L = min{Ωlb} (4.61)
Where:Ωub is the set of upper bounds obtained by the entire version of the semidefinite




















(b) Binary Tree considering inequalities.
Figure 4.6 – B&B Tree topology
[Source:made by the author]
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Algorithm 2: Branch and Bound for ORPD problem
Input :Continuous ORPD problem
Discrete ORPD problem
Define a tolerance ξ
Output :Optimal Continuous Solution W ∗ with continuous control variables
∆aij, bshi
A calculated tolerance U−L
U
∗ 100% or "infeasible"
Optimal Discrete Solution W ∗ with discrete control variables ∆aij, bshi
1 Solve : Continuous ORPD problem←− X∗0
2 Apply : Rounding technique←− W ∗0
3 Set : Ωnodes = {S0},Ωlb = {X∗0},Ωub = {∞,W ∗0 }
4 Calculate : U = min{Ωub} ←− upperbound, L = min{Ωlb} ←− lowerbound
5 while Ωnodes 6= {∅}|U−LU ∗ 100% ≤ ξ do
6 if ∆aij, bshi ∈ Z then
7 Solve Discrete ORPD problem with ∆aij, bshi
8 Ωub = Ωub ∪ {W ∗k }
9 else
10 Apply Branching rules
11 Solve ORPD sub-cases{Si+1 + Si+2}, Fathom {S0}
12 Ωnodes = Ωnodes ∪ {Si+1 + Si+2}
13 if X∗i+1 exists then




18 if X∗i+2 exists then




23 Chose sub-case k where Objective function ≤ U
24 Fathom nodes applying Pruning Rules
25 end
26 end
and ξ is the chosen tolerance that guarantees a degree of optimality.
4.4 General Framework
To summarize what has been previously described, the proposed methodology
is shown in the following flow chart.
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Figure 4.7 – Methodology general Flow Chart
[Source:made by the author]
4.5 Summary
In this chapter, the proposed methodology for solving the Optimal Reactive
Power Dispatch problem was presented, in which the OPF problem is reformulated
to include the operation of OLTCs and shunt compensation. As a first instance, the
mixed-integer nonlinear problem is shown as the base metric for comparison with the
proposed model. The proposed methodology comprises two fundamental parts, which
are the semidefinite relaxation of the ORPD problem with continuous variables and the
application of the branch and bound algorithm. Initially, the formulation of the necessary
model to be coupled with the semidefinite model is described for each team. Afterward, it
is described how, once the continuous model is generated, the branch and bound technique
is easily applicable to obtain a discrete answer to the problem.
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5 Test and Results
In this section, we evaluate the accuracy and effectiveness of the proposed
model, The proposed approach was tested on a 3-bus test system, taken from (ABUR;
EXPÓSITO, 2004) and shown in Fig. 3.1. Moreover, IEEE benchmarks with 14, 30, 57,
118, and 300 buses were solved as well. Data can be obtained from MATPOWER 4.1 and
the UW Power Systems Test Case Archive in (ZIMMERMAN; MURILLO-SANCHEZ;
THOMAS, 2011; AL-ROOMI, 2015).
The NLP version of the continuous ORPD problem was modeled in Julia
(BEZANSON et al., 2017) and solved with IPOPT (WäCHTER; BIEGLER, 2006). Initially,
the MINLP model (4.1a)-(4.1t) of the ORPD problem was solved using an exhaustive
search (ES) to evaluate all the possible solutions. In this case, for problems with a number
of combinations greater than 105, the KNITRO solver(BYRD; NOCEDAL; WALTZ, 2006)
was used to solve the MINLP problem. The SDP problems and the proposed B&B algorithm
have been implemented in JuMP/Julia. The SDP problems (3.70) and (4.24)-(4.50) were
solved using MOSEK (MOSEK, 2018) with a tolerance e = 1.49× 10−8. The computations
were carried out on a workstation with Intel Core i7-6700 @3.40GHz CPU. The objective
function considers a linear minimization of the generation given by ∑g∈G (Pg) in MW,
which is a special case when c2 and c0 are equal to 0 and c1 is equal to 1.
Furthermore, it is considered that the tap position of each OLTC transformer
varies from aij = 0.9 and aij = 1.1, and the shunt reactance compensation varies from
bshi = 0 and b
sh
i = bsh0i . Table 5.2 and Table 5.5 shows a solutions and combinatorial data
summary of all the test systems. Note that, for each test system, two cases were considered:
Case 1: nij = 5 and nshi = 2 (ON and OFF states), and Case 2: nij = 9 and nshi = 5.The
number of possible solutions of each combinatorial problem is shown in the sixth column.
Then, the values of the objective function for each case are shown for a) the
NLP model of the continuous ORPD problem (a.k.a., Continuous NLP ORPD), b) the
ES or KNITRO solutions of the MINLP problem (a.k.a., ES/KNITRO MILP ORPD), c)
the solution of (4.24)-(4.50) (a.k.a., Continuous SDP ORPD), and d) the solution of the
proposed B&B algorithm (a.k.a., B&B MISDP ORPD). Table 5.8 shows the values of the
discrete controllers for all test systems and each solution algorithm. Table 5.6 shows the
characteristics of the B&B tree nodes (rank, infeasible nodes, discrete nodes, and total
nodes) and the accuracy of the B&B algorithm.
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5.1 Application on Test 3 Bus System
To start the application of the proposed model, a 3 Bus System was modified
in order to include the previously explained elements and was chosen because the system,
in this case, has an interconnected structure that benefits the application of relaxation.
The included elements were a transformer and a capacitor which setting is the focus of
this study and due it is a small system, as is shown in Fig 4.1, show a notorious variation
on the objective function alongside with the setting parameters. An important peculiarity
of the system, is because the semidefinite relaxation of the OPF problem has a solution of
rank 1, therefore, it becomes a good reference point for the application of the concepts
described above.
Test Systems OLTC Capacitors #CombinationsDevices Positions Devices Positions
Test 3-Bus
Case 1 1 5 1 2 10
Test 3-Bus
Case 2 1 9 1 5 45
Table 5.1 – Proposed Cases for 3 Bus System
On the table 5.2, is presented the objective function produced by the relaxation
and the actual non-linear relax model for ORPD. The experimental results have shown a
nearly zero difference between models but this metric is higher that if the discrete models
are compared.
























Case 1 206.10167 206.13118 206.10161 206.13116 0.00003% 0.00001%
Test 3-Bus
Case 2 206.10167 206.13118 206.10161 206.13116 0.00003% 0.00001%
Table 5.2 – Comparative Table between Proposed Cases and Non-Linear Problems (3 Bus
Systems)
Is worth noting that the relaxed model presents a loss on accuracy bigger that
the discrete model, these results, are expected, since for the relaxed model more variables
are increased in the semidefinite matrix in comparison with the discrete model. Even
though the continuous relaxation is not exact, it provides valuable information and handles
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Figure 5.1 – Relaxed control variables: Semidefinite vs Non-Linear on 3-Bus System














Stop Criteria Evolution TEST 3 Bus System
(a) Evolution of Stopping Criteria 3 Bus System -
Case 1
(b) Result Branch and Bound tree for 3 Bus System -
Case 1
Figure 5.2 – B&B application on 3 Bus System
[Source: made by the author]
Considering that part of this work is focused on the treatment of discrete
variables, it is presented in Figure 5.1 which shows the differences between the nonlinear
model and the proposed relaxation that in this case are less at 10−5. The application
of the branch and bound algorithm can be analyzed using the figures 5.2 in which it is
shown which is the topology of the branch and bound decision tree after obtaining a
solution. Furthermore, it is shown how the stop criteria start with a small value, less
than 1 %, which shows the effectiveness of the continuous model proposed for this system.
Furthermore, analyzing the other nodes created by the algorithm, the parameter ξ can
decrease to values close to zero which leads to the termination of the algorithm. For this
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V [%] θ [%] Pg [%] Qg [%]
Max error 5.20E-03 9.20E-03 2.98E-05 2.40E-03
Average error 2.50E-03 6.40E-03 2.98E-05 2.40E-03
Table 5.3 – Perceptual Error between Relaxation and NL model
particular case, the algorithm ended meeting both stop criteria, that is, without more
active nodes and with a value of ξ ≤ 0.01%.
5.2 Application on IEEE Test Systems
The accuracy and effectiveness of the proposed methodology were also explored
in the IEEE 14, 30, 57, 118, and 300 bus systems. The number of OLTC and Capacitor
devices on the systems are presented on table 5.4 considering two cases for each system
and the information of the location was taken from the .cdf of each system.
Test Systems OLTC Capacitors #CombinationsDevices Positions Devices Positions
IEEE 14-Bus
Case 1 3 5 1 2 250
IEEE 14-Bus
Case 2 3 9 1 5 3645
IEEE 30-Bus
Case 1 4 5 2 2 2500
IEEE 30-Bus
Case 2 4 9 2 5 164025
IEEE 57-Bus
Case 1 17 5 3 2 6.1035E+12
IEEE 57-Bus
Case 2 17 9 3 5 2.0846E+18
IEEE 118-Bus
Case 1 9 5 14 2 3.20E+10
IEEE 118-Bus
Case 2 9 9 14 5 2.3646E+18
IEEE 300-Bus
Case 1 39 5 14 2 2.980+31
IEEE 300-Bus
Case 2 39 9 14 5 1.00239E+47
Table 5.4 – Proposed Cases for IEEE Bus Systems
In the same way, as 3 Bus System, a comparative table is presented on 5.5. The
heuristic exhaustive search (ES) was used as a reference to analyze the loss of relaxation
precision, and in case the heuristic failed, the KNITRO solver was used. Even so, there
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were cases (for example 118 IEEE Bus Case 2) where the solver for MINLP problems
failed, so no values were placed as a benchmark.
























Case 1 260.37801 260.38865 260.32496 260.38862 0.02037% 0.00001%
IEEE 14-Bus
Case 2 260.37801 260.38724 260.32496 260.38716 0.02037% 0.00003%
IEEE 30-Bus
Case 1 287.88755 287.93898 287.87903 287.93836 0.00296% 0.00021%
IEEE 30-Bus
Case 2 287.88755 287.89750 287.87903 287.89728 0.00296% 0.00008%
IEEE 57-Bus
Case 1 1276.23597 1276.40855 1276.20440 1276.40848 0.00247% 0.00001%
IEEE 57-Bus
Case 2 1276.23597 1276.34440 1276.20440 1276.34890 0.00247% 0.00035%
IEEE 118-Bus
Case 1 3676.76742 3676.78587 3676.80519 3676.80519 0.00199% 0.00053%
IEEE 118-Bus
Case 2 3676.76742 out of memory 3676.790359 3676.79035 0.00199% . . .
IEEE 300-Bus
Case 1 23444.7366 out of memory 23476.29541 23487.0382 0.13461% . . .
IEEE 300-Bus
Case 2 23444.7366 out of memory 23476.29541 23477.1191 0.13461% . . .
Table 5.5 – Comparative Table between Proposed Cases and Non-Linear Problems (IEEE
Bus Systems)
As the results of the simulation, the solution of the relaxed model is close to
that of the non-linear model. This information is valuable since that in the proposed
methodology these values are used until reaching a solution with entire control variables
that, as mentioned above, uses a relaxation with even higher quality.
The increase in the gap is reflected in an increase in the error of the continuous
variables of the problem as shown in figures 5.4 and 5.5. Even though the error is low,
it can influence the development of the algorithm that deals with the discrete variables
relaxed in the problem. This inconvenience is explained by the increase of elements in the
semidefinite matrix that increases the possibility of achieving a greater rank solution, so it
is not possible to ensure a response with a rank of less than 2. This is more evident in
problems with a greater number of devices.
One aspect to consider after performing the experiments with the proposed
model was the rank analysis of the matrix X which in some cases was ≤ 2 and due rank
recovery process described in (LAVAEI; LOW, 2012) an optimal value could be retrieved,
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Stop Criteria Evolution IEEE 14 Bus System
(a) Evolution Criteria on IEEE 14 Bus System








Stop Criteria Evolution IEEE 30 Bus System
(b) Evolution Criteria on IEEE 30 Bus System
Figure 5.3 – Evolution Criteria on IEEE Systems
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Figure 5.4 – Relaxed control variables: Semidefinite vs Non-Linear on 14-Bus IEEE System
[Source: made by the author]
but in cases that the variable matrix grew considerably in relation with the discrete
problem the condition of the matrixrank ≤ 2 was no longer achieve.
Despite the relaxed model result that has not achieved the rank constraint, it
was an expected result that has already been explained in previous works (LAVAEI, 2011).
The second part of the work that involves the application of the branch and bound solve
considerably the problem described above, since by reducing the search space through the
new limits for discrete variables, it produces a decrease on the rank of the matrix, as it
can be seen on the figures 5.2b, 5.6a and 5.6b. In the case of the other systems analyzed,
the trees generated are not presented due to their size.
Analyzing the case studies, we can see that there is a decrease in the rank
of the solutions as the tree is advanced, but because the algorithm only considers the
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Figure 5.5 – Relaxed control variables: Semidefinite vs Non-Linear on 30-Bus IEEE System
objective function as an indicator to advance in the tree, this could cause an increase of
possible paths in the tree that with a very relaxed ranking can outline a better answer
that is not necessarily an optimal solution.
5.3 Analysis of the proposed Methodology
The proposed model recompile ideas as the extension of variables matrix and
the application of concepts of integrally techniques as Branch and Bound, to found
a global optimum of the problem. This work presents some punctual examples of the
possible development of semi-defined relaxations with integer variables that at the moment
do not have a specialized commercial solver even though there are intentions such as
Pajarito(COEY; LUBIN; VIELMA, 2018) which is an approach to solve mix integer convex
problems through the combination of several free and commercial solvers such as CPLEX,
Ipopt, Mosek among others.
The biggest challenge of the SDP relaxation is the rank condition because it is
difficult to guarantee rank 2 or 1 as shown in (MOLZAHN; HISKENS, 2019) but regardless
of the rank condition, the lower bound is a good indication for this model due it helps to
navigate on the branch and bound tree. Once the Branch and Bound tree has produced
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Test
Systems Rank1 Rank2 Rank>2 Infeasible
Discrete
Nodes Total
Test 3-Bus Case1 7 0 0 2 2 11
Test 3-Bus Case2 16 0 0 3 2 21
IEEE 14-Bus Case1 10 31 8 0 5 54
IEEE 14-Bus Case2 40 195 50 0 17 302
IEEE 30-Bus Case1 20 8 1 4 2 35
IEEE 30-Bus Case2 36 23 3 7 2 71
IEEE 57-Bus Case1 382 403 386 102 23 1551
IEEE 57-Bus Case2 95 42 103 11 2 253
IEEE 118-Bus Case1 0 0 101 0 3 104
IEEE 118-Bus Case2 0 0 1 0 1 2
IEEE 300-Bus Case1 0 0 239 67 2 308
IEEE 300-Bus Case2 0 0 361 126 2 489
Table 5.6 – Information from B& B Algorithm for All the Test Systems





TEST 3-bus 5.322324 14.949218 18.966683
IEEE14-bus 5.233886 50.207599 199.938663
IEEE30-bus 5.318409 36.669499 64.135679
IEEE57-bus 15.042539 2556.582598 2953.994507
IEEE118-bus 7.954832 311.959894 15.909664
IEEE300-bus 26.952622 8716.477955 13838.82377
Table 5.7 – Computational time
an entire response, a more accurate relaxation is placed to ensure the rank of the solution
matrix and the viability of the response. The accuracy of the proposed methodology can
be seen on Tables (5.2)(5.5) and (5.6) which presents interesting results on integer values
and errors lower than 1%.
Among the tested cases, there are those that could not reach the same solution
compared to non-linear proposed models and this can be attributed to the tolerance ξ
and the smallest difference present between the relaxation and the non-linear model. We
will take as an example the case 2 of the IEEE 14 Bus system that obtained a different
configuration from the non-linear models for a more detailed analysis. To compare the
solutions obtain on the algorithm both configuration of were tested on a Non-Linear system
given a difference of the order of 2.43968E-05 among them, placing as global optimum, the
solution obtained in the non-linear model (ES). This shows that although the relaxation is
accurate it can have small errors when looking for a global optimum of the problem. The
performance of the algorithm is presented through the table 5.5 in which the relaxation is
compared in percentage terms with the non-linear model.
Another interesting aspect of the application of the branch and bound algorithm
in the semidefinite problem is the analysis of the computational time used to obtain a result.
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(a) Result Branch and Bound tree for 14 Bus System - Case 1
(b) Result Branch and Bound tree for 30 Bus System - Case 1
Figure 5.6 – B&B tree for 14 and 30 IEEE Bus System
[Source: made by the author]
As it is characteristic of the algorithm, this time is neither predictable nor consistent with
the dimensionality of the problem since it is considered as a non-polynomial algorithm.
These results can be seen in tables (5.6)(5.7), and when reviewing the times we
find different times for each system but we note that due to the use of heuristic techniques
like many of the professional solvers, the computational time can improve significantly.
Although the algorithm continues to reduce the gap in some cases, the rounding technique
fulfilled the sufficient parameters to finish the algorithm as was found on Case 2 of the
IEEE 188 Bus system.
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Figure 5.7 – Relaxed control variables: SD vs NL on 57-Bus IEEE System
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Figure 5.8 – Relaxed control variables: SD vs NL on 118-Bus IEEE System
[Source: made by the author]
Also, considering that the Branch and Bound algorithm starts with an integer
solution using the heuristic rounding technique, it was observed that for cases 1 of the
systems used, this technique obtains many of the combinations that are global solutions
for the algorithm, but As the number of combinations increases and as the complexity of
the problem increases, the heuristic is improved through the branch and bound algorithm
that finds among its solutions better options for the proposed problem.
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Figure 5.9 – Relaxed control variables: SD vs NL on 118-Bus IEEE System
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Figure 5.10 – Relaxed control variables: SD vs NL on 300-Bus IEEE System
[Source: made by the author]













Transformer #1 B1-B2 1 1 1 1
Capacitor #1 B3 1 1 1 1
IEEE
14-Bus
Transformer #1 B4-B7 1 1 1 0.975
Transformer #2 B4-B9 1.05 1.05 1.025 1.075
Transformer #3 B5-B6 1 1 1 1
Capacitor #1 B9 1 1 1 1
IEEE
30-Bus
Transformer #1 B6-B9 1 1 1.025 1.025
Transformer #2 B6-B10 1.05 1.05 1.075 1.075
Transformer #3 B4-B12 1.05 1.05 1.05 1.05
Transformer #4 B28-B27 1 1 1 1
Capacitor #1 B10 1 1 1 1
Capacitor #2 B24 1 1 1 1
IEEE
57-Bus
Transformer #1 B4-B18 0.95 0.95 1.075 1.05
Transformer #2 B4-B18 1.1 1.1 1 1
Transformer #3 B21-B20 1 1 1 0.975
Transformer #4 B24-B25 1.05 1.05 1.075 1.05
Transformer #5 B24-B25 1.05 1.05 1.05 1.075
Transformer #6 B24-B26 1 1 1 1
Transformer #7 B7-B29 1.05 1.05 1.025 1.025
Transformer #8 B34-B32 1.05 1.05 1.1 1.075
Transformer #9 B11-B41 1.1 1.1 1.1 1.1
Transformer #10 B14-B45 1.05 1.05 1.05 1.05
Transformer #11 B14-B46 1.05 1.05 1.05 1.05
Transformer #12 B10-B51 1.05 1.05 1.025 1.05
Transformer #13 B13-B49 1.1 1.1 1.075 1.075
Transformer #14 B11-B43 1.05 1.05 1.05 1.05
Transformer #15 B40-B56 1 1 1 1
Transformer #16 B39-B57 1.05 1.05 1.05 1.05
Transformer #17 B9-B55 1.05 1.05 1.05 1.05
Capacitor #1 B18 1 1 1 1
Capacitor #2 B25 1 1 1 1
Capacitor #3 B53 1 1 1 1
IEEE
118-Bus
Transformer #1 B8-B5 1.1 1.1 not found 1.075
Transformer #2 B26-B25 1.1 1.05 not found 1.05
Transformer #3 B30-B17 1.1 1.1 not found 1.075
Transformer #4 B38-B37 1.1 1.1 not found 1.075
Transformer #5 B63-B59 1.1 1.1 not found 1.075
Transformer #6 B64-B61 1.1 1.1 not found 1.075
Transformer #7 B65-B66 1.1 1.1 not found 1.075
Transformer #8 B68-B69 1.1 1.1 not found 1.075
Transformer #9 B81-B80 1.1 1.1 not found 1.075
Capacitor #1 B5 0 0 not found 0
Capacitor #2 B34 0 0 not found 0.5
Capacitor #3 B37 1 1 not found 1
Capacitor #4 B44 1 1 not found 1
Capacitor #5 B45 1 1 not found 1
Capacitor #6 B46 0 1 not found 0.5
Capacitor #7 B48 0 0 not found 0.5
Capacitor #8 B74 1 1 not found 1
Capacitor #9 B79 1 1 not found 1
Capacitor #10 B82 1 1 not found 1
Capacitor #11 B83 1 1 not found 1
Capacitor #12 B105 1 0 not found 0.5
Capacitor #13 B107 1 1 not found 0.5
Capacitor #14 B110 0 1 not found 0.75
Table 5.8 – Comparative Table of Discrete Control Settings













Transformer #1 B37-B9001 not found 0.95 not found 0.95
Transformer #2 B9001-B9006 not found 1.1 not found 1.1
Transformer #3 B9001-B9012 not found 1.05 not found 1.05
Transformer #4 B9005-B9052 not found 1.1 not found 1.1
Transformer #5 B3-B1 not found 0.95 not found 0.95
Transformer #6 B3-B2 not found 1 not found 1
Transformer #7 B3-B4 not found 1.05 not found 1.025
Transformer #8 B7-B5 not found 1.05 not found 1.05
Transformer #9 B7-B6 not found 1.05 not found 1.025
Transformer #10 B10-B11 not found 1 not found 1.025
Transformer #11 B15-B17 not found 1 not found 1
Transformer #12 B16-B15 not found 1.05 not found 1.025
Transformer #13 B24-B23 not found 1 not found 1
Transformer #14 B36-B35 not found 1 not found 1
Transformer #15 B45-B44 not found 1 not found 1.025
Transformer #16 B62-B61 not found 1.1 not found 1.075
Transformer #17 B63-B64 not found 0.95 not found 0.95
Transformer #18 B87-B94 not found 1 not found 1.025
Transformer #19 B114-B207 not found 0.95 not found 0.925
Transformer #20 B121-B115 not found 1.05 not found 1.05
Transformer #21 B130-B131 not found 1 not found 0.975
Transformer #22 B130-B150 not found 1 not found 1
Transformer #23 B141-B174 not found 1 not found 1
Transformer #24 B143-B144 not found 1.05 not found 1.05
Transformer #25 B143-B148 not found 1 not found 1.025
Transformer #26 B153-B183 not found 1 not found 1
Transformer #27 B159-B117 not found 0.95 not found 0.95
Transformer #28 B163-B137 not found 1.05 not found 1.05
Transformer #29 B164-B155 not found 0.95 not found 0.95
Transformer #30 B182-B139 not found 0.95 not found 0.975
Transformer #31 B189-B210 not found 1 not found 1
Transformer #32 B193-B196 not found 0.95 not found 0.975
Transformer #33 B195-B212 not found 1 not found 1
Transformer #34 B201-B69 not found 0.95 not found 0.95
Transformer #35 B202-B211 not found 0.95 not found 0.975
Transformer #36 B204-B2040 not found 0.95 not found 0.95
Transformer #37 B218-B219 not found 1.05 not found 1.025
Transformer #38 B119-B1190 not found 0.95 not found 0.975
Transformer #39 B120-B1200 not found 1 not found 1.025
Capacitor #1 B117 not found 1 not found 1
Capacitor #2 B120 not found 1 not found 1
Capacitor #3 B154 not found 0 not found 0.25
Capacitor #4 B164 not found 1 not found 1
Capacitor #5 B166 not found 0 not found 0.5
Capacitor #6 B173 not found 1 not found 1
Capacitor #7 B179 not found 1 not found 1
Capacitor #8 B190 not found 1 not found 0.5
Capacitor #9 B231 not found 1 not found 1
Capacitor #10 B238 not found 0 not found 0.25
Capacitor #11 B240 not found 1 not found 0.5
Capacitor #12 B248 not found 1 not found 0.75
Capacitor #13 B9003 not found 1 not found 1
Capacitor #14 B9034 not found 1 not found 1
Table 5.9 – Comparative Table of Discrete Variables Combination
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6 Conclusion
In this work, several SDP formulation for AC-OPF were presented to remark the
equivalence between representations. Also, a proposed representation of SDP formulation
considering the linear nature of the trace operator was presented to compare the proposed
formulation and the non-linear model that later on will be modified to include the operation
of discrete controllers i.e., tap position of transformers and reactive shunt compensation.
The proposed methodology was developed on Julia Language using the optimization
package JuMP (KWON, 2016) and using the commercial solver MOSEK (MOSEK, 2018).
This work presented a methodology to solve the optimal reactive power dispatch
with discrete controllers, such as the tap position of on-load tap-changing transformers and
switchable shunt reactance compensation, via semidefinite relaxation and the branch-and-
bound algorithm. First, an SDR for the ORPD problem with continuous control variables
is presented that considers the new reformulation presented for the OLTC variables,
to obtain a connected structure of the SDP matrices. The SDR considers considerable
advances in semidefinite relaxation, such as non-linear-cuts and chordal decomposition,
which correspondingly improve the accuracy and the computational time of the proposed
methodology. The SDR was applied for IEEE 14,30,57, 118, and 300 Bus systems whose
results are presented in Table 5.5, with errors ≤ 1%, which shows that the proposed
relaxation obtains valuable information related to the NLP model. In summary, solutions
were obtained with very small errors (that were compared with AC load flow), which
validated the performance of the methodology.
Furthermore, the B&B algorithm together with the SDR was applied to obtain
a solution considering the integrality of the variables associated with the discrete controllers
of the ORPD problem.
The branch and bound technique for semidefinite relaxation was successfully
applied to solve the problem of integrality in the modeling of the behavior of devices such
as OLTCs and shunt compensation. The algorithm explores the structure of the B&B tree
considering solutions with rank ≥ 2, with the aim of convergence to a near-global optimal
solution with small relaxation gaps.
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Figure A.2 – Continuous Variables SD vs NL 3-Bus System (Relaxed Case)
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Figure A.3 – Continuous Variables SD vs NL 3-Bus System (Relaxed Case)
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Figure A.5 – Continuous Variables SD vs NL 14-Bus IEEE System (Relaxed Case)
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Figure A.6 – Continuous Variables SD vs NL 14-Bus System (Relaxed Case)
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Figure A.7 – Continuous Variables SD vs NL 30-Bus IEEE System (Relaxed Case)
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Figure A.8 – Continuous Variables SD vs NL 30-Bus IEEE System (Relaxed Case)
APPENDIX A. COMPARISON RESULTS BETWEEN PROPOSED SEMI DEFINITE MODEL AND





























Error Active Power Generation
0 10 20 30 40 50
Bus


































Error Reactive Power Generation
0 10 20 30 40 50
Bus











































0 10 20 30 40 50
Bus
(d) Error Angle
Figure A.9 – Continuous Variables SD vs NL 57-Bus IEEE System (Relaxed Case)
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(d) Error Reactive Power Flow ji
Figure A.10 – Continuous Variables SD vs NL 57-Bus IEEE System (Relaxed Case)
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Figure A.11 – Continuous Variables SD vs NL 118-Bus IEEE System (Relaxed Case)
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(d) Error Reactive Power Flow ji
Figure A.12 – Continuous Variables SD vs NL 118-Bus IEEE System (Relaxed Case)
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Figure A.13 – Continuous Variables SD vs NL 300-Bus IEEE System (Relaxed Case)
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Figure A.14 – Continuous Variables SD vs NL 300-Bus IEEE System (Relaxed Case)
