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Abstract
In this note, two decompositions for dissipative linear relations are given
on the basis of Sz. Nagy-Foias¸-Langer and the von Neumann-Wold
decompositions. The obtained decompositions permit the separation
of the selfadjoint and completely nonselfadjoint parts of a dissipative
relation and some refinements of this splitting up. The decomposition
is realized by transforming invariant subspaces for contractions into
their corresponding parts for dissipative relations by means of the Z
transform.
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1. Introduction
This paper deals with dissipative linear relations in a Hilbert space H. We recall
that a linear relation is a linear set of H⊕H which generalize the notion of a linear
operator when it is identified with its graph (sometimes a linear relation is refer to
as a multivalued linear operator cf. [4]). In fact, a linear relation is an operator
whenever its multivalued part is trivial.
The theory of relations is of practical importance in spectral theory, extension
theory of operators and canonical systems.
The operator T is in the class of linear dissipative operators when
Im〈f, Tf〉 ≥ 0 , f ∈ domT .
Dissipative operators are important in applications to problems arising in mathe-
matical physics since dissipative operators are connected with dissipative systems
i. e. systems in which the energy is in general nonconstant and nonincreasing in time.
A particular application is related to dissipative hyperbolic systems [10].
The theory of dissipative operators has its roots in the theory of contractions,
i. e. linear operators T such that ‖T‖ ≤ 1 (see the seminal work [14] and [15] for a
exhaustive exposition). Contractions and dissipative operators are related via the
Cayley transform [15, Chap. 4, Sec. 4]. The class of contractions has been amply
studied and is a well-understood class of operators. Some generalizations of the class
is found in [3, 6]. A motivation for studying contractions stems from the invariant
subspace problem [8, 11, 15].
The present work is concerned with a particular feature of contractions, namely
to the fact that they admit useful decompositions. We focus our attention on two
kinds of decompositions, the Sz. Nagy-Foias¸-Langer and the von Neumann-Wold
decompositions [9,15] (see [13] for a more general setting). Our goal is to decompose
dissipative relations and, in particular, to isolate the selfadjoint part of any dissipative
relation. This is done by means of transforming invariant subspaces for contractions.
The paper is organized as follows. In Section 2, we first review some of the stan-
dard definitions on linear relations. Afterwards, we turn to the problem of invariant
and reducing subspaces for linear relations. Here, we show that linear relations of the
form K⊕K, where K is a linear set inH, are invariant under the Z transform (see Re-
mark 2). A consequence of this is that the Z transform preserve reducing subspaces
for any linear relation (See Theorem 2.2). Section 3 deals with the general theory of
contractions, in particular, the Sz. Nagy-Foias¸-Langer and the von Neumann-Wold
decompositions. In this section, the Sz. Nagy-Foias¸-Langer decomposition is ob-
tained for any closed contraction (see Theorem 3.1). These results, together with the
theory of reducing subspaces for linear relations developed in the preceding section,
are combined with the theory of the Z transform to obtain the decomposition of any
closed dissipative relation into its selfadjoint part and its completely nonselfadjoint
part (Theorem 3.3). A particular realization of this is the decomposition of any closed
1
maximal symmetric relation in its selfadjoint part and its maximal elementary part
(Theorem 3.4).
2. Invariant and reducing subspaces for linear relations
Let (H, 〈·, ·〉) be a Hilbert space with inner product antilinear in its left argument.
ConsiderH⊕H as the orthogonal sum of two copies of the Hilbert spaceH cf. [2, Sec.
2.3]. Throughout this work, a linear relation (or simply relation) T is a linear set in
H⊕H with
domT :=
{
f ∈ H :
(
f
g
)
∈ T
}
ranT :=
{
g ∈ H :
(
f
g
)
∈ T
}
ker T :=
{
f ∈ H :
(
f
0
)
∈ T
}
mulT :=
{
g ∈ H :
(
0
g
)
∈ T
}
.
For two relations T and S, and ζ ∈ C, we consider
T + S :=
{(
f
g + h
)
:
(
f
g
)
∈ T,
(
f
h
)
∈ S
}
ζT :=
{(
f
ζg
)
:
(
f
g
)
∈ T
}
ST :=
{(
f
k
)
:
(
f
g
)
∈ T,
(
g
k
)
∈ S
}
T−1 :=
{(
g
f
)
:
(
f
g
)
∈ T
}
.
The adjoint of a relation T is defined by
T ∗ :=
{(
h
k
)
∈ H ⊕H : 〈k, f〉 = 〈h, g〉, ∀
(
f
g
)
∈ T
}
,
which turns out to be a closed relation with the following properties:
T ∗ = (−T−1)⊥, S ⊂ T ⇒ T ∗ ⊂ S∗,
T ∗∗ = T , (αT )∗ = αT ∗, with α 6= 0, (2.1)
(T ∗)−1 = (T−1)∗, ker T ∗ = (ranT )⊥.
For a relation T in H⊕H and K a linear set in H, we denote
TK := T ∩ (K ⊕K) , (2.2)
where K ⊕K is the orthogonal sum of two copies of K. It is clear that TH = T and
T{0} = {0} ⊕ {0}.
Definition 1. We say that a subspace K ⊂ H is invariant for a relation T (we write
T -invariant) when the following conditions are true:
(i) domT = (domT ∩ K)⊕ (domT ∩ K⊥).
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(ii) mul T = (mulT ∩ K)⊕ (mulT ∩ K⊥).
(iii) domTK = domT ∩ K.
Note that H and {0} are invariant for any linear relation.
Definition 2. We say that a subspace K ⊂ H reduces a relation T if
T = TK ⊕ TK⊥
Remark 1. For a relation T and a subspace K ⊂ H, if there exist relations T1 ⊂
K ⊕K, T2 ⊂ K
⊥ ⊕K⊥ such that
T = T1 ⊕ T2 ,
then one has that K reduces T and T1 = TK, T2 = TK⊥ .
We see at once that K reduces T if and only if K⊥ reduces T . Moreover, if K
reduces T , then
domT = domTK ⊕ domTK⊥ , ker T = ker TK ⊕ ker TK⊥ ,
ranT = ranTK ⊕ ranTK⊥ , mulT = mul TK ⊕mulTK⊥ .
(2.3)
Proposition 2.1. A subspace K reduces T if and only if K and K⊥ are T -invariant.
Proof. Suppose that K reduces T . By verifying the inclusions in both directions, one
arrives at
domTK = domT ∩ K , ranTK = ranT ∩ K ,
ker TK = ker T ∩ K , mulTK = mulT ∩ K .
The above equalities also hold when K is substituted by K⊥, since K⊥ also reduces
T . Therefore, by (2.3), one has that K and K⊥ are T -invariant.
We proceed with the proof of the converse assertion which follows once we show
that T ⊂ TK ⊕ TK⊥ .
Let
(
f
g
)
∈ T , the conditions for K and K⊥ to be T -invariant imply that there
are (
a
s
)
∈ TK;
(
b
t
)
∈ TK⊥ , (2.4)
such that f = a+b. In turn this implies that
(
f
s + t
)
∈ T which yields
(
0
g − (s+ t)
)
∈
T . It follows from the second condition for K and K⊥ to be T -invariant that there
are (
0
h
)
∈ TK ;
(
0
k
)
∈ TK⊥, (2.5)
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such that g − (s+ t) = h+ k. Hence, (2.4) and (2.5) imply
(
f
g
)
=
(
a
s+ h
)
+
(
b
t+ k
)
∈ TK ⊕ TK⊥ . (2.6)
Let us note that if K reduces T , then a simple computation shows that
T = TK ⊕ TK⊥ .
Furthermore, T is closed if and only if TK and TK⊥ are closed.
Theorem 2.1. If K reduces T , then K reduces T ∗ and the following holds
(TK ⊕ TK⊥)
∗ = T ∗K ⊕ T
∗
K⊥ . (2.7)
Proof. Given that K reduces T , one has T = TK ⊕ TK⊥. Note that
−(TK)
−1 ⊕ (TK)
∗ = K ⊕K; −(TK⊥)
−1 ⊕ (TK⊥)
∗ = K⊥ ⊕K⊥ .
Then
−(T )−1 ⊕ [(TK)
∗ ⊕ (TK⊥)
∗] = −[TK ⊕ TK⊥ ]
−1 ⊕ [(TK)
∗ ⊕ (TK⊥)
∗]
= [−(TK)
−1 ⊕ (TK)
∗]⊕ [−(TK⊥)
−1 ⊕ (TK⊥)
∗]
= (K ⊕K)⊕ (K⊥ ⊕K⊥)
= H⊕H = −(T )−1 ⊕ T ∗ .
From this, one obtains
T ∗ = (TK)
∗ ⊕ (TK⊥)
∗ . (2.8)
Thus, since (TK)
∗ ⊂ K ⊕K and (TK⊥)
∗ ⊂ K⊥ ⊕K⊥, the subspace K reduces T ∗ and
T ∗K = (TK)
∗; T ∗K⊥ = (TK⊥)
∗ . (2.9)
Inserting (2.9) into (2.8), one arrives at (2.7).
Let us introduce the following transform which is an alternative to the Cayley
transform for linear relations (cf. [7]).
Definition 3. For a relation T and ζ ∈ C, define the Z transform of T by
Zζ(T ) :=
{(
g − ζf
ζg − |ζ |2f
)
:
(
f
g
)
∈ T
}
.
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This is a linear relation which satisfies
domZζ(T ) = ran(T − ζI) , ranZζ(T ) = ran(T − ζI) ,
mulZζ(T ) = ker(T − ζI) , kerZζ(T ) = ker(T − ζI) .
(2.10)
The Z transform has the following properties (see [5, Lems. 2.6, 2.7] and [7,
Props. 3.6, 3.7]). For any ζ ∈ C:
(i) Zζ(Zζ(T )) = T .
(ii) Zζ(T ) ⊂ Zζ(S) ⇔ T ⊂ S.
(iii) Z−ζ(T ) = −Zζ(−T ).
(iv) Zζ(T
−1) = Zζ(T ) = (Zζ(T ))
−1, if |z| = 1.
For any ζ ∈ C\R:
(v) Zζ(T ∔ S) = Zζ(T )∔Zζ(S).
(vi) Z±i(T ⊕ S) = Z±i(T )⊕Z±i(S).
(vii) Zζ(T
∗) = (Zζ(T ))
∗.
(viii) Zζ(T ) = Zζ(T ).
Remark 2. For any linear set K ⊂ H, it follows that
Zζ(K ⊕K) = K ⊕K (ζ ∈ C) . (2.11)
Indeed, one can check that Zζ(K ⊕K) ⊂ K⊕K and the other inclusion follows from
property (i) of the Z transform.
Theorem 2.2. A subspace K ⊂ H reduces T if and only if it reduces Z±i(T ) (the
assertion is meant to hold separately for +i and −i).
Proof. If K reduces T , then T = TK ⊕ TK⊥ and
Z±i(T ) = Z±i(TK)⊕Z±i(TK⊥) .
Since TK ⊂ K ⊕K, TK⊥ ⊂ K
⊥ ⊕K⊥, one has by (2.11) that
Z±i(TK) ⊂ K ⊕K;
Z±i(TK⊥) ⊂ K
⊥ ⊕K⊥ .
Therefore K reduces Z±i(T ). Conversely, set S = Z±i(T ) and repeat the reasoning
above.
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3. The canonical decomposition of dissipative relations
We begin this section with the exposition of general concepts and results on
contractions. We recall that a linear operator V is a contraction if it is bounded with
‖V ‖ ≤ 1. Moreover V is a maximal contraction if it does not have proper contractive
extensions, which is equivalent to saying that V is a contraction in B(H) (B(H) is
the class of bounded operators defined on the whole space H).
If an operator V satisfies V −1 ⊂ V ∗, then V is a particular kind of contraction
with ‖V ‖ = 1, known as isometric operator. Furthermore V is unitary if V −1 = V ∗.
Definition 4. A contraction V is said to be completely nonunitary (we write c.n.u.
for short) when there is no nonzero reducing subspace K for V such that VK is a
unitary operator in the Hilbert space K.
The following result is an extension of the so-called Sz. Nagy-Foias¸-Langer de-
composition (see [15, Chap. I, Sec. 3, Thm. 3.2]) which is proven for contractions in
B(H).
Theorem 3.1. To every closed contraction V , there exists a unique reducing subspace
K for V such that VK is unitary in K and VK⊥ is c.n.u.
Proof. Note that domV is closed and consider the closed contraction
W :=
{(
h
0
)
: h ∈ H ⊖ domV
}
.
Define
Vˆ := V ⊕W , (3.1)
which is a contraction in B(H). Then, by the Sz. Nagy-Foias¸-Langer decomposition
[15, Chap. I, Sec. 3, Thm. 3.2], there exists a unique subspace K that reduces Vˆ for
which VˆK is unitary in K and VˆK⊥ is c.n.u.
For any
(
f
g
)
∈ VˆK ⊂ Vˆ , in view of (3.1), there are
(
f1
g
)
∈ V and f2 ∈ (domV )
⊥
such that f = f1 + f2. This implies that
‖f1‖
2 ≥ ‖g‖2 = ‖f‖2 = ‖f1 + f2‖
2 = ‖f1‖
2 + ‖f2‖
2 .
Consequently f2 = 0 and therefore VˆK ⊂ VK meaning VˆK = VK due to (3.1). Observe
that W ⊂ VˆK⊥ so that VK⊥ = VˆK⊥ ⊖W is a c.n.u. contraction.
Let us prove the uniqueness. If there exists another reducing subspace K′ for V
with the same properties as K, then K′ reduces Vˆ such that VˆK′ is unitary and VˆK′⊥
is c.n.u. Since K is unique for Vˆ , one concludes that K′ = K.
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Now, we turn our attention to a particular class of contractions (actually isome-
tries): the unilateral shifts. Let V be an isometric operator in B(H) and suppose
that there exists a subspace L ⊂ H such that
V nL ⊥ L for n = 1, 2, . . . (3.2)
The conditions in (3.2) are equivalent to
V mL ⊥ V nL, n,m ≥ 0, n 6= m. (3.3)
The subspace L for which (3.2) holds is said to be a wandering space for V . On
the basis of (3.3), one defines
M+(L) := L⊕ V L⊕ V
2L ⊕ · · · =
∞⊕
n=0
V nL .
Observe that
VM+(L) =
∞⊕
n=1
V nL =M+(L)⊖ L .
So that
L =M+(L)⊖ VM+(L). (3.4)
Definition 5. An isometric operator V in B(H) is called a unilateral shift if there
exists a wandering space L ⊂ H for V such that M+(L) = H.
The following assertion is known as the von Neumann-Wold decomposition cf. [15,
Chap. I, Sec. 1, Thm. 1.1].
Theorem 3.2. For every isometric operator V in B(H), there exists a unique reduc-
ing subspace K for V such that VK is unitary in K and VK⊥ is an unilateral shift in
K⊥. Namely, if
K :=
∞⋂
n=0
ranV n , then K⊥ =M+(L) , where L = H⊖ ranV .
Corollary 3.1. An isometric operator in B(H) is a unilateral shift if and only if it
is c.n.u.
Proof. Suppose that V is a unilateral shift. If K reduces V so that VK is unitary in
K, then K = V nK for all n = 0, 1, 2, . . . By (3.4), one has K ⊥ L.
Fix an arbitrary g ∈ K and t ∈ V nL. For any n = 0, 1, 2, . . . , there is
(
fn
g
)
∈ V n
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with fn ∈ K, and there is
(
hn
t
)
∈ V n with hn ∈ L. Thus
〈g, t〉 = 〈fn, hn〉 = 0
since V is isometric. This implies that K ⊥ V nL for all n = 0, 1, 2, . . . Thus K ⊥
M+(L) = H and hence V is c.n.u. The converse follows from Theorem 3.2.
Now we apply the obtained results on dissipative relations. We say that a linear
relation L is dissipative when for all
(
f
g
)
∈ L,
Im〈f, g〉 ≥ 0 .
We call a dissipative relation L maximal when it has no proper dissipative extension.
A relation L satisfying L ⊂ L∗ is a particular case of a dissipative relation called
symmetric relation. Moreover, when L = L∗, L is selfadjoint.
For the reader’s convenience, the following result from [12] is brought up.
Proposition 3.1. Under the assumption that ζ ∈ C+ and |ζ | = 1, a linear relation
L is (closed, maximal) dissipative (symmetric, selfadjoint) if and only if V = Zζ(L)
is a (closed, maximal) contraction (isometric, unitary).
Thus the Z transform gives a one-to-one correspondence between contractions
and dissipative relations.
Definition 6. We say that a dissipative relation L is completely nonselfadjoint (we
write c.n.s. for short) when there is no nonzero reducing subspace K for L such that
LK is a selfadjoint relation in K ⊕K.
Proposition 3.2. L is a c.n.s. dissipative relation if and only if V = Zi(L) is a
c.n.u. contraction.
Proof. If L is a c.n.s. dissipative relation, then, by Proposition 3.1, one has that
V = Zi(L) is a contraction. Suppose that there is a reducing subspace K for V such
that VK is unitary in K. Then, it follows from Theorem 2.2 that K reduces L and,
again by Proposition 3.1, one obtains that Zi(VK) ⊂ L is selfadjoint in K ⊕K. Thus
K = {0} and hence V is c.n.u. The converse follows in an analogous way.
The following is the analogue of the Sz. Nagy-Foias¸-Langer decomposition for
dissipative relations.
Theorem 3.3. For every closed dissipative relation L, there exists a unique reducing
subspace K for L such that LK is selfadjoint in K ⊕K and LK⊥ is c.n.s.
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Proof. In view of Proposition 3.1, one has that Zi(L) is a closed contraction. By
Theorem 3.1, there exists a unique subspace K reducing Zi(L) for which Zi(L)K is
unitary in K and Zi(L)K⊥ is c.n.u. Thus, Theorem 2.2 implies that K reduces L and
L = Zi(Zi(L))
= Zi(Zi(L)K ⊕Zi(L)K⊥)
= Zi(Zi(L)K)⊕Zi(Zi(L)K⊥) ,
whence it follows from Proposition 3.1 that LK = Zi(Zi(L)K) is selfadjoint in K ⊕K
and by Proposition 3.2 that LK⊥ = Zi(Zi(L)K⊥) is c.n.s.
It remains to prove that the decomposition is unique. Suppose that, apart from
K, there is K′ reducing L for which LK′ is selfadjoint in K
′ ⊕ K′ and LK′⊥ is c.n.s.
Then, by Theorem 2.2, K′ reduces
Zi(L) = Zi(LK′ ⊕ LK′⊥)
= Zi(LK′)⊕Zi(LK′⊥) ,
where, by Proposition 3.1, Zi(LK′) is unitary in K
′ and Zi(LK′⊥) is c.n.u. But, at
the beginning of this proof, it was said that K is the unique subspace with these
properties. Therefore K = K′.
Definition 7. We say that a symmetric relation A is maximal elementary, if Zi(A)
is a unilateral shift (cf. [1, Sec. 82]).
Every maximal elementary relation A is maximal dissipative. Indeed, if L is
a dissipative extension of A, then Zi(L) is a contractive extension of Zi(A). But,
inasmuch as Zi(A) is a maximal contraction, Zi(L) = Zi(A) and hence L = A.
The following assertion follows straightforwardly from Proposition 3.2 and Corol-
lary 3.1.
Proposition 3.3. A symmetric relation is maximal elementary if and only if it is
c.n.s.
We conclude this section with the counterpart of the von Neumann-Wold de-
composition in the class of symmetric relations. We draw the reader’s attention to
the fact that here a maximal symmetric relation is a relation which does not admit
dissipative extensions.
Theorem 3.4. For every maximal symmetric relation A, there exists a unique re-
ducing subspace K for A, such that AK is selfadjoint in K ⊕K and AK⊥ is maximal
elementary in K⊥ ⊕K⊥.
Proof. In view of Proposition 3.1, Zi(A) is a contraction in B(H). Then, by Theo-
rem 3.2, there exits a unique subspace K reducing Zi(A) such that Zi(A)K is unitary
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in K and Zi(A)K⊥ is an unilateral shift in K
⊥. Thus, Theorem 2.2 shows that K
reduces A and
A = Zi(Zi(A))
= Zi(Zi(A)K ⊕Zi(A)K⊥)
= Zi(Zi(A)K)⊕Zi(Zi(A)K⊥) ,
whence, due to Proposition 3.1, AK = Zi(Zi(A)K) is selfadjoint in K ⊕K. Note that
AK⊥ = Zi(Zi(A)K⊥) is maximal elementary in K
⊥ ⊕ K⊥. Uniqueness can also be
proven along the lines of the proof of Theorem 3.3.
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