














DISCOVER USEFUL ENVIRONMENT IN THE REAL WORLD AND REALIZATION OF INTELLIGENT 
BEHAVIOR 
-VERIFICATION BY YO-YO USING ROBOT ARM- 
 
田﨑涼 





Conventionally, it is thought that intelligence and the brain are closely linked, and intelligent behavior is 
realized by performing complicated calculations in the brain. However, in recent years, it has become clear that 
the body and the environment play an important role in realizing intelligence. Intellectual behavior is not realized 
by performing complicated calculations in the brain, but by working on the environment, discovering physical 
properties on the environment side, and correcting action so that it can be used effectively. In order to 
demonstrate this theory, we developed a robot which is equipped with an algorithm that discovers the physical 
characteristics required for a yo-yo, and we proved that the robot is possible to be equipped with an algorithm 
that corrects its action. 
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となる．ここで，上端でのヨーヨーの高さと，回転角を
  ，  下端でのヨーヨーの高さと，回転角を  ，  とし，
右辺を変形すると 
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上昇過程も，同様に考え，上がってきた位置を 2，回転
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に示す．大きさと材質は表 1 に示す通り 58.8×36.6mm，
重さ 55.5g のプラスチックのヨーヨーを使用する．図 3 に
アームロボットを示す．アームには人間における腕を再
現するため二つのサーボモータを設置した． サーボモー
ターを搭載したアームを図 4 に示す． 
 
 
図 2 実験で使用したヨーヨー 
 







図 3 実験機体 
 
 
図 4 アーム 
 
また，アームの駆動方法を図 5 に示す． 
 
 










       𝛼 = 𝑎 𝑐cos
2𝑐−𝐵(√3cos𝛽−sin𝛽)
2𝐴







暗幕からカメラの位置を 90cm とした． 
 
 





代表的な手法である Q 学習を用いた． 
Q 学習は以下に示す式(10)を用いて学習を行う．ここ






𝑄(𝑠, 𝑎) ← (1 − α)𝑄(𝑠, 𝑎) + α{ (𝑠, 𝑎) + 𝛾max?́?𝑄(𝑠







今回の実験の際に Q 学習で用いた状態 Sx，Sy，Sv，行
動 a，報酬 r を表 2 に示す．  
 
表 2  Q 学習パラメータ 
 
 
状態 Sv はヨーヨーが下降,上昇,静止しているかの 3 通
りであり，Sx，Sy は図 7(a)，(b)に示すように，ヨーヨー



















(a)                     (b)      
図 7 状態 Sx，Sy の定義 
 
行動は𝑎 から𝑎39までの 40 個で，アームの引き上げ速
度は一定で 20ms から 700ms まで 20ms ずつタイミングの
違う 35 個と，20ms から 100ms まで 20ms の間隔でアーム
を動作させない行動 5 個を用意した．行動後のヨーヨー

























図 8 フローチャート 
 
まず，学習で用いるパラメータの初期化を行い，カメラ
から得た画像より，ヨーヨーの x，y 座標である Sx，Sy を
取得し，行動の選択，その後，選ばれた行動を実行する 
次に，実行した行動を評価するために，カメラより 2 枚





す．なお，糸の長さは 50cm として実験を行った． 
 
 
(a) t = 0                  (b) t = 0.3 
 
 
(c) t = 0.6               (d) t = 0.9 
 
 
(e) t = 1.2                (f) t = 1.5      







ての画像を図 10 に示す． 
 
 


















(c) t = 0.6   (d) t = 0.9 
 
 
(e) t = 1.2    (f) t = 1.5 
図 10 1050 回試行後の運動 
 









図 11 学習曲線 
 







は𝑎𝑖と表記し，状態を表 2 のパラメータを用いて 𝑠𝑥,𝑠𝑦,𝑠𝑣
と表記する．学習後の状態遷移図の 2 つのパターンを図
11，図 12 に示す． 
 
 
図 11 状態遷移図(パターン 1) 
 
 
図 12 状態遷移図(パターン 2) 
 
また，獲得した方策を図 13 に示す． 
 
 
図 13 獲得した方策(パターン 1) 
 
パターン 1 は初期状態  , , から，580ms 後にアームを引
き上げる𝑎32が選択されて，  ,6,2に遷移し，60ms 間アー
ムを動作させない𝑎2が選択された．その後，  ,2,2に遷移
し，480ms 後にアームを引き上げる𝑎26が選択されてい
た．以後は，(  ,6,2, 𝑎2) →(  ,2,2, 𝑎28)を繰り返していた． 
パターン 2 は初期状態から𝑎32が選択されるところまで
は同じであったが，報酬を得る際の画像処理の時間が
50ms 程ずれていたのでパターン 1 の状態  ,6,2ではなく
  ,7,2に遷移していた．その後は(  ,7,2, 𝑎 ) →(  ,3,2, 𝑎26)を
繰り返していた．パターン 1 とパターン 2 の𝑎32の選択
後の行動の時間差を比べてみると，60ms ほどの差があ
った．パターン 2 ではパターン 1 に比べ少し早いタイミ
ングでヨーヨーを行う方策を獲得したと考えられる． 
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