Multi-atlas label fusion is an accurate but time-consuming method of labeling the human brain. Using an intermediate image as a registration target can allow researchers to reduce time constraints by storing the deformations required of the atlas images. In this paper, we investigate the effect of registration through an intermediate template image on multi-atlas label fusion and propose a novel registration technique to counteract the negative effects of through-template registration. We show that overall computation time can be decreased dramatically with minimal impact on final label accuracy and time can be exchanged for improved results in a predictable manner. We see almost complete recovery of Dice similarity over a simple through-template registration using the corrected method and still maintain a 3-4 times speed increase. Further, we evaluate the effectiveness of this method on brains of patients with normal-pressure hydrocephalus, where abnormal brain shape presents labeling difficulties, specifically the ventricular labels. Our correction method creates substantially better ventricular labeling than traditional methods and maintains the speed increase seen in healthy subjects.
INTRODUCTION
Multi-atlas label fusion (MALF) is a class of automated methods used to determine brain labels of an unlabeled subject image. MALF techniques rely on a set of previously labeled atlas images, which are spatially aligned to the subject image, to estimate the appropriate label for each voxel in the subject image. A large body of MALF literature focuses on the exact method for both alignment and estimation. 1 Traditionally, MALF utilizes pairwise deformable registration to align the atlas images and the unlabeled subject image (see Figure 1 ). The associated atlas labels are then propagated to the subject image using an inverse transform. These propagated labels are then fused using a statistical method that can range from a simple majority vote to more complicated methods that may use intensity information or other feature sets.
1
While MALF may present an accurate automated labeling approach, many clinical research applications still choose to use other labeling methods due to the time and high computational cost required by conventional MALF. This large cost is mainly concentrated in the registration step, during which conventional MALF perform pairwise deformable registration between each atlas image and the subject image. In recent years, multiple researchers have attempted to reduce the computational burden by using an intermediate image as a common target for subject and atlas images alike (Figure 1 ). For example, Depa et al.
2 used an intermediate average template created from the atlas set, demonstrating comparable label fusion results in cardiac labeling. However, it has been shown that successive transforms performed in this manner have a negative effect on the outcome of fusion algorithms .
3
In this paper, we propose a novel registration technique (illustrated in Figure 1) subject and atlas images (after initial alignment with the intermediate template). By performing this additional step, we trade a portion of the gains in computation time in the first step for improved final label accuracy. This method is evaluated against pairwise registration and the method outlined in Depa et al. 2 in the human brain with two common similarity metrics (Demons and Cross Correlation) to determine an optimal registration scheme that balances time with accuracy. In addition, we compare the results to MABMIS, a MALF technique that uses PCA-based analysis to determine the proper registration transforms. 4 Finally, we further validate our results qualitatively on a set of brains of pathologic patients with normal-pressure hydrocephalus (NPH). We aim to improve label fusion results on brains with pathological differences, which have been shown to be particularly difficult to accurately label. 5 
METHODS

Processing Tools and Data
All image processing was performed using a combination of the ANTs image processing toolkit and in-house Python code. Pipelining and support for parallel processing was facilitated using Nipype, an open source pipeline creation tool based in Python. 6 Comparisons to MABMIS were run using the native code available from algorithm developers and scripted using Nipype. All experiments were run on an Intel Xeon E7-4870 CPU (2.40 GHz), but restricted to 12 threads per process for consistency.
To perform quantitative analysis of the final label fusion results, we used the T1-weighted images manually labeled by Neuromorphometrics (Neuromorphometrics Inc.), specifically the 50 adult brains from the OASIS dataset that were labeled as a part of the 2012 Academic Subscription. This set was split randomly into a training set of 30 images (NMM30) and a testing set of 20 images (NMM20). For a qualitative analysis of images from NPH patients, T1-weighted images were acquired for 20 patients (NPH20) randomly selected from a set of 192 preoperative clinical MRI scans gathered as a part of a retroactive study. All research relating to clinical patients was approved by the local Institutional Review Board.
Two unbiased, average templates were constructed from the NMM30 training set using the template construction scripts included in the ANTs toolkit, 7 one using the cross-correlation (CC) metric and the other using the "Demons" metric (mean-squared error with Demons gradient update) as the cost function for deformable registration. These two commonly used metrics for deformable registration allow for consistency in the registration process when using either of the two metrics in subsequent registrations. The transformations and transformed images used to create each template from the images in the atlas set were saved to facilitate label propagation.
Preprocessing
All images were first converted to the NIFTI1 file format, if required, and resampled to a 0.8mm isotropic voxel size using cubic B-Splines. The N4 implementation in ANTs 8 was used to correct for image inhomogeneity and the images were pre-aligned in an affine manner to the MNI152 ICBM 2009c Nonlinear Asymmetric template (upsampled to 0.8mm isotropic voxel resolution). 9 The skull was then removed from each image using a mask fusion technique that incorporates multiple skull removal algorithms including: BET, 10 BSE, 11 mri watershed, 12 3dSkullStrip, 13 MASS, 14 and ROBEX. 15 Finally, the brain-only images were intensity normalized to a randomly chosen atlas image using histogram matching.
Registration
Registration was performed using the linear and SyN deformable frameworks implemented in ANTs. 16 Two registration schemes were used to implement the various registration experiments. A complete registration used rigid-body and affine registration (using mutual information) to initialize the deformable registration step. Each step was performed at four levels using the suggested parameters in antsRegsitrationSyN in the ANTs package. A quick registration used the deformable registration step using the same parameters as the full registration, and was only performed at the first three levels, excluding the full resolution level. Each registration was performed twice, once using the CC similarity metric and once with the Demons metric.
In order to generate baseline data for comparison, pairwise registration (PR) was performed using complete registration between each subject image in the subject group (NMM20 or NPH20) and each of the atlas images (NMM30). Final label propagation was performed using the inverse of the composed linear (S affi ) and deformable (S defi ) transforms for each atlas image.
In the proposed template-corrected registration (TCR) method, an initial complete registration is performed between each image in the subject group and the corresponding template image depending on the metric used. The subject image is then transformed using the initial transformation and a quick registration is performed between the transformed subject image and each transformed atlas image that was saved during the creation of the template. The label propagation is then performed by using the composition of the stored forward transforms of each atlas image (A affi and A defi ) and the inverses of the correction transform for that atlas (C defi ) and the inverse of the initial transforms for the subject image (S aff and S def ),
The labels were also propagated without the correction transform to create a template-only registration (TOR) in the manner of Depa et al.
Evaluation and Comparison with MABMIS
Label fusion was performed for all registration experiments using Joint Label Fusion (JLF), 17 implemented in ANTs, with the exception of when testing the number of atlases to use, where majority voting was used for quicker analysis. For each subject, the propagated label images were randomly sorted and label fusion was performed on the first n images (n = 1 . . . 30). All evaluations were performed using the Dice coefficient between binary masks of the compared regions.
The MABMIS method was trained on the NMM30 training set and then labeled simultaneously and in a groupwise fashion on each complete subject set. Both registration and label fusion were included in the MABMIS algorithm. MABMIS was only performed on the full NMM30 set (30 atlas images) due to the time required for training. 
RESULTS
The template-corrected registration and template-only registration methods performed as expected by providing a substantial increase in computational speed (3.9 times and 30 times, respectively), while the Demons similarity metric provided approximately a 4.5 times increase in speed on average. Median computation times for each registration experiment can be found in Table 1 (all times represent the use of the full atlas set).
Qualitative analysis of the final fusion results (using 30 labels) shows little difference between the methods, see Figure 2 (a). Statistical results were calculated using the Wilcoxon Signed Rank test. Quantitative results are outlined in Table 2 . Figure 3 illustrates increasing mean Dice coefficient corresponding to increasing the number of atlas images (and thus increasing time) in each registration scheme. This allows the direct comparison of fusion accuracy and registration time. The results of the template-only registration methods are plotted in a vertical line as the only difference in time would be due to label propagation and fusion, which were expressly not included in this study to focus on front-end registration results.
Qualitative analysis of the NPH subjects showed substantial improvement in the labeling of the lateral ventricles and sulcal CSF using the template-corrected registration method and similar accuracy in gray and white matter labels, as illustrated in Figure 2(b) . We can see almost complete covering of the ventricle areas with a ventricle label (green or orange), whereas the other methods included thalamus or other deep gray structures in the ventricular labels. 
DISCUSSION AND CONCLUSION
This paper presents an approach to decrease the effects of decreasing the computational burden of multi-atlas label fusion methods. However, before determining an optimal registration scheme, we must discuss the caveats to increasing the speed of our methods. First, we must consider the end purpose of this multi-alas fusion. If this fused image (or its associated probabilities) are to be used in an intensity based algorithm such as MALP-EM, 5 there may be no need to spend the extra time at the MALF step of the algorithm, as the expectation-maximization may correct for many errors that may be caused by slightly less accurate multi-atlas labeling. Similarly, a refinement step based on another segmentation technique could be used to refine the gray matter-white matter boundary, which can be seen to degrade in faster methods. We can appreciate the compromises that are made in Figure 3 . In NPH brains, however, the difference could be more substantial. Future investigation could compare various refinement methods to determine if time is better spent in registration or in the following fusion and refinement steps.
Another clear advantage to a template-based method is the avenues available for atlas section, where a subset of atlases are chosen from a larger atlas space by relation to the subject image. Often this is done via affine alignment to a template space, but, by using our template-corrected registration framework, we could align to the template image using a deformable method and compare to very similar transformed atlas images. Since we will continue with our quick registrations from that point on, we can use a much more accurate method of alignment before doing our atlas selection. Further investigation into the impact of atlas selection in these methods is warranted.
We evaluated the impact of an intermediate template image on registration for the purposes of multi-atlas label fusion. We also presented a novel technique for overcoming losses in registration accuracy associated with template-only registration. Our results show that the decrease in computation time eclipses any (small) decreases in accuracy in both quantitative analysis for healthy subjects and demonstrate qualitative increases in accuracy for pathologic brains of subjects with NPH, while showing identical decreases in computation time.
