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Abstract
The application of combustion modeling in achieving the objective of predicting the
combustion systems very precisely is increasing rapidly and it is a necessary tool.
Combustion systems involve complex unsteady process such as flow, turbulence, mixing,
chemistry, heat transfer and interaction of this phenomenon with each other. The present
thesis work is focused on advanced modeling of combustion, mixing and flame wall
interaction.
First part of the work aims at an evaluation of the ability of combustion-LES by
FASTEST3D CFD code to correctly describe turbulent premixed combustion, especially
a rod stabilized unconfined flame. For this purpose the flamelet generated manifold
(FGM)-tabulated chemistry approach, in which a variable local equivalence ratio due
to a possible entrainment of the environment air is included through a mixture fraction
variable, and it is integrated into an appropriate complete model. Since the state of the
local distribution of scalars is strongly dependent on the scalar flux known to generate
or produce the scalar variance which is a measure of the mixedness, a newly developed
Subgrid-scale (SGS) model for scalar flux is investigated. In general, SGS model assess-
ment was mainly achieved through comparisons with Direct Numerical Simulation (DNS)
results limited to low Reynolds numbers. Based on a comprehensive, highly resolved
experimental database of SGS and mean scalar field quantities, an assessment of this new
anisotropic SGS scalar flux model is carried out for a rod stabilized premixed methane
V-flame configuration characterized by high Reynolds numbers for which DNS-data
are not available. For that purpose, Large Eddy Simulations are performed using the
dynamic Smagorinsky SGS model for the flow field. The new anisotropic SGS scalar flux
model used to describe the turbulent scalar flux combines the conventional linear eddy
diffusivity model with an additional contribution that couples in a thermodynamically
consistent way the deviatoric SGS stress tensor and the gradient of the filtered scalar
field. The combustion is modeled by a detailed tabulated chemistry based method
following the FGM approach. To assess the prediction capability of the anisotropic
SGS scalar flux model, LES achievements are compared against the highly resolved
experimental data available and other simulation results performed under use of existing
SGS scalar flux models. The behavior of SGS scalar fluxes is especially analyzed. It
turns out that the new anisotropic model retrieves the overall expected features of the
SGS scalar fluxes at both resolved and SGS levels and in both non-reacting and reacting
premixed environments. It also allows achieving LES results for the flow and scalar field
that are in better agreement with experimental data. A satisfactory agreement for the
flow field quantities and species concentrations is achieved along with an assessment of
the SGS scalar flux model used.
In the second part, the FGM model based combustion modeling is extended to a
complex fuel system for a reliable description of combustion in a gas turbine combustion
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chamber. In order to evaluate the capability of the model for predicting combustion
processes induced by complex real fuels a high pressure single sector combustor (SSC)
is investigated. This combustion chamber is fuelled with pre-vaporized kerosene fuel
and features very complex unsteady swirling flow and partially premixed combustion
properties. The validation of the designed tool along with the prediction analysis is
carried out in terms of comparison between experimental data (achieved with a nozzle
fired at 0.4 and 0.6 MPa) and numerical results. This reveals that the proposed LES
model is able to capture satisfactorily the flow and combustion properties involving. In
particular the flame is predicted to be not always attached to the nozzle. It fluctuates
between a lifted and an attached regime. This agrees with experimental findings.
In the last part focus is given on development of the combustion modeling under non-
adiabatic conditions. Initially the FGM table generation for non-adiabatic combustion is
considered and evaluated with existing methods and thereby it was extended to generate
non-adiabatic FGM table from non-unity Lewis number flamelets. A special focus is given
to find the optimized reaction progress variable to construct the non-adiabatic FGM
table. Firstly the suitable RPV was found, then validated for non-adiabatic combustion
taking advantage of 1D flame by an independent (Cantera) CFD solver. The validated
non-adiabatic FGM table is used for simulating a 3D laboratory scale non-adiabatic
configuration.
The developed FGM table methodology was used to investigate non-adiabatic flame
wall interaction (FWI) resulting from a premixed methane fuel jet impinging on a
spherical disk. This is achieved by FASTEST3D explicit time stepping LES CFD solver.
Here, nitrogen is used as co-flow in order to avoid the interaction with the surrounding
air and combustion. The flow field is described by means of the Smagorinsky model with
Germano procedure for SGS stresses. The SGS scalar flux in scalar transport equations
is modeled by the linear eddy diffusivity model. Artificially thickened flame (ATF)
combustion model is used to describe the combustion phenomenon more precisely by
LES solver. Catalytic effects on the wall are not considered. Two aspects are especially
addressed in this work. First focus is on the grid resolution required near the wall
without including a special wall-adapted SGS modeling in reacting configurations. The
second aspect is devoted to the integration of the near wall kinetic effects into the
FGM framework. For this purpose the enthalpy has been considered as an additional
variable in generating the FGM table. Such a tabulated non-adiabatic FGM combustion
modeling is applied to FWI for a first time in the present work. The results for the
flow field, mixing and combustion properties are presented and analyzed in terms of grid
resolution, Reynolds number (in reacting and non-reacting case) and adiabaticity. The
results obtained from applied artificially thickened flame combustion models based LES
simulations were compared for flow, concentration, temperature and heat flux values
from the experimental investigation. Comparisons with available experimental data show
satisfactory agreement. An outline of the thermal and flow boundary layer analysis is
subsequently provided and special focus is given on heat flux prediction dependency on
the type FGM tables considered.
This work is completed by conclusions and outlook which summarize the main findings.
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Zusammenfassung
Die Verbrennungsmodellierung wird immer ein wichtiger Bestandteil der Auslegungs- und
Optimierungsaufgaben von Verbrennungssystemen bleiben. Solche Systeme beinhalten
komplexe instationa¨re Prozesse, wie Stro¨mung, Turbulenz, Mischung, Chemie, Massen-
und Wa¨rmetransport in wechselseitiger Interaktion. Die vorliegende Arbeit bescha¨ftigt
sich mit der Entwicklung und Validierung von fortgeschrittenen Modellen zur Beschrei-
bung der Verbrennungs- und Mischungsprozesse sowie der Flammen-Wand Interaktion
mit Hilfe der Technik der Grobstruktursimulation (im Englischen Large Eddy Simulation,
LES).
Der erste Teil der Arbeit evaluiert die Fa¨higkeit der Verbrennungs-LES fu¨r Vor-
mischverbrennung mit dem ”FASTEST3D CFD”Code. Das Modell basiert auf einer
tabellierten Chemie, welche im Rahmen des sogenannten Flamelet Generated Manifold
(FGM) tabellierten Chemie-Ansatzes generiert wird. In diesem Verfahren wird ein lokales
aber variables A¨quivalenzverha¨ltnis integriert, um den Effekt der Umgebungsluft in den
Mischungsgrad zu beru¨cksichtigen.
Da die Skalarflusskomponenten zur Produktion der skalaren Varianz eine entscheidende
Rolle spielen, welche den Stand der lokalen Verteilung von Skalaren und somit die Gu¨te
der skalaren Vermischung in turbulenten Mischungsprozessen bestimmt, wird ein neues
anisotropes Feinstrukturmodell (im Englischen Sub-Grid-Scalar (SGS) Model) fu¨r den
Skalarflussvektor entwickelt. In dieser Arbeit wird eine umfassende, experimentelle
Datenbank der SGS und gemittelten Skalarfelder aus einer turbulenten vorgemischten
V-Flamme zur Verfu¨gung gestellt, um das neu SGS Skalarflussmodell zu validieren. Die
erzielten Resultate werden mit der Vorhersage von existierenden Modellen verglichen bzw.
kritisch evaluiert. Das neue anisotrope SGS Skalarflussmodell kombiniert die Eigenschaft
eines herko¨mmlichen linearen Wirbeldiffusivita¨tsmodells mit einem zusa¨tzlichen Beitrag,
welcher die Anisotropie in einer thermodynamisch konsistenten Weise durch die Kopplung
des deviatorischen SGS Spannungstensors und des Gradienten des gefilterten Skalarfelds
miteinbezieht. Es stellt sich heraus, dass das neue anisotrope Modell die erwarteten
Merkmale der SGS skalaren Flu¨sse sowohl fu¨r den aufgelo¨sten Anteil als auch fu¨r die SGS
Gro¨ßen unter nicht-reagierenden und reagierenden Bedingungen zufriedenstellend liefert.
Im zweiten Teil wrd das auf dem FGM-Ansatz basierende Verbrennungsmodell erweitert,
um die Verbrennung komplexer Kraftstoffe in Gasturbinen zuverla¨ssig beschreiben zu
ko¨nnen. Um die Leistungsfa¨higkeit des Modells zur Vorhersage von Verbrennungsprozes-
sen mit komplexen realen Brennstoffen zu validieren, wird eine Hochdruck-Einzelsektor
Brennkammer (SSC) untersucht. Diese Brennkammer ist mit vor-verdampftem Kerosin
angetrieben und weist sehr komplexe instationa¨re Drallstro¨mung und teil-vorgemischte
Verbrennungseigenschaften auf. Die Validierung des Modells und die Analyse der
Vorhersage werden durch Vergleiche zwischen experimentellen Daten und numerischen
Ergebnissen erreicht. Diese zeigen, dass das vorgeschlagene LES-Modell in der Lage ist,
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die Stro¨mungs- und Verbrennungseigenschaften zufriedenstellend zu erfassen. Insbeson-
dere wird die Position der Flamme korrekt erfasst, die zwischen einen angehobenen
Flammetyp und einem angeha¨ngten Flammeregime in U¨bereinstimmung mit experimen-
tellen Ergebnissen schwankt.
Im letzten Teil der Arbeit wird die Entwicklung eines Verbrennungsmodells fu¨r
nicht-adiabatische Verbrennung beschrieben. Zuna¨chst wird die FGM Tabellierung fu¨r
nicht-adiabatische Verbrennungsbedingungen erweitert, wobei das bestehende Verfahren
fu¨r die Generierung der FGM-Tabelle fu¨r Lewis-Zahl ungleich Eins zuna¨chst verwendet
wird. Dann wird eine Strategie entwickelt, um die optimalen Reaktionsfortschrittsva-
riablen fu¨r die Erzeugung der nicht-adiabatischen FGM Tabelle zu bestimmen. Diese
Vorga¨nge werden mit der 1D Flamme aus einem klassischen CFD Lo¨ser (Cantera)
validiert.
Anschließend wird die entwickelte Methode fu¨r die Beschreibung der Flamme-Wand-
Interaktionsprozesse (FWI) in einem vorgemischten Methankraftstoffstrahl eingesetzt.
Hier wird Stickstoff als Co-flow verwendet, um die Wechselwirkung zwischen der Um-
gebungsluft und der Flamme zu vermeiden. Wie in anderen Teilen der Arbeit wird das
Stro¨mungsfeld mit dem Smagorinsky Modell und Germano-Verfahren fu¨r die Schließung
des SGS-Spannungstensors verwendet. Insbesondere wird der SGS Skalarfluss in den
skalaren Transportgleichungen durch das lineare Wirbeldiffusionsmodell hier modelliert,
um die spezifischen Effekte des Verbrennungsmodells zu untersuchen. Das ku¨nstlich
verdickte Flammen- (im Englischen Artificially Thickened Flame (ATF) Model) Ver-
brennungsmodell wird verwendet, um die Dicke der Flamme genauer mit LES auflo¨sen
zu ko¨nnen. Katalytische Effekte auf der Wand sind nicht beru¨cksichtigt. Zwei Aspekte
stehen vor allem im Zentrum der Untersuchung. Zuna¨chst wird der Schwerpunkt auf
die Gitterauflo¨sung in Wandna¨he einer reagierenden Konfiguration ohne spezielle Wand-
funktion gelegt. Der zweite Aspekt bescha¨ftigt sich mit der Integration der in der Na¨he
der Wand existierenden kinetischen Effekte in die FGM Tabellen. Zu diesem Zweck wird
die Enthalpie als zusa¨tzliche Variable bei der Generierung der FGM-Tabelle betrachtet.
Eine so resultierende FGM-Tabellierungsstrategie wird fu¨r die Untersuchung der FWI
im Rahmen dieser Arbeit erstmalig eingesetzt. Die Ergebnisse des Stro¨mungsfelds, der
Misch- und Verbrennungseigenschaften werden dargestellt und analysiert als Funktion der
Gitterauflo¨sung, Reynolds-Zahlen (im reagierenden und nicht-reagierenden Fall) sowie
der Adiabatizita¨t. Die erzielten Resultate fu¨r die FWI werden fu¨r die Stro¨mung, Konzen-
tration, Temperatur und den Wa¨rmefluss mit den experimentellen Daten verglichen und
beurteilt. Diese Vergleiche zeigen zufriedenstellende U¨bereinstimmungen. Eine Analyse
der thermischen und Stro¨mungs-Grenzschichten wird anschließend durchgefu¨hrt, wobei
die Abha¨ngigkeit der Wa¨rmeflussvorhersage von der FGM Tabellen auch betrachtet wird.
Zum Schluss werden die wichtigsten Resultate dieser Arbeit zusammengefasst und
einen Ausblick gegeben.
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Chapter 1
Introduction
Combustion is one of the oldest technologies known to mankind and its applications were
evolved hand-in-hand with the evolution of human civilization. It is being assumed that
fire was used and manipulated as early as Paleolithic era and for cooking around more
than 1.8 million years ago. Invention of smelting, which is a combustion driven process,
was the primary reason for the evolution of Stone Age into the Bronze Age. In the
subsequent times, combustion was used for various purposes such as cooking, heating,
hunting, protection. etc. The well-documented studies for systematic understanding of
combustion process were rare until the 16th century. Sir Francis Bacon, Robert Fludd,
Otto von Guericke, Robert Hooke were considered as the pioneers who had worked
towards understanding of combustion physics in 17th century. In 1772, French chemist
Antoine-Laurent Lavoisier had discovered for the first time that air combined with Sulfur
resulting in the higher weight of the products. Sir Humphry Davy’s works on combustion
experiments to determine the flame temperatures, a catalytic combustion were important
stepping stones towards the ongoing combustion research. The critical role of heat in
combustion process was discovered by Sir Benjamin Thompson. Substantial progress had
been made during the 19th century in understanding and developing new theories such as
kinetic theory of gases and its relationship with thermodynamics and themochemistry.
During the same period concepts such as flame speeds, combustion mechanisms were
developed. In 20th century, combustion of fossil fuels has became the main source of
energy in transportation (aero, surface, rail and water transportation), space exploration,
energy for electricity, energy for heating and various metal processing techniques.
Advances in experimental techniques and computational methods allowed to gain a
deeper understating about combustion and there by developing more compatible systems
in both 20th and 21st centuries. Combustion is one of the primary driving forces of
development in each generation during last millennium and especially during the last 150
years. As per the recent estimations combustion of fossil fuels will remain as one of the
primary source of energy at least for next few generations. More than 80% of the world’s
energy consumption involves some form of combustion of fossil fuels (coal, gas, oil, waste
& etc.). And the demand is expected to rise in absolute numbers by about 7% from 2011
to 2030, i.e. 7500 TWH [145, 144]. Ensuring the energy security is imperative as fossil
fuel resources are scarce and rapidly depleting.
The sustainable development of combustion technology is very crucial for the rapid
development of the world economy [2, 82], especially in developing courtiers. The very
competitive, fast- changing scenarios of the world socio-economic policies made it neces-
sary to have:
• Energy efficient combustion systems
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• Lower emission combustion systems
• Optimized operating parameters under various circumstances
• Minimized maintenance cost
• Longer life time
• Cheaper initial and operating costs
Above mentioned objectives can be achieved by various means independently, for example:
• Smaller size ICE (internal combustion engine) with turbo charger and efficient heat
management with optimized designs
• In the context of gas turbines, the RQL (rich burn - quick quench - lean burn) or
LPP (lean premixed pre-vaporized) concepts for lower NOx
• Re-defining a new paradigm of operational procedure based on study of detailed
physics involved in complete process flow like in furnaces [246].
Achieving these mentioned objectives through experiments and prototyping is neither
time-efficient nor economical. It is imperative to respect the deadlines of the Kyoto
protocol [169] of the United Nations framework convention on climate change and to
find the sustainable solutions beyond. The rapid developments in emerging technologies,
very competitive market forces and fast approaching stringent emission norms made
it necessary to have tools which can be used in achieving above mentioned objectives
precisely and quickly. These technologies which need to be addressed for meeting these
objectives, are involved with flow, turbulence, multiphase (spray), combustion, heat
and mass transfer, boundary layer problems on flow/fluid side. The time and length
scales involved in this phenomenon are of wide range. The majority of combustion
systems operate under turbulent region, and simplest combustion is involved in many
intermediate reaction steps (i.e. reaction mechanism). In recent times computational
fluid dynamics (CFD) is found to be very useful tool in understanding the physics
involved in combustion process. CFD was already proven a very useful, predictive and a
design tool for many applications involving simple physics such as flow, since late 1950’s.
The potential of a use of CFD technology in many applications is realized recently and
being applied to the wide spectrum of industrial applications such as filtration, ground
water, petrochemicals, automobile, polymers, metallurgy, mineral, process industry,
aerospace, building ventilation, semiconductors, thermal management, movies and many
more. The complexity of combustion process has made it necessary to develop methods
and tools for addressing wide range of physics involved in it. CFD is the branch of applied
science which converts involved physics of flow, thermal, reaction process into non-linear,
partial derivative equations (PDEs) called Navier-stokes equations. These equations
are solved in a domain which is divided into many finite control volumes (CV) (finite
difference and finite element methods also exist). In general, the physics of the flow don’t
change within a single CV. In contract, process- determined physics of turbulent flows
modifies within a CV (sub- grid scale or SGS) and thereby beyond CVs. The evolution
CFD methods during the last 60 years have contributed substantially with wide range of
models in capturing accurately these SGS physics. The PDEs representing are discretized
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on computation domain grid and solved iteratively in time-domain. The main CFD
methods for turbulent combustion single phase flows are direct numerical simulations
(DNS), large eddy simulations (LES), Reynolds stress models (RSM), unsteady Reynolds
averaged simulations (URANS) and steady state Reynolds averaged simulations (RANS),
a brief overview of these models will be presented in the next chapters 2 and 3. The most
of the energy is carried by the large scales of the flow, solving large scales and modeling
SGS scales of the flow is more accurate than RANS approach and less expensive than
DNS simulations. So, LES approach is more practical and suitable for solving industrial
applications as the rapid development in computation methods, cheaper and faster
computing resources are available now. The application of LES for combustion systems
with advanced SGS models was demonstrated as a very promising tool for more precise
modeling of flow, turbulence, heat transfer, mixing and combustion. In the present work,
two important aspects of combustion modeling are addressed. While the first one is on
mixing of the scalars at sub- grid -scales (SGS) levels the other one is about the modeling
of combustion and with special focus towards the flame wall interaction (FWI). Also a
section on the state of the art on the SGS mixing and combustion modeling of FWI is
presented.
1.1 State of the art
Turbulent premixed combustion plays an important role in many technical applications,
e.g., in spark ignition engines and in gas turbines. While RANS computations of premixed
flames are well reported in the literature, LES of premixed combustion remains difficult
due to the thickness of the premixed flame is about 0.1-1 mm and generally smaller
than the LES mesh size. Physical and chemical features of combustion LES have been
discussed by Janicka and Sadiki [93], and Pitsch [160] with emphasis focused on important
aspects of an overall model. Several approaches have been reviewed for modeling of
premixed turbulent combustion; this comprehends turbulence controlled models (eddy
break up, eddy dissipation models), statistical approach based models (PDF Transport
equations, CMC, etc.), flamelet based models (surface Density models, G-equations,
BML based models), artificially thickened flame (ATF) or (filtered) tabulated chemistry
for LES (F-TACLES) approach. With regard to chemistry, the details of chemistry is
unavoidable if one has to address auto-ignition, flame stabilization, recirculation products
which may include intermediate species, and the prediction of some pollutants [214, 166,
204]. The reduction and tabulation of chemical species behavior prior to LES remains
one of the available options that is being investigated to downsize combustion chemistry
in order to make it compatible with flow solvers [203, 207, 53].
The turbulent mixing is very crucial in determining the homogeneous mixing which is
crucial in combustion process, absorption, extraction, drying, etc. In combustion appli-
cations, chemical engineering processes which deal with scalars (mass fractions, heat and
etc) and momentum transfer the need of efficient mixing systems and a reliable prediction
of mixing is strongly increased, (e.g. [21]). Although studies have been extensively carried
out to clarify the physics of turbulent mixing processes (e.g. [91]), the extreme complex-
ity due to the intriguing complex topology of fluid motions and scalar fields does not
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yet allow a satisfactory understanding (as discussed in [69]). For complex configurations
of technical importance in which experimental investigations are difficult to be accom-
plished, a comprehensive knowledge of phenomena can well be achieved only by solving
the equations governing the processes involved in the frame of CFD [224]. In the field of
CFD, Large Eddy Simulation (LES) [31] stands in the middle of the range of turbulent
flow prediction tools, between Direct Numerical Simulation (DNS) [138] and Reynolds
Averaging Numerical Simulation (here RANS) [193]. Under certain conditions RANS can
be precise, but it turns out that it experiences some limitations for transient flows, where
the averaging process smears out most of the important characteristics of a time- depen-
dent solution, which is important in a turbulent mixing process and combustion. DNS,
on the other hand, attempts to resolve all temporal and spatial scales. As a result, the
solution is very accurate. Regrettably, DNS is computationally not viable for turbulent
flows of high Reynolds number or high Schmidt/Prandtl number. That is, to resolve all
spatial and temporal scales, the grids and time step width would need to be extremely
small, resulting in a problem which would take an extraordinarily long time to solve with
today’s technology. The relevance of SGS modeling of scalars particularly very important
in combustion flows mainly for predicting accurately the anisotropic mixing within in the
thin reaction zone. The state of the art is presented firstly on turbulent mixing of scalars
and then followed by the flame wall interaction.
1.1.1 Turbulent mixing of scalars
The performance of a RNG k-Epsilon RANS model and LES applying a standard
Smagorinsky for accurately describing the effects such as vortex shedding, lift and drag
forces were studied extensively in the literature. Where, the SGS scalar flux has been
described by a classical linear gradient approximation for capturing the mixing induced
by the flow field turbulence. However, new experimental findings show that structured
functions and derivative skewness of scalar field do not follow the assumption of isotropy
at inertial and dissipation scales in presence of a mean scalar gradient [133, 98]. To
account for this observed anisotropy behavior of the micro-mixing in the modeling,
similarity models, serial decomposition closures and (non-linear) gradient models have
been recently proposed along with a one-transport equation (see in [86, 85, 219, 170,
90, 91, 180, 168, 69]). Analysis of DNS data confirms elevated correlation between
real scalar flux vector (measured from the data) and modeled SGS scalar flux vector
obtained by using these models [96, 25, 213]. When implemented in the simulations,
the mixed models and the serial decomposition closure lead to more satisfactory results
than the (non-linear) gradient model at least in simple configurations, such as turbulent
homogeneous isotropic flows, homogeneous shear layers and temporally developing shear
layers as well as channel flows with differentially heated side [69].
Since the net chemical species formation rates due to chemical reactions strongly
depend on the fluctuations at the smallest unresolved SGS quantities, it appears essential
that turbulent SGS models for scalar in CFD should be able to address accurately major
mixing transport effects at low computational cost [241, 218, 86, 116, 127, 154, 170,
91, 90, 180, 168, 25, 98, 28, 69, 149, 41, 85, 213, 78, 197]. Computational models for
reactive flows are often parameterized by small-scale statistics of the scalar field, such
as the scalar variance and flux [69, 197, 95], which are thought to directly influence
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the availability of the scalar for reactions occurring at the molecular level, along with a
possible selectivity. The accurate determination of such parameters, in turn, depends on
understanding the processes by which the scalar, generally introduced at large scales in
the flow, is made available by the turbulence for use in these small-scale processes [166,
177, 69, 236].
While the macromixing may be well described by the temporal and spatial transport
of large scale structures that are resolved in LES, it is worth mentioning that the
mesomixing occurs primarily due to turbulent fluctuations in the energy-containing range
of the velocity spectrum, and the micromixing small-scale process is controlled by the
viscous-convective deformation of fluid elements followed by molecular diffusion. In the
non-resolved inertial convective range, this may be expressed by gradient correlations.
On the small scale, a simple way of characterizing the mixture structure is to express the
variance of the local concentration distribution of the scalar around its average value.
Thereby the scalar variance is seen as a measure of the departure of the scalar field from
small scale homogeneity. One can then easily understand the importance of capturing
well this quantity in turbulent mixing applications [240, 25, 41, 95]. It must further be
stressed that the state of the local distribution of scalars is, in turn, strongly depending
on the scalar flux known to generate or produce the scalar variance. Therefore, transport
and dynamics of scalar flux have to be carefully solved in conjunction with models for
variances. This work focuses on the scalar flux transport.
Genuine validations of subgrid scale (SGS) scalar flux models are few, typically using
DNS data [53, 198, 95, 33]. However, DNS still remains limited to low Reynolds number
not interesting for practical applications. Given the importance of the mixing problem,
it is relevant that SGS scalar flux models be subjected to rigorous assessment, including
turbulent flows with high Reynolds numbers using experimental data. For this purpose,
different SGS scalar flux models were evaluated along with a new developed dynamic
anisotropy model in [86, 127, 153, 84]. Thereby the new SGS scalar flux model is the
simplest explicit anisotropy-resolving algebraic form of a cubic formulation in terms of
the scalar gradients derived in [240] and that is thermodynamically consistent as shown
in [240, 175]. The simplest form combines the conventional linear eddy diffusivity model
with an additional term coupling the (deviatoric) SGS stress tensor and the gradient
of the filtered scalar field giving rise to a diffusivity tensor. The latter depends on
the deviatoric part of the SGS stress tensor and includes transport properties of the
fluid incorporated into the vortices through the SGS flow fluctuations, the turbulent
Reynolds number and the molecular Schmidt number making the model sensitive to
sub-Kolmogorov scales in case of high Schmidt numbers dominated flows [240]. It will be
called as anisotropic SGS model throughout the thesis.
1.1.2 Flame wall interaction
The presence of walls in many combustion systems strongly influences combustion
processes. This may lead to important modifications of the flame and the wall dynamics.
Experimental observations show that the flame strength is reduced near cold wall surfaces,
leading to possible (partial or total) quenching, while the gas-solid heat flux takes peak
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values at flame contact [163, 77]. The evaluation of such wall heat fluxes is a key issue in
design process of cooling devices and in determining the lifetime of combustion systems.
Furthermore, excess emissions of unburned hydrocarbons in combustion engines have
long been attributed to the presence of cool walls. Indeed, the presence of the wall may
cause an increase in the pollutant emissions and a degradation of the energy performances
[212, 139]. Together with the pollutant emissions, turbulent fuel-air temperature mixing,
flame extinction and wall surface heat transfer are relevant processes to be understood.
Therefore the flame-wall interaction (FWI) appears as one of the essential issues in
modeling not only the turbulent combustion in engines but also wall heat transfer during
combustion in combustion systems, especially since a downsizing trend is observed in
modern combustion technologies.
Both modeling combustion and carrying out measurements near wall are challenging.
The fluid, thermal and combustion boundary layer thicknesses at the wall could be
in order of 1 mm [163]. Very few experimental studies are available for numerical
validation while LES (Large Eddy Simulation) of premixed combustion remains difficult
in this special situation due to the thickness of the premixed flame of about 0.1-1 mm
and generally smaller than the LES mesh size. Recent reviews of combustion LES are
provided by Janicka and Sadiki [93] and Pitsch [160]. The reduction and tabulation of
chemical species behavior prior to LES remains one of the available options that are
being investigated to downsize combustion chemistry in order to make it compatible with
flow solvers [142, 204, 241, 66]. The extensions to non-adiabatic environments is still
challenging [66, 243, 104, 54, 64]. Efforts to extend the application of LES technique to
premixed turbulent flame description under consideration of non-adiabatic combustion
are pursued here for the first time in the frame of FWI.
Non-reacting LES based studies to identify the influence of grid resolution and different
advanced SGS (Sub Grid Scale) near-wall modelings on the accuracy of simulations
have been investigated in [47, 31, 100, 210, 199, 146, 13]. Recently Muhamed [139], and
Uddin [201] studied heat transfer of impinging non-reacting jet on wall using LES. Heat
transfer characteristics of single and multiple isothermal turbulent air and flame jets
impinging on surfaces were reviewed by Viskanta [209] while, Zhang et al.[232] provided
characterization of the impinging jet flames. It appears that the FWI studies in the
literature are mainly focused on laminar flow conditions [122, 35, 46, 5]. Focusing on
combustion systems Boust et al. [22] investigated experimentally the behavior of wall
heat losses with respect to pressure and gas dynamics of flame-wall interaction in a
constant volume combustion chamber. They described and evaluated quenching distance
from wall, heat flux and mixture properties for combustion of quiescent methane-air
mixtures over the pressure range of 0.05-0.35 MPa. Bruneaux et al. [27] studied
interaction between turbulent premixed flames and channel walls using DNS to evaluate
various parameters like quenching distances, maximum wall heat fluxes, flame surface
density and effect of wall strain on laminar flames in stagnant fluid and stagnation line
flow. Besides some further 2D DNS and 3D DNS [77] for low Reynolds number (Re)
configurations, LES of FWI are very rare. As reported in [232] basically five types of
flames are possible from a premixed fuel jet impinging on water cooled wall, namely ring
flame, conic flame, disc flame, envelop flame and cool central core flame. If the main
flame jet velocity is sufficiently high, the flame detaches the nozzle and stabilizes near
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the impinging wall forming a disk flame. Thereby the radial flow velocity plays a crucial
role in determining the flame shape. Disk flames can be established for wide range of
bulk stretch and equivalence ratio based on the flame initiation position.
In the present work focus is put on the development of the flamelet generated manifolds
(FGM) [142, 204, 241, 66, 216] based LES model for predicting the overall flow field
quantities and species concentrations near a water cooled wall. Catalytic effects on the
wall are not considered.
To account for near wall kinetic effects and flame stabilization in this work, the FGM
method considered is especially extended for non-adiabatic conditions and redesigned
for a suitable coupling to LES. This is achieved by incorporating an additional filtered
transport equations for the reaction progress variable and enthalpy besides the mixture
fraction equation and the classical flow governing equations for LES into the CFD. The
resulting complete model is applied to simulate a laboratory-scale turbulent impinging
jet for which experimental investigations were carrying out in parallel. In particular,
the configuration consists of a premixed methane fuel jet injected through a pipe
and impinging on a spherical wall disk. In a laminar flow environment, the reaction
layer propagates against the incoming fluid and a premixed flame is built. In the
case of a turbulent flow, the flame is wrinkled by velocity fluctuations and possible
vortices are formed at near wall due to impinging jet. The flame is stabilized by
the burnt products passing through fresh gases due to the impinging situation causing
stagnation zone and thereby converting axial component velocities into radial components.
Two aspects will be addressed throughout this thesis for flame wall interaction. The
first focus is put on the grid resolution required near the wall without including specific
near wall-adapted SGS models [100, 199, 146, 13] in reacting configurations. For this
purpose, we rely on processes in IC-engines in which the combustion mainly occurs at
moderate Reynolds numbers and in the vicinity of the combustion chamber wall [163,
77]. The FWI plays here a significant role. Sick [185] recently determined the Reynolds
number in internal combustion engines (ICE) based on ICE cylinder diameter to be
in the range of 1000 to 10000. The second aspect under consideration is dedicated
to the integration of near wall kinetic effects into the FGM framework by considering
non-adiabatic properties through an enthalpy variable.
1.2 Structure of the thesis
This work is organized into nine main chapters. In chapter 2, theory of the flow,
turbulence, combustion and the non-adiabatic combustion is presented. The discussion
is also focused on the different theories available for modeling of the related physics. The
fundamentals of combustion are presented in detail. In chapter 3, modeling techniques
used in this work for sub grid scale (SGS) modeling of LES, SGS scalar flux models,
combustion modeling, enthalpy transportation models are presented. In chapter 4, a
general overview of numerical techniques used for finite volume method based CFD
codes is presented. In the later part of this chapter, the FASTEST3D code structure
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and its numerical methods, procedures implemented in this work are discussed in detail.
In chapter 5, the fundamentals of tabulated chemistry modeling is discussed, a special
attention is provided on the enthalpy based FGM tabulation and its validation for
both adiabatic and non-adiabatic cases. The importance of reaction progress variable
definition in the non-adiabatic context is discussed. In chapter 6, the definitions of
different boundary conditions and their implementation in this work together with the
solution procedure of FASTEST3D solver used in this work is presented. The block
structured multi processor CFD code parallelization for the FASTEST is also discussed.
Finally a case study is presented on boundary conditions definitions for the perforated
nozzle. In this work models discussed are categorized mainly into two types namely
the adiabatic and the non-adiabatic based combustion configurations. In chapter 7,
the adiabatic configurations with a focus on the SGS mixing models and combustion
modelling of both premixed and non-premixed combustion are presented. The results are
discussed to give the predictability of the advanced SGS scalar flux models implemented
especially in reactive flows and combustion context respectively. The chapter also presents
the modeling of pre-vaporized kerosene single sector combustion chamber using FGM
tabulated chemistry for the complex fuels. In chapter 8, the non-adiabatic simulations of
flame wall interaction are presented. The discussion of the near wall resolution required
for resolving the flow, thermal and combustion boundary layer is presented. The analysis
of the results also focused on the applicability of both Lewis unity and mixture averaged
FGM based tabulation while using the ATF combustion model for flame wall interactions.
A special attention is given to the capability evaluation of various methods used in this
work in capturing the heat flux at the wall accurately. In chapter 9, the results obtained
with the various models and their relevance in reactive flows especially for both adiabatic
and non-adiabatic combustion used in this work are summarized to conclude.
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Theory and Modeling
The earth system and its atmosphere is hard to imagine without fluid mechanics. The
atmosphere, clouds, air, rains, storms, ground water, rivers, petrochemical, various flow
systems (blood circulations, fluid circulation and breathing) of living organisms, fish
and other aqua organisms living in water, birds flying in the sky and so on are classical
examples of fluid mechanics of the nature. The fluid mechanics happens in everyday life
of humans from sports (football, cricket, golf, etc.), commuting (surface, air and water),
cooking and agriculture. The combustion systems from any source of fuels are coupled
with fluid mechanics very strongly. In fact the fluid mechanics determines combustion
phenomenon to a great extent. The combustion in many industrial applications happens
in turbulent regions, which is the focus of the thesis. The turbulent combustion process
is controlled by the mixing of various species and flow streams. The combustion process
is a thermochemical phenomenon affected by diffusion at micro level (assuming a batch
reactor or within a single CV). The mixing determines various species reactions within
a batch reactor which are controlled by diffusion of various species. Mixing takes place
at both large and sub-grid scales. The mixing phenomenon at sub-grid scales called
SGS scalars mixing and it is one of the main focus of this thesis. The mixing between
the streams and scalars across the different CVs in the complete combustion system
also interesting and it could be combustion rate determining step. In turn, mixing is
determined by the fluid mechanics and its turbulent features of the flow. In this chapter,
firstly various aspects of the fluid mechanics and its turbulent features, SGS scalar flux
models, combustion modeling and flame-wall interaction will be provided. The second
part of this chapter is dedicated to discussing the modeling techniques applied in this work.
The basic theory of flow turbulence, mixing and combustion is presented and discussed
briefly.
2.1 Fundamentals of flow and mixing
The fluid flows in many combustion systems are turbulent, other type of flow is being
laminar flow and these aspects are discussed in detail for instance by Durst [57], Bird
Stewart and Lightfoot [18], and White [222]. A transition flow region also exists which is
considered to be between these two regimes. The turbulent flows are very complex and
solving them mathematically is very challenging. Reynolds, at the end of the nineteenth
century, observed the instability of transition and turbulence in a pipe flow. He had
noticed in his experiments that the flow behavior was dependent upon a non-dimensional
parameter. This parameter, which also provides a criterion for dynamic similarity, is the
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Reynolds number given by
Re =
ULρ
µ
=
UL
ν
(2.1)
where U is mean average velocity, and L is characteristic length scales of the mean
flow, ρ is fluid density and µ, ν are the dynamic and kinematic fluid viscosity. The
Reynolds number is defines as the ratio of inertial forces Uρ to viscous forces ν/L and is
used for determining whether a flow is laminar or turbulent. Laminar flow occurs at low
Reynolds numbers, where viscous forces are dominant, and is characterized by smooth,
constant fluid motion, while turbulent flow, on the other hand, occurs at high Reynolds
numbers and is dominated by inertial forces. The famous experiment of Reynolds in
determining flow type is illustrated in Fig. 2.1, where the blue line represents a trace
injected in a developed flow. The path of trace injected is a straight line in laminar case,
a slightly disturbed line in case of transition flow and a very random and highly disturbed
in turbulent case. The boundary layer development and the flow transition from laminar
to turbulent is observed in a classical example of development of boundary layer on a
flat plate as shown in Fig. 2.2. In this example a developed flow is ejected on to a flat
plate, where boundary layer starts to develop and gets thicker along the plate length.
In this process the friction of wall induces turbulence. In turbulent region the viscous
sublayer, a buffer layer and a turbulent region exists as shown in Fig. 2.2. Viscous
sub layers in turbulent cases are very thin and some times it is only fraction of a millimeter.
The physical nature of turbulence has been introduced in many works [166], which
can be summarized as the fluid motion in which the flow properties, such as velocity,
are varying randomly both in time and in space resulting in a wide range of flow scale
structures. Thereby the turbulence energy is dissipated from larger scales to small scales.
At the smallest scales, due to viscous effects the kinetic energy of the fluid is converted
into heat. However the smallest scales are much larger than the molecular mean free
path, so that turbulence is a continuum phenomenon. This phenomenon is intrinsically
three-dimensional and diffusive which causes mixing and rates of mass, momentum, and
heat transfer much more effectively than a comparable laminar flow. That turbulence
can produce rapid mixing is one of important dynamics of turbulent flows. A mixing
problem can be described as a configuration that is initially composed of two distinct
and segregated scalar constituents which may be differentiated by different chemical
compositions, different temperatures, different trace elements, or any other scalar marker.
The mixing process, throughout its development, is to mix these different constituents at
the molecular level to produce a homogeneous mixture. The ability of turbulent flows
to effectively mix entrained fluids to a molecular scale has wide-ranging consequences in
nature and engineering.
The physical process of turbulent mixing is categorized in general into two types,
namely turbulent stirring (convection), and molecular diffusion. In addition for reactive
flows the chemical reaction rate contribution should be considered. The chemical reaction
process starts only when the mixing of the different reactants is achieved at molecular
level. If a turbulent flow field containing two different constituents, initially unmixed
comes into contact by the turbulent convection, then the action of this flow field on the
scalar field is to disorder and increase the surface area of the interface between the two
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Figure 2.1: Reynolds experiment laminar (Top), Transition(middle) and Turbulent (bottom) in a pipe
for a trace injected (dark blue line)
Figure 2.2: Development of boundary layer on a flat plate [88]
constituents. As a result, the gradients of the scalar constituents will be increased and
the scalar length scale will be decreased due to this stirring process and it results in the
evolution of a complex structure of the scalar field. Stirring has the effect of redistributing
the scalar field throughout the flow field. Mixing at the molecular level is a diffusion
process. The turbulent stirring process described above processes only to redistribute or
to convect scalar field throughout the flow domain. The molecular diffusion determines
and controls the intermixing of separate components. The macroscopic view of molecular
diffusion is a result of random motion (Brownian motion) of fluid particles at the
molecular level. This process is most effective in the regions of high gradients of scalars
and acts most effectively at the smallest scales of the flow. A very few works in literature
are dedicated to understand mixing process at molecular level in turbulent mixing. It is
important to understand this phenomenon of turbulent mixing more precisely and it is
challenging to model and study experimentally. It is necessary to describe scalar fields
with an equation(s) in addition to mass conservation and momentum equations.
2.1.1 Conservation of mass
The present study focus is on mixing and combustion where the mass neither be created
nor destroyed within the process. The mass of each atom in the combustion systems is
conserved. The various atoms of the systems are available in different forms or in various
molecules during the combustion process. The conservation of mass is given in general
for single phase combustion by:
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∂ρ
∂t
+
∂ρui
∂xi
= 0 (i ϵ 1, 2, 3) (2.2)
Equation Eq. 2.2 describes local change of density ρ in time t, which is equal to the
convective transport of mass. The mass transported by the velocity ui in xi direction.
The more details on derivation of Eq. 2.2 can be found in [18]. The Eq. 2.2 is valid
for both compressible and incompressible fluids. In the present work is only focused on
the incompressible flows. In both combustion and mixing process the density changes,
which is considered in this study. In a constant density flows Eq. 2.2 can be reduced to
a purely kinematic criterion.
2.1.2 Conservation of momentum
The conservation of momentum states that the fluid particle (or parcel) will not change
its velocity unless an external forces acts on it. Therefore momentum of the fluid particle
is conserved and is given by [18, 57]:
∂ρui
∂t
+
∂ρuiuj
∂xj
= − ∂p
∂xi
+
∂τij
∂xj
+ ρgi (i, j ϵ 1, 2, 3) (2.3)
The Eq. 2.3 states that rate of accumulation of ρui in time t is sum of convective
transport, forces due to deformation, pressure and gravity. The convective term describes
the momentum of ρui by velocity of uj in xj direction. The stress tensors τij is local
deformation by surface forces and it also depends on fluid property. The stress tensor
gradients in xj spatial directions contribute to the conservation of momentum by ∂τij/∂xj.
The ∂p/∂xi and ρgi are forced due to spatial pressure gradient and earth’s gravity. From
Stokes [18, 57] hypothesis stress tensors τij for Newtonian fluids can defines as:
τij = ρν
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
ρν
∂uk
∂xk
δij (2.4)
where ν is the kinematic viscosity, δij is the Kronecker delta. The Navier-Stokes equa-
tion is derived by substituting Eq. 2.4 in Eq. 2.3 for incompressible isothermal flow and
it is given by:
∂ρui
∂t
+
∂ρuiuj
∂xj
= − ∂p
∂xi
+
∂
∂xj
[
ρν
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
ρν
∂uk
∂xk
δij
]
+ ρgi (i, j, k ϵ 1, 2, 3)
(2.5)
2.1.3 Conservation of scalars
In combustion process many scalars like mixture fractions, species, enthalpy, variances of
various scalars, etc. are being transported. These scalars are transported by the main
flow field in general. These scalars could have source and sink within the systems. These
scalars could also modify the mean flow properties at molecular level like thermo-chemical
and flow behavior. It is very important to track all these scalars and these scalars are
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conserved to model mathematical various processes in systems. The generalized transport
equation for any scalar in incompressible flows(low-mach assumptions) Φ is given by:
∂Φ
∂t
+
∂Φui
∂xi
= −∂J
Φ
i
∂xi
+ ω˙Φ (2.6)
In combustion process where the flow is modified by density change, so here in Eq. 2.6 Φ
is replaced by ρΦ. The JΦi from second term in RHS of equation 2.6 is diffusive flux for
scalar Φ, ω˙Φ is the source term. In a combustion process the scalar Φ could be a mixture
fraction (ξ), a reaction progress variable (RPV) and the enthalpy(h). Please note that
here the 3D CFD code FASTEST-3D only unity Lewis number(Le) is assumed and all
the work is carried out for a single phase combustion. The single phase combustion don’t
have the complexity of heat sink, mixture fraction source due to vaporization. However,
in this work for flame wall interaction configuration heat sink is present at the wall. A
short definition of mixture fraction and total enthalpy are provided here below.
Mixture fraction: In the present work only single phase combustion is defined. This
definition avoids the source term for mixture fraction transport Eq. 2.6. The mixture
fraction played a very vital role in combustion research and it is very important variable
in the combustion modeling. The mixture fraction defines the mixing process. In com-
bustion systems especially in case of diffusion flames mixing is rate determining step; as it
combustion chemistry is very fast at high temperatures compared to the mixing process.
The mixture fraction can be used in many other applications. The mixture fraction here
is defined in the context of combustion following the Shvab-Zeldovich formalism (see e.g.
[151]. ξ can be defined via the mass fractions z of element α as
ξ =
Zα − Zα,O
Zα,F − Zα,O (2.7)
where O, F indicate the concentrations in the oxidizer and fuel streams, respectively.
The conservation equation of mixture fraction is provided by Eq. 2.15.
Equivalence ratio: The parameter equivalence ratio (θ) is important in combustion
process and it is defined as function of mixture fraction as here below:
θ =
ξ
1− ξ
1− ξst
ξst
(2.8)
where ξst is stoichiometric mixture fraction, which is 0.055 in the case of methane and
air combustion. The θ is equal to 1 when the mixture fraction equal to stoichiometric.
The θ < 1 indicates excessive air available for the combustion process and defined as lean
combustion and θ > 1 corresponds to the insufficient air available for combustion and it
is termed as rich combustion.
Total enthalpy: In the present work enthalpy (h) is defined as the sum of heat of forma-
tion and sensible heat. This definition avoids the enthalpy change within the combustion
systems, except at the walls where non-adiabatic walls are present. Thus the source term
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in transport equation of enthalpy (h) is avoided for a single phase combustion. The total
enthalpy is defined as:
For any species α
hα =
∫ T
T0
Cp,αdT +∆h
T0
f,α (2.9)
The first term in RHS of Eq. 2.9 is the sensible heat and second term is heat of
formation. The hα and Cp,α denote the enthalpy and the specific heat capacity at constant
pressure of each species α, respectively. hT0f,α is the enthalpy of formation of species α at
the reference temperature T0.Thus enthalpy total species (Ns) is given by
h =
Ns∑
α=1
hαYα (2.10)
where Yα is the mass fraction of species α.
Molecular transport: The molecular transport of enthalpy Jhi is given by
Jhi = −
λ
Cp,α
∂h
∂xi
+
Ns∑
α=1
hαJ
Yα
i (2.11)
The first term is diffusion of enthalpy due to temperature gradients (Fourier law) and the
second term describes enthalpy diffusion connected to mass transport known as Dufour
effect. For the diffusive flux of the species mass fractions Yα we assume
JYαi = −ρDα
∂Yα
∂xi
(2.12)
which is known as Fick’s law of diffusion. Other transport processes can occur due to
body-forces, volume forces or temperature gradients [18, 57], but are neglected here. The
Eq. 2.12 is also valid for mixture faction variable. The species diffusivities Dα can be
linked to the thermal conductivity λ via the Lewis-number.
Leα =
λ
ρCp,αDα
(2.13)
The second term in RHS of Eq. 2.11 can be neglected assuming unity Lewis number
approximation resulting equation is of the form:
Jhi = −
λ
Cp,α
∂h
∂xi
= −ρDh ∂h
∂xi
(2.14)
Substituting Eq. 2.14, 2.12 for ξ, Yα and h in Eq. 2.6 gives the following mixture
fraction, species and enthalpy transport equations.
∂ρξ
∂t
+
∂ρξui
∂xi
= − ∂
∂xi
(
ρDα
∂ξα
∂xi
)
(2.15)
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∂ρYα
∂t
+
∂ρYαui
∂xi
= − ∂
∂xi
(
ρDα
∂Yα
∂xi
)
+ ω˙Yα (2.16)
∂ρh
∂t
+
∂ρhui
∂xi
= − ∂
∂xi
(
ρDh
∂h
∂xi
)
(2.17)
For laminar, simple flow Eq. 2.2, 2.3, 2.15, 2.16 and 2.17 can be integrated numerically
to obtain solutions for any possible flow. The only parameter that needs to be determined
is the diffusion coefficient for scalars Dξ, DYα , Dh. Diffusion coefficient is a parameter
expressing the transfer rate of a substance by random molecular motion. It is expressed,
as a ratio of kinematic viscosity ν and molecular Schmidt (Sc) number as:
Dξ, DYα , Dh =
ν
Sc/Pr
(2.18)
ρDξ, ρDYα , ρDh =
µ
Sc/Pr
(2.19)
whereas Sc/Pr is a dimensionless parameter and is proportional to the ratio of kinetic
viscosity to molecular diffusivity, which is used in mass transfer in general; in particular
for diffusion calculations of flowing systems. Analogous to the Schmidt number (Sc),
the Prandtl number (Pr) is proportional to the ratio of thermal diffusivity to molecular
diffusivity and is used in heat transfer in general and free and forced convection calculation.
In many practical applications, obtaining solution from these equations is prohibitive due
to the phenomenon of turbulence and the difficulties imposed by chemical kinetics.
2.2 Fundamentals of turbulent flow
In section 2.1 it was shown that classification of fluid flow motions into laminar,
transitional and turbulent flows is based on its properties. In laminar flows diffusion
phenomena are characterized only by molecular diffusion. The fluctuations which are
present in turbulent flows will also contribute to the diffusion in addition to molecular
diffusion. Turbulent flows can be observed in very wide range of flows, especially in most
of the combustion systems. At high Reynolds numbers, the flow is very strongly irregular,
with an extremely high diffusivity which can exceed the molecular-dependent transport
processes by several orders of magnitude. This results in an increased intermixing of the
fluid and an increased transport rate of the momentum, and also increased heat and mass
transport. A solution to the problem of turbulence remains elusive despite the intensive
research effort of the past century (see e.g. [48, 166, 57, 159]). The basic transport
equations presented in the section 2.1 cannot be solved directly in the high Reynolds
number turbulent flows due to the presence of wide range of length and time scales.
The experimental studies (see e.g. [57, 6, 202] ) are intensively carried out to gain
insight in the understanding of the structure of turbulent flows. Flow visualization has
been particularly useful in the identification of the coherent eddies that are responsible
for most of the energy production, especially in regions of high shear. Measurement
techniques have progressed significantly and it is now possible to obtain single-point mea-
surements of velocity and velocity gradient components using Laser-Doppler Velocimetry
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or multiple wire anemometers, or velocity distributions in a plane, through Particle-Image
or Particle-Tracking Velocimetry [57]. Experiments have proved to be an efficient means
of measuring global parameters, like drag, lift, pressure drop, or heat coefficient, etc.
However, experiments are very difficult if not impossible in other cases. For example,
the measuring equipment might disturb the flow or the flow may be inaccessible. Some
quantities are simply not measurable with available techniques or can be measured only
with an insufficient accuracy. In many cases where details are important, or when new
high technology applications or design processes demand predication of flows for which
the database is insufficient, comprehensive experiments may be too costly and/or time
consuming.
The advanced modeling technology, faster computers have made numerical solutions as
an alternative tool. The numerical technique gives more insight into the flow properties
and a deeper understanding. In this chapter, a general overview of mathematical for-
mulations and numerical techniques used for the solution of turbulent flows and mixing
is presented. Among different strategies for analysis of turbulent phenomena, the state-
ment below focuses on presenting the state of the development of RANS, DNS and LES,
and on outlining some challenges that are ahead, in terms of applications, numerical and
modeling issues. The major difference of these analysis methodologies is stemmed from
the resolution degree of turbulent scales. The first two sections therefore begin with an
introduction of the scales of turbulent motion and mixing. Section 2.3.1 will focus on
DNS followed by RANS in Section 2.3.2. The last section in this chapter, Section 2.3.2,
is devoted to LES which is the method applied in this work.
2.2.1 The scales of turbulent flow
Turbulent flows are characterized by different flow structure sizes. The large but not the
largest eddies contain major part of the turbulent kinetic energy. Due to this fact the
large eddies are often called as energy containing eddies. The length and time scales of
these eddies are of interest. In particular the size of the energy containing eddies depends
on the geometry of a spatial domain as well as the local intensity of turbulence. This size
can be related to the integral turbulent length scale that can be determined from the two-
point spatial correlation function or coefficient for statistically steady (time independent)
turbulence
RLij(x, x+∆x) =
u´i(x)u´j(x+∆x)√
u´i
2(x)
√
u´i
2(x+∆x)
(2.20)
Lij =
1
2
∫ +∞
−∞
RLij(x, x+∆x)d(∆x) (2.21)
Here Lij is the length scale tensor. For homogeneous isotropic turbulence the integral
length scale, which is independent of the direction, is given by
LI =
1
3
Lii (2.22)
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Figure 2.3: Two-point velocity correlation function versus the distance between two point ∆x for
homogeneous isotropic turbulence
The two-point velocity correlation function for homogeneous isotropic turbulence and
the corresponding integral turbulent length scale are schematically shown in Fig. 2.3.
Here the integral length scale LI can be interpreted as the length scale, from this
point velocity fluctuations are predominantly uncorrelated. R(x, y) is a measure for the
corrolation of the velocity fluctaions u′ measured at the point x+∆x, thereby indicating to
what degree the turbulent properties of two points with distance ∆x influence each other.
LI is located where the shaded areas above and below the two-point velocity correlations
are of equal size. The corresponding time scale can be determined from the known time
correlation function
RTij(x, t+∆t) =
u´i(t)u´j(t+∆t)√
u´i
2(t)
√
u´i
2(t+∆t)
(2.23)
Tij =
1
2
∫ +∞
−∞
RTij(x, t, t+∆t)d(∆t) (2.24)
The assuming isotropy and homogeneity leads to
TI =
1
3
Tii (2.25)
The turbulence integral length and time scales can be defined in terms of k (turbulent
kinetic energy) and ϵ (energy dissipation rate) as
LI = k
3/2/ϵ (2.26)
τI = k/ϵ (2.27)
The integral turbulent time scale can be interpreted qualitatively as an averaged
inverse rotational frequency of the typical big eddy appearing in the spatial location x.
Though the character of turbulence in practical flows is neither isotropic nor homoge-
neous, the idealized integral length scale provides at least coarse quantitative information
about spatial correlation and sizes of typical energy containing eddies in turbulent flows.
The integral turbulent length scale can be qualitatively interpreted as an averaged radius
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Figure 2.4: Schematic representation of the turbulent kinetic energy spectrum as a function of the
wavenumber kω for isotropic homogeneous turbulence. (LI , LT and LK correspond to the
integral length scale, the Taylor length scale and Kolmogorov length scale, respectively.)
of the typical big eddy appearing in the spatial location x.
Note that the rate at which the turbulent kinetic energy is transferred from bigger
eddies to smaller eddies is called the dissipation rate ϵ. The smaller an eddy, the greater
the velocity gradient inside the eddy and the greater the viscous stress that counteracts
the eddying motion. The cascade of energy can not be extended infinitely because of
the viscous forces. Consequently, there is a statistical lower limit of the smallest eddy
size that corresponds to a minimum scale of turbulence and a maximum frequency in the
turbulent motion. In this stage the kinetic energy of the fluctuating motion will dissipate
completely into the internal energy of the flow. The length scale for the smallest eddies
is called as Kolmogorov scale and is related to the dissipation rate by:
k = ν
3/4/ϵ1/4 (2.28)
Through the fluid viscosity ν a corresponding Kolmogorov time scale is given as
τk = ν
1/2/ϵ1/2 (2.29)
The turbulent kinetic energy spectrum which is obtained from the Fourier trans-
formation of the spatial isotropic two-point correlation function RTij is schematically
plotted in Fig. 2.4. Eω(kω) is the kinetic energy density per wave number kω or the
inverse turbulent length scale. The maximal values of Eω(kω) correspond to the energy
containing scales that are related to the turbulent length scale LI . Taylor micro scales
which are discussed later part of this section are located between LI and LK , and these
two scales are related by LT =
√
ReLK . Eddies of size smaller than the energy containing
eddies build the inertial subrange. Kolmogorov showed that the transfer of energy from
large to small scales within the inertial subrange is independent on the geometry and
eddy size and follow the profile k
−5/3
ω . At the right side of the inertial subrange the wave
number corresponding to the Kolmogorov scale Lk is located.
Other widely used length scales are Taylor microscales LT , which can be determined
by autocorrelation functions near the origin. In terms of the longitudinal autocorrelation
function Rf (r, t) and the transversal autocorrelation function Rg(r, t) [48, 57, 166], two
corresponding quantities can be defined at the Taylor microscale level as:
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L11T (t) =
(
−1
2
∂2Rf
∂2r2
(0, t)
)−(1/2)
(2.30)
and
L22T (t) =
(
−1
2
∂2Rg
∂2r2
(0, t)
)−(1/2)
=
1√
2
L11T (t) (2.31)
2.2.2 The scales of turbulent mixing
The mixing is very common phenomenon in many industrial flow processes with or without
reactions. The advection of any given scalar (Φ = temperature, mixture fraction, species,
traces, etc.) in the flow systems is influenced by turbulent flow fields. Similar to the
velocity field, there is a statistical lower limit of smallest scale of turbulent mixing and
maximum frequency in mixing processes. This smallest scale is called Batchelor scale LB
[12] and defined in terms of the Kolmogorov scale and Schmidt number(Sc, [194]), by
LB =
(
LK
Sc1/2
)
(2.32)
Like the Kolmogorov scale in a turbulent fluid flow, the Batchelor scale characterizes
the smallest length scales of scalar eddies that can exist before being dominated by
molecular diffusion. It is important to note that for Sc > 1, which is common in many
liquid flows (some liquids exhibits Sc as high as 1000), the Batchelor scale is small
when compared to the Kolmogorov micro scales. This means that scalar transport
occurs at scales smaller than the smallest eddy size. On contrary, for most of the
gases Sc ≃ 1, so the smallest scalar lengths are approximately equal to Kolmogorov
scale. This means for high Sc flows the scalar field contains much more fine-structures
than the velocity field. The scales at which diffusion is occurring are much smaller.
Then computational requirements to numerically solve these scales and thus accurately
describe the mixing process are correspondingly increased. For scalar eddies much larger
than the Batchelor scales, molecular diffusion is negligible. Thus, initially non-premixed
scale fields will remain segregated at scales larger than the Batchelor scale. This has
important consequences for turbulent reaction flows because it implies that the chemical
source term will be strongly coupled to turbulent mixing for many chemical reactions
of practical importance. At high Reynolds numbers, the small scales of scalar field are
usually assumed to be nearly isotropic (H.S. Kang & C. Meneveau [98] showed that
scalar fields at small scale level are not so isotropic as assumed.) and will evolve on a
time scale that is much smaller than that of the large scales. Moreover, for a passive
scalar, the characteristic time scales for mixing at length scales above the Batchelor scale
will be determined solely by turbulent flow.
In the scalar field largest energy carrying scales are scalar integral length scales. These
scales are primarily determined by two processes:
• initial condition : the scalar field can be initialized with a characteristic length scale
of system LΦI that is completely independent of turbulence field
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Figure 2.5: Schematic representation of scalar energy spectrum normalized by the integral scales as a
function of the wave number kω for isotropic homogeneous scalar field turbulence [85].
• turbulent mixing : the energy containing range of a turbulent flow will create scalar
eddies with characteristic length scalar LΦI that is approximately equal to LI
The scalar spatial correlation function provides the length scale information about the
underlying scalar field similar to the velocity correlation discuss earlier part of this chapter.
For a homogeneous isotropic and statistical steady (time independent) scalar field, the
spatial correlation function can be written in terms of the fluctuating scalar field Φ′ [69]
as:
RLΦ (∆x, t) =
⟨Φ′ (x) Φ′ (x+∆x)⟩
⟨Φ′ (x) Φ′ (x)⟩ (2.33)
And from Eq. 2.33 the scalar integral scale is defined by
LΦI (t) =
∫ ∞
0
RΦ (∆x, t) d (∆x) (2.34)
and scalar Taylor microscale is defined by
LΦT (t) =
(
−1
2
∂2RLΦ
∂2r2
(0, t)
)−(1/2)
(2.35)
The scalar energy spectrum of homogeneous scalar field is correlated using Eq. 2.33.
The scalar energy spectrum illustration is presented in Fig. 2.5 for a flow with Re = 500
for various Schmidt number (see e.g. [69]). The schematic velocity spectrum is included
in the Fig. 2.5 for a comparison of Schmidth number influence on energy cascade.
Analogous to the velocity field, the scalar mixing in inertial convective subrange can
be interpreted as a cascade process. The inertial sub-range exhibits the same profile
(∼ 5/3) similar to velocity field for moderate Schmidt numbers. For low Schmidt number,
the scale spectrum falls off much faster than the velocity spectrum. For high Schmidt
number, viscous convective/diffusive subrange (Batchelor spectrum) with (∼ 1) scaling
is evident.
The turbulent integral time scales for mixing (TΦ) and for flow (TT ) are crucial in
determining mixing process and they are defined as [69]:
TT =
√
ReTK (2.36)
TΦ = 2
⟨Φ′2⟩
εΦ
(2.37)
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In the turbulent mixing literature, the scalar mixing time is usually reported in a non-
dimensional form as ratio of the mechanical to scalar time scales ratio RTΦ and it is defined
by
RTΦ =
kεΦ
ε⟨Φ′2⟩ (2.38)
where εΦ is the scalar dissipation rate and Φ
′2 is the scalar variance, k is kinetic energy.
The turbulent mixing is experiences wide range of flows. The section 3.4 will give more
details in modeling turbulent mixing to capture all required scales more accurately.
2.3 Modelling of turbulent flows
In last decades many turbulent modeling techniques were developed, verified and applied
to industrial problems successfully. The models are generally finite volume models
(FVM). The basic idea of all models is to capture the energy carrying by all length scales
of turbulence as discussed earlier. The proposed robust models are some times limited by
requirement of computational resources. In this section a brief overview of the turbulent
combustion models is presented.
2.3.1 Direct numerical simulation (DNS)
The flow can be converted into physics, physics can be defined by equations (e.g. Eq. 2.2,
2.3), equation can be solved using analytical methods and computational methods. The
flow is volumetric phenomena, the flow domain is divided into many number of small vol-
umes for solving those equations. Here in this work Navier-Stokes equations that describe
the motion of any Newtonian fluid can be numerically solved by means of CFD [147, 63].
The ideal method is to divide domain into a very tiny sub domains such that thee is
no further change happens within the tiny sub domain. This means all energy carrying
scales are solved accurately. This approach is known as the direct numerical simulation
(DNS) approach, which don’t need to model any turbulent scales. Thereby the whole
ranges of spatial and temporal scales of the turbulence are resolved. The small scales
exist down to ∼ Re−3/4, as per Kolmogorov’s theory [111]. Thus, in order to capture all
of the scales on a grid, a grid size of should be less than ∼ Re−3/4, translating to a grid of
approximately to ∼ Re−3/4 grid points. In some applications Reynolds number can go as
high as 2X107. However, a typical Reynolds number is ∼ 80000 [148] in many industrial
gas turbine, for simulating such configuration it requires more than 100 billion grid points.
Present computational resources make such calculations are not practical especially
with combustion and heat transfer. Moreover, in an expensive DNS a huge amount of
information would be generated which is mostly not required by the practical user. A
design engineer is interested more in the average flow and some lower moments to a
precision of a few percent. Hence, for many applications a DNS which is of great value for
theoretical investigations and model testing is not only unaffordable but would also result
in high computational cost. The DNS is very valid tool in some cases for validating other
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turbulence models. For example Kim et al. [105] present a DNS of channel flow, and Le
et al. [118] present a DNS of flow over a backward-facing step. Both of these studies
were conducted to gain new insight into the physical mechanisms involved in turbulent
flow. DNS approach solely based on the Navier-Stokes equations required huge amount
of grid point. Hence it is not suitable for most turbulent flows, therefore researchers had
to find different approaches to apply CFD for industrial applications.
2.3.2 Reynolds averaged numerical simulation (RANS)
The limited and expensive computational resources available to solve the industrial appli-
cation forced to find other alternatives to DNS. One of very widely and successfully used
CFD methods is Reynolds averaging based Numerical Simulation (here RANS). RANS
method is based on the statistically averaged governing equations with appropriate tur-
bulence models. By using the Reynolds’ averaging, any instant value of flow parameter Φ
is represented by the mean value ⟨Φ⟩, and a fluctuating part, Φ′ as:
Φ (xi, t) = ⟨Φ (xi, t)⟩+ Φ′ (xi, t) (2.39)
The time averaged mean quantity of Φ is defined by
⟨Φ (xi, t)⟩ = Φ(xi) = ⟨Φ (xi)⟩ = lim
T→∞
1
t
∫ T
0
Φ (xi, t) dt (2.40)
where T is a time interval which is sufficient large enough for obtaining mean averages
accurately for all the time scales of the turbulent flow. Note that the mean value can also
be obtained by an ensemble averaging more appropriate for unsteady flow processes as:
⟨Φ (xi, t)⟩ = 1
N
N∑
n=1
Φn (xi, t) (2.41)
where N is number samples collected with constant time interval and by keeping both
inlet and outlet conditions constant throughout the process. Introducing equation 2.39
into conservation equations for mass, momentum, mixture fraction; the time averaged
transport equation are obtained as:
∂⟨ρ⟩
∂t
+
∂⟨ρ⟩⟨ui⟩
∂xi
= 0 (2.42)
∂⟨ρ⟩⟨ui⟩
∂t
+
∂⟨ρ⟩⟨ui⟩⟨uj⟩
∂xj
=
∂⟨p⟩
∂xi
+
∂⟨τij⟩
∂xj
− ∂⟨ρ⟩⟨u
′
iu
′
j⟩
∂xj
+ ⟨ρ⟩gi (2.43)
∂⟨ρ⟩⟨ξ⟩
∂t
+
∂⟨ρ⟩⟨ξ⟩⟨uj⟩
∂xj
=
∂
∂xj
(
⟨ρ⟩Df ∂⟨ρ⟩
∂xj
)
− ∂⟨ρ⟩⟨ξ
′u′j⟩
∂xj
(2.44)
The time averaging process discussed here leads to a loss of instantaneous flow details.
The new terms appeared in Eq. 2.43 and 2.44 and these are unknowns from the flow
details. New averaged transport Eq. 2.42 2.43 and 2.44 can be solved by approximating
of the unknown terms (i.e. the turbulent stresses tensor (or Reynolds tensor) u′iu
′
j and
turbulent flux ξ′u′j) as a function of the averaged variables (closure problem). The
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Figure 2.6: Turbulent scales resolved/modeled by RANS, LES, and DNS (velocity R, scalar —) [69].
approximations or models used in the closure problem need to be as general and accurate
as possible to model different turbulent phenomena. Different procedures used to
handle the closure problem lead to different RANS turbulent models, such as differential
Reynolds Stress models, algebraic Reynolds Stress models, eddy viscosity models and etc
(see e.g. [48, 166, 57, 1, 126] ).
The RANS modeling provides only limited information about the flow and all the
information of turbulence is modeled (see Fig. 2.6), which brings a high challenge on
modeling. Even for time-accurate simulations of unsteady flows, the RANS simulations
are designed to include only the largest flow structures (those that scale with the
dominant flow-length/time scale) in the flow and the smaller scales are not included.
The extent to which the absence of the smaller flow structures affects the prediction of
the larger vortex structures is quite open question in this framework. This problem is
however configuration dependent and usually cannot be judged a priori.
2.3.3 Large eddy simulation (LES)
The Large eddy simulation (LES) is the trade of method between LES and DNS. In
the DNS simulation most of the computational recourses (some times as high as ∼ 99)
are being used for resolving dissipative range scales (see Fig. 2.4, 2.6), which are not
important in determining of flow of related behavior[69, 48, 57, 166]. However, the
energy-containing scales determine most of the flow-dependent transport properties. The
RANS simulations which are carried out by averaging complete energy spectrum loose
vital information of the flow. It was demonstrated in the literature that the most of
energy is carried by large scales in the flow. The flow could be solved more accurately
than RANS and much cheaper cost than that of DNS by resolving large scales and
modeling small scales. This approach is known as large eddy simulation (LES).
The LES consists a direct computation of large eddies and modeling of small (quasi-
universal) eddies so-called subgrid scales (SGS). In this method, not the whole turbulent
spectrum has to be resolved. It uses a filtering operation that allows for removing in a
proper way the small scales. This operation introduces new unknown terms representing
the small-scale information lost by the filtering (for more details see chapter 3). Thus,
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some models for the small scales called as SGS-models are needed in order to close the
system of filtered equations. From the modeling point of view this approach simply
displaces the problem into the less important part of the energy spectrum. As a subgrid
parameterization is still necessary, its influence is expected to be rather small, at least
when the most important scales are all resolved on the computational grid.
Because in LES small eddies are modeled, computational grid will be therefore much
larger than the Kolmogorov length scale, and time steps can be chosen much larger
than in DNS. So the computing resources for LES are much lower than DNS. The area
of applications of LES has considerably increased with rapid development of computer
facilities. On other hand, solving wall bounded flows by LES is very challenging. It
is apparent that near the wall all vortices are small so that both space and time steps
needed for LES scale down to values which are in order of characteristic for DNS. SGS
CFD models available for flows such as anisotropic models and dynamic procedures
provided very encouraging results in many flow systems, though some difficulties exist,
especially for near walls. One of the solution for the wall problem for LES appears to be
a combination of LES and the Reynolds averaging numerical simulation (here RANS) in
the line of the so-called hybrid RANS/LES models.
The many approached for LES modeling for proposed in literature, for example
Smagorinsky model (Smagorinsky, [187]), Algebraic Dynamic model (Germano, et al.
[74]), Dynamic Global-Coefficient model (You & Moin, [229]), Localized Dynamic model
(Kim & Menon, [106]), WALE (Wall-Adapting Local Eddy-viscosity) model (Nicoud
& Ducros, [140]) and etc. These advanced models together with rapid and cheaper
computational resources allowed more accurate computations to be performed with less
empiricism than before, LES is now being used in industrial application. Though RANS
still dominates as CFD tool for industrial applications, LES is gaining its share very
quickly. The resolution degree of the turbulent scales with respect to the energy spectrum
of the velocity and scalar (when Sc ∼ 1) for the three methods (DNS, RANS and LES)
is depicted in Fig. 2.6.
Computational effort required by LES can be estimated considering that the smallest
resolved scale has to be situated in the inertial sub range of turbulent kinetic energy
spectrum, where the effect of SGS is expected to be problem-independent. A measure of
these scales is the Taylor microscale.
The number of grid points required for resolving the three dimensional flow by LES can
be expressed as [177]:
NLES ∼
(
Lc
LT
)
∼ Re(3/2)t (2.45)
where Ret is turulent Reynolds number, Lc is characteristic length scale of the flow.
The required number of CVs (NLES) for LES the way below the CVs required by
the case of DNS. In order to maximize the benefits from LES, it should be applied
to those problems for which the cost is comparable to that of the solution obtained
from RANS approach, or for problems in which lower-level turbulence models may
fail. Such problems include unsteady or three-dimensional boundary layers, separated
flows and flows involving unsteady mixing processes. For mixing processes in which
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passive scalar fields have to be computed, the requirement of grid points is similar
to the one in velocity field when the gas phase flows (Sc ∼ 1) are considered. A
detailed presentation of different issues of LES [16] is beyond the scope of this thesis.
However, the underlying idea of LES formulation will be outlined in the next chap-
ter which deals in detail with the modeling of the SGS stress tensor and scalar flux vector.
2.3.4 Near wall flow modelling
The advantage of LES is true in free shear layer flows, but it altered completely when
LES is applied to turbulent boundary layers. In fact boundary layers are multi-scale
phenomena where the energetic and dynamically important motions in the inner layer
become progressively smaller as the Reynolds number (Re) is increased [99]. This leads
to requirement of very fine mesh which is in order of DNS mesh size.
Therefore, to overcome this difficulty most of the approaches in literature [158, 191]
proposes to model the inner boundary layer rather than resolving by fine DNS mesh.
These approaches generally fall into one of two categories: (1) methods that model
the wall shear stress τw directly and (2) methods that switch to a Reynolds-averaged
Navier-Stokes (RANS) description in the inner layer. The second category includes
hybrid LES/RANS and detached eddy simulation (DES). Many works in literature are
dedicated to address the wall boundary layer modeling in LES context [99, 157, 226].
However, in this work fine resolved mesh is considered near the impinging wall and
thereby requirement of special wall model(s) is avoided as discussed in subsection 8.4.1.
2.4 Fundamentals of combustion
In simple terms combustion is defined as the sequence of exothermic chemical reactions
between a fuel and an oxidant accompanied by the production of heat and conversion
of chemical species. The combustion process produces flame with high temperatures,
also could radiate the heat. In modern day application combustion takes place as single
phases, multiphase and catalytic combustion. Combustion process influences other
processes such as flow, radiation, compressibility, material modifications (expansion,
erosion and etc.) and etc. The macroscopic theory of combustion deals with investigation
of the role of convection, diffusion and heat exchange and their interaction in chemical
reaction processes. The elements of chemical kinetics necessary for further considerations
are briefly described in latter part of this section. In technical combustion systems
combustion can be subdivided into two major parts. These include non-premixed or
diffusion and premixed combustion that are described in the next sections. The less
idealized and more commonly occurring in practice partially premixed combustion is also
discussed briefly. In latter part of this section an overview of chemical kinetics followed
by a short discussion of reduction strategies and turbulent chemistry is introduced.
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2.4.1 Chemical kinetics and reaction mechanism
The chemical kinetics is combination of physics involved of thermo-chemical properties
associated with reaction processes. A chemical reaction involves of a reactant converting
into a product. The conversion is associated with many phenomenon like amounts reacted,
formed, and the speed of their formation, i.e., the rate at which the concentration of
reactants and products change. Consider the following example:
ν ′AA+ ν
′
BB → ν ′CC + ν ′DD (2.46)
Coefficients ν ′A, ν
′
B, ν
′
C and ν
′
D denote the molar stoichiometric coefficients of species
A, B,C and D. The Eq. 2.46 states that the chemical reaction involves direct conversion
from reactant in to product. In reality the chemical reaction can have not only one
step, but also few steps, that complicate the chemical kinetics and allow many possible
reaction mechanisms. A complete mechanism must also account for all reactants used,
and all products formed. For illustrating reaction mechanism an example of methane
CH4 reacting with oxygenO2 to convert into carbon-dioxide CO2 and water (H2O reaction
considered here. A global reaction of it looks like as:
CH4 + 2O2→ CO2 + 2H2O
These types of reaction doesn’t happen in a single step as represented above. They are
broken up into smaller molecules or single atoms, which then recombine to form a new
species. The detailed elementary reactions need to be considered for investigating com-
plete chemical kinetics in detail. An chemical reaction mechanism with more intermediate
steps is shown here [151, 217].
CH4 +H→ CH3 +H2
CO+OH
 CO2 +H
H+O2 +M→ HO2 +M
H+O2
 OH+O
The single step global reaction is written with other intermediate reactions. Some of
them are irreversible, which are indicated by unidirectional arrow. The one of the widely
used chemical reaction mechanism for methane, GRI 3.0 consists more than 300 reaction
steps. The Eq. 2.46 is then not enough to describe a chemical reaction and a system of
equations arise:
Nk∑
k=1
ν ′k,jMk 

NR∑
k=1
ν ′′k,jMk for jϵ (1, ..., NR) (2.47)
where Mk represents the symbol of species k, ν
′
k,j and ν
′′
k,j are molar stoichiometric
coefficients of species k in reaction j, Nk and NR are number of species and number of
reactions respectively. The Eq. 2.47 obey mass conservation given by:
Nk∑
k=1
ν ′k,jWk 

NR∑
k=1
ν ′′k,jWk (2.48)
hereWk denotes the molecular weight of species k. However the balanced Eq. 2.48 does
not give information if the reactants become products. The rate of the overall process
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will be determined by the slowest (highest energy) step in the reaction mechanism. The
mass reaction rate w˙k,j of species k in the reaction j is given by [214]:
w˙k,j = rjWkνk,j where νk,j = ν
′′
k,j − ν ′k,j (2.49)
where rj represents the rate of progress of reaction j. By considering all reactions NR,
which take place within a reaction mechanism, the mass reaction rate w˙k is the sum of
all produced rates w˙k,j of species Mk in all reactions NR
w˙k =
NR∑
j=1
w˙k,j = Wk
NR∑
j=1
rjνk,j (2.50)
The sum of all mass reaction rates w˙k in complete system for all species Nk is given by
Eq. 2.51 following mass conservation law.
Nk∑
k=1
w˙k =
Nk∑
k=1
(
Wk
NR∑
j=1
rjνk,j
)
= 0 (2.51)
The reaction progress rate rj of reaction j, which denotes the change of products
formation in time, can be affected by concentration of species, phase of reactant,
temperature, the presence of catalyst and more important the degree of mixing of the
system.
Instantaneous reaction rate at any point of time can be determined by the slope of a
tangent of the concentration plot in time space [163, 214]. The reaction for any reaction
j can be written as :
rj = Kf,jΠ
Nk
k=1
(
ρyk
Wk
)ν′k,j
−Kr,jΠNkk=1
(
ρyk
Wk
)ν′′k,j
(2.52)
where Kf,j and Kr,j are the forward and reverse constants of the reaction rates, ρyk/Wk
is the molar concentration of species k. The rate constants are difficult to determine and
are related to the temperature of the system by what is known as the Arrhenius equation:
Kf,j = Af,tT
βje
(
− Ej
RT
)
= Af,tT
βje
(
−Ta,j
T
)
(2.53)
where R is the ideal gas constant (8.314 J/mol-K), T is the temperature in Kelvin
with the temperature exponent βj, Ej is the activation energy in joules/mole, Ta,j is the
activation temperature in K, and Af,t is a constant called the frequency factor; which is
related to the fraction of collisions between reactants having the proper orientation. The
backwards constant rates Kr,j are calculated using the equilibrium and the forward rates
constants:
Kr,j =
Kf,j(
pa
RT
)∑Nk
k=1 νk,j e
(
∆S0
j
R
−∆H
0
j
RT
) (2.54)
where pa=1 bar, ∆ refer difference attained during conversion from reactant to products
in the jth reaction, ∆H
0
j and ∆S
0
j are respectively enthalpy and entropy changes for the
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reaction j. These quantities are obtained from predefined database, for example chemical
reaction mechanism [163, 214]. The computing of rj for every reaction necessitate the
calculation of forward and backward constants, i.e., the knowledge of all variables:
frequency factors Af,t, temperature exponents βj and the activation energy Ej. The
huge number of variables and parameters required for the computation of rj makes the
tasks very complex. Using a detailed mechanism in the frame of numerical combustion
leads to the resolution of a balance equation for each species included. Consequently it
aggravates the tasks for the CFD.
In order to use numerical simulation of practical combustion processes, simplified
models for the chemical kinetics i.e. the one step reaction mechanism, equilibrium model
[200], Flamelet model [150] or ILDM [128] are proposed and discussed briefly at the end
of this chapter.
2.4.2 Modes of combustion
The combustion research classifies combustion mainly into diffusion flames, premixed
flames and partially premixed flames. The brief description of each flames is provided in
the following subsections.
2.4.2.1 Non-premixed combustion
Diffusion flames also known as non-premixed combustion represent a specific class
of combustion problems where fuel and oxidizer are not mixed before they enter the
combustion domain. The mixing phenomenon brings both fuel and oxidant reactants
into the reaction zone where thin layers of burnable mixtures at different equivalence
ratios are formed and combustion takes place. Thus, mixing plays a vital role in defining
combustion process. Combustion occurs in the mixing layer which is very small compared
to that of a combustion system. This brings difficulties in controlling combustion and
beyond this core mixing region mixture is either too rich (fuel side) or too lean (oxidizer
side) for chemical reactions to proceed. In contrast to premixed flames, diffusion flames
are not able to propagate against the flow. A definite thickness can not be assigned to
these flames either. From the design and safety point of view, diffusion flames are simpler
because no premixing with a given equivalence ratio is required and the flame may
not start even fuel and oxidant exposes to high temperatures. However, their burning
efficiency is restricted compared with premixed flames because the mixing or rather the
rate of mixing limits the speed at which chemical reactions may proceed. In modern
stationary gas turbines these flames are only employed for the piloting (or stabilization)
of the main flame mostly in start-up regimes. The main disadvantage of pure diffusion
flames is that they are less effective in terms of combustion temperature. The other major
issue with diffusion flames is the formation of thermal NOx. The fuel can be diluted
with nitrogen or exhaust gases (flamless combustion), but the maximal combustion
temperature is always achieved in the region of stoichiometric mixture where the greatest
NOx formation rates take place. Nevertheless, the fundamental understandings as well
as modeling details of diffusion combustion phenomena are very important in context
of partially premixed flames that actually appear in stationary gas turbine combustors.
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Figure 2.7: Schematic representation of n-Hepetane premixed combustion for both species mass frac-
tions and temperature, simulated with Cantera [32]
Besides the more complex methods like the flamelet [128], the simplest approach for the
modeling of diffusion flames is the well-known mixture fraction [163, 214, 217] description.
The transport equation of mixture fraction equation does not have reaction source term.
All scalars such as temperature, species concentrations, and density are related to this
variable by pre-defined relations. Bilger [17] and Klimenko [109] proposed a conditional
moment closure (CMC) concept for non-premixed turbulent combustion. They observed
that most fluctuations of the reactive 22 scalars can be associated with the fluctuation of
the mixture fraction.
2.4.2.2 Premixed combustion
In a premixed combustion configuration both fuel and oxidized are mixed at molecu-
lar level prior to entering combustion zone. A schematic representation of an idealized
one-dimensional flame is shown in Fig. 2.7 This is following idealized representation is
introduced by Zeldovich and Frank-Kamenetsky (ZFK) (see e.g. [70]) in their asymptotic
analysis. One can see the development of the gas temperature T along the only considered
axis z from minimal value T0 (reactants) to maximal value Tmax (products) and, conse-
quently, the one-dimensional flame structure. Actually the flame front, if it is considered
as an interval where significant temperature changes occur, consists of two main zones:
• Preheating zone where the diffusion of heat and mass proceeds very intensively while
chemical reactions are not yet running
• Reaction zone where, in contrast to the preheating zone, chemical reaction rates
rapidly grow up first and then go down so that chemistry dominates against diffusion
Behind the reaction zone a post flame region (or oxidation zone) is located where no
significant heat is released and only some slow (in terms of kinetics) reactions occur at
the high temperature achieved in the reaction zone. The fundamental issues of Zeldovich-
Frank- Kamenetsky-von-Karman (ZFK) asymptotic theory is as follows:
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• The reaction zone is located in the high temperature part of the flame and has a
temperature nearly equal to Tmax
• The thickness of the reaction zone is approximately one order of magnitude smaller
than the thickness of the flame front
• The flame front propagates in the reactants’ direction with velocity(−→s ), which is
proportional to the square root of from the product of the reaction rate following
Eq. 2.53 at adiabatic flame temperature and thermal diffusivity as given by Eq.
2.55.
|−→s |2 ∼ λ
ρCp
e(
E
RTmax
) (2.55)
this gives, consequently, the nature of the flame propagation coupled with the ki-
netics of the heat release and with heat conduction from the hot to the cold gas
layers
• The maximal combustion temperature Tmax is equal to the adiabatic temperature of
the chemical reaction that, in turn, can be determined independently on the flame
propagation theory from thermodynamic equilibrium.
In spite of lots of simplification and assumptions introduced in ZFK asymptotical
thermal propagation theory, it helps to understand the fundamental mechanism. Namely
that the flame propagation is caused by diffusive processes and the gradients, necessary
for diffusion, are sustained by the chemical reaction. This fact is common for all
premixed flames independently on the flow regime: laminar or turbulent. First, it is
the laminar burning velocity (called by some authors the laminar flame speed) which
is defined as a flow velocity necessary to keep a laminar premixed flame in the steady
state (no propagation in reactants’ direction). It is also directed normal to the flame
front from products (burnt) to reactants (unburnt). The laminar burning velocity can
be determined analytically under certain assumptions (ZFK theory [70], Williams [225]
etc.). However, these assumptions lead to quantitatively poor results especially for rich
flames. More accurate results may be obtained either from one-dimensional computations
using detailed chemistry or from experiments. Actually the laminar burning velocity for
a given fuel is only a function of the fuel/oxidizer ratio (equivalence ratio θ ), pressure
and the initial temperature of reactants. The laminar burning velocity decreases with
increasing pressure and it increases with increasing temperature of the fresh gases.
In premixed combustion the fuel consumption and products formation take place in the
thin reaction zone, but for the pollutant formation, both the reaction zone and the post
flame region are important. Due to the fact that the post flame region is significantly
larger than the reaction zone and consequently the residence time, which is much longer,
the importance of this region for the ”slowly” formed species (e.g. NOx) is even greater
than that of the reaction zone.
2.4.2.3 Partially premixed combustion
The non-premixed and premixed regimes of combustion discussed in the previous sections
are actually separated in terms of mixing. However, in technical applications, that
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also include stationary gas turbines, there are very few situations when one of these
combustion regimes appears in its pure form. More often a combination of non-premixed
and premixed combustion modes takes place featuring the so-called partially premixed
combustion phenomenon. The definition of partially premixed combustion given by
Peters in [151] is as follows ”If the fuel and oxidizer enter separately, but partially mix
by turbulence before combustion, the turbulent flame propagates through a stratified
mixture. Such a mode of combustion has traditionally been called partially premixed
combustion”.
In partially premixed flames the equivalence ratio θ of the fresh gas mixture directly
in vicinity of the flame front is still located within the flammability limits but can-
not be a priori specified like in perfectly premixed flames because of the additional
mixing processes (not mandatory turbulent) appearing before combustion proceeds.
Therefore, the equivalence ratio θ changes. These changes directly influence the
flame propagation process. If the equivalence ratio varies only within the lean region
(z < zst), the complete fuel consumption occurs in the flame front. But if the mixture
includes rich values of θ then the premixed flame is accompanied by an additional
diffusion flame in the post flame region where the remaining fuel oxidizes. This type of
flame is called triple flame. An example of a triple flame may be a lifted jet diffusion flame.
Depending on the nozzle exit velocity, the diffusion flame structure may disappear, i.e.
at a sufficiently low nozzle exit velocity value a diffusion flame is attached to the nozzle.
But increasing the exit velocity leads to stretching and finally disruption of the flame.
Consequently, the flame lifts, the reactants mix above the nozzle without reaction to
proceed, and a premixed flame stabilizes downstream within the jet. The stabilization
appears at those points where the equilibrium between the flow velocity and the burning
velocity (that depends on the local mixture) is achieved. In the region with rich (lean)
mixture a rich premixed flame is stabilized. The fuel which is not consumed in the
rich premixed flame diffuses across the flame into the post flame region and oxidizes
building an additional diffusion flame along the stoichiometric mixture surfaces (zst = z).
Thus, three flame zones can be distinguished at one spatial location: lean premixed, rich
premixed and diffusion flame. The location of the flame stabilization depends on the
nozzle exit velocity and is characterized by the lift-off height. The lift-off height increases
with increasing jet exit velocity but it cannot exceed a critical value at which the flame
is completely blown out.
In real gas turbine combustors the situation is even more complicated. The flow is
more complex, featuring different recirculation zones and gradients in different directions.
The fuel is usually injected into a compact mixing chamber where it is mixed with the
oxidizer. It is very important to accurately predict the mixing and flame stabilization
processes for the construction of the burner. Partially premixed flames represent a very
challenging example of highly complicated phenomena where fluid dynamics, mixing and
combustion interact strongly influencing each other. Therefore, the importance of their
understanding and possible prediction cannot be emphasized enough.
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Figure 2.8: A schematic drawing of an idealized steady premixed flame in a duct
2.4.3 Combustion regimes
Similar to turbulent flows, combustion involves various lengths, velocity and time scales
describing turbulence and chemical reactions. These scales are crucial in development of
turbulent combustion models and applications. The relevant turbulent time and length
scales are presented, followed by an overview of the relevant chemical time and length
scales for laminar premixed combustion. When these characteristic chemical time and
length scales are compared to those of the turbulent flow in a regime diagram, different
regimes of premixed turbulent combustion can be identified. Combustion takes place,
in most combustion engines, within a turbulent flow field. The turbulence enhances
combustion process and thereby it increases the reactants consumption rate and hence
heat releasing rate, which are much larger than those of laminar combustion. This
is advantageous as it allows for smaller combustions systems. In turbulent premixed
combustion, the fresh premixed mixture enters into the mean turbulent flame zone in a
direction normal to the mean front at a speed much higher than the laminar flame speed
(SL). This speed is defined as turbulent flame (burning) speed ST . Fig. 2.8 shows an
idealized steady premixed flame in a duct.
The definition of a turbulent burning velocity was introduced by Damko¨hler, who also
introduced the concept of an instantaneous wrinkled turbulent flame surface, which for
constant turbulence and combustion properties should have reached statistically a steady
state. w˙T equated the mass flux m˙ of unburnt gas with the laminar burning velocity SL
through the turbulent flame surface area AT to the mass flux through the cross sectional
area AL with the turbulent burning velocity ST Fig. 2.8. Damko¨hler specified two different
regimes of turbulent premixed combustion [163, 214, 151]: the small-intensity, large scale
turbulence and the high intensity, small scale turbulence. For small-intensity, large scale
turbulence, Damko¨hler proposed that
ST
SL
=
AT
AL
(2.56)
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Figure 2.9: Premixed combustion regime diagram [151]
Damkohler also extended this by proposing the area ratio on the R.H.S. of Eq. 2.56
follow
AT
AL
∝ 1 +
(
u′
SL
)
(2.57)
Thus turbulent flame speed can be expressed as
ST ∼ SL + u′ (2.58)
For high-intensity, small scale turbulence, assuming that turbulence only modifies the
transport between the reaction zone and the unburnt zone with an enhanced equivalent
diffusivity to replace the molecular kinematic viscosity. From the scaling relation for the
laminar flame speed and turbulent flame speed are:
ST ∼
(
ν
tF
)(1/2)
(2.59)
ST ∼
(
νt
tF
)(1/2)
(2.60)
where ν, νt and tF are the molecular, turbulent kinematic viscosity and chemical time
scale, respectively. From Eq. 2.59 and 2.60, a relation between ST and ST is obtained as
ST
SL
∼
(νt
ν
)(1/2)
(2.61)
In literature different combustion regimes were identified which are based on both tur-
bulent and chemical time scales. Peters [151, 20] identified the small-intensity, large scale
and the high-intensity, small scale turbulence, with the corrugated flamelets regime and
thin reaction zone regime (see Fig. 2.9), respectively. For small-intensity turbulence, the
Kolmogorov scale is larger than the flame thickness, and the interaction between the flame
front and the turbulence field is purely kinematic, i.e. turbulence can wrinkle the flame
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but cannot disturb its local structure. For high-intensity turbulence, the Kolmogorov
eddy scale is smaller than the preheat zone; hence, it can enter into the preheat zone, and
enhances the transport of radicals and heat between the reaction zone and the unburnt
gas. A large number of experiments for measuring the turbulent flame speed have been
conducted with different combustion configurations, such as the Bunsen flame, counter-
flow flame, swirling flame and so on. Review articles on the turbulent flame speed are
available in the literature, e.g. [23]. It is found that, at low turbulence intensity, the tur-
bulent flame speed increases almost linearly with the turbulence level. If the turbulence
levels are higher than some critical value, the turbulent flame speed, however, only in-
creases slightly, and even quenching of the combustion may happen. This effect is known
as turbulent flame speed bending in combustion literature [23]. In order to distinguish
the influence of different turbulence levels on the turbulent combustion, it is useful to
classify the turbulent combustion into different regimes. To do this, a few dimensionless
parameters are first introduced. To simplify the analysis, equal diffusivity for all reactive
scalars are assumed. The flame thickness (lF ) and chemical reaction time scale (lF ) are
defined as follows:
tF =
lF
SL
=
D
S2L
where lF =
D
SL
(2.62)
where D is mass diffusivity. Then, the turbulent Reynolds number Ret is expressed in
terms of the turbulent fluctuation u′ and turbulent integral length scale LI(= lx) as
Ret =
u′LI
SLlF
(2.63)
The Damko¨hler number Da which is the ratios of turbulent integral time scale τI to
the reaction time scale tf is defined as:
Da =
τI
tf
=
LI
u′
SL
lF
(2.64)
The Karlovitz number is the ratio between the reaction time scale and Kolmogorov
scale is defined as (see also Eq. 2.29):
Ka =
tf
τk
=
u′(LK)
LK
lF
SL
=
√
ε
ν
SL
lF
(2.65)
From Eq. 2.63, 2.64 and Eq. 2.65, the turbulent Reynolds number can be correlated
as:
Ret = Da
2Ka2 (2.66)
The turbulent premixed combustion regime is plotted in Fig. 2.9. The area below
Ret = 1 line corresponds to the laminar flame regime. Below the u
′ = SL line is the
wrinkled flamelet regime where the velocity of the largest eddy is less than the laminar
flame speed. The regime bounded by Ka = 1 and u′ = SL lines is called the corrugated
flamelet regime and the flame thickness lF is thinner than the Kolmogorov length scale
(LK). The turbulence eddies can only wrinkle but cannot penetrate into the flame front.
The region between Kaδ = 1 (Ka = 100) and Ka = 1 corresponds to thin reaction zone;
in this region LK is equal to the inner layer thickness. In this region the Kolmogorov
eddies can enter into the preheat zone but cannot penetrate into the reaction zone. Thus,
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Figure 2.10: Premixed combustion regime in the LES context, while non-dimensional filter width is
represented in terms of the Karlovitz number.[161, 58]
it is called thickened-wrinkled regime. The region above the line Ka = 100, lies the
broken reaction zone, in which both the preheat zone and inner layer are disturbed by
the turbulent eddies, where the thin flame assumption is no longer valid. This diagram is
extended for LES by Pitsch et al. [161] and by Du¨sing et. al [58] and theses are formulated
in terms of quantities and plotted for (∆/lF to Ka) at the filter level(∆) in Fig. 2.10.
2.4.4 Reduction methods for combustion chemistry
Theoretically the combustion of natural gas involves many reactions and species. The
popular detailed mechanism GRI-Mech 3.0 by [188] contain as many as 53 species with 325
elementary reactions. The species number and reaction steps increase rapidly with com-
plicated chemical environments such as higher hydrocarbons/ignition/multiphase/soot.
It requires very huge computational resources to work with these reaction mechanisms
involving a few hundreds of species and reaction steps. This is inevitable because it needs
to solve transport equations for all involved species. In addition, due to the wide range of
chemical time scales (fast reactions take place within 10−8 seconds, whereas slow reactions
can last up to 1 second) the resulting set of PDEs are extremely stiff and therefore
difficult to solve. The applications of detailed mechanisms of these large mechanisms are
mostly limited to zero and one dimensional cases and while three dimensional application
cases are very rare. The reaction mechanisms comparatively with less number of reaction
steps can be used to perform direct numerical simulation of turbulent combustion and
considerable effort has been put into the development of numerical methods for solving
such systems [110, 15, 137, 227, 50]. Presently, the availability of the large, fast and
affordable computational resources allows the application of these methods for only to
the selected academic problems. It is not an option for real time applications in the
next 10 years in the LES framework also. As a result, there is a definite requirement for
reduction techniques, which help to retain all the relevant information about important
species and rate determining processes by reducing unnecessary information.
35
Chapter 2 Theory and Modeling
In the literature many works are available on reduction methods for chemistry. The
classical approach for reducing the chemical reaction mechanism by reducing to a single
step reaction between fuel and oxidizer forming the products; was proposed by Zeldovich
and Frank-Kamentzki [231]. The necessary Arrhenius law reactions rates for reactions
involved in these reaction mechanisms are fitted with the experimental data/detailed
simulations to avoid the complexity to derive from the elementary kinetic data [221].
This limits the insight provided by these one step mechanisms to only the overall
analysis, by ignoring many crucial physical phenomenon that takes place during the
combustion. Therefore, more sophisticated reduction techniques incorporate additional
chemical kinetic details. The very small time scales of combustion chemistry allow
decoupling combustion chemistry from other processes with larger time scales. The
most of the reduction strategies are based on this assumption. This can be achieved
systematically via steady-state or partial-equilibrium [150, 151]. The reduction strategies
cannot be achieved by following universal principle. Thus they cannot be automated.
One need to understand chemical kinetics involved in detail to reduce them typically
below 10 reaction steps, thus reduced mechanisms are specific to the selected applications.
The reduction mechanisms in recent times are becoming very popular industrially.
But as the stringent emission norms demand the capturing and retaining of in detail
thermo-chemical information new methods were evolving. Maas and Pope [129] proposed
Intrinsic Low-Dimensional Manifolds (ILDM) considering combustion as a movement
along a trajectory through composition space. These trajectories are rapidly evolved to
form low-dimensional manifolds starting from different initial conditions taking advantage
of different time scales present in the combustion process. The slowest time scales govern
the movement and thereby it reaches the chemical equilibrium. The manifold can be
identified automatically by an Eigen value analysis of the Jacobean of the detailed
mechanism. This results in the possibility of tabulation of chemical system as a function
of a few reaction progress variables (RPV) across the manifold. Typically, a progress
variable a combination of two species mass fractions, namely the mass fractions of CO2
and H2O are used. Although in principle linear combination of any available species
mass fractions could be chosen. ILDM based reduced mechanisms have been applied
successfully in the past to the computation of turbulent flames [132]. Following ILDM,
the concept that a multi-dimensional flame can be represented by a set of one-dimensional
flamelets, Giquel et al. [76] and independently van Oijen and de Goey [142, 36, 203]
proposed to construct Flamelet-Generated Manifolds (FGM) by tabulating the chemical
state from a series of one-dimensional flame simulations using a detailed mechanism at
different conditions. In the simplest case, a single-progress variable can give all necessary
thermo-chemical properties of the combustion system. The FGM approach also gives the
advantage of retaining the effects from flow and turbulence.
2.4.5 Turbulent chemistry interactions
The combustion takes place in turbulent flow environment; which is challenging to
understand and model it satisfactorily. The flames undergo rapid changes of many
orders (e.g. number of reactions) at sub grid level (within a single CV), whereas in the
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LES context the turbulent premixed flames completely changes from un-burnt to burnt
within a single CV. To capture all chemical behaviors exactly, CV should be smaller
than the molecular size of smallest molecule/radical which exist in the process. In CFD
simulations of turbulent combustion, it is very apparent the mixing of different of species,
radicals is influenced and controlled by turbulence of the flow. It is challenging to model
the mixing of these anisotropic radicals, though some works in that direction are available
in the literature [240, 238]. In the context of CFD combustion modeling, the mixing in
the case of diffusion flames, fluctuations in the mixture fraction and equivalence ratio
can be observed. Note that, in the premixed combustion configurations, the diffusion
flame reactions also takes place in the shear layer between main jet and co-flow. Eq.
2.50, 2.52 and 2.53 are used to determine through kinetic theory the species source
terms, density, viscosity etc. Filtered source terms cannot be assessed using the fil-
tered concentrations and temperature, as the strong non-linearity of these functions exists.
w˙α ̸= w˙α
(
T , Y∝
)
α = k (2.67)
where T , Y and ∝ denotes respectively the temperature, concentration and the species.
It is very difficult to expand the reaction rate into a Taylor-series based on the fluctuations
of temperature and concentrations of the species. Therefore it is not viable a solution for
the combustion driven systems. In recent time many works [208, 151] are focused to
overcome this issue, initially with a special focus on the diffusion flames. The concepts of
turbulent flame chemistry can be categorized into mainly three types:
1. Chemical time scales are much faster than the time scales of the turbulent flow
Da >> 1 (see Eq. 2.64).
2. Physical view of the flame in geometrical perception [92, 17]
3. Local statistical analysis of the reactive flow [165, 134]
In the first category, mixing at the small scales takes place then followed by the rate
determining step. Thus, the chemical source term can be parametrized by the turbulent
mixing. The eddy-breakup and eddy-dissipation models were developed following this
assumption which is more relevant to the premixed and partially premixed flames.
Classical examples of this type of approach are the eddy-breakup and eddy-dissipation
models which simply take the turbulent time scale as the relevant rate. These models
are, however, not relevant for the diffusion flames.
The second category is a physical feature in the place of a geometrical view, called
flamelet model. The flamelet models in general define the changes of physical quantities
in the normal direction to the flame surface and flamelets are 1-dimensional laminar
flames. In diffusion flames, the flame-normal coordinate is the mixture fraction ξ and
turbulence is taken into account only through the probability density function (PDF)
of ξ. The most familiar approach to model this PDF is from a number of its statistical
moments, for example a β−PDF parameterized by the mean and fluctuation of mixture
fraction [92]. The conditional moment closure (CMC) [17], also belongs to the models
based on a physical features of the flame. Instead of using conventional averaging, all
quantities are conditioned on a particular value of mixture fraction, e.g. ξ = ξst. In order
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to obtain reasonable accuracy, several equations must be solved to account for different
values of the conditioning variable and the method is therefore quite expensive.
The third category to address turbulent chemistry interaction is based on local statis-
tical analysis of the reactive flow. Once details of the joint PDF P (T, Yα) is available,
the filtered source term can be computed without any additional closure assumptions.
The most well-known example is the transported PDF [165], which is based on solving
an equation for the 1-point joint PDF of velocity and the reactive scalars. These are
computationally very expensive due to their high-dimensionality. In addition, while the
convective term appears also in a closed form in these equations, the diffusion here is
described by a micromixing model. In theory, the PDF method can predict kinetic effects
correctly, but the results are sensitive to the micromixing model used. A further method
of this type is the linear eddy model (LEM) [134], which solves the unresolved mixing in
a 1-dimensional sub domain making some assumptions about the influence of turbulent
structures on the mixing process. This method is reasonably universal, but requires
additional computational cost due to increased number of equations that need to be solved.
2.5 Non-adiabatic combustion
Non-adiabatic combustion is described when a flame reaction zone losses heat to the
surroundings. This means the temperature achieved by the combustion cannot sustain
anymore. The combustion phenomenon involving hundreds of species, thousands of
reactions steps, flow, turbulence and mixing is highly influenced by the initial, final and
intermediate temperatures in the reaction zone. Therefore, the study of this phenomenon
is challenging.
In most of the practical applications combustion takes place in a closed vessel or at
least flame experience the walls during the combustion process. The walls are challenging
for modeling in CFD; because the velocity gradients are very steep and the modeling
physics accurately is a very expensive task. In addition when flame comes into contact
to the wall, the modeling becomes more challenging and difficult task. All combustion
processes detailed in previous sections could experience walls in real applications. The
walls are exposed from one side to the ambient temperatures or cool devises leading
to lower temperatures on the flame side. This leads to very high steep gradients of
the flame near the wall in case of the flame is in the vicinity. It is assumed that
within 1 mm thickness temperature drops from adiabatic flame temperature to the wall
temperature [163]. The flame behavior (combustion process) also depends on the local
temperatures together with concentrations, degree of the mixing following Eq. 2.52,
2.53 and 2.54. The practical and most of academic applications avoid solving detailed
chemical mechanism. Furthermore, it is difficult for modeling this complex combustion
phenomena using classical combustion models. It is worth mentioning that the wall in
combustion chamber could play an important role in a catalytic combustion for producing
combustion stabilities, but this is not considered in this work. In this section an overview
of flame wall interaction is presented.
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Figure 2.11: A schematic represenation flame wall interaction phenomenon [163]
2.5.1 Fundamentals of Flame wall interaction
The interaction of flame, wall and turbulence is a common phenomenon as detailed in
section 1.1.2 and it can be represented as in Fig. 2.11. All these three aspects influence
each other by:
• Wall could quench the flame and could modify the turbulence
• Flame modifies the turbulence and heats the wall
• Turbulence enhance both heat transfer the combustion phenomenon
These phenomenon is attributed to the formation of unburnt hydrocarbons (HC),
flame quenching and the damages to the combustion walls [4], the major HC pollutant
formation from crevice combustion [97] is also a part of FWI, which is not considered
here. The two major highly technical combustion systems gas turbines and internal
combustion engines (IC) are different in FWI prospects. In gas turbine mainly hot gases
are interacting with the walls, whereas in IC engines part of the liquid fuel spay injected
on the walls and piston need to be burnt. The combustion of fuel on the flame induces
very high heat flux and flame also can quench leaving unburnt HC on the walls.
The CFD modeling of interactive, complex physics of FWI is necessary to design
many combustion systems and it is challenging. The FWI modeling performed by
flamelet turbulent combustion model and κ&ϵ for flow was discussed by Poinsot and
et al. [163]. The flame wall interaction basically classified into three categories for a
premixed combustion namely Head-on quenching (HOQ), Side-wall quenching (SWQ)
and Tube quenching [163]. Please note that mine-lamp is based on the principle of flame
quenching by walls, i.e. Tube quenching. The concept of flame wall interaction is not
very well developed though in literature few works can be found with RANS and DNS
models [164, 7, 26]. The modeling of combustion for FWI with LES is presented in
chapters 3 and 5.
39
Chapter 3
LES of flow, mixing, combustion
with and without heat loss
In this work Large Eddy Simulation (LES) is applied throughout the work, together
with advanced SGS mixing models, ATF combustion models, Scale similarity reaction
models and heat transfer models, where ever it is necessary. The details of these models
are provided. The details of chemistry modeling and reaction models are discussed in
tabulated chemistry chapter separately.
3.1 Filtering of variables for LES
The concept of classical LES formulation is that the large scales are spatially and
temporally resolved by the numerical discretization while the small scales which cannot
be resolved on the grid are described by a subgrid scales (SGS) model. Therefore,
LES constitutes an approach on intermediate level between DNS and RANS. The small
unresolved scales are usually referred to as the SGS while the resolved ones are named
as the grid scales. The separation of large from small scales is attained by means of the
spatial low pass filtering which is expressed by convolution of the equations with a filter
function G, here for an arbitrary variable Φ(x, t) [121].
Φ (x, t) =
∫ ∞
−∞
G (r) Φ (x− r, t) dr (3.1)
This type of an integral is called a convolution. G(r) is a filter function that satisfies
the normalized condition:
Φ (x, t) =
∫ ∞
−∞
G (r) dr = 1 (3.2)
The filter function has a typical filter width ∆ which is chosen such that the separation
is carried out within the inertial sub range of energy spectrum. The most commonly used
filter functions are:
• The sharp Fourier cutoff filter (see e.g. [121, 166, 48]) defined in wave space as:
G(κ) =
{
1 if κ < π/2
0 otherwise
(3.3)
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• The Gaussian filter:
G(r) =
√
6
π∆2
e
(
− 6r2
∆2
)
(3.4)
• The box filter or top-hat filter:
G(r) =
{
1/∆ if |r| < ∆/2
0 otherwise
(3.5)
Since a finite-volume structured code was used for this work, the box filter is also
appropriate and used here. With a finite volume discretization, filter G doesn’t appear
explicitly at all. The way the implicit filter works is to discard any scale smaller than grid
size. The decomposed variable by filtering can be written as:
Φ(x, t) = Φ¯(x, t) + Φ′(x, t) (3.6)
The difference between filtered quantity Φ¯(x, t) and original variable (not filtered,
Φ(x, t)) is the fine structure Φ′(x, t), which contributes to SGS terms in LES transport
equations.
Favre filtering The major difference of combustion from isothermal flow is that density
varies by a factor of seven to ten between unburnt and burnt gases. In a turbulent flow,
the density is therefore a fluctuating quantity and when filtering the governing equations
according to Eq. 3.1, the density has to be decomposed into a filtered mean and a residual,
ρ = ρ¯+ ρ′. Since in the equations density is multiplied with the transported quantity, the
filtering variable brings new unknown correlations as:
ρΦ = (ρ¯+ ρ′) +
(
Φ¯ + Φ′
)
= ρΦ + ρ¯Φ′ + ρ′Φ + ρ′Φ′ (3.7)
The unknown density correlations from Eq. 3.7 need to be correlated, which brings
additional complexities into LES combustion modeling. This difficulty is avoided by
using Favre or density-weighted filtering similar to Favre averaging known from the RANS
context [62]. A density-weighted quantity is given by
Φ˜ =
ρΦ
ρ
⇒ ρΦ˜ = ρΦ (3.8)
This density based averaging formulation allows defining the filtered equations basically
to keep the same structure as in the case of constant density. It is common practice to
model the combustion with the Favre-filtered correlations in exactly the same manner as
for the case of flows with constant density.
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3.2 Modeling technique
In the present work, a classical approach for LES is used according to [241]. To separate
the large from small-scale structures in LES, filtering operations are applied to the
governing equations as described in last section, which are the momentum equation
(3.10) along with the continuity equation (3.9) used to describe the motion of low Mach
number Newtonian fluids. In addition, the change of mixture fraction, ξ, caused by
the turbulent convection and diffusion of a passive (or conserved) scalar is given by the
transport equation (3.11).
∂ρ¯
∂t
+
∂ρ¯u˜i
∂xi
= 0 (3.9)
∂ρ¯u˜i
∂t
+
∂ρ¯u˜iu˜j
∂xj
=
∂
∂xj
[
ρ¯ν˜
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 2
3
ρ¯ν˜
∂u˜k
∂xk
δij − ρ¯τ sgsij
]
− ∂p¯
∂xi
(3.10)
∂ρ¯ξ˜
∂t
+
∂ρ¯u˜iξ˜
∂xi
=
∂
∂xi
(
ρ¯D˜ξ
∂ρ¯ξ˜
∂xi
)
−
∂ρ¯Jsgsi
(
ξ˜
)
∂xi
(3.11)
In equations (3.9)-(3.11) the quantity ui (i=1, 2, 3) denotes the velocity components
in xi direction, ρ the density, p the hydrostatic pressure and δij the Kronecker delta.
The quantity ν is the molecular viscosity and Dξ the molecular diffusivity coefficient.
Quantities denoted as (•) and (˜•) are filtered and Favre-filtered quantities, respectively.
To take into account chemical kinetic effects, the introduction of variables to track the
reaction progress is useful. This is achieved by incorporating into the CFD, besides
the mixture fraction equation already available, an additional transport equation for the
reaction progress variable (RPV):
∂ρ¯Y˜α
∂t
+
∂ρ¯u˜iY˜α
∂xi
=
∂
∂xi
(
ρ¯D˜Yα
∂ρ¯Y˜α
∂xi
)
− ∂ρ¯J
sgs
i
∂xi
+ ˜˙wα (α = 1, 2, ..) (3.12)
where Y˜α is the filtered concentration of the reaction progress variable α. The quan-
tity DYα denotes the molecular diffusivity coefficient. For the combustion process under
investigation only one RPV has been defined (α = 1) as:
Y ≡ YRPV = YCO2
MCO2
(3.13)
where M denoted the molar mass of the species. The equations (3.9)-(3.12) govern the
evolution of the large, energy-carrying scales of flow and mixing field. In flow and scalar
field, the effect of the small scales appears through the SGS stress tensor and the SGS
scalar flux vector,
Jsgsi = u˜iz − u˜iz˜; z ≡ (Y, ξ) (3.14)
τ sgsij = u˜iuj − u˜iu˜j (3.15)
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respectively. The last term in equation (3.12) is the filtered chemical reaction rate that
together with the quantities (3.14) and (3.15), must be modeled in order to obtain a
closed system of equations (3.9)-(3.12).
The subgrid kinetic energy kSGS is defined as kSGS = (u˜iui − u˜iu˜i)/2. For solving
passive scalar, it is necessary to introduce, analogously to kSGS, the subgrid scalar energy
also referred as the SGS scalar variance [198]. It is defined as:
fz = z˜z − z˜z˜ (3.16)
The scalar variance is in turn governed by the transport equation
∂fz
∂t
+
∂u˜ifz
∂xi
=
∂
∂xi
(
D
∂fz
∂xi
)
− ∂
∂xi
(
u˜iz2 − u˜iz˜2
)
− 2D
˜( ∂z
∂xi
∂z
∂xi
)
+ 2D
∂z˜
∂xi
∂z˜
∂xi
+
2
∂
∂xi
(
z˜Jsgsi,z
)− 2Jsgsi,z ∂z˜∂xi (3.17)
The four unclosed terms on R.H.S represent turbulent convection of scalar (term 2 in
R.H.S), SGS dissipation of scalar (term 3), large scale diffusion (term 5) and production
of large scales (term 6). Terms 5 and 6 can be closed by using SGS scalar flux models.
Term 2 can be closed by using a series expansion or an appropriate model. The SGS
scalar dissipation (term 3) defined as:
χ˜ ≡ 2D ∂˜z
∂xi
∂z
∂xi
(3.18)
which requires an additional model. The SGS scalar dissipation modeling is not an
issue in this work. It will be nevertheless needed for determination of the scalar mixing
as introduced earlier in this chapter. The section below therefore will only focus on SGS
models both in the velocity and scalar field.
3.3 Modeling sub-grid scales of the flow
The filtered momentum Eq. 3.10 has unknown term τ sgsij called SGS stresses, which
represents unresolved scales by Eq. 3.15 is decomposed following [156] as:
τ sgsij = u˜iuj − u˜iu˜j = Lij + Cij +Rij (3.19)
and
Lij = ˜˜uiu˜j − u˜iu˜j, Cij = ˜˜uiu′j − u˜′iu˜j, Rij = u˜′iu′j (3.20)
where
• Lijis the Leonard stress : This term represents the subsgrid scales results from the
interaction of resolved scales and these can be computed explicitly
• Cij is the cross term: This contribution is from the interaction between the resolved
and sub grid scales. The sub grid scales are unknown quantities here, hence modeling
of this term is required
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• Rij is the SGS Reynolds stress: SGS Reynolds stresses represent interactions be-
tween unresolved scales. So, this also needs to be modeled.
For developing SGS models, some direction has been available in the literature from
classical modeling of the Reynolds stresses. In the following classical SGS stress models
will be outlined, which assume that the influence of the small structures can be described
as a function of the large scale quantities. The simplest class of models consists of the
linear models, which are based on the eddy viscosity approach. A very common model
is the one developed by Smagorinsky [187]. It is one of the simple models available and
applied successfully for wide range of applications by provided good numerical properties;
however, it has a tendency to dissipate high amounts of turbulent kinetic energy. Another
popular model is the Bardina model [11]. This scale similarity based model yields
accurate SGS stresses. However Bardina’s model does not dissipate sufficient turbulent
kinetic energy, so simulation tends to be unstable. To overcome this problem, the model
has often been combined with the Smagorinsky model, which leads to mixed model.
All models mentioned here are scaled by a model parameter. However, the ideal values
of this parameter depend on the configuration and on the location in the flow. A recent
development is that of the dynamic procedure originating from M. Germano [74] and Lilly
[123], which can be used to automatically determine e.g. the Smagorinsky suited model
parameter. The resulting approach is often referred as Germano model (or dynamic
procedure). A further class of models comprises the nonlinear models. Advanced and
complex algebraic stress models have been proposed by C. Speziale [193] and B. Kosovic
[112] are available in literature, but not studied in this work. Menon et al. [135] proposed
to solve an additional transport equation for determining turbulent kinetic energy kSGS.
3.3.1 Eddy viscosity model
In eddy viscosity approach, it is assumed that small scale turbulence affects the flow field
as the molecular viscosity. Therefore, the SGS term τSGSij may be modeled by adding
a turbulent viscosity νt to the molecular viscosity ν, resulting in an effective viscosity
νef = ν + νt. The ν is replaced by νt in Eq. 2.4 to find the SGS stress tensor τ
SGS
ij in the
filtered Navier-Stokes Eq. 3.10 corresponds to applying the following model
τSGSij = ρνt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 2
3
ρνt
∂u˜k
∂xk
δij (3.21)
where the tensor τSGSij has been decomposed into a deviatoric part and a isotropic part.
FASTEST-3D CFD code [218, 241] used here is based on a pressure correction scheme
[147, 63] to determine the value of the pressure so that the equation of continuity is
satisfied. This pressure correction is able to compute the sum of the pressure and the
trace-term of the stress-tensor. Therefore, the pressure-parameter P is introduced as [85]:
P = p− 1
3
ρτSGSkk (3.22)
Adding trace term from Eq. 3.22 in Eq. 3.21, one gets the following deviatoric τSGSij
∗
as follows:
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τSGSij
∗
= τSGSij −
1
3
ρτSGSkk = ρνt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 2
3
ρνt
∂u˜k
∂xk
δij (3.23)
The final favre averaged momentum equation for solving in LES is obtained by sub-
stituting equation 3.23 in Eq. 3.10. The the following sub sections formulation of the
models required for νt are discussed.
3.3.1.1 Smagorinsky model
The solving of farvre filtered momentum Eq. 3.10 including τSGSij as described in Eq.
3.23 requires an approximation for the turbulent viscosity νt. One of the first and most
successful approximations by Smagorinsky [187] is as follows:
νt = (Cs∆)
2 |S˜| with |S˜| =
(
2S˜ijS˜ij
) 1
2
(3.24)
where ∆ is the filter width and Cs is model coefficient. The Smagorinsky model gives
relation between the eddy viscosity and the large-scale strain-rate tensor as
S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
(3.25)
The Smagorinsky model uses a typical length scale Cs∆ and a typical time scale (de-
termined by the contraction of the deformation velocity tensor) to compute the turbulent
viscosity. The Smagorinsky parameter Cs contained therein can vary between 0.065 and
0.2 and it primarily depends on the type of flow as well as on the filter width. Since the
parameter enters the model quadratically, the model expression can vary by one order
of magnitude depending on the choice of Cs. Still, with a proper choice of Cs reason-
able results can be obtained for simple flows, but when complex flows are considered, the
Smagorinsky model envisage inadequately. The most important drawback of this model
is that it is purely dissipative and therefore is unable to predict the backscatter effects
described earlier. The model is also not able to differentiate between shear connected to
turbulence and shear due to mean gradients in the velocity field. This poses a problem
especially in boundary layers, which always have a laminar sublayer near to the wall. The
turbulent viscosity νt should therefore tend towards zero when approaching the wall. Near
the wall steep velocity gradients are present due to the boundary layer presence, in this
region the Smagorinsky model predicts high levels of turbulence.
3.3.1.2 Dynamic procedure for Smagorinsky model
In Smagorinsky approximation the model coefficient needs to be estimated or chosen prior
to the LES simulation as the constant is not universal. Germano [74] proposed a dynamic
procedure for the calculation of the model coefficient. In dynamic models, the coefficient
of the model is determined from the flow parameters rather than a priori input as in the
standard Smagorinsky model. This is achieved by defining a test filter ∆̂ with a width
larger than the grid filter-width (∼ ∆̂/∆ > 1). This test filter eliminate the smallest
resolved scales and can be used to define a test filter stress
Bij = ̂˜uiuj − ̂˜ui ̂˜uj = Tij − τ̂SGSij (3.26)
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where resolved turbulent stresses Bij (the contribution from the region between test-
filter and grid-filter scale), the SGS stresses τSGSij the subtest stresses (test filter stress)
Tij = ̂˜uiuj − ̂˜ui ̂˜uj, which are obtained by applying the test filter of characteristic width
∆̂, to the filtered Navier-Stokes equation. Consider now an eddy viscosity model to
parameterize both subgrid and subtest filter stresses, of the form (Υij and γij following
Eq. 3.23 and 3.24 with test-filter and grid-filter)
Tij = −2CdΥij with τSGSij = −2Cdγij (3.27)
By substituting Eq. 3.27 into Eq. 3.26, the identity can be satisfied only approximately,
since the stresses are replaced by modeling assumptions, and the system is overdetermined
(five independent equations are available to determine a single coefficient). Lilly [123]
proposed that the error incurred when a single coefficient is used should be minimized in
a least-squares sense. The error is
eij = Bij − Tij + τSGSij = Bij + 2CdMij (3.28)
with Mij = Υij − γ̂ij. The least squares minimization procedure requires
∂⟨eijeij
∂Cd
= 2
〈
eij
∂eij
∂Cd
〉
= 0 (3.29)
where the ⟨⟩ brackets indicate an appropriate ensembled average. This leads to
⟨(Bij + 2CdMij)Mij⟩ (3.30)
and giving
Cd = −1
2
BijMij
MijMij
(3.31)
An eddy viscosity form model adequately approximates the interaction between given
turbulent scales and distinctly smaller scales, in which the main function of the SGS is to
eliminate energy from the grid scale, but it is inadequate for representing the backward
scatter of SGS energy into the grid scale. Another drawback is the alignment of τSGSij
and S˜ij which is not confirmed experimentally [37]. All Smagorinsky based models also
assume the equilibrium between production and dissipation of kinetic energy in small
scales which is difficult to be met in complex configurations. Nevertheless, they appear
to be satisfactorily implemented in a number of engineering flows. To overcome the
shortcomings, related to the alignment assumption in these models, the so called scale
similarity based models, the nonlinear gradient model have been suggested.
3.3.1.3 Scale similarity SGS model
One of other SGS model for the eddy viscosity is the scale-similarity model which is based
on the hypothesis that the smallest grid scale and the largest SGS are similar. Scale-
similarity models employ multiple filtering operations to identify the smallest resolved
scales as:
τSGSij = Css
(̂˜uiuj − ̂˜ui ̂˜uj) (3.32)
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where Css is the model coefficient. This model has been shown to be the most active in
the interaction with the unresolved sub grid scales. These models can provide backscatter
in a numerically stable and physically realistic manner, and predict SGS stresses in
regions that are well correlated with the locations where large Reynolds stress occurs.
There are many modifications of scale similarity model (e.g. [43, 180]). For example,
the mixed models include an eddy-viscosity part as well as a scale-similar contribution in
order to overcome the drawback inherent to the scale similarity model, which is that the
predicted magnitude of the backward scatter contribution is larger than the exact DNS
predicted value [90].
Besides these classical models mentioned above, the new developed models tried to over-
come the local equilibrium assumption. For this end one equation model and anisotropy
model try to model the unclosed term in more physically consistent way. Second order
SGS models have also been proposed, (see Fureby et al. [73], Davidson [48] and Horiuti
[83]). However, because of difficulties of implementation and cost on computation, these
higher order models didn’t gain wide applications for implementation. A recent overview
on SGS stress tensor modeling can be found in [179]. The Smagorinsky-model with dy-
namic procedure according to Germano et al. [74] is applied to determine the subgrid
scale stresses. In order to stabilize the model, the modification proposed by Sagaut [178]
is applied. In addition a clipping approach will reset negative Germano coefficient to
zero to avoid destabilizing values of the model coefficient. It is known that wall-adaptive
SGS models have been proposed recently, like the wall adapting laminar eddy (WALE)
model [199] or the Vreman model with and without dynamic procedure [100, 146, 13].
Some hybrid LES/RANS approaches are also available [199, 72]. Neverthless no special
wall-treatment is included in the subgrid-scale model applied in this work. We rather rely
on the ability of the dynamic procedure to capture the correct asymptotic behavior of the
turbulent flow when approaching the wall as discussed in detail by Wegner [218].
3.4 Modeling of scalar sub-grid scales
In this work the one of the key issues addressed in modeling is of SGS scalar flux with
advanced models. The high Schmidt number flows carry considerable energies to sub
grid scales as shown in Fig. 2.5. The other focus of the work here is the combustion.
Especially premixed combustion flame thickness assumed to be infinitely small, makes
necessary to model the mixing of scalars at sub grid scales for predicting accurate flame
front and tracking it. The SGS scalar flux represented by Eq. 3.14 contributes for the
scalar energy from the small scales (smaller than the filter scale) in the scalar transport
Eqs. 3.11, 3.12 and these small scales are modeled using the details from resolved scales
[85].
3.4.1 Classical eddy difusivity SGS scalar flux model
Many LES simulations in both academic and industrial applications employ a standard
gradient diffusion hypothesis [60], as it is simple to model. In eddy diffusivity models SGS
fluxes are parameterized as proportional to the resolved scalar gradient [187]:
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JSGSi = −Ded
∂z˜
∂xi
= (Cs,z∆)
2 |S˜| (3.33)
where Ded is model coefficient also known as turbulent diffusivity and from Eq. 3.33
and 3.24
Cs = Cs,z/Sct (3.34)
Turbulent diffusivity is defines as ratio of turbulent viscosity νt to the turbulent
Schmidt/Pranftl number as:
Ded =
νt
Sct
(3.35)
In previous sections νt is defined as a fluid property derived from the flow field details.
The turbulent Schmidt number in Eq. 3.35 was mainly treated as a constant in many
works in literature [220, 113, 195, 85, 219]. The turbulent Schmidt number value also
taken in the same order of normal Schmidt number as it is tough to determine or measure.
For example in case for air flow, the experiment has shown that typical values of the
turbulent Schmidt number should be Sct ∼ 0.5 − 0.7 and most accepted value is 0.7,
while for the water flow, a constant turbulent Schmidt number is hard to be achieved.
3.4.2 Eddy diffusivity SGS scalar flux model with dynamic
procedure
In the model for calculating Sct dynamic procedure is used, which in an analogous to the
so called dynamic procedure for the flow field by [74, 123]. This methodology uses the
information from the resolved scalar field to optimize the value of the free parameter as a
function of time and position. The turbulent Schmidt number can therefore be calculated
by applying a test filter with filter width ∆̂. The dynamic procedure in the scalar field
following from the velocity field from equations 3.34, 3.35 and 3.31 results in the turbulent
Schmidt number as:
1
Sct
=
1
2Cd
FiHi
HiHi
=
MijMij
HiHi
(3.36)
where
Hi =
̂(
∆2|S˜| ∂z˜
∂xi
)
− ∆̂2|̂˜S| ∂̂˜z
∂xi
andFi = ̂˜uiz˜ − ̂˜uî˜z (3.37)
The application of the dynamic procedure for calculating turbulent Schmidt number Sct
in scalar field has not yet become common, but some applications can be found in the
literature [30]. The assumption based on the scale similarity assumption may lead to
unstable behavior of the model. So Porte´-Agel et al. [167] have proposed a generalized
scale-dependent dynamic procedure and compared it to the traditional dynamic models in
LES. The results from this model were encouraging. In this work, a classical dynamic pro-
cedure is implemented to calculate the turbulent Schmidt number in various configurations
( see also [85, 236]). The gradient assumption (or isotropic eddy diffusivity assumption)
has the same disadvantages as the Boussinesq approximation for flow field. So, such an
eddy-diffusivity model is not able to predict realistic values of all components of the scalar
flux, since it assumes the SGS scalar flux to be aligned with the resolved scalar gradient.
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This may be valid if the scalar flux vector is collinear to the scalar gradient. The scalar
variance at the filter scales can only be dissipated by the subgrid scales, and this model
is regarded as being fully dissipative.
3.4.3 Scale similarity SGS scalar flux model
The scale similarity SGS model was originally developed for flow field. The same approach
is adapted for scalar field, the SGS contribution is assumed to be similar, in position
and order of magnitude, to the contribution evaluated at the resolved quantities. The
procedure is as following. A test filtering operation is introduced with filter size ∆̂. Based
on the assumption of scale invariance, the SGS scalar flux is proportional to the flux on
the test filter level as:
JSGSi = Dss
( ̂˜uiz˜ − ̂˜uî˜z) (3.38)
whereDss is a model coefficient, which can be a constant depending on configurations or
calculated by a dynamic procedure as well. The improvement on this SGS models mostly
focuses on the choice of test filters and the modification on the model coefficient. In
literature, the available test simulations reported that the similarity model alone does not
dissipate enough scalar variance and typically leads to inaccurate results [91]. Therefore,
mixed models are developed with a combination of the eddy diffusivity model.
3.4.4 SGS scalar flux mixed model
The mixed model concept for SGS scalar fluxes comes from Classical eddy diffusivity SGS
scalar flux model and Scale similarity SGS scalar flux models. A priori assessment of a
well implemented mixed model is presented by Jaberi et al. [91].
JSGSi = −Ded
∂z˜
∂xi
+Dss
( ̂˜uiz˜ − ̂˜uî˜z) (3.39)
Moreover the coefficient in above model can also be obtained using dynamic-diffusivity
model as described by 3.31. To simplify, most simulations choose the coefficient of the
scale similarity part equal to one [198]. The model is therefore called as mixed, one
parameter model as:
JSGSi = −Ded
∂z˜
∂xi
+ 1.0
( ̂˜uiz˜ − ̂˜uî˜z) (3.40)
These models presented for SGS scalar flux are based on isotropic behavior of scalar
fluxes. The modeled SGS scalar flux in the ith direction is proportional to the derivative
of the resolved scalar in the respective direction. However, the new research findings
notice that the skewness of scalar increments (and derivatives) are inherently anisotropic
quantities, and are not suitable indicators of the tendency towards isotropy [98].
In recent times various SGS scalar flux models have been proposed including the prob-
ability function, the linear eddy model and diverse algebraic models. Focus on the latter,
new models have been suggested besides the linear eddy diffusivity model going from the
serial decomposition closures and nonlinear gradient models to the one equation transport
model. For complex configurations the attention on describing the SGS scalar fluxes with
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anisotropic behavior and the new developed models are inclined to anisotropic forms. The
models developed were validated and implemented for non-reactive flows [85]. In this work
these models were extended to complex reactive configuration, including both premixed
and non-premixed combustion.
3.4.5 Non-linear anisotropy SGS scalar flux model
The energy of SGS scales for both flow and scalars fields are realized through large scales
of corresponding fields. The energy is then transferred in a cascade manner to the smaller
and ever smaller scales and eventually dissipated by the smallest structures of Kolmogorov
scales. In LES, it is assumed to have the filtering cutoff in the inertial sub-range of the
energy spectra. The SGS scale itself would neither generate nor destroy but transfers tur-
bulent kinetic energy in both directions, i.e forward and backward. Turning to turbulent
scalar fluxes, analogous interchanges exist between the large and small scales. The trans-
port equation for the SGS scalar flux following RANS turbulent kinetic energy equation
can be written as [149].
∂JSGSi
∂t
+
∂u˜jJ
SGS
i
∂xj
= Pi,z +Gi,z +Di,z +D
v
i,z +D
P
i,z − εvi,z (3.41)
where the right-hand side includes subsequently the shear production (Pi,z), buoyancy pro-
duction (Gi,z), the SGS diffusion (Di,z), the viscous diffusion (D
v
i,z), the pressure transport
(Dpi,z) and viscous dissipation (ε
v
i,z). The production term in the transport equation takes
the following form
Pi,z = −JSGSj
∂u˜i
∂xj
− τSGSij
∂z˜
∂xj
(3.42)
Gi,z = −βthgi (z˜z − z˜z˜) (3.43)
where βth is thermal expansion coefficient and gi is gravitation force in ith direction. The
production term of (ΨSGSi,z = Pi,z + Gi,z) SGS scalar flux transport equation is repre-
sented by the actual SGS scalar fluxes dissipation, whereas in RANS context it the shear
production (Pi,z). Buoyancy production (Gi,z) assumed to be negligible compared shear
production in this work. If JSGSi > 0, this SGS dissipation indicates the net scalar fluxes
exchange of forwards ( ΨSGSi,z > 0 ) and backwards ( Ψ
SGS
i,z < 0 ) transfer between resolved
large-scale and SGS scalar structures. If JSGSi < 0, forward (backward) transfer corre-
sponds to ΨSGSi,z < 0(Ψ
SGS
i,z > 0). It is thus reasonable to assume that the SGS scalar flux
is proportional to this net scalar flux exchange. An alignment between JSGSj and Ψ
SGS
i,z
can then be directly invoked as follows:
JSGSi = −DzTSGSPi,z = −DzTSGS
(
JSGSj
∂u˜i
∂xj
+ τSGSij
∂z˜
∂xj
)
(3.44)
where Dz is an adjustable parameter and TSGS is an appropriate SGS time scale. This
equation forms an implicit algebraic formulation for the SGS scalar flux vector, JSGSi .
However, singularities can occur for certain types of behavior in the large-scale velocity
and scalar gradient. A simplified form of the equation by only taking the deviatoric part
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of SGS stress tensor, τSGS∗ij and the large-scale scalar gradients is considered by Peng et
al. [149]. This leads to
JSGSi = −DzTSGSτSGS∗ij
∂z˜
∂xj
(3.45)
where
τSGS∗ij = τ
SGS
ij −
1
3
δijτ
SGS
kk = −2νtS˜ij (3.46)
Formulating the SGS time scale in terms of the filter size, and the SGS viscosity as
TSGS ∼ ∆2/νt, it becomes
JSGSi = −Danij
∂z˜
∂xj
where Danij = DβTSGSτ
SGS
ij (3.47)
Danij is the model coefficient that can be determined using a dynamic procedure. The pro-
posed scalar model invokes a tensor diffusivity and takes into account the scalar gradients
in all directions for each scalar flux component, The model is able to sustain the stream-
wise SGS scalar flux through a cross-stream large-scale scalar gradient in presence of SGS
shear stresses, even when the scale gradient is vanished in the streamwise direction. This
model is a first step to use tensor diffusivity. This model is partly similar to the scale
similarity model which is subject to a Taylor expansion for the filtering operation. This
model was examined in LES for a buoyant flow in an infinite vertical channel with two dif-
ferent headed side walls. It was shown that the proposed nonlinear model could reproduce
reasonable results as compared with isotropic SGS diffusivity model and DNS data [149].
The recent works demonstrated shortcomings of the model (see e.g. [107, 71]). The new
formulation of SGS scalar flux model is expressed as an explicit anisotropy-resolving alge-
braic model derived from the transport equation of the SGS scalar flux vector, such that
the irreversibility requirements of the second law of thermodynamics are automatically
fulfilled by the suggested parameterization [240, 238, 244, 234, 237]
JSGSi = −Ded
∂z˜
∂xi
−DdevTSGSτSGSdevij
∂z˜
∂xj
+Dλ
(
TSGSτ
SGS
ij
∂z˜
∂xk
∂z˜
∂xk
)
∂z˜
∂xj
(3.48)
where D− are the model coefficients that may depend on the invariants of τSGSij and
∂z˜
∂xj
. This expression includes explicitly the filtered scalar dissipation rate in the last
term. More details can be found in [240]. In its simple form, the chosen new model
combines the conventional linear eddy diffusivity model (EDM) with an additional
term. This second term couples the (deviatoric) SGS stress tensor and the gradient of
the filtered scalar field. The newly developed model [240] includes an additional term
validated model Explicit algebraic anisotropy SGS scalar flux model is discussed in the
next subsection.
3.4.6 Explicit algebraic anisotropy SGS scalar flux model
The SGS scalar flux models discussed and presented in previous sections are having limi-
tations in predicting with a scalar or isotropic eddy diffusivity hypothesis. The linearity
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also excludes any dependence on system rotation in the scalar flux relation. Furthermore,
the assumption of alignment between the scalar flux vector and the mean filtered scalar
gradient is often not well satisfied in real flows (see e.g. [223, 107]. In contrast to Peng et
al. [149] who assumed, the alignment of scalar flux vector JSGSi and the production, the
idea of constructing a more general valid expression for the scalar flux vector is here in
an approach similar to that for explicit algebraic SGS stress tensor following the explicit
algebraic Reynolds stress modeling (EARSM) or explicit algebraic scalar flux modeling
(EASFM) in RANS following [176, 230, 85, 117, 192].
• The first step is here to consider a filtered transport equation for the scalar flux
vector, Eq. 3.41.
• In contrast to Peng et al. [149], here the weak equilibrium assumption is made
and accounts for neglecting advection minus the SGS diffusion of the scalar flux
vector in the transport equation. This is well satisfied for instance, for the case of
homogeneous shear flow with an imposed mean scale gradient.
• The production vector term is explicit in the SGS stress tensor and scalar flux vector,
but one needs to specify a model for the pressure-scalar gradient correlation and the
destruction rate vector.
The model can be very complex. So, here taking advantage from the RANS modeling
from [176, 230, 85] and an expression had chosen from Yun [230], rewritten for non-
filtered quantities. One obtains then implicit expression for scalar flux vector. From this
expression one can now derive the solution for the explicit JSGSi in terms of the original
scalar flux vector in the form
Danij = DβTSGSτ
SGS
ij (3.49)
where Danij is anisotropic diffusivity, Dβ is an adjustable parameter and TSGS is appro-
priate SGS time scale. It generalizes the model by Peng et al. [149]. Further consideration
of the Eq. 3.49 consists in decomposing according to Eq. 3.21, into a deviatoric part and
an isotropic part. This results in the expression
JSGSi = D
1
β
∂z˜
∂xi
+D2βτ
SGS∗
ij
∂z˜
∂xj
(3.50)
D1β and D
2
β are adjustable parameters. The above Eq. 3.50 is the general model consists
of two parts: linear part one, which corresponds to the linear eddy diffusivity methods, and
an anisotropic part two, which includes the nonlinear, anisotropic contribution. When the
SGS time scalar are formulated in terms of the filter size and the SGS viscosity following
Smagorinsky, and the linear part is modeled according to equations 3.33 and 3.36, giving
JSGSi =
Cs
Sct
∆2|S˜| ∂z˜
∂xi
+Dan∆
2S˜ij
∂z˜
∂xj
(3.51)
where Dan(= D
2
β) is the anisotropic model coefficient. A dynamic procedure is applied
to calculate model coefficient Dan. It is accomplished by defining a test filter (denoted by
a caret), whose width ∆̂ is larger than the grid filter-width ∆. The dynamic adjustment
of the model coefficients is based on the similar theory as proposed by Germano [74] and
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the major steps are presented here. According the model the SGS scalar flux in Eq. 3.51,
on the test filter level is:
I = ̂˜uiz − ̂˜uî˜z = Cs
Sct
∆̂2|̂˜S| ∂̂˜z
∂xi
+Dan∆̂
2̂˜Sij ∂̂˜z
∂xj
(3.52)
The SGS scalar flux overlaps a test filter and results in
Π = ̂˜uiz − ̂˜uiz˜ = Cs
Sct
̂
∆2|S˜| ∂z˜
∂xi
+Dan∆̂
2̂˜Sij ∂̂˜z
∂xj
(3.53)
To determine Dan, the error expression is adopted following [123] as:
ei = ̂˜uiz˜ − ̂˜uî˜z −( Cs
Sct
∆̂2|̂˜S| ∂̂˜z
∂xi
+Dan∆̂
2̂˜Sij ∂̂˜z
∂xj
)
+
(
Cs
Sct
̂
∆2|S˜| ∂z˜
∂xi
+Dan∆̂
2̂˜Sij ∂̂˜z
∂xj
)
(3.54)
To simplify the expression, define H1i, H2i and Fi following Eq. 3.37 for each direction
component as:
H1i =
̂
∆2|S˜| ∂z˜
∂xi
− ∆̂2|̂˜S| ∂̂˜z
∂xi
(3.55)
and
H2i =
̂
∆2S˜ij
∂z˜
∂xj
− ∆̂2̂˜Sij ∂̂˜z
∂xj
(3.56)
Now, the Eq. 3.56 can be written as:
ei = Fi − Cs
Sct
H1i +DanH2i (3.57)
Following Lilly [123] the error incurred when a single coefficient is used be minimized
in a least-squares sense, by giving
∂ ⟨eiei⟩
∂Dan
= 2
〈
ei
∂ei
∂Dan
〉
= 0 (3.58)
Finally, the model coefficient can be calculated by
Dan =
(
Fi − CsSctH1i
)
H2i
H1iH2i
(3.59)
The newly developed SGS models have been implemented in the code FASTEST-3D
for simulating reactive flows, validated and studied for a selected complex configurations.
3.5 Modeling of LES combustion
For solving combustion with LES, the filtered species and energy equations need to be
closed. This requires models which require a significant modeling effort. The combustion
phenomenon as discussed in previous chapter is governed by turbulence, mixing, heat
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Table 3.1: Classification of LES combustion modeling
Model type Modeling Combustion Type
Geomtric G-field Premixed
Turbulent flame speed closure Premixed
Flame surface density All types of combustion
Flame wrinkling All types of combustion
Thickened flame All types of combustion
Statistical Presumed FDF/PDF Non-Premixed/Premixed/All
Conditional Filtered Moment Closure (CMC) Non-Premixed/Premixed/All
Linear Eddy Model (LEM) All types of combustion
Transported FDF/PDF Non-Premixed/Premixed/All
transfer, chemistry; combustion regimes (see Fig. 2.9, 2.10), spray dynamics, geomet-
rical aspects of the combustion systems and etc. The combustion models which were
developed in the RANS context need to be adopted for LES formulation, which is not a
straightforward task. In literature many LES based combustion models were developed
and successfully applied for both academic and industrial applications. The recent
reviews on state of the art LES combustion were carried out by Veynante et al. [208] and
Gicquel et al. [75]. The very common LES combustion models are summarized in [162,
160, 233].
Ideally for solving combustion with LES and reduction chemistry as detailed in
sections 2.4.5, one needs to solve Eq. 3.9, 3.10, 3.11, 3.12, and 3.80. In solving adiabatic
combustion Eq. 3.80 is ignored. Nevertheless, one needs to model the reaction source
term in Eq. 3.12 and also the molecular viscosity, density and other thermo-chemical
properties need to be determined. Here tabulated chemistry approach is used for this
purpose and discussed in detail in chapter 5.
3.5.1 Artificially thickened flame model
In combustion systems turbulence and chemistry interaction should be modeled precisely.
Moreover in turbulent premixed combustion is very challenging, due to the fact that
the thermo-chemical variables change very sharply through the flame profile, which is
typically very thin [93]. The best model is which can track the all thermo-chemical
instances within this thin reaction zone also in time. This could be achieved only when
there are sufficiently enough grid points in the flame front, which is very hard-hitting
task; as the number of required grid points goes up many hundreds of times compared to
that of simple LES flow calculations. One of the practical solution for solving premixed
combustion on a coarser grid compared to that flame thickness is artificially thickened
flame model (ATF). This model is applied for FWI study of this work. In the thickened
flame model, the computed flame front structure is artificially locally thickened in such
a way that it can be resolved on a relatively coarse LES mesh, but such that the flame
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speed remains unaltered. Butler and O’Rourke [29] were the first authors to propose the
idea of capturing a propagating premixed flame on a coarser grid. The basic idea with
this approach is that the flame is artificially thickened to include several computational
cells and by adjusting the diffusivity to maintain the same laminar flame speed S0L. From
the theory of laminar premixed flames, it is well established that the laminar flame speed
(S0L) and the laminar flame thickness (δ
0
L) are related through the relationship as:
tL =
δ0L
S0L
(3.60)
S0L ∝
√
Dw˙ and δ0L ∝
D
S0L
=
√
D
w˙
(3.61)
Where tL is chemical time scale, D is the molecular diffusivity and w˙ the mean reaction
rate. Thus, an increase in flame thickness by a factor F with a constant flame speed, can
be achieved by multiplying the molecular diffusivity by F , and the reaction rate w˙ by F as:
w˙
F (3.62)
It should be pointed out that, in the context of laminar flames, O’Rourke & Bracco
[29] originally introduced a coordinate transformation to thicken the flame front, which
leads to the modification of all the diffusive terms in the governing equations, including
the transport of momentum. However, as outlined in Colin et al. [42], no modification
is applied to the transport of momentum in the context of turbulent combustion. The
thickening of the flame by a factor of F modifies the interaction between turbulence and
chemistry, represented by the Damko¨hler number, Da, where it is decreased by a factor F
and becomes Da/F . As the Da is decreased, the thickened flame becomes less sensitive
to turbulent motions. Therefore, an efficiency factor, Ξ, is introduced to account for the
resulting decrease in the Damko¨hler number (by Da/F) and incorporate the influences of
the unresolved turbulent field on the chemical kinetics [42]. Using the efficiency function,
the resulting filtered balance equation for RPV (Eq. 3.12) in the modified form becomes:
∂ρ¯Y˜α
∂t
+
∂ρ¯u˜iY˜α
∂xi
=
∂
∂xi
(
ρ¯FΞD˜Yα
∂ρ¯Y˜α
∂xi
)
− (1− Ω) ∂ρ¯J
sgs
i
∂xi
+
Ξ
F
˜˙wα (α = 1, 2, ..) , (3.63)
The mixture fraction Eq. 3.11 also needs to be thickened in order to keep both ξ and
Yα consistent in physical space and the modified mixture fraction equation is :
∂ρ¯ξ˜
∂t
+
∂ρ¯u˜iξ˜
∂xi
=
∂
∂xi
(
ρ¯FΞD˜ξ ∂ρ¯ξ˜
∂xi
)
− (1− Ω) ∂ρ¯J
sgs
i
∂xi
(3.64)
The thickening procedure in ATF formulation multiplies the diffusivity term by a factor
F which has the effect of augmenting the diffusivity. Therefore, the gradient approxima-
tion for the unresolved fluxes is multiplied by (1− Ω) [49] explicitly in the mixture fraction
and reaction progress variable equations. The final tranport equation propagates with a
modified flame thickness δmL = δ
0
LF with turbulent flame speeds of ST = ΞSL. The flame
sensor and Flame thickness factors used in this work are discussed briefly here.
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Flame sensor The idea of the ATF combustion modeling is to distribute the (thin)
flame front on many grid points of a coarser gird. The diffusion coefficient of the transport
equation is thickened, even where the flame is not present, leading to source term is absent.
So, to avoid the flame structure gets distorted a flame sensor is introduced. This allows
thickening factor is active only in the active flame region. The flame sensor was defined
by Schmitt et al. [182] in terms of RPV source term, but in this work following Durand
and Polifke et al. [55] is used, which is defined in terms of RPV itself as:
Ω = apΩ1 [Y
∗(1− Y ∗)]bpΩ1 (3.65)
where aΩ, bΩ and p1 are model constants, Y
∗ (see chapter 5) is normalized reaction
progress variable. Durand and Polifke et al. [55] had proposed aΩ = 16, bΩ = 2, p1 = 1
in addition a value of p1 = 2 is also considered and details are presented in the chapter 8.
Flame thickening factor Flame thickening factor F , is the value by which flame
is thickened on physical space, and keeping all thermo-chemical properties intact. The
thickening approach has drawback as the increased thermal and molecular mass diffusivity
can severely affect the mixing process in the whole domain. Increasing the diffusivity
of these properties only in the flame front region is enough for the purpose of flame
thickening. Therefore, dynamic flame thickening (DFT) techniques were proposed to
track the flame front and increase the diffusion only in the flame region [55, 243, 182],
which also takes into the local mesh size.
F = 1 + (Fmax − 1)Ω (3.66)
Fmax is maximum thickening factor in dynamic formulation of F . The consistency
of this approach was discussed by Kuenne et al. [113] also presented the F = 5 as an
maximum appropriate value and used in this work. Irannezhad et al. [89] used F = 10
in simulation of a lean premixed low swirl methane-air flame. Roux et al. [173] proposed
F in terms of grid points required in flame front, local mesh size and the laminar flame
speed. Now, the efficiency function is explained in the following paragraph.
Efficiency function One of the main advantage of the ATF model is introducing of
efficiency function Ξ, which is defined by the dimensionless wrinkling factor E. The
Ξ retrieves the sub-grid scale wrinkling, so the variances of the mixture fraction and
(or) the RPV are not necessary to transport or model algebraically. In this work the
efficiency functions derived by Colin et al. [42] as well as Charlette et al. [34] are used and
analyzed, which were developed from the DNS of flame vortex interaction to characterize
the unresolved flame surface.
Primitive model for efficiency The factor E is the ratio of the flame surface to its
projection in the direction of flame propagation. The efficiency function, Ξ, is written
as a function of the local filter size (∆e ≈ 10∆x (actual grid size)), local sub-grid scale
turbulent velocity (u′∆e), laminar flame speed (S
0
L), and the thickness of the laminar
and the artificially thickened flame (δ0L, δ
m
L ). Colin et al. [42] proposed the following
expressions for modeling the efficiency function.
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Ξ =
E (δ0L)
E (δmL )
=
1 + βΓ
(
∆e
δ0L
,
u′∆e
S0L
)
u′∆e
S0L
1 + βΓ
(
∆e
δmL
,
u′∆e
S0L
)
u′∆e
S0L
(3.67)
β =
2 ln(2)
3Cms
(
Re
1/2
t − 1
) Cms = 0.28, Ret = u′lt
νt
(3.68)
where Ret is the turbulent Reynolds number. The local filter size ∆e is defined as:
∆e = δ
m
L = δ
0
LF (3.69)
The function Γ which represents the integration of the effective strain rate induced by
all scales affected due to artificial thickening is defines as:
Γ =
(
∆e
δ0,mL
,
u′∆e
S0L
)
= 0.75exp
[
−1.2
(
u′∆e
S0L
)−0.3](
∆e
δ0,mL
)2/3
(3.70)
The sub-grid scale turbulent velocity is evaluated as u′∆e = 2∆
3
x|∇ × (∇2−→u ) | and ∆x
is the grid size on a similarity assumption. This formulation for sub-grid scale velocity
estimation is free from dilatation representing appropriate filter for required length scales
for flame vertex interactions. Usually, ∆e differs from ∆x, and it has been recommended
that values for ∆e be at least 10∆x [42].
Power-law efficiency Charlette et al. [34] proposed a model for the wrinkling factor
with a power-law relationship defined as ratio of inner (∆) and outer (ηc) cutoff scales as
:
Ξ =
(
1 +
∆
ηc
)β
(3.71)
This represents required range of length scales for modeling the turbulence and chem-
istry interaction estimated from DNS simulation over a homogeneous and isotropic tur-
bulence spectrum giving model that by the Charlette et al. [34].
Ξ
(
∆
δ0L
,
u′∆
S0L
, Re∆
)
=
(
1 +min
[
∆
δ0L
, Γ
u′∆
S0L
])β
(3.72)
and
Γ
(
∆e
δ0L
,
u′∆e
S0L
, Re∆
)
=
[((
f−au + f
−a
∆
)−1/a)−b
+ f−bRe
]−1/b
(3.73)
where the function Γ takes into account the net straining effect of all relevant turbulent
scales smaller than ∆. Re∆ is the sub grid scale Reynolds number and β is a model
parameter. Other variables in Eq. 3.73 are fitted as:
fu = 4
(
27Ck
110
)1/2(
18Ck
55
)(
u′∆
S0L
)2
(3.74)
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f∆ =
[
27Ckπ
4/3
110
×
((
∆
δ0l
)4/3
− 1
)]0.5
(3.75)
fRe =
[
9
55
exp
(
−3
2
Ckπ
4/3Re−1∆
)]0.5
Re0.5∆ (3.76)
a = 0.6 + 0.2exp
[(
−0.1u
′
∆
S0L
)
−
(
−0.01∆
δ0L
)]
b = 1.4 (3.77)
Where Ck = 1.5 is the Kolmogorov constant, ∆ =is the filter size and since for laminar
flames δ0LS
0
L/ν = 4 [34, 42] Reδ = 4(∆/δ
0
L)(u
′
∆/s
0
l ) is the sub-grid turbulent Reynolds
number. The velocity fluctuations u′∆ are obtained following Colin et al. [42] and the
exponent is set to β = 0.5 according to the non-dynamic formulation of the model. The
simulations in chapter 8 are carried out following Wang et al.[211], where in Eq. 3.72 ∆
δ0L
is replaced by ( ∆
δ0L
− 1) to maximize the wrinkling factor Ξ by fractal mode.
Mixture fraction variance The mixture fraction variance has pivotal role in combus-
tion systems, especially in RANS context. The mixture fraction variance is present where
there is a change of mixture fraction value at a physical location in time. This is crucial in
determining combustion in much industrial application, where the combustion takes place
in all forms like premixed, non-premixed, diffusion and stratification. It is well argued
that mixture fraction variance in premixed combustion is not vital in main reaction region
of interest, except where it mixed with co-flow. In general, the SGS variance of mixture
fraction from LES calculations can be obtained using several methods. One technique
would be to derive and solve a separate transport equation for mixture fraction variance.
This is the method is widely used in RANS context and this can be extended to LES
[101]. Nevertheless, the most common approach in LES is to employ an algebraic closure
for ξ˜′′2. This can be acceptable by the same theory that applied in modeling of the sub
grid scale stress and some works literature showed its credibility [241, 238, 218]. The
well established SGS variance of a scalar proposed by Cook et al. [44] is based of scale
similarity between the sub grid and the resolved distribution of the scalar.
ξ˜′′2 ≈ Csim
((̂
ξ˜
)2
−
(̂˜
ξ
)2)
(3.78)
Assuming an equilibrium between production and dissipation the Eq. 3.78 becomes :
ξ˜′′2 ≈ Ceq∆2
(
∂ξ˜
∂xi
∂ξ˜
∂xi
)
(3.79)
Branley et al. [24] have suggested a value of Ceq = 0.2 and for specicial application of
a turbulent hydrogen diffusion flame Ceq = 0.1. In this work Ceq = 0.15 is considered. In
flame wall interaction non-adiabtic case simulation performed based ATF model didn’t
use this variance theory as ATF model takes care of this aspect as detailed in previous
section.
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3.6 Modeling of LES with heat loss
The evaluation of the enthalpy phenomenon in combustion CFD modeling is carried out in
this work by accounting for the heat loss and the associated flame stabilization. The total
enthalpy (h) is considered and defined as sum of heat of formation and sensible heat. The
single phase combustion considered here allows the source term of enthalpy to be avoided
in its transport equation. As described in section 2.1.3, other transport processes that
occur due to the body-forces, volume forces or temperature gradients [18, 57, 243] are
neglected here. In addition unity Lewis number is assumed in solving the 3D simulations.
The resulted Eq. 2.17 is filtered to incorporate it into the CFD frame work. The following
total enthalpy (3.80) equation as a first approximation assuming unity Lewis number and
unity thickening factor has been applied in its filtered form:
∂ρ¯h˜
∂t
+
∂ρ¯u˜ih˜
∂xi
=
∂
∂xi
(
µ
Pr
∂h˜
∂xi
)
− ∂ρ¯J
sgs
i
∂xi
, Jsgs,hi =
νt
σt
∂h˜
∂xi
(3.80)
where µ is the viscosity and Pr the Prandtl number, Jsgs,hi is the subgrid scalar flux
of the enthalpy equations. A LES modeling without thickening in the enthalpy equation
appears to be appropriate for the region of interest under investigation for configuration
presented in chapter 8. However, within the shear layer between the co-flow and the
fuel jet a thickening in the enthalpy equation is critical. Especially it is very challenging
near the non-adiabatic wall due to the presence of steep temperature gradients that can
be strongly influenced and thereby lead to erroneous heat flux values, though the flame
speed could be retrieved correctly. Note that an accurate estimation of heat flux near
the wall while resolving the flame simultaneously is challenging for the investigation of
FWI by means of LES. In the present work all non-adiabatic simulations are carried out
without thickening in the enthalpy equation.
3.7 Modeling of LES with heat loss for non-unity
Lewis effects
Combustion process involves both heat and mass transfer. Each species of the combustion
process has its own mass transfer and heat transfer coefficients; and they are variables
and strongly depended on the surrounding physical conditions such as temperature and
composition. Accounting for all physics involved is necessary to capture precisely the
combustion phenomenon. However, it is limited because of the requirement of solving
hundreds species transport equations involved in combustion process. Thus majority of
the works especially for three-dimensional modeling laboratory and industrial problems
consider all species diffuse in the same way (unity Lewis number), the value of the
mixture fraction does not depend on the element considered. Linan et al. [124] have
extended the mixture fraction concept for non-unity Lewis numbers flows but rarely used.
The Lewis number (Le) is a dimensionless number which characterizes fluid flows where
there is simultaneous heat and mass transfer by convection. It is defined as the ratio of
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thermal diffusivity to mass diffusivity and also could be defined as the ratios the Schmidt
number to Prandtl number as:
Le =
Dth
Dm
=
λ
ρDmacp
(3.81)
Le =
Sc
Pr
(3.82)
where Dth the thermal diffusivity, Dm the mass diffusivity, λ the thermal conductivity,
Dma the mixture-averaged diffusion coefficient, cp the specific heat capacity at constant
pressure, Sc the Schmidt number and Pr Prandtl number.
By using this Lewis number the species diffusion fluxes can be expressed as:
ρUαY
mf
α = −
λ
Leαcp
∂Y mfα
∂xi
(3.83)
Uα is diffusion velocity defined by Stefan-Maxwell equation, Y
mf
α species α mass
fraction and Leα Lewis number species α. Haghighi [79] has demonstrated taking
advantage of mixture averaged diffusion coefficients for consideration of non-unity Lewis
(NUL) number in the combustion modeling is vital to predict flame-wall interaction
physics accurately. For more details on theory and background on non-unity Lewis reader
could refer to works of Haghighi [79] and Oijen van J.A. [143]
Consideration of NUL modifies transport equations Eq. 3.63, Eq. 3.64, Eq. 3.80.
In this work equations are thickened for RPV and mixture fraction transport equations.
Therefore resulting equations with non-unity Lewis number should be also thickened.
Here modified equations of reaction progress variable, mixture fraction and enthalpy are
presented below following the work of Oijen [143].
∂ρ¯Y˜α
∂t
+
∂ρ¯u˜iY˜α
∂xi
=
∂
∂xi
(
ρ¯FΞD˜Yα
Leα
∂ρ¯Y˜α
∂xi
)
− (1− Ω) ∂ρ¯J
sgs
i
∂xi
+
Ξ
F
˜˙wα (α = 1, 2, ..) , (3.84)
Eq. 3.84 is new RPV equation it resulted by dividing the diffusion coefficient by Lewis
number of the corresponding species α.
∂ρ¯ξ˜
∂t
+
∂ρ¯u˜iξ˜
∂xi
=
∂
∂xi
(
ρ¯FΞD˜ξ ∂ρ¯ξ˜
∂xi
)
+
∂
∂xi
(
µ
Pr
Nα∑
α=1
(
1
Leα
− 1
)
Ξ
F
˜˙wα∂Y mfα
∂xi
)
−(1− Ω) ∂ρ¯J
sgs
i
∂xi
(3.85)
Non-unity Lewis based ATF mixture fraction Eq. 3.85 includes now an additional term
to accommodate the RPV source term generated from various reaction steps and to ac-
count for the concentrations variation due to diffusion velocities. Total enthalpy equation
needs to be modified to account non-unity Lewis number effects. Total enthalpy doesn’t
change in pre-flame or post-flame regions in the adiabatic combustion process. However,
different mass diffusion coefficients of species and their thermal diffusion velocities allows
to travel both thermal scalar and species at different speeds resulting the enthalpy change
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across the flame. To account for these effects Eq. 3.86 needs to be used for solving total
enthalpy.
∂ρ¯h˜
∂t
+
∂ρ¯u˜ih˜
∂xi
=
∂
∂xi
(
µ
Pr
∂h˜
∂xi
)
+
∂
∂xi
(
µ
Pr
Nα∑
α=1
(
1
Leα
− 1
)
hα
∂Y mfα
∂xi
)
− ∂ρ¯J
sgs
i
∂xi
(3.86)
where hα is total enthalpy of species α. In this work FASTEST-3D CFD solver used
considered unity Lewis number equation as non-unity Lewis work is not in the scope of
present work.
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Numerical method
Three different CFD codes were used extensively in the present work. Two of these
three CFD codes were used exclusively for carrying out one dimensional (1D) simulations
of combustion with detailed chemistry on a DNS grid, the other code being a three
dimensional (3D) multi-physics code. DNS based combustion simulations with detailed
chemistry codes exclusively employed for 1D simulations are Cantera [32] and CHEM1D
[36]. The FASTEST3D CFD code was employed for all 3D simulations work. Besides,
the ANSYS CFX [8] software also used partly in the work for validation and verification
purpose to determine the boundary conditions (see section 6.5) employed on a perforated
plate for turbulence generation in chapter 8, but excluded in the discussion.
In any CFD simulation, system of ordinary and partial differential conservation
equations for various physics involved should be solved on a physical domain and in time
space. And at the same time both time and length scales of various physics involved
should be taken care. They are non-linear, coupled and complex. It was well established
that, Navier-Stokes equations describe the flow of a Newtonian fluid accurately. In most
cases, even the simplified equations cannot be solved analytically. For this purpose
one has to use numerical methods. The starting point of any numerical method is the
mathematical equations. They have to be discretized and solved numerically. Among
different discretization methods, Finite Difference FD), Finite Volume (FV) and Finite
Element (FE) are widely used in CFD and FEM. In finite volume method, generally
two types of discretization of physical domain are common, namely structured grid and
unstructured grid. Discretization of a physical domain yields a large system of non-
linear algebraic equations, which need to be solved by using numerical methods.
It is necessary to get insight into the combustion processes in detail to get optimized
design and operating paradigm. Therefore, first the actual physics is converted into
mathematical equation through theoretical studies. Then this theoretical work is
transformed into the numerical framework. The obtained equations in theoretical studies
are discretized using various appropriate and suitable schemes. Software CFD codes
will be developed by implementing the respective algorithms developed for solving the
discretized equation. The CFD codes will be simulated on computers to get required in
depth understanding of the systems in an efficient manner.
First, a very short overview of numerical techniques used in 1D codes provided then
followed by an extended over view of numerical methods employed in the FASTEST3D.
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CHEM1D code uses an exponential second order finite-volume discretization in space
and the resulting system is solved using a fully implicit, modified Newton technique [189].
Adaptive gridding is implemented to increase the resolution around the flame front. A
fully second order backwards differencing scheme based implicit solver CHEM1D [36]
with adaptive time stepping is used to solve the equations.
Cantera employs finite difference spectral element method for flow equations to form
systems of non-linear algebraic equations. It uses hybrid Newtonian, pseudo-time-
stepping algorithm for time discretization. The grid refines /coarsenes adaptively to
resolve the flow. The unnecessary points will be discarded when it resolves beyond the
requirement [32, 190].
FASTEST-3D was originally developed by Durst and Scha¨fer [56] and was employed for
this purpose. This code solves the incompressible Navier-Stokes equations using a finite-
volume approach on block-structured, boundary-fitted, cell-centered collocated grids. It
was extended for combustion and explicit time stepping in the framework of the collabo-
rative research project SFB-568 at EKT (http://www.ekt.tu-darmstadt.de/, see also
[115, 1, 230, 242, 245, 244, 247, 234, 237, 235, 239]). The basic features of this code are:
• Navier -Stokes equations are discretized using finite volume approach. The dis-
cretization is based on structured hexahedral volumes (ICEMCFD [9] can be used
for this purpose)
• Uses basis vectors Cartesian coordinate system [174, 63]
• Boundary-fitted non-orthogonal block-structured grid system [63]
• Block-structured grid interfaces are connected, matching and continuous
• Collocated variable arrangement (Fig. 4.3 )
• Parallelization is based on domain decomposition in space using the MPI message
(Fig. 6.1)
• Implicit and semi-implicit temporal treatment and first (upwind) and second order
(central difference) with TVD schemes discretisation schemes
• Strongly implicit/ explicit procedure for the iterative solution of the linearised equa-
tion system
• For the present work only the fully implicit scheme with second order discretisation
was used for non-combustion systems and explicit time stepping for combustion
systems for time discretizaion
The discretization schemes, solution procedure, boundary conditions and paral-
lelization strategy are presented in this chapter. Reader who is interested in CFD
code development and analysis of detailed numerical methods and error evaluation
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can refer to the books of M. Peric & J.H. Ferziger [63] and Patankar [147]. Some
special issues such as pressure correlation, TVD (total variation diminishing) scheme
etc. have been studied extensively in [51]. A special attention is given to implicit and
explicit time dicretization, and the time derivative of density which is crucial for com-
bustion simulations. The focus also has given on boundary conditions applied in this work.
4.1 Finite volume method
The finite volume method is a technique for representing and evaluating of partial
differential equations in the form of algebraic equations. To use the finite volume
methods, the solution domain is subdivided into a finite number of small control
volumes (CV) called grids. In contrast to the finite difference (FD) method, finite
volume (FV) methods define the control volume boundaries, not the computational
nodes. In the Fig .4.1, typical 3D Cartesian (the coordinates in a three dimensional
system are of the form (x, y, z)) control volumes are shown with the notation used
in this work. The CV surface can be subdivided into six plane surfaces, denoted by
lower case letters corresponding to their directions (e, w, n, s, t, and b) with respect
to the central node (P). Taking into account the non-orthogonality of the grids used,
it is plausible to use in each CV and on each CV face a local coordinate system and
then to transform the operators (derivatives) from local into the global ( Cartesian)
coordinate system. In the FASTEST-3D code a hexahedron control volume is used. The
derivative of field variable F with respect to Cartesian coordinates can be expressed
in terms of the local coordinates with a transformation matrix (the transformation
method can refer to [115]). Every hexahedral control volume contains grid points
and a central point, representing the mean over the full control volume (Mid-point
rule). The standard Cartesian coordinates are used below for denotation. This method
is based on the resolution of governing equations in the integral form given by the Eq. 4.1:
∫
V
∂
∂t
(ρψ)dV +
∫
V
∂
∂xi
(ρuiψ)dV =
∫
V
∂
∂xi
(
Γψ
∂ψ
∂xi
)
dV +
∫
V
SψdV (4.1)
The quantity ψ represents a conserved variable (velocity component, scalar, etc.), Γψ
notes the diffusivity coefficient, Sψ the sum of all source terms and V the volume of the
considered cell. The volume integrals are transformed to area integrals using Gauss’ Law:∫
V
∂
∂t
(ρψ)dV +
∫
σ
(
ρuiψ − Γψ ∂ψ
∂xi
)
nidσ =
∫
V
SψdV, (4.2)
where σ represents the surface confining the volume V (of the cell) and ni the unit
vector normal to the surface σ. The Eq. 4.2 is applied for each control volume (CV) of
the numerical grid which defines the computational domain. These CVs are the discrete
locations at which the variables need to be calculated (Fig. 4.1, 4.2 and Fig. 4.4). The
possibility of storage of the flow information associated with each CV is categorizing
the discretization scheme into two different arrangements, namely: collocated grid and
staggered grid. A typical CV and the notation used for a Cartesian 3D grid are shown
Fig. 4.1 and Fig. 4.2:
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Figure 4.1: A typical CV and the notation used for a Cartesian 3D grid [63, 181, 115]
Collocated grid: This type of grids are used in this work. These are one in which the
pressure and velocity variables share the same grid (Fig. 4.3 left). Thus all variables are
stored on the same grid point and the same control volume is used for all variables. It is
the preferred method for non-orthogonal coordinates. The implementations of collocated
grids on non-orthogonal co-ordinates require regularization to prevent the formation of
oscillations because of pressure velocity decoupling [63, 147].
Staggered grid: The scalar variables (pressure, density, total enthalpy, scalar, etc.)
are stored in the center of the grid, whereas the normal components of the momentum
(velocity) are located at the midpoints of the cell faces (Fig. 4.3 right). Using a staggered
grid is the most common way to avoid the pressure-velocity decoupling and thus avoid
pressure oscillations [63, 147].
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Figure 4.2: Topology and control volume notification[39, 1]
Figure 4.3: Variables arrangement on staggered and collocated grid [63, 181, 115]
Now consider a hexahedral control volume with central point denoted as P, having six
neighbor CVs: E (east), W (west), N (north), S (south), T (top) and B (bottom) (see Fig.
4.2) and sharing common faces with neighbors: e, w, n, s, t and b, respectively. The final
objective within finite volume method is to transform the integral differential equation
(4.2) into an algebraic equation of the following form:
Apψp −
∑
Nb
ANbψNb︸ ︷︷ ︸
implicit part
= Sp︸︷︷︸
explicit part
(4.3)
Here, the subscript Nb corresponds to the 6 neighbor CVs: W, E, S, N, B, T and
Ap, ANb denote the coefficients belonging to the dependent variable values ψp, ψNb in
the point P, Nb derived from the discretization. All the remaining terms resulting from
the discretization that can not be included into the implicit part of Eq. 4.3 are treated
explicitly and put into the source term Sp on the RHS.
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Figure 4.4: Coordinate system transormation [63, 181, 115]
4.2 Coordinate transformation
The grids used in the FASTEST3D frame work are primarily non-orthogonal. This is
because block structured grids are body fitted. However it is possible to use a local
co-ordinate system on all faces of each CV to retain the orthgonality. Subsequently
local co-ordinate system derivatives will be transformed to global Cartesian co-ordinate
system. Here the basis vectors of the local coordinate system are obtained by connecting
the CV center with the CV’s faces centers. In Fig. 4.1 a local coordinate system arranged
in the CV central point is shown.
The transformation of equations for a complex domain in the Cateresian space x1,2,3
to a simple orthogonal domain of computational space ξi is for simplifying discretization
(see Fig. 4.4). The local coordinates are denoted as (ξ1, ξ2, ξ3) while global (Cartesian)
coordinates are denoted as (x1, x2, x3). The resulting transformed matrix in the local
coordinate system is represented by matrix 4.4.
A =

∂x1
∂ξ1
∂x1
∂ξ2
∂x1
∂ξ3
∂x2
∂ξ1
∂x2
∂ξ2
∂x2
∂ξ3
∂x3
∂ξ1
∂x3
∂ξ2
∂x3
∂ξ3
 (4.4)
In local co-ordinate system the derivative of the any field variables ψ with regard to
Cartesian coordinates is :
∂ψ
∂xi
=
∂ψ
∂ξi
∂ξi
∂xi
(4.5)
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Following the linear algebraic relation (Eq. 4.6):
A−1 =
1
J
(Aadj)
T (4.6)
The local to global inverse transformation matrix, A−1 is obtained as:
A−1 =

∂ξ1
∂x1
∂ξ1
∂x2
∂ξ1
∂x3
∂ξ2
∂x1
∂ξ2
∂x2
∂ξ2
∂x3
∂ξ3
∂x1
∂ξ3
∂x2
∂ξ3
∂x3
 (4.7)
here Determinant of A is the Jacobean (J) and AAdj is the transpose adjoint matrix
of A . i.e.
∂ξj
∂xj
=
1
J
[
adj
(
∂xj
∂
ξi
)]T
=
1
J
Bij (4.8)
By substituting Eq. 4.8 in Eq. 4.5 one obtains:
∂ψ
∂xi
=
1
J
Bij (4.9)
whereas Bij is the elements from matrix B and it is given by
B =

∂x2
∂ξ2
∂x3
∂ξ3
− ∂x2
∂ξ3
∂x3
∂ξ2
∂x1
∂ξ3
∂x3
∂ξ2
− ∂x1
∂ξ2
∂x3
∂ξ3
∂x1
∂ξ2
∂x2
∂ξ3
− ∂x1
∂ξ3
∂x2
∂ξ2
∂x2
∂ξ3
∂x3
∂ξ1
− ∂x2
∂ξ1
∂x3
∂ξ3
∂x1
∂ξ1
∂x3
∂ξ3
− ∂x1
∂ξ3
∂x3
∂ξ1
∂x1
∂ξ3
∂x2
∂ξ1
− ∂x1
∂ξ1
∂x2
∂ξ3
∂x2
∂ξ1
∂x3
∂ξ2
− ∂x2
∂ξ2
∂x3
∂ξ1
∂x1
∂ξ2
∂x3
∂ξ1
− ∂x1
∂ξ1
∂x3
∂ξ2
∂x1
∂ξ1
∂x2
∂ξ2
− ∂x1
∂ξ2
∂x2
∂ξ1
 (4.10)
Now by replacing the differential operator Eq. 4.9 into Eq. 4.2 results in:∫
V
∂
∂t
(ρψ)dV +
∫
σ
(
ρuiψ − Γψ ∂ψ
∂xi
)
nidσ =
∫
V
SψdV (4.11)
4.3 Discretization of the convective, diffusion and
accumulation (time) terms
Any discretization methods adapted in CFD methods will yield only the discrete solution.
This, in turn, disallows in finding the exact solution of the governing transport equations.
This gives rise to two types of errors one being truncation (truncation of Taylor series
expansion [63, 147]) error and other one is the solution error. In general, the unsteady
transport equation consists of four terms namely time term (accumulation), convective,
diffusive and source terms. In addition time derivative of the density needs to be
addressed separately in combustion problems. In this section, the numerical approach
adapted for addressing these issues are discussed. The discretized methods implemented
here are based on the works of Scha¨fer following [119, 181]. The discussion here separated
into parts one into spatial discretization other one is temporal.
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Figure 4.5: Central Differencing Scheme (bottom), Upwind Differencing Scheme (top)[63, 115]
4.3.1 Spacial discretizaion
4.3.1.1 Convective fluxes
The surface integrals are evaluated individually for each face. Since the procedure is
identical for each of the faces only the east face in an exemplary manner in the following
derivations is considered. The discretization of the convective term is given by:
∫
σ
ρuiψnidσ =
∑
k=e,w,n,x
akσk = (ρuψ)eσe − (ρuψ)wσw + (ρuψ)nσn − (ρuψ)sσs
+ (ρuψ)tσt − (ρuψ)bσb (4.12)
For approximating the value ψ at the faces e, w, n s, t and b, three basic discretization
schemes are available, i.e Central Differencing Scheme, Upwind Differencing Scheme and
The Flux Blending method.
The first common way is to use linear interpolation Central Differencing Scheme
(CDS). The value of ψ (e.g. at the east face) is estimated using the neighbor nodes P
and E (Fig. 4.5 bottom).
ψe = fxψE + (1 + fx)ψp, (4.13)
where fx is the interpolation function, and for a constant mesh spacing fx = 0.5 . The
central differencing scheme has a second order accuracy. One can prove this by applying
the Taylor series expansion on the point P. The accuracy is proportional to the square of
grid width; i.e. if the number of cells within one direction is doubled, the error will be
divided by a factor of 4.
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The Upwind Differencing Scheme (UDS) assumes that the neighboring cell value
for ψ will be convected across the boundary(Fig. 4.5 top):
ψe =
{
ψp if ue ≥ 0
ψE if ue < 0
(4.14)
The main drawback of the upwind scheme is that it is inaccurate and very diffusive,
because it is of first order.
The Flux Blending switches between the two, according to the relative size of the
convective and diffusive fluxes across the cell face. By resulting in oscillation, one can
combine UDC and CDS to calculate the value at the faces e:
ψe = ψ
UDS
e︸ ︷︷ ︸
I
+ γ(ψCDSe − ψCDSe )︸ ︷︷ ︸
II
, (4.15)
where 0 ≤ γ ≤ 1 is factor which scales the manner of flux blending. For γ = 1, the
interpolation is pure CDS whereas for γ = 1, the interpolation is pure Upwind. Part I
of Eq. 4.15 is treated implicitly whereas part II is treated explicitly. The flux blending
scheme is a good control tool to achieve an optimum between stability and accuracy.
4.3.1.2 Diffusive fluxes
Similar to that of the convective term discretization of the diffusive fluxes is the sum of the
fluxes across all faces of an individual control volume. So, the diffusive part, a centered
difference for the discretization of the normal gradient of the flux on the control volumes
faces is used. Thus the diffusive part is discretized by:(
∂ψ
∂x
)
e
=
ψE − ψP
xE − xP , (4.16)
In the frame of this work, all above mentioned schemes for the interpolation of scalar
(e.g. ψE) at the control volume faces have been applied on different configurations. These
numerical schemes reflect the way how information is transported through the faces. It is
dependent on the ratio between convection and diffusion, i.e. the Peclet number, which
is defined by:
Pe =
ρui∆xi
Γ
(4.17)
If the Peclet number is small, the transport is dominated by diffusion, which trans-
ports information equally in all directions. Contrarily if the Peclet number is large,
information is transported in the direction of the velocity field. Having a large Pe
is undesired, since it influences the solution convergence very much. The numerical
results may contain oscillations due to the fact that while computing the convective
term at the note P only the values at E (east) and W (west) nodes are used, but not
at the P node. Thus, ψP can take any value, i.e. oscillations are allowed. Please re-
fer [119, 119, 181] for more details on the implementation diffusive fluxes in FASTEST3D.
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Total variation diminishing TVD MULI (multi-linear interpolation procedure)
[119, 119, 181, 218] which has two additional terms compared to Eq. 4.13 is more
accurate than CDS schemes. However, the interpolation factors γe,w in Eq. 4.15 are
only functions of the grid, which are suitable for flow variables. The MULI which is
a CDS don’t have numerical dissipation behavior resulting a strong oscillations for
scalar quantity (e.g mixture fraction and reaction progress variable); in the presence
of steep gradients (between fuel and oxidant streams). This would not only cause
violation of physical realizability-limits for these quantities, but since density is ob-
tained from these scalars through the non-linear functional relation-ships of transport
equations, it would also oscillate severely and the solution would be completely erroneous.
Numerical dissipation need to be introduced to obtain smooth and bounded solutions
of the scalars. This can be achieved with total variation diminishing TVD schemes.
Originally developed for the purpose of capturing shocks in simulation of compressible
flow, they have been successfully employed to scalar transport in LES (e.g. [218, 102,
217]). From the large class of TVD schemes a so-called flux limiter formulation was
implemented in FASTEST3D. These schemes which have been summarized share with
the UDS the fact that the discretization depends on the direction of the flow at the cell
face. Fig. 4.6 shows the computational molecule consisting of three CV’s that will be
used for the computation ψ. The three points that will be used are called the upwind,
center and downwind point shortly referred to as U, C, D. In a general notation the face
value is approximated as:
ψTV De ≈ ψTV De +
1
2
B(r) (ψC − ψD) (4.18)
where B is flux limiter which is a function of solution ratio r, which is defined as the ratio
of the gradient of ψ between the downwind and the upwind side.
r =
ψD − ψC
|xi,D − xi,C |
|xi,C − xi,U |
ψC − ψU (4.19)
In this work for FASTEST3D, CHAM limiter function was used. This allows using of a
high order accuracy with little numerical dissipation in regions of smooth ψ. Furthermore,
introducing just enough artificial dissipation to prevent oscillations when the sensor r
detects the presence of a jump in ψ approaching from the upstream direction. CHARM
limiter reduces to the UDS at a jump, but is of ℘(3) when r is positive.
B(r) =
{
0 r ≤ 0
r • (3r+1)
(r+1)2
r > 0
(4.20)
This formulation generates low numerical dissipation and constantly produces bounded,
non-oscillatory results. Compared to other limiters which are piecewise linear functions,
CHARM has the advantage of being smooth except at r = 0 over other limiters which
are piecewise linear functions. This is advantageous for the convergence behavior of the
iterative solution methods.
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Figure 4.6: Labelling neighouring cells for TVD
Source term discretization: The source term contributions in the governing equations
are may be from gravity, production or annihilation of reaction progress variable and
due to mass source in multiphase simulations. These source terms are integrated over
corresponding control volume of the particular cell accordingly, by evaluating them in the
cell center P and multiplying the source term with the volume of CV, δV as:∫
V
SdV = SP δVP (SP = ρPgi, w˙P ) (4.21)
Cell gradient for SGS variance The required approximation of gradients in the cell
centers for the pressure gradient in the momentum equations and the model expressions
for the SGS stress τ sgsi , the SGS variance of mixture fraction f˜
′′2 and it’s scalar
dissipation are computed using the local coordinate system, before transforming into
to Cartesian coordinates. See Wegner [218] for more details on claculation of cell gra-
dients and on filter width and test filtering operator employed in this work (FASTEST3D).
4.3.2 Time dependent discretization
In CFD, a combination of the Navier-Stokes equations and Continuity Equations result
in a system of Differential Algebraic Equations (DAE) due to the discretizaion, but
not in ODE (Ordinary differential equation). Dealing a DAE is different than dealing
an ODE. All LES simulations are unsteady simulations. For obtaining the solution for
Navier-stokes discretization has to be carried out also for time, in addition to space as
detailed in previous section. The transient term also known as accumulation term in
conservation equations, is a change at a point in time. The discretization of the transient
terms is usually called temporal discretization or discretization in time. The temporal
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Table 4.1: Advantages of implicit and explicit time integration methods
Explicit Implicit
Stability conditionally stable inherently stable
Time-step size limited not limited
Algebraic system of equations no (only pressure) yes
Preference highly unsteady flows steady flows
Programming effort moderate high
Implicit solvers can be optimized with fast solvers such as multigrid
Explicit methods must fulfill CFL criteria i.e. U∆t
∆x
< 1
discretization is directly influences the stability of simulations and accuracy of the results.
The majority of existing time integrators in literature are called “linear methods”. The
main three approaches of linear methods are:
• Multistep methods
– Adams-Bashforth
– Adams-Moulton
– BDF (Backward Differentiation Formulation)
• Multistage methods (Runge-Kutta methods, both explicit and implicit)
• Multiderivative methods (Taylor-Series methods)
• Combination of above methods
Kempf [102] presented detailed analysis of time discretization specific to combustion ap-
plication (see also [218, 63]). In the FASTEST3D framework two different time stepping
procedures are available and will be presented here. The implemented time discretizations
within the used code FASTEST3D are: First Order Forward Implicit (FOFI), Second Or-
der Forward Implicit (SOFI), Crank Nicolson (CN), and Runge Kutta (RK) [63] methods.
In Table 4.1 the advantages of implicit and explicit methods are presented.
The time-dependent transport equations for the quantity ψ should be integrated in
time. The discretized Eq. 4.22 for one dimensional convective diffusive problem is:
ψn+1P − ψnP
∆t
= −uψ
n
P − ψnW
2∆x
+ Γ
ψnP − ψnW − 2ψnP
(∆x)2
(4.22)
All of the terms in Eq. 4.22 are known from the spatial discretization that has been
described in the previous section, except the time derivative of the transported quantity
ψP . The right hand side of equation 4.22 and are now referred to as the fluxes F (ψ, t) .
It is represented by Eq. 4.23:
ψn+1P − ψnP
∆t
= F (ψP , t) (4.23)
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In equations 4.22 and 4.23 the ψn+1P which is present time step (n+1) value of ψ can
be calculated from the available information from previous time step and time step size
(∆t) as given in Eq. 4.24. This scheme is called Euler-Explicit Scheme, which has only
first order accuracy and not stable with Navier stokes equation.
ψn+1P ≈ ψnP +∆tF (ψP , t) (4.24)
From equations 4.22 and 4.23, one can define the Courant-Friedrichs-Lewy (CFL) num-
ber. Thus one can also make an instruction for the explicit time discretization method
which is valid for RK-method:
CFL =
∣∣∣∣u∆t∆x
∣∣∣∣ ≤ 1, (4.25)
this requires:
∆t ≤ ∆x
u
. (4.26)
A stable first order scheme can be obtained by time discretization based on backward
time stepping F (ψP , t) in Eq. 4.24, i.e. discretizing at the new time step n+ 1, by using
F (ψP , t+∆t) instead of F (ψP , t). This is called Euler-Implicit (also known as FOFI
method) method scheme, which is stable for larger scales can be represnetd by:
∂ψn+1
∂t
≈ ψ
n+1 − ψn
∆tn
= F
(
ψn+1P , t+∆t
)
(4.27)
For the computing time dependent non-combustion configuration as reported by Pan-
tangi et al. [240] the FOFI method was chosen. The advantage of using this scheme
(fully-implicit technique) is that there is no restriction on time-steps (the implicit Euler
method allows arbitrarily large time steps to be taken). However the first order implicit
method is no more accurate than the explicit Euler method [218, 63, 102, 181]. The dis-
advantage is the first order truncation error in time. The Crank-Nicolson method solves
both the accuracy and the stability problem. It is based on central differencing and hence
it is second-order accurate in time. The approximation of the time derivative is done on
the time point tn+1/2 as follows:
∂ψn+1
∂t
≈ ψ
n+1 − ψn
∆tn
=
F
(
ψn+1P , t+∆t
)
+ F (ψP , t)
2
(4.28)
and which gives:
ψn+1 ≈ ψn +∆tn1
2
(
F
(
ψn+1P , t+∆t
)
+ F (ψP , t)
)
(4.29)
Wegner [218] found that, combustion flow simulations oscillate in scalar equation with
the Crank-Nicolson scheme. This in turn effecting the velocity field through the density
variation caused by the scalar oscillations. To overcome these problems reacting flows
without density variation are simulated by this scheme (see [240]).
For solving combustion problems with density variation an explicit time stepping
approach is adopted in this work. The explicit scheme as defined by Eq. 4.23 is not
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stable for solving governing transport equations. This can overcome by incorporating
additional sub steps into the explicit scheme. For this purpose a three stage Runge-Kutta
explicit time stepping method is adopted in this work for combustion based simulations.
Time Derivative of Density of combustion flow is vital in achieving the mass con-
servation of the continuity equation and it is also crucial for stability of the simulation as
it influences directly the pressure correction equation as detailed in the next section. The
appropriate choice for its approximation depends on the time-integration scheme used for
the flow equations and has a great impact on the stability of the final algorithm; Cook
and Riley [45] found a second order explicit approximation (see [218]) to work best in the
context of a 3rd-order Adams-Bashforth time integration. Cook and Riley [45] reported
drawbacks of using purely explicit schemes for in the maximum density ratio locations,
in LES context. Multi-stage explicit schemes (for e.g. see [68, 102]) using a Runge-Kutta
time-marching method or semi-implicit schemes [155] seem to be more suitable for this
purpose. Wegner [218] found the temporal change approximated by:
∂ρ
∂t
∣∣∣∣n+1 ≈ ρn+1 − ρn∆t (4.30)
is very suitable for simulating combustion simulation and this formulation is used in this
work for simulating combustion flows with FASTEST3D.
4.4 Pressure velocity coupling
The fluid flows are classified into two types based on the speed of the flow for developing
CFD codes, i.e. compressible and incompressible flows. If the ratio of the speed of
the flow to the speed of sound speed less than Mach 0.3 then the flow considered as a
incompressible otherwise compressible flows. Fig. 4.7 shows Mach number values and the
corresponding flow regimes. To predict flows at different Mach number regimes, many
flow solvers have been developed. Most solvers deal with incompressible or compressible
flow regimes only. For instance, if incompressible solvers are used to predict the flow
in compressible regime or vice versa, predicted values become unrealistic and solution
becomes totally wrong. The mathematical character is the major difference between
incompressible and compressible flow equations. Compressible steady flow equations are
hyperbolic which means flow characteristics travel at finite propagation speeds. On the
contrary, incompressible steady flow equations have a mixed parabolic/elliptic character.
In this work only low Mach number flows, i.e, incompressible flows are considered.
Hydrodynamic pressure is vital in these type of flows and which is a driving force in
the momentum equations. The 3D-incompressible flow is described numerically by three
equations of momentum and the continuity. Thus we have four unknowns (u, v, w,
and P) and four equations (3 for momentum + 1 for continuity). Pressure is decoupled
from the density due to the assumption of low Mach-number, so equation of state is not
required to solve as in the case of the compressible solver. In general incompressible flow
solvers are pressure based and compressible solvers are density based, but not always
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Figure 4.7: Mach number values and the corresponding flow regimes
true. However, the continuity equation does not contain an independent unknown since
the density is already given by the combustion model and is obtained from the look-up
tables. As Ferziger and Per´ıc [63] point out, the mass balance is rather a kinematic
constraint on the velocity field than a dynamic equation and can therefore be used to
construct a pressure field such that mass continuity is satisfied. Many methods are
available in the literature to realize the pressure-velocity coupling which are commonly
called projection methods or pressure correction schemes and in general solve a Poisson
equation for the pressure or a pressure correction. In FASTEST, the Semi Implicit
Method for Pressure Linked Equation (SIMPLE) algorithm of Patankar [147] is used.
The SIMPLE algorithm is preceded as follows: first the momentum equations are solved,
using an ”old”pressure to give u∗, v∗, and w∗. Below only the x-direction with the velocity
component u∗ is considered, the other two directions can be treated in the same way. The
discretized governing Eq. 4.3 in its steady state form for the u∗ velocity component is
given by:
aeu
∗
e =
∑
nb
anbu
∗
nb + Su˜ + (P
∗
W − P ∗P )σe, (4.31)
where Su˜ represents a source term, σe (∆V/∂xi) the control volume surface in the east
face, (P ∗W − P ∗P )σe is the pressure gradient, and anb are the discretization coefficients
related to all faces. By introducing corresctions in pressure, velocity and mass:
un+1i = u
∗
i + u
cor
i (4.32)
P n+1 = P ∗ + P cor (4.33)
mn+1 = m∗ +mcor (4.34)
where u∗i have been obtained from the momentum equations, and p
∗ was obtained
from the previous iteration, m∗ is caluculated based on density, velocity from previous
iteration together with CV’s face area ucori and P
cor are the velocity and pressure correction
respectively. Now, velocities un+1i are used (corrected) to solve the continuity equation(
ρ
∆V
∆t
)
+
∑
i
(ρun+1σ)i = 0 (4.35)
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First term of L.H.S in Eq. 4.35 is the discretized form time derivative of density. By
substituting Eq. 4.32 in continuity above Eq. 4.35, gives :(
ρ
∆V
∆t
)
+
∑
i
(ρu∗σ)i︸ ︷︷ ︸
b´
+
∑
i
(ρucorσ)i = 0 (4.36)
where b´ is the virtual mass source, which will disappear as the convergence is achieved
during the iterations. Then rewriting the momentum Eq. 4.31 to obtain a relation between
un+1i and P
cor .
aeu
n+1
e =
∑
nb
anbu
n+1
nb + Su + (P
n+1
W − P n+1P )σe, (4.37)
where nb denotes the neighboring faces. Subtracting Eq. 4.31 from Eq. 4.37 a relation
between ucori and P
cor is obtained as follows:
aPu
cor
P =
∑
nb
anbu
cor
nb︸ ︷︷ ︸
≈0
+(P corW − P corP )σe, (4.38)
since the velocity corrections in the neighbor nodes ucornb are not yet known, they must be
aproximated following some criteria. A typical approach for pressure-correction methods
is that now the first term in R.H.S of Eq. 4.38, which still contains the unknown velocity
corrections in the neighboring points of P, are suitably approximated. There are different
possibilities for this, the simplest of which is to simply neglect this term
∑
nb anbu
cor
nb ≈ 0.
This is well-justified, since the correction ucornb vanishes during the iteration procedure.
This approach yields the SIMPLE method (Semi-Implicit Method for Pressure-Linked
Equations) proposed by Patankar und Spalding [147]. The resulting equation from Eq.
4.38 is:
ucorP =
1
aP
(P corW − P corP )σe, (4.39)
By inserting this expression for ucorP into Eq. 4.36 one obtains a Poisson equation for
the pressure correction. ∑
i
(
ρ
1
aP
(P corW − P corP )σ2
)
i
= −b´ (4.40)
The right hand side of this equation differs from that of the pressure correction
equation of the standard SIMPLE since b´ contains the time derivative of density in
addition to the divergence of the predicted velocity. After solving Eq. 4.40 the pressure
correction can be used to compute the velocity correction from Eq. 4.39 . By adding the
respective corrections, the final pressure and velocity are obtained from equations 4.32,
4.33 and 4.34. On a staggered grid arrangement, the Poisson Eq. 4.40 can be discretized
and solved in a straight-forward manner. In this work the central discretizations is used
for approximating the divergence operator in the continuity equation. The cell center
gradient of pressure determined similar to MULI, which is based on a Taylor-series by
deducing a discrete system for the pressure correction following Lehnhuser [119]. So,
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since a collocated variable arrangement is used in FASTEST, its discretization needs
some special care.
aPP
cor
P +
∑
nb
anbP
cor
nb = −b´ (nb= EE, WW, NN, SS, TT, BB are second immediate
neighboring points of P) (4.41)
in which the immediate neighbors of point P (i.e. E,W,N,S,T,B) have been canceled out,
resulting strong grid-scale oscillations in the pressure field due to an absence of ellipticity
at the grid scale in equation 4.41 [10]. The first approach is to recover the grid-scale
ellipticity of the discrete pressure correction equation was introduced by Rhie and Chow
[171]. This approach which is based on pressure-weighted interpolation (also referred
as selective interpolation, momentum interpolation method), is very widely accepted in
the literature and used in extensively in numerous CFD codes. The same interpolation
method is implemented in the FASTEST3D CFD code and more details on interpolation
of cell face velocities and predicted cell face velocities are detailed by Wegner [218]. Thus
momentum weighter interpolation techqniue for the velocities, for equidistant grids Rhie
and Chow [171] suggested:
u∗e =
1
2
(
û∗W − û∗P
)
+
Afσe
anb
(P corW − P corP ) (4.42)
The ”Pseudo velocities“ û∗i are derived from the momentum balance equation by ne-
glecting the influenec of the pressure gradient.
û∗W = u
∗
W −
Afσe
anb
(PW − PP ) (4.43)
This procedure allows to counter the problem of strong grid-scale oscillations in the pres-
sure field arising from pressure velocity decoupling on collocated grid. The combustion
simulations are accompanied by density change, especially across the flame front. The
change in density could be in order of 10 and this could take place in a single CV only.
The mass flux calculation across the cell face requires the estimation of density by same
interpolation practice as for the convective term of the combustion scalars, i.e. the TVD
scheme. This is the only approach for obtaining an essential, stable and conservative
scheme. The mass flux calculated from the pressure-weighted face velocity Eq. 4.47, is
given by:
m˙e = ρ
TV D
e u
n+1
e σe (4.44)
Thus virtual mass source (appearing from algorithm used, but not real source) is cal-
culated by:
− b´ =
(
ρ
∆V
∆t
)
+
∑
nb
m˙e (4.45)
Using CDS approximation for the cell face gradient of p and the MULI scheme for the
interpolated velocity one obtains a pressure correction equation has the preferred property
of being elliptic on the grid-scales. This is represented by:
78
4.4 Pressure velocity coupling
aPP
cor
P +
∑
nb
anbP
cor
nb = −b´ (nb= E,W,N,S,T,B are first immediate
neighboring points of P) (4.46)
Once pressure is updated as P n+1 = P ∗+P cor and (P corW −P corP ) is calculated, then new
corrected velocities can be computed following equation momentum correction Eq. 4.38
and mass flux correction Eq. 4.45 as follows:
un+1e = u
∗
e −
σe
ae −
∑
nb anb
P corW − P corP (4.47)
The Eq. 4.47 includes the term
∑
nb anb, which is unknown and therefore it will be set to
zero in the frame of the SIMPLE method [147] and in FASTEST3D it is implemented by
complimenting by explicit projection method introduced by Chorin [38] . Other pressure
correction method (SIMPLEC) [147] assumes that
∑
nb anbu
cor
nb =
∑
nb anbu
cor
e in Eq. 4.38
to get the Eq. 4.47.
The solution procedure using the SIMPLE method can be summarized as follows:
• Guess the pressure p∗ (or take it from previous step)
• Solve the Navier-Stokes equations and get u∗i
• Solve the pressure correction pcor (Eq. 4.46)
• Update the pressure (Eq. 4.33)
• Correct the velocities and mass flux (Eqs. 4.38, 4.47 and 4.45)
• Repeat Steps 2-5 till convergence.
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The availability of high performance computational resources (HPCR) is still expensive
for investigating combustion systems numerically. The advancement and application
of HPCR in general are not suitable for industrial problems with detailed chemistry,
involving hundreds of species and thousands of reaction steps [228, 188]. The reduced re-
action mechanism can’t capture all intermediate species in detail [228] for comprehensive
combustion analysis. In recent times, for many academic and industrial problems [241]
the Tabulated chemistry [204, 241, 66, 172, 113] is emerging as an alternative for detailed
chemistry based simulations. In this section a brief overview of FGM tabulation method
for non-adiabatic combustion is presented and then followed by its validation against 1D
DNS simulations.
5.1 Three dimensional tabulated chemistry (FGM)
The FGM tabulation concept is based on solving one dimensional laminar steady state
flame called flamelet (unsteady for diffusion flames [204]) by means of detailed chemistry
for complete mixture fraction range(0-1) [205]. Flame Prolongation based ILDM (or
FPI) tabulated chemistry approach developed independently by Gicquel et al. [76] is in
accordance with FGM. Here 1D flames are computed in the flammability region, here by
means of CHEM1D [36] with detailed mechanisms. A suitable reaction progress variable
(RPV) is predetermined from the literature for the specific reaction mechanism of a specific
fuel mixture. Once RPV is known, then each flamelet’s thermo-chemical properties from
fresh gas to complete burnt gas can be parametrized as a function of a unique RPV for a
combination of single mixture fraction enthalpy. In this study flamelets are constructed
using both Lewis unity and also accounting differential diffusion and analyzed its effect in
3D LES simulations. For adiabatic combustion, a look-up chemistry table is constructed
according to the FGM tabulation approach [204, 241, 66, 172, 113] with two co-ordinates
(mixture fraction, reaction progress variable). Thus, all chemical species involved in the
detailed kinetics scheme, the temperature, and the thermo-chemical data are tabulated
in terms of these two coordinates (ξ,Y). If ϕ denotes any thermo-chemical scalar; where
species mass fraction, density, viscosity, RPV and source rate are denoted by Yα, ρ, µ,
w˙ respectively (where α is species indices) etc., then for a constant enthalpy combustion
(adiabatic combustion):
ϕ = ϕ (ξ, Y ) ϕ = Yα, µ, ρ, ˜˙wα etc. (5.1)
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Figure 5.1: Maximum CO2 and H2O mass fractions achieved by simple balance, adibataic and non-
adibatic combustion
In an adiabatic combustion enthalpy remains constant when Lewis number considered
is equal to unity. Due to differential diffusion effects enthalpy changes in the flame front
as shown in Fig. 5.1 (middle) for an adiabatic combustion. The change of enthalpy in the
flame front arises in adiabatic combustion as the species diffusion co-efficients are different
for each chemical species/radicals present. Thereby the enthalpy associated with the the
species travels with varied speeds. In reality the enthalpy doesn’t change in adiabatic
system in a global closed systems perspective. However the enthalpy could change by
other means during the combustion. For example, the evaporation in spray combustion
contributes to local enthalpy change in the combustion systems and in the flame region due
to the enthalpy consumed for evaporation of the spray. The other physical phenomenon
contributing to enthalpy change is during the flame interacting with cooled wall.
5.2 Non-adiabatic combustion
FWI is very obvious situation in many industrial applications as detailed in section
1.1.2. Thus tabulated chemistry is also appropriate when enthalpy is considered as a
third co-ordinate for tabulation thermo-chemical properties of combustion. Enthalpy
inclusion in tabulated chemistry produced encouraged results [65, 66, 136]. Please note
that, enthalpy change due to mixing between different mixtures fractions with same inlet
temperatures are already taken care by adiabatic FGM table as defined by Eq. 5.1. The
influence of enthalpy on combustion processes and on its associated processes is very
crucial in determining both design and operating parameters of combustion systems.
A short overview is presented here to get a first impression on the differences between
adiabatic and non-adiabatic combustion flames. For this study, three cases are considered
for a comparison; a simple one step reaction balance (SB), a one dimensional (1D) adi-
abatic case (M1DMAS), and a 1D stagnation flame (M1DMSS) which is non-adiabatic,
more details of the case setup are provided in Table. 5.1. The CO2 mass fraction
compared in Fig. 5.1 (left) in the physical domain shows enthalpy is influencing its
formation even though initial mixture fraction, inlet temperatures are same for both
cases. The higher CO2 is predicted in stagnation flame case. The peaks in CO2 from
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Table 5.1: 1D DNS/ 0D cases (s = Stagnation flame, a = Free propagating adiabatic flame)
Fuel 1D Lewis No. φ Inlet Wall
0D T[K] T[K]
M1DMSLs CH4 1D Mix. Avg. 0.83 300 600
M1DMSSs CH4 1D Mix. Avg. 1.0 300 600
M1DMSRs CH4 1D Mix. Avg. 1.2 300 600
H1DMSSs nC7H16 1D Mix. Avg. 1.0 373 600
SB CH4 0D 1.0 300
M1DMASa CH4 1D Mix. Avg. 1.0 300
both cases in Fig. 5.1 (middle) are attributed to the differential diffusion effect. The
final products of CO2 and H2O are compared in Fig. 5.1 (right) indicates that the
compositions calculated from simple mass fraction balance are higher than M1DAS
and M1DSS. The conversion levels of final products (of CO2 and H2O) achieved by
non-adiabatic case are higher than M1DSS and close to the simple balance calculations.
This demonstrates the combustion physics is very different from the adiabatic case to the
non-adiabatic case. Therefore, it is attention-grabbing to see if same FGM tabulation
strategy of adiabatic combustion can be extended to the non-adiabatic case by adding
only additional enthalpy co-ordinate, which is discussed in section 5.3.
Enthalpy inclusion is vital in determining combustion properties for FWI. To include
enthalpy in FGM table one needs three types of flamelets, namely the adiabatic flamelets
at different inlet temperatures, secondly the burner stabilized and the extrapolated
flamelets in flame quenching region. The change in enthalpy at each mixture fraction
can be achieved by changing inlet temperature, here from 600 K to 300 K (373 K
for n-heptane) with 10 K temperature step size. The burner stabilized flamelets are
generated by passing fuel through the inlet of porous burner at different inlet velocities
starting from laminar flame speed for a particular mixture fraction until the inlet velocity
reaches the lower velocity where flame starts to unstable. Beyond this lower inlet velocity
a flame could not be ignited with physical conditions available.
The inlet temperature for each mixture fraction for all burner stabilized flamelets is
fixed at the lowest adiabatic inlet temperature, i.e here 300 K. The lowest temperature
should be chosen such that the real combustion system where the final non-adiabatic
FGM table will used cannot experience any temperature below the lowest temperature.
The quenching region which are present below the lowest possible inlet velocity are
generated by extrapolation following Fiorina et al. [65]. Details of method adopted in
this work is presented later in section 5.2.1. The final FGM table is constructed following
Ketelheun et al. [104]. In the following sub section an analysis is carried out on FGM
tabulation suitability for simulating non-adiabatic combustion.
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5.2.1 Construction of non-adiabatic FGM table
CHEM1D solves the 1D flame in physical space system for various inlet condition. For
example for adiabatic premixed FGM table, flamelets are constructed by changing the
inlets mixture fraction. However these flamelets can not be used as chemistry table
by CFD solver. Therefore FGM table is constructed by following ILDM approach of
differentiating between variable which are independent chemical reaction (e.g species
mass fraction) and dependent variables(e.g mass fraction chemical elements, pressure and
enthalpy). The reaction control variable is the one which can describe the combustion
process from unburnt to burnt is chosen as RPV, while the composition of the chemical
equilibrium mixture is completely determined by the values of the conserved variables.
The complete set of 1D flamelets are now transformed into a FGM table as described
in detail by Oijen [204]. Then the FGM table is coupled with CFD solver for complex
configurations as represented by Fig. 5.4.
Different types 1D flamelets are required for the construction of FGM tables. Flowchart
in Fig. 5.2 provides the the method adopted to generate all required flamelets for non-
adiabatic FGM table. The main steps involves:
• Adiabatic flamelets for various mixture fraction of fuel and air in flammability region
• At each mixture fraction adiabatic flamelets for various inlet temperatures are con-
structed in the flammability region
• The burner stabilized flamelets are constructed at various inlet velocities
• Extrapolated flamelets for each mixture fraction beyond flammability limits
• Extrapolated flamelets for lower enthalpy to achieve the minimum possible configu-
ration temperature for all mixture fractions and RPVs
CHEM1D solves the 1D flame in physical co-ordinate systems. These flamelets are used
to construct to form multi dimensional FGM table. The basic assumption in construction
of 1D flamelets is such that all enthalpies and mixture compositions of the configuration
that will be simulated could be retrieved correctly. These flamelets will be transformed
into the space of RPV, mixture fraction and enthalpy as described in Fig. 5.3b. However
as shown in the Fig. 5.3a; BST flamelets at lowest velocity could be exposed to lower
temperatures than achievable by CHEM1D in actual non-adiabatic applications. Thus
lower enthalpies could be possible than that of BST flamelets at the lowest inlet veloc-
ity (Below this inlet fuel velocity flame cannot be stable or flammable). The missing
enthalpies beyond flammable region at lower temperatures were constructed by search
method by Fiorina [65] and Ketelheun et al. [104] for appropriate species, temperature.
Please note that the cooling of the burnt or unburnt products don’t change the configura-
tion of species concentrations. However search method to construct missing BST flames
is not suitable when there is not unique solution available for example in case flamelets
simulated using mixture averaged diffusion co-efficient (non-unity Lewis number). Please
note that adibataic laminar flame speed obtained by non-unity Lewis number approach
is higher than that of with unity Lewis number. In the present work both unity Lewis
number and non-unity Lewis based flamelets used and separately for constructing two
types of FGM tables. The lower enthalpies at extreme end are determined by using 8
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Generate flamelets for non-adiabatic FGM table model
f = 0(f1= starting mixture-
fraction in flammable region
T=600◦C
Generate adiabatic flamelet at mixture
fraction f and inlet temperature T
T = T -10
if T < 300
V = Sl
@ 300 C
Generate BST flamelet at f,T (300)
V = V-
0.01*Sl
if V <
0.05*Sl
if f (f2=
end of
flammable
region) < 1
All types of required flamelets are generated
yes
No
No
yes
YES
NO
Figure 5.2: Procedure for generating various flamelets required for non-adiabatic FGM table
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(a) Adiabatic, BST and extrapolated flamelets
for a single mixture fraction
(b) Eighth point weighted extrapolation
for BST flamelets
Figure 5.3: Representation of 1D Flamelets transformed into independent combustion variables space
nearest neighbor point weighted average extrapolation approach. This allows unique and
thermo-chemical consistent solution. The extrapolation approach for constructing FGM
table in this work are successfully validated and verified with the works of Fiorina [65]
and Ketelheun et al. [104]. Further in this work new approach of FGM table construction
is adopted.
5.2.2 FGM and LES CFD solver coupling
Combustion by FASTEST 3D solver is carried out by coupling it with FGM look-up table.
The flow chart represented by Fig. 5.4 illustrates the FASTEST3D coupling with FGM
table.
5.3 Validation of enthalpy based FGM table
The non-adiabatic FGM look-up tables were proven as an effective combustion modeling
tool for academic combustion configurations [66, 136]. The success of chemical lookup ta-
bles is the choice of RPV for adiabatic combustion table. In literature recent works can be
found which are dedicated for finding the optimized RPV for a given reaction mechanism
[141, 87] for adiabatic configuration. An ideal optimized RPV should evolve monotoni-
cally from fresh gasses to burnt gasses, such that all thermo-chemical properties for any
unique mixture fraction can be tabulated by RPV. The definition of RPV is defined is not
unique[87], but more commonly used are combustion of mass fractions or mole fraction
of final products, but sometimes also taking intermediate species into account. Here in
this work, different RPVs are defined and analyzed. In the present work six definitions of
RPV as listed in Table 5.2 are analyzed for tabulating enthalpy based chemistry lookup
FGM table. Here firstly, the basic difference between adiabatic and non-adiabatic com-
bustion is presented, followed by the predictability of thermo-chemical properties by RPV.
Then species considered for defining RPV are analyzed, and concluded by indicating the
performance of different RPVs. Here for this study, two fuels are considered with GRI
mechanism [188] including 53 species and 325 reactions and with an 88-species skeletal
mechanism with 387 elementary reactions [228] were used for methane and for n-heptane
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respectively. N-heptane is considered in addition to methane as it is widely used a fuel in
spray combustion. An inlet temperature of 373 K for n-heptane was considered, which is
just above the vaporization temperature. This was done in order to avoid the two phase
enthalpy change in 1D flame simulations. In order to find the behaviors of combustion
in lean, stoichiometric and rich combustion zones φ= 0.83, 1.0 and 1.2 were considered
for methane, where as for n-heptane only φ= 1.0 was investigated. The non-adiabatic
FGM tables are constructed with all six RPVs defined in Table 5.2 as a three co-ordinate
table in mixture fraction, RPV and enthalpy dimensions. All thermo-chemical data is
represented by
Combustion CFD Solver
• (Filtered) Continuity
• (Filtered) Mixture
fraction and RPV
(Eddy diffusivity) (->
send inputs to FGM
Table)
• Update the values of
Yα, µ, ρ, ˜˙wα and etc.
from FGM table (<-)
• (Filtered) Momentum
(Germano)
• (Filtered) Enthalpy
equation (Eddy diffu-
sivity)
• Correcting outlet mass
flow rate
• Solve pressure correc-
tion . . .
Tabulated look-up FGM table generated
prior to the LES solver starts simulating
the non-adiabatic combustion case.
The generation of FGM table involves :
• 1D adiabatic Flamelets by
CHEM1D for all steps of mixture
fraction in flammability region for
range inlet temperatures
• 1D burner stabilized Flamelets by
CHEM1D at each mixture fraction
step with variation in inlet velocities
• Reconstruction of Flamelets by
FGM table generator from physical
space to RPV, mixture-fraction and
enthalpy space
• Reconstruction of missing flamelets
(for non- flammable regions)by
FGM table generator
• Normalizing RPV and Enthalpy by
FGM table generator
• Tabulating all thermo chemical
properties as a function of mix-
ture fraction, normalized RPV and
normalized Enthalpy . . .
LES FGM-Chemistry
ξ, Y, h
Yα, µ, ρ, ˜˙wα etc.
Figure 5.4: LES solver coupling with FGM table for non-adiabatic case
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Table 5.2: RPV Definitions
RPV
RPV1
YCO2
MCO2
RPV2
YCO2
MCO2
+
YH2O
MH2O
[87]
RPV3
YCO2
MCO2
+
YH2O
MH2O
+
YH2
MH2
[87]
RPV4
YCO2
MCO2
+
YH2O
MH2O
+
YH2
MH2
+
YCO
MCO
[87]
RPV5
YCO2
MCO2
+
YCO
MCO
[14]
RPV6
YCO2
MCO2
+
YCO
MCO
+
YHO2
MHO2
[14]
Figure 5.5: CO2 mass fraction profiles in physical space of grid number obtained from RPV1 based
FGM table for methane(φ=0.83,1.0,1.2) and n-heptane (φ=1.0) and compared wuth 1D
DNS Cantera simulations
ϕ = ϕ (ξ, Y, h) ϕ = Yα, µ, ρ, ˜˙wα and etc. (5.2)
The validation is carried for both fuels using 1D DNS calculations with detailed
chemistry. Here an independent 1D CFD code Cantera [32] was chosen. Cantera is an
object-oriented, open source suite of software tools for reacting flow problems involving
chemical kinetics, thermodynamics and transport processes [32, 215, 59]. A wall cooled
axi-symmetric stagnation flame at atmospheric pressure has chosen with an inlet velocity
of 3.0 m/s, which corresponds to Reynolds number (NRe) 5000 for methane fuel at φ=1.0
with fuel inlet diameter of 30 mm. Distance between burner exit to the cooled wall at
600 K is fixed at 30 mm. All four stagnation flames listed in Table. 5.1 were simulated
using Cantera, similar stagnation flame studies can be found with Cantera in [215, 59].
Stagnation flames are suitable for this study as the flame is detached from the nozzle and
stabilized at the cold wall. This allows the influence of enthalpy loss on the flame front
as shown in Fig. 5.1.
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Figure 5.6: Temperature and mass fraction profiles of CO,OH,CH3,H20 in physical space of grid number
obtained from 1D DNS Cantera simulations for methane(φ=0.83,1.0,1.2) and n-heptane
(φ=1.0)
Note that for each definition of RPV a complete new FGM table needs to be generated
from same set of flamelets. Four different 1D DNS steady state axi-symmetric stagnation
flames with detailed chemistry were simulated (see Table. 5.1) with Cantera freeware
and differential diffusion effect was taken into account. Each of the simulated 1D case
has complete thermo-chemical information at each grid point. The RPV and enthalpy
data from the 1D Cantera simulation were taken and normalized with corresponding
equilibrium values as given here below for RPV. In its non-dimensional form, the variable
enthalpy is defined as
H∗ (ξ) =
h˜ (ξ)− h˜min (ξ)
h˜max (ξ)− h˜min (ξ)
(5.3)
and the normalized RPV is defined as :
Y ∗ (ξ,H∗) =
Y˜CO2 (ξ,H
∗)− Y˜CO2min (ξ,H∗)
Y˜CO2max (ξ,H
∗)− Y˜CO2min (ξ,H∗)
(5.4)
where h is the actual total enthalpy resulting from sum of heat of formation and sensible
heat, hmax the adiabatic enthalpy for specific ξ and hmin the enthalpy of the burnt
products corresponding to ξ, when brought to ambient temperature Tmin=298 K. YCO2 ,
YCO2min and YCO2max are respectively actual concentration, concentration in fresh gasses
and equilibrium concentration of CO2 for a given mixture fraction and enthalpy. A
detailed description of the non-adiabatic FGM table generation can be found in [65], (see
also [3, 172, 205]). Both Y ∗ and H∗ were used to access the FGM table for corresponding
thermo-chemical data. Now, for each grid point thermo-chemical data is available from
1D DNS calculations and FGM table. This analysis is carried out for all four stagnation
flames and for 6 RPVs defined.
CO2 mass fractions for all four cases were plotted from both DNS simulations and
corresposnding data from FGM table in Fig. 5.5. Abscissa at bottom was taken as
grid point number (X1) from 1D DNS case to get better insight in the flame front and
corresponding physical distance was shown on top abscissa(X2). The species considered
for RPV and compared variable was CO2 in Fig. 5.5. The concentrations of CO2
from both chemical look table were matching well with the 1D DNS detailed chemistry
simulations from Cantera in all four cases considered. Minor deviations were observed for
the rich combustion case in non-adiabatic region in Fig. 5.5. (Second from right). CO2
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Figure 5.7: Validation of non-adiabatic FGM tabulation: Temperature, mass fraction profiles of
CO,OH,CH3,H20 in physical space of grid number obtained from various definitions of
RPVs in tabulating FGM look-up table for methane(φ=0.83,1.0,1.2) and n-heptane (φ=1.0)
compared against 1D DNS Cantera simulations
was monotonic in physical space except in rich methane case. Position of flame starting
was different in physical space for all methane flames were started around same grid
point. The flame brush gradient with respect to grid points was getting steeper in lean
regions. Flame starting was taking more grid points at φ = 1.0 before flame accelerating.
Flame was starting much earlier in n-heptane case then burning to final products, the
conversion was not finished completely even at the cold wall. Maximum conversion was
achieved earlier in lean case. Flame was resolved for methane case in around 120 controls
volumes (CVs). A step behavior for φ=1.0 was observed near the cold wall in conversion
to final products. The non-adiabatic combustion was exhibiting different combustion
phenomenon in different regions. The non-adiabatic FGM table could capture the DNS
results very accurately both trend and magnitude for CO2 mass fraction, though minor
deviations were observed in rich region. These predictions were encouraging as one of the
primary species in non-adiabatic combustion was retrieved accurately from FGM table.
In many combustion applications very strong stratification occurs. The combustion is
very sensitive to equivalence ratio. So, it was very interesting to find the suitable RPV
for non-adiabatic configurations. The various species and their combinations are used
in defining RPV are listed in Table 5.2. The species in the definition of RPV used are
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CO2, H2O, H2, OH,CO, and HO2 were analyzed together with the temperature in Fig.
5.6. The second ordinate (Y2) on right side in Fig. 5.6 is temperature in K and other
axes were same as in Fig. 5.5. In all four investigated cases, CO2 were monotonically
increasing in physical space. Second variable H2O was increasing monotonically for φ =
0.83, 1 including a step increase at the wall; but in rich case it was displayed a bumpy
nature in the vicinity of the wall.
The concentrations of the intermediate species forming are very minor in the lean
combustion and stoichiometric case. CO and H2 and OH concentrations were in
significant concentrations, OH is found to be present only in very few CVs. In rich case
both H2 and CO were not consumed completely and especially H2 exhibiting partially
monotonic nature in physical space. The temperature profiles are plotted to represent
the influence of heat loss on different species. Overall CO2, H2O, and H2 showing better
monotonic nature than others. Definition of RPV is critical especially in rich regions, so
definition of RPV can’t be universal in all combustion regions as stratification is very
crucial which deliver all three regions of combustions. The chosen combinations of RPV
are analyzed in Fig. 5.7.
Profiles from 1D DNS simulations and corresponding values from non-adiabatic FGM
table for temperature, selected intermediate species and H2O are compared for under-
standing more in detail. This comparison study was carried out for all six RPVs, for
both fuels, for φ= 0.83, 1.0, 1.2. All definitions of RPVs considered were able to capture
correct flame starting position, annihilating positions and their thickness of the flame
front correctly. Magnitude of the species from FGM table was mainly over predicting for
intermediate species. Note that these intermediate species profiles were very different in
physical space. The scale of mass fraction for each species was different as shown Fig.
5.7. Temperature profiles were well predicted. Inclusion of CO in RPV definition led to
inaccurate prediction of trend and magnitude of various profiles as shown in Fig. 5.7. The
values obtained from the FGM lookup table for rich combustion, especially for interme-
diate species OH were very sensitive to RPV definition. Intermediate species CH3 from
FGM table over predicting, and it was getting more poorer from lean to rich regions. The
corresponding temperature profiles, H2O are agreeing well with 1D DNS calculations. It
is interesting to note that formation and annihilation of CH3 was not being influenced
by the enthalpy change in present configuration. Its predictions are encouraging in n-
heptane case. RPV1, RPV2 and RPV3 were better combinations for retrieving thermo
chemical data from n-heptane non-adiabatic FGM table. The definition of RPV is very vi-
tal in tabulated chemistry and more importantly in non-adiabatic combustion. Tabulated
chemistry with three co-ordinates of ξ, RPV and enthalpy are suitable for calculating the
non-adiabatic combustion problems such as spray combustion, differential diffusion FWI.
Non-adiabatic FGM tabulation method adopted in study was able produce very good pre-
dictions chemistry and thermal data. In the next section modeling, setup and simulation
of a 3D impinging premixed flame water cooled wall was simulated using enthalpy based
FGM table.
on mixture
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6.1 Boundary conditions
The CFD simulations solve the governing equations through the divergence expressions
employed to discretize them. Thus linear systems of equations are solved from the
obtained algebraic relations between the unknown values in neighboring control volumes.
The boundary CVs don’t have any neighbors, which makes it necessary to treat them
in such a way that, no additional unknowns are introduced into the linear systems of
equations. This is achieved by incorporating the boundary conditions of the physical
system under consideration in a appropriate manner into the expressions for the fluxes
across the boundary faces. This results in additional contributions to the source term b´P
of the CV’s at the boundary. In addition, the boundary conditions have to be specified in
a way that satisfies the overall conservation of all quantities in the computational domain.
The imposition of exact boundary and initial conditions is necessary for a unique
solution of the underlying partial differential equations [63]. Boundary conditions are
those which are imposed by nature and must be satisfied by every Navier-Stokes fluid.
They are at the inlet, outlet, wall, symmetry and periodicitylimit. For transient problems,
the initial conditions are also to be defined at the time point t0 = 0s. There are two kinds
of boundary conditions. When the specified value is directly imposed on the boundary,
it is classified as Dirichlet boundary condition (e.g. inlet, wall) and when the boundary
values are presented as gradient forms, they are Neumann boundary conditions (e.g.
symmetry or flux boundary).
6.1.1 Inlet boundary conditions
The inlet boundary conditions for the velocity components (momentum) as well as
other scalar variables like temperature and concentration are set by means of Dirichlet
boundary condition in the LES context. This is the simplest method to deal with the
inflow conditions. The value of the unknown is prescribed on each inlet CV face by
providing fixed values.
Flow: The inlet boundary conditions for the velocity components (momentum) are
set by means of Dirichlet boundary condition. In many industrial applications the flows
are turbulent, which means at each cell face in time the velocity will be fluctuating in
time. Though the time averaged mean velocity for stationary flows is constant. The
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simplest method is Dirichlet boundary condition to deal with the inflow conditions.
However this approach can lead to large coherent structures instead of turbulence. This
type of treatment neglects the turbulent fluctuations but reasonable if the inflow is far
upstream of the area of interest or if all the relevant fluctuations develop inside the
computational domain. In other situations, it is necessary to introduce artificial inflow
boundary conditions for capturing fluctuations. In principle there is no difference from
the point of view of the discretization and the use of the artificial inflow turbulence
from the conventional boundary conditions. The method of Klein et al. [108] could be
implemented directly into the flow solver or through an external software called the inflow
generator. This inflow generator produces three-dimensional frozen turbulence based on
the prescribed statistics on a Cartesian grid. This frozen turbulence is then transferred to
the inlet plane of the LES calculation using Taylor’s hypothesis that turbulent structures
are transported with the mean convective velocity of the flow without being altered.
Thus, as simulation time advances, the 3D-field produced by the inflow generator is
scanned perpendicular to the inflow direction and values for each CV face are obtained
by tri-linear interpolation of the inflow data. Since the inflow values obtained in this
way do not guarantee a constant mass flow into the domain, the desired mass flow was
prescribed in addition and the inflow values were multiplied with a correction factor such
that this mass conservation was attained. In the present work turbulent inflow conditions
were achieved by implementing a perforated plate in the upstream of inlet nozzle as in
experimental setup (see Section 6.5).
Scalars: Various scalars need to be solved in reacting and combustion problems,
which is the case here. In this work mainly three types of scalars were used, namely
mixture fraction, reaction progress variable (RPV) and enthalpy. The details of how each
of scalars were treated are provided here below.
Mixture fraction:is one of the crucial scalar in reacting flows and combustion,
which provides great insight into the composition of the fluid at any physical point in
the computational domain. The mixture fraction definition is already provided in theory
chapter. The mixture fraction at inflow boundary varies between zero and one, depending
on the stream composition. Fluctuations in mixture fraction at inlet boundary is not
having importance as it remains constant in time at a particular cell face.
Reaction progress variable (RPV): plays a vital role in reactive flows, which gives
the progress of various chemical reactions in computational domain. It is in general zero
at all inlet boundary faces, except in the case where the part of products are premixed
with fresh inlet streams.
Enthalpy:is not significant in isothermal reacting and adiabatic combustion problems.
The main reason being, it is not necessary to solve the enthalpy equation. In case of
non-adiabatic combustion simulation, the temperature at inlet boundary conditions are
supplied, in which enthalpy is being solved. In this work, total enthalpy is solved for
accounting for non-adiabatic combustion phenomenon. So, it is necessary to convert the
prescribed temperature into the total enthalpy as defined in chapter tabulated chemistry.
CFD solver obtains total enthalpy as a function of the temperature from the second
FGM table which is separately generated for treating boundaries and applied through
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Dirichlet boundary conditions.
6.1.2 Outlet boundary conditions
Outflow boundary conditions are resultant of the inlet, other boundary conditions and the
physical phenomenon that takes place in computational domain. So, it is a solution and it
is not known a priori and a different type of boundary condition has to be employed than
for the inlets. The simplest and most wide-spread way in CFD is the use of a Neumann
condition which prescribes the gradient of the solution on the boundary. This gradient in
normal direction (n)is usually assumed to be zero, meaning that the value of the unknown
Φ in the center of the boundary CV is equal to the value on the face.
∂Φ
∂n
= 0 (6.1)
For the scalar quantities (mixture fraction, progress variable and enthalpy) this condi-
tion was employed in all simulations. In LES however, the use of this procedure can lead
to the problem by disturbing with large scale structures of vorticies leaving the compu-
tational domain. The convective outflow condition for the velocity is an alternative for
overcoming the limitation of zero gradients out flow boundary condition. The convective
boundary condition implemented in FASTEST3D is given by:
∂Φ
∂t
+ Uc
∂Φ
∂n
= 0 (6.2)
In equation Eq. 6.2, Uc is convective velocity and it should be supplied in prior. The
choice of Uc should be approximated and it can be supplied as a profile or as constant
global value. Application of conditions Eq. 6.1 or Eq. 6.2 in general does not lead to
velocity components on the outflow such that the global mass balance is fulfilled. This is
achieved by satisfying the general continuity written here in terms of the sum of incoming
and outgoing mass fluxes m˙in, ˙mout over all boundaries and the time derivative of density
integrated over the domain dM
dt
is defined as:
dM
dt
= m˙in − ˙mout (6.3)
In treating above relation (Eq. 6.3) a special care must be taken, while the sum of the
mass fluxes on the inlet m˙in is known, the mass fluxes on the out flow boundary are taken
as provisional values computed from a provisional set of velocities u∗i,out on the outlet
after solution of the momentum equations. The outlet velocities are therefore corrected
by scaling them according to the equation Eq. 6.4 straight away by satisfying them.
ui,out = u
∗
i,out
(
m˙in − dMdt
˙mout
)
(6.4)
6.1.3 Wall boundary conditions
Velocity components: The velocities in grid nodes conjoined with the wall are set equal
to the wall movement. In the frame of this work they are set to zero in the tangential (t-i)
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as well as in the normal direction (ni), because the wall is fixed (Eq. 6.5). This condition
is also valid for all turbulent quantities (in RANS context).
ui|wallni = 0 (6.5)
ui|wallt-i = 0 (6.6)
In the near wall region a boundary layer is formed and the velocity profile slowly
increases until it reaches the outer flow velocity. In order to capture this damping
effect, wall functions are available in the FASTEST3D for the velocity components, the
turbulent kinetic energy, Reynolds stress components, and the dissipation rate, but not
used in the work in LES context. This is valid as the CV sizes are small enough in
boundary layer to capture all necessary scales that are relevant for the flow near the wall.
In industrial applications it may be necessary to use wall models to avoid huge number
of CVs despite the availability of fast and massive computational resources but it is
limited for a very few selected cases. The reader interested in the details of wall models
in FASTEST3D can refer to the work of Wahid [1].
The mixture fraction, RPV scalars at wall follow the velocity components and
their gradient is zero at the wall also in the context of this work where the wall is
considered having zero velocity and chemically inert. In the present work, the von
Neumann zero gradient boundary conditions are applied for both these scalars. This
leads to same physical value of the scalar on the wall to the corresponding value of it in
first neighboring CV to the wall.
The enthalpy scalar in adiabatic (or isothermal) case at the wall follow the velocity
components and they can not change at the wall similar to mixture fraction and RPV.
The FWI configuration studied here is a non-adiabatic configuration. The wall here is
no more follows the zero gradient approach, therefore Dirichlet boundary conditions are
applied. As discussed in tabulated chemistry chapter, the fixed temperature is imposed
at the wall. The fixed temperature imposed on the wall is converted to total enthalpy
utilizing inverse FGM table specifically generated for treating boundaries through the
scalar information and temperature boundary values.
6.1.4 Symmetry boundary conditions
Symmetry boundaries can be used to reduce the size of the problem. If we know that
there is a plane where the flow field is symmetric then instead of simulating the whole
configuration, we can set the appropriate boundary conditions and reduce the problem
size. The symmetry boundary conditions are set by following the von Neumann zero
gradient boundary conditions.
6.1.5 Periodic boundary conditions
The periodic boundary conditions (between boundary I and II) make the variables at the
boundary I equal the variables at the boundary II conforming to the following equation.
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ψ(r⃗) = ψ(r⃗ + L⃗), (6.7)
where r⃗ is the position vector and L⃗ is the periodic length vector of the domain
considered. The periodic boundary condition corresponds to zero flux. Making the
boundaries periodic, this will make the inflow through one of the boundaries equal the
outflow through the other.
6.2 Solver
Solution of the linear equation system
The discretization of the governing equations summarized in chapter 4 by means of
the finite volume procedure and explained together with the applied boundary conditions
results in a system of linear algebraic equations each having a form. This system can be
written in matrix notation as
AΨ = S (6.8)
where A is the square coefficient matrix [85] built from the coefficients of the linear
equations Eq. 4.3 for each CV, Ψ is a vector containing the values of the variable Ψ in
each CV and S is the vector containing the terms on the RHS of Eq. 4.3
The system Eq. 6.8 has to be solved by means of an efficient solution method. The
coefficient matrix A resulting from Eq. 4.3 is sparse, i.e. most of its elements are zero and
the non-zero elements lie on a small number of well-defined diagonals (in FASTEST-3D
seven diagonals). Advantage should be taken from this structure. Since direct methods
like Gauss elimination or LU decomposition do not take this advantage, being quite costly,
and since discretization errors are normally much larger than the computer accuracy, there
is a clear reason to apply an iterative method. Furthermore, the fully implicitly discretized
momentum equations are actually non-linear and can not be solved by means of a direct
method. The details of their linearization are discussed in the following section. In an
iterative method some initial solution is guessed and then systematically improved. One
would have after n iterations an approximate solution of Eq. 6.8, Ψn, that is not the exact
one. The non-zero residual vector rn (a difference between the left and the right hand
side of Eq. 6.8 satisfies the expression
AΨn = S − rn (6.9)
An iterative scheme for the linear system, that should drive the residual to zero, can
be written as
M(Ψn+1 −Ψn) = B − (M −N)Ψn (6.10)
M(Ψn+1 −Ψn) = B − (M −N)Ψn (6.11)
or
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M(δn) = rn (6.12)
Here, Ψn+1 − Ψn is the correction vector which is simultaneously an approximation to
the convergence error. Once the computation of NΨn is inexpensive and the solution of
Eq. 6.11 converges rapidly the optimal iterative method is found. For rapid convergence
in the solution of Eq. 6.11 the matrix M must be as good an approximation to A as
possible. For that purpose the strongly implicit procedure (SIP) [39], originally proposed
by Stone [196] and further developed for the seven diagonal coefficient matrix by Leister
and Peric [120], is applied in FASTEST-3D. In this method the matrix M is chosen to be
equal to the incomplete LU decomposition (ILU):
M = LU = A+N (6.13)
In the ILU decomposition the procedure is the same as in standard LU factorization.
But for each zero element of the original matrix A a corresponding element of the lower tri-
angular matrix L or the upper triangular matrix U is set to zero too. Even though L and U
have the non-zero elements only on the same diagonals as A (W, E, S, N, B, T, P ),
their product LU has additional non-zero diagonals (SE, NW, etc.). Stone [196] found
that convergence can be improved by allowing N to have non-zero elements on the diag-
onals corresponding to all non-zero diagonals of LU . The elements of the matrix N must
be defined so that the elements of vector NΨ ≈ 0 and that the matrix M to be the best
approximation to A. This means that the contribution of the terms on the ’additional’
diagonals (SE, NW, etc.) in N must be nearly cancelled by the contribution of other
diagonals (W, E, S, N, B, T, P ). Expecting the solution of the elliptic partial dif-
ferential equations to be smooth, Stone [196] approximated the unknown function values
in ’additional’ nodes in terms of the known function values at nodes corresponding to the
diagonals of A. Finally, one proceeds as follows. Having a matrix A the elements of N
can be found. The elements of M, which are the sum of A and N, do not need to be
computed. Instead, the elements of L and U are found in sequential order for the given A
and N. Once the elements of L and U are known, the inner iterations begin. The system
Eq. 6.12 can be rewritten as
LUδn = rn (6.14)
Uδn = L−1rn = Rn. (6.15)
Using the advantage of LU decomposition the elements of the vector Rn are computed
first using Eq. 6.15 by marching in the order of increasing CV’s index (forward substi-
tution). Then the elements of the correction vector δn are calculated by marching in the
order of decreasing CV’s index (backward substitution). In addition to that the variable
values in the CVs are updated following Ψn+1 + Ψn = δn. The iterations proceed until
the sum over all elements of the residual vector rn becomes lower than prescribed tolerance.
Solution of steady and unsteady problems
In steady computations a steady state solution of the governing equation system is
sought. In this case the time history is of no interest. One can either neglect the unsteady
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terms in the governing equations or iterate until the steady equations are satisfied, or
march in time without requiring full satisfaction of the equations at each time step. The
iterations within one time step or during steady computations, in which the coefficient
matrices and source vectors in Eq. 4.3 are updated, are called outer iterations in order to
distinguish them from the inner iterations performed on the linear systems Eq. 4.3 with
fixed coefficients (in the SIP solver). The changes in variables after each outer iteration
may be significant and particularly at the beginning where they may cause instabilities.
In order to reduce this effect the under-relaxation of the variables is applied:
ψm = ψm+1 + αψ(ψ
m − ψm−1) (6.16)
where ψm and ψm−1 are the values of the variable ψ after mth and (m−1)st outer
iteration, ψnew new is the result of solution of equation Eq. 4.3 and the under-relaxation
factor αψ satisfies 0 < αψ ≤ 1. Wegner [218] presented solution procedure in FASTEST3D
for one time step and also reader can refer to Kuenne et al. [113] for substep strategy
for the scalar transport applied within a 3-stage Runge-Kutta scheme implemented in
FASTSET and used in this work. It is worth noting that, although the converged solution
does not depend procedure by solving the equations for the combustion scalars and use
their new values to update all transport coefficients and the time derivative of density.
Since the latter plays a central role in the momentum and pressure correction equations,
it seems to be good to update it as soon as possible. In order to prevent divergence of
the outer iterations due to large changes in some of the quantities, the under relaxation
technique of Patankar (1980) was employed for the scalars and velocity (Eq. 6.16) and
pressure by adding only part of pressure equation [218]. In unsteady computations
(URANS, LES) the time accuracy is required in order to resolve in time e.g. some
periodical process. In this case the iterations must be continued within each time step
until the entire system of the governing equations is satisfied to within a narrow tolerance.
6.3 Time-Averaging Procedure
Simulation carried out by LES produces an instantaneous data in time for all variables
that are being solved and also not solved (dependent variables) by transport equations
(species from FGM table, algebraically calculated values from solved variables and etc.)
at each physical position (x, y, z) of the simulated domain. Engineers are generally
interested in statistically time averaged quantities, more ever it is more convenient to
compare simulated results against the experimental findings. For obtaining the statistical
results, a time-averaging process and a measure for monitoring convergence of the time-
average are needed. Supposing averaging has been performed from time t0 to time t1, this
time-averaging process depends on both the total sampling time interval and the spatial
coordinates:
⟨ψ (x, y, z)⟩ = 1
(t1 − t0)
∫ t1
t0
ψ (x, y, z, t) dt (6.17)
The accuracy of the statistical result depends on two parameters namely time step width
and time independent sampling.
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Time step width: Similar to the discretization in space, the discretization in time
affects accuracy. Normally, reduced time interval allows for an accurate solution, like the
smaller cells resulting in improved precision. With explicit methods a limited time step
width is thus a precondition to obtain a stable scheme. So called Courant, Friedrich and
Levy criteria “CFL-condition” is in general used to evaluate the time interval as defined
by equations Eq. 4.25 and Eq. 4.26. This means within one time step, information may
only travel to the neighboring cell but no further. In this work CFL <1 (∼ 0.3) is chosen
for define the time step width.
Time independent sampling: Once simulation starts, we need to decide how often
a sampling data has to be read out. The aim is to ensure sampling data to be statistically
time independent. This may be clarified by the autocorrelation function. At one special
position, the time autocorrelation function RTA(t) of a continuous real function ψ(t) is
defined by
RTA(t) = lim
∆t→∞
1
2∆t
∫ ∆t
−∆t
ψ(τ)ψ(t+ τ)dτ (6.18)
where ∆t is the time interval. The correlation between two events separated in
time diminishes as the interval increases. In analyzing statistical results of a spatially
developing flow we should average long enough in time to guarantee a proper estimate
of the average solution and its physical properties. It is difficult to quantify the criteria.
Throughout the simulations in the thesis, the averaging process has always started at
time when the flow becomes fully turbulent, and ends at the time when the results
presented do not change significantly when the averaging is ended at a later moment in
time.
6.4 Parallelization
The majority of simulations carried out here was too large to fit on a normal PC or
would have taken too long in doing so, the computations were performed in parallel. This
domain (domain decomposition) is split up in as many parts as there are processors
to run the simulation on. This is conveniently done via the block-structure of the grid,
simply assigning each block to a processor and /or sometimes distributing same block
onto multiple processors (see Fig. 6.1). In doing so, the geometrical blocks created in
the grid-generation process can be subdivided into several parallel blocks which can help
to achieve better load-balancing. Note that, when a same block in distributed onto n
number of processors, then that block is divided into the number of processors on which it
being simulated. In the solution procedure, the unknowns have to be exchanged between
the blocks. This is done via message passing using the well-known MPI library. The
data are provided to the other block by a row of help control volumes called ghost cells.
This code has been already used to study numerically a series of laboratory classical
flames and generic combustors fueled by methane, pre-vaporised kerosene for single phase
cases ([241, 218, 238, 113]), as well as acetone and ethanol for spray cases (e.g. [40])
using FGM method for combustion. Computations reported in the present paper were
carried out for three flow troughs prior to collecting of statistics and four flow troughs
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Figure 6.1: Recommended parallelization of block structured mesh in the FASTEST3D [115]
for obtaining time averaged values.
6.5 Study of boundary conditions in perforated
nozzle
An analysis was carried out to analyze the difficulty in bringing real physical boundary
conditions in experiments into the numerical setup [183]. It was explained in the previous
section that the boundary conditions are very crucial in numerical calculations, where
the calculation domain is limited contrary to its experimental/real physical domain. The
capability of CFD tools and methods can be enhanced by providing correct boundary
conditions. Especially the complex CFD model development, validation and verification
for physical processes such as combustion require more accurate boundary conditions.
The application of a perforated plate to generate turbulence in the nozzle for combustion
experiments is one of the common practices to generate turbulence. It was found from
various numerical studies [195, 243] the Reynolds number conditions supplied from the
experiments [19, 186] could not produce the corresponding measured velocity fields. The
attempt was made to find the reason behind the difference between the measured and
numerical results velocity fields for same Reynolds number [183]. Here the generation of
mesh for perforated plate was carried out by more convenient and suitable unstructured
mesh. The commercial multi physics and geometric flexible CFD software [8] was used
for this investigation.
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Figure 6.2: Opposed jet configuration including the perforated plate(TGP): Red line indicated mesh
used for reducing the boundary layer and for obtaining uniform flow in the upstream of the
TGP
Configuration: The configuration used here was the nozzle part flow from the
Pantangi et al. [243]. For this study, experimental boundary details were adapted from
Boehm et al. [19]; as the detailed measurements were available within the nozzle. The
study is carried out for both opposed jet (see Fig. 6.2) and single jet non-reactive flows,
various Reynolds numbers, considering plenum part and meshes in plenum. In all cases
the inlet flow boundary was placed far away from the turbulent generator (perforated
plate (see Fig. 6.2)) in the upstream direction. In depth study was carried out assuming
the measurements from experiment were accurate. CFD model was setup with available
inputs from experimental measurement for inlet boundaries to determine flow field to
validate, verify the model and thereby predicting the flow field. Flow field velocity and
their fluctuation predicted by CFD solver couldnt match with the measured data. This is
done to reveal the possible erroneous set up of the numerical setup (see also [183]). Any
valid physical or numerical evidence couldnt be established for quantifying difference
between measured and predicted flow profiles. This leads to the possibility of the methods
adapted for determining the Reynolds number from the flow meters data and analytical
methods in measurements as a rationale. The advanced measuring methods were in
general were used only in the main combustion field. Therefore, corrected boundary
conditions which were measured by conventional methods may be not appropriate for
using in the development of precise CFD model development.
Effective diameter: the boundary conditions can be supplied by means of artificial
turbulence for this configuration or by implementing all geometrical features of the
configurations. In both cases it is necessary to get minimum details from the experiment
and then they can be adapted. The methods here adapted were to take all possible
geometrical features into the numerical setup. This is not always possible with all solvers
such as FASTSET3D, which is based on block structured mesh solver. In order to use the
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Figure 6.3: The representation of boundary layer development and effective diameter at the exit of
TGP plate
Figure 6.4: The effective hole diameter calculated as function of Reynolds number for the single jet
flow
original features in block structured mesh solvers and also to avoid the complex meshing
of numerous small holes; a study is carried out to find the effective diameter at the exit
of the perforated plate (TGP).
The perforated plate considered here is having many holes with a 2mm radius each.
The effective radius is plotted in Fig. 6.4 show the strong boundary layer formation
within ∼ 1.65 mm thickness of TGP plate at lower Reynolds numbers. The boundary
layer is getting thinner parabolically as the Reynolds number is changing from 3000 to
16000 and then boundary layer is remaining almost constant for higher Reynolds numbers.
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Chapter 7
Combustion processes of complex
fuels
In this work LES code was developed as detailed in the previous chapters to describe
the mixing in reactive flows and non-adiabatic combustion physics more precisely taking
advantage of advanced sub-grid scalar flux models and non-adiabatic FGM tables.
Developed models were validated for reactive sub grid scalar (SGS) mixing, non-
premixed, premixed combustion in both adiabatic and non-adiabatic configurations. In
this chapter, LES based non-adiabatic combustion models are applied for two complex
combustion configurations namely rod-stabilized V-flame and pre-vaporized kerosene.
First a SGS sub-grid scalar flux model is validated for premixed V-flame configuration
while the FGM combustion model is extended to complex fuel pre-vaporized kerosene.
These results are reported in [238, 241].
7.1 Premixed combustion of rod stabilized V-flame
A V-shape flame is generated when a premixed flame is stabilized on a hot wire or a rod
[207]. In a laminar flow environment, the reaction layer propagates against the incoming
fluid and a premixed V-shape flame is built. In the case of a turbulent flow, the two
wings of the flame are wrinkled by velocity fluctuations and the V-flame is obtained in
mean. Hertzberg et al. [81] had demonstrated that vortex shedding accompanied by high
periodic fluctuation intensities stabilizes the lean to very mild bar and rod stabilized
premixed flames but not evidently for a richer rod-stabilized case. Recently Domingo et
al. [53] have pointed that the flame stabilized by the rod could take benefit from the
recirculation of hot products behind the obstacle, while the flame stabilized on a hot
wire is initiated by the energy released by the wire. Thereby localized burning kernel
serves to stabilize a premixed flame that develops downstream. Besides 2D DNS [53] and
3D DNS [15] calculations for low Reynolds number configurations, LES of V-flame are
very rare. Manickam et al. [130] applied an algebraic flame surface wrinkling model to
study rod stabilized flames. They compared the performance of a RNG k-Epsilon RANS
model and LES applying a standard Smagorinsky using the commercial code Fluent [67]
to address the flow past the rod cylinder along with the effects such as vortex shedding,
lift and drag forces. The SGS scalar flux has been described by a classical linear gradient
approximation.
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In the literature sub grid-scale (SGS) model assessment was mainly achieved through
comparisons with Direct Numerical Simulation (DNS) results limited to low Reynolds
numbers. Based on a comprehensive, highly resolved experimental database of SGS and
mean scalar field quantities [127, 154], an assessment of a new anisotropic SGS scalar
flux model is carried out in a non-reacting free jet and a rod stabilized premixed methane
V-flame configuration characterized by high Reynolds numbers for which DNS-data
are not available. For that purpose, Large Eddy Simulations are performed using the
dynamic Smagorinsky SGS model for the flow field. The new anisotropic SGS scalar flux
model used to describe the turbulent scalar flux combines the conventional linear eddy
diffusivity model with an additional contribution that couples in a thermodynamically
consistent way the deviatoric SGS stress tensor and the gradient of the filtered scalar
field. The combustion is modeled by a detailed tabulated chemistry based method
following the flamelet generated manifold (FGM) approach. To assess the prediction
capability of the anisotropic SGS scalar flux model, LES achievements are compared
against the highly resolved experimental data available and other simulation results
performed under use of existing SGS scalar flux models. The behavior of SGS scalar
fluxes is especially analyzed. It turns out that the new anisotropic model retrieves the
overall expected features of the SGS scalar fluxes at both resolved and SGS levels and
in both non-reacting and reacting premixed environments. It also allows achieving LES
results for the flow and scalar field that are in better agreement with experimental data.
7.1.1 Configuration and boundary conditions
The configuration under study corresponds to that experimentally investigated by Pfadler
et al. [127, 154] who carried out experiments with a rod stabilized flame at atmospheric
pressure. Here, perfectly premixed fuel and air are supplied to 48 mm diameter tube,
where 10 mm above the exit a 1.6 mm rod is situated for flame stabilization. A 150 mm
diameter co-flow with low velocity of 0.3 m/s prevents environmental influence in the
measurement region. A turbulence grid with hexagonally oriented holes being situated
100 mm upstream of the exit produces nearly homogeneous turbulence conditions. The
burner set up and geometry is sketched in Fig. 7.1.
Two-dimensional instantaneous velocity information can be obtained with particle
image velocimetry (PIV). For that the flow field is seeded with small tracer particles
(TiO2, dmean = 1 micrometer), which follow the turbulent flow adequately. Stereo PIV
measurements of all three velocity components in the measurement plane were possible
with two PIV cameras. For the measurement of the three-dimensional rate-of-strain
tensor, a dual plane approach was used, consisting of two complete stereo PIV systems.
The details of the complex system (synchronization procedure, data storage, validation
and evaluation) are described by Pfadler et al. [127, 154, 152].
The flame characterized by Reynolds numbers of 10,188 is investigated here. All
the flame parameters are summarized in Table 7.1. For representing this geometry
numerically, the turbulence grid with circularly oriented 86 holes was included in the
computational domain (see Fig. 7.2 along with the pipe (see sectional view in Fig. 7.3).
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Figure 7.1: Burner set up
Description of parameter Unit Details
Fuel mixture Methane& Stoichiometry
air 0.8
Bulk velocity U [m/s] 3.50
Turbulent rms velocity U
′
[m/s] 0.55
Reynolds number Re [−−] 10,188
Turbulent Reynolds Ret [−−] 148
number
Unburnt density [kg/m3] 1.10
Burnt density [kg/m3] 0.17
Laminar burning velocity SL [m/s] 0.27
Table 7.1: Boundary conditions
This consists of 206 structured blocks featuring an O-type structure. The total
amount of grid points on the fine grid is 1.3 million. The block structured mesh was
constructed with ICEMCFD [67, 8] and elliptical smoothening is carried out on it for
getting better convergence. All simulations were ran on 8 processors. The domain is
extended with coarse mesh radially beyond co-flow region to accommodate numerical
instabilities due to the limitations of availability of pressure boundary conditions at outlet.
As inlet boundary conditions, the mass flows from the experiment were prescribed
using laminar unperturbed profiles. A laminar inlet profile is sufficient for such a
simulation since the flow field is dominated by the intense shear of the jets produced by
the turbulent grid at upstream. The co-flow air stream was assumed to be homogeneous.
Again, a constant mean value was prescribed for the velocity of 0.3 m/s. Thickness of 1
mm for the nozzle separating the fuel jet and the co-flow is considered as in experiments.
Mixture fraction of fuel at fuel inlet is specified as 0.0445, which corresponds to the
premixed methane fuel (stoichiometry of 0.8), and for co-flow as zero. Outlet boundary
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Figure 7.2: Simulated domain with nozzle and flame stabilizing rod
at top is given as convective boundary and other regions with open boundaries are
described as slip wall with zero velocity.
Figure 7.3: Representation of mesh on a plane across the stabilization rod and passing through centre
line of the nozzle with super imposed by instantaneous mixture fractip
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Figure 7.4: Experimentally measured reaction progress variable (left), numerically obtained reaction
progress variable (right)
7.1.2 Results and discussions
First a qualitative insight will be given before going to quantitative comparisons. Ex-
periments measured the temperature as progress variable and in FGM based approaches
the RPV is based on the concentration of specie(s). Temperatures and other species
(like CO, OH, CO2 and etc) concentrations are obtained as only a post process variable
from beta integrated FGM table rather than a transported quantities. The experimental
measured area (EMA) data is available on one side of the V-flame, reaching from the axis
to a radius of 17 mm and in height from 4.5 to 22.5 mm above the stabilization rod (see
Fig. 7.1). All field data from simulations are compared against experiments in the EMA
region until otherwise it is specified. The time averaged reaction progress variable based
on temperature in both experiment and simulations plotted in Fig. 7.4 shows the well
predictability of the model used. Here it is worth mentioning that the flame front from
Fig. 7.4 is away from the mixing zone (in Fig. 7.2, Fig. 7.3) between co-flow and main fuel
jet, which clearly points out that the co-flow is not influencing the flame behavior in the
vicinity of the stabilization rod. Iso-surfaces of instantaneous temperature gradient shown
in Fig. 7.5 (left) clearly predict that the flame is stabilized on the rod and the V-shape of
the flame is recovered well. It shows in addition the highly turbulent nature of the flame
front. The instantaneous RPV source term, which is being used in simulations are plotted
in Fig. 7.5 (left), outlines the reaction zone of the flame. This reaction zone is very
thin which makes the combustion modeling very challenging as the fuel is transformed
completely from burnt to un-burnt within a control volume. So, it may be very in-
teresting to see the models for the sub-grid scales in detail as discussed later in this section.
With respect to quantitative predictions, the mean axial and radial velocity profiles
at 2 mm downstream from the nozzle exit are plotted; Fig. 7.6 recovers well the
experimental data provided as inlet conditions. To get further overview of the model
capability and more insights into the predictions of SGS quantities, flow and combustion
properties such as mean axial and radial velocities, normalized RPV and their fluctu-
ations as well as axial and radial SGS fluxes in the EMA region are plotted in Fig.
7.7. For an easier interpretation of the results, let us mention that FGM model solves
absolute reaction progress variable whereas experimental data is available as normalized
temperature based RPV. To bring similarity between them RPV from simulations are
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Figure 7.5: Reaction progress variable source term (left) and Temperature gradient (right)
Figure 7.6: Comparison of measurements against numerically obtained corresponding data: Axial ve-
locity(left), right: radial velocity (right) (Num-solid line, experimental-dashed line)
normalized based on equilibrium value corresponding to mixture fraction values. Since
the reaction zone is very thin in this configuration and Lewis number is unity for
the fuel under investigation, it can be assumed that both RPV from experiments and
simulations are comparable, and an assessment of the model capability is thus possible.
If the model predicts perfectly the experimental findings, then all points should fall
on 45o line. As they deviate from that line model prediction capability goes down.
Note that each point on the scatter plot corresponds to one measurement (and numerical).
Measured axial mean velocities in the EMA region are very well captured by model
except at lower velocity values. Similar deviation can be found at higher axial and radial
velocity fluctuations, but they are much higher compared to that of mean velocities.
Mean radial velocities are well predicted, their fluctuations deviate strongly, and again
at higher velocities simulations are under predicted. These deviations, among others can
be attributed to the laminar fuel inlet boundary conditions used since the turbulence
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Figure 7.7: Comparison of numerical simulations (x-axis) against experiments (y-axis) in form of scatter
plots : First from top: Axial velocity (left)Axial velocity locations(right), Second from top:
Radial velocity (left) Radial velocity fluctuations (right), Third from top: RPV (left) RPV
fluctuations (right), Bottom: Axial SGS fluxes(left) and Radial SGS fluxes(right)
Figure 7.8: Comparison of axial (top) and radial (bottom) SGS flux experimentally measures (dashed
line) against the numerically obtained (solid line) at four different locations above the flame
stabilization rod
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generated by shear alone is not sufficient to capture the whole EMA range.
The FGM based CFD model predicts the reaction zone in a reasonable agreement
within the EMA region, though in few EMA locations the model delivers over predictions.
Similar and opposite trends are also observed in RPV fluctuations.
To assess the used classical eddy viscosity SGS scalar flux model, a comparison of the
axial and radial scalar fluxes are carried out. It turns out that axial and radial SGS fluxes
are comparable only when they are very small, Otherwise large deviations are observed.
These deviations of numerical predictions can be linked to flow field and (or) combustion
field predictions. It is worth mentioning that the thickness of the flame is influenced by
sub grid scale fluxes, and it is very much important especially in the context of premixed
combustion and variable turbulent Schmidt number to concentrate on this aspect.
In Fig. 7.8 radial profiles of axial and radial SGS fluxes are plotted and compared
against experimental data at four upstream locations 17.9 mm, 19.4 mm, 23.1 mm,
26.07 mm and 30 mm from exit of nozzle respectively. Though scatter plots show
great deviation in predicting SGS fluxes, comparison on radial profiles gives better
comparability. The trend and peak locations of SGS fluxes are either shifted or
predicted in opposite way, and the absolute values do not agree with experimental
findings. This clearly demonstrates the weakness of the linear diffusivity SGS scalar
flux model in predicting scalar transport and mixing within reaction zones in which
anisotropy processes strongly affect the behavior of the flame. To improve the pre-
diction capability, new models need to be integrated as suggested by Sadiki et al. [176, 86].
7.1.3 Combustion modeling with advanced SGS scalar flux
models
Three different SGS scalar flux models (the standard eddy diffusivity model (EDM),
the Clark model [41] and the new anisotropic model) are evaluated on the V-Flame
methane-air premixed combustion configuration. In Fig. 7.9, correlations from the EDM,
Clark and Anisotropic model are plotted against the experimental data. This analysis
was discussed in more detail by Pfadler et al. [127, 154, 152]. The EDM model fails for
the description of the SGS scalar flux in the investigated flame while the Clark model
shows a totally different behavior. Even though, the sign of the SGS scalar flux is mostly
fitting in all cases, the model predicts too low flux values. For the anisotropy model the
linear gradient diffusion term seems to be dominant, leading to a slight strong deviation
between model and directly measured scalar flux. The second term in the anisotropic
model is evaluated separately. It behaves relatively better than the Clark model with the
chosen fixed pre-constant.
This result underlines the importance of the third contribution term in Eq. 3.48 that
was not accounted for in Eq. 3.51. This term, that clearly includes the scalar dissipation
rate into the model, is expected to balance the influence of the linear gradient term. Its
role has to be investigated in more details in future works.
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Figure 7.9: Correlation plots between directly measured SGS flux (x-axis) and modelled SGS-flux (y-
axis, with different analytical models). Diagonal line indicates perfect correlation. All fluxes
are in m/s. Gray symbols: < 0.5 (< 0.13), black symbols: > 0.5 (> 0.13) [127, 154, 152]
Figure 7.10: Time averaged mean axial (left), radial (right) velocity. Experimental results(......), EDM
(......), Dynamic EDM (......), Anisotropic (......) at y = 0.002 m
Numerical results obtained by applying the EDM and the anisotropic model are
now analyzed and compared against experimental data available. First insight on the
capability of the models under consideration in predicting the flow field is demonstrated,
before discussing the combustion and SGS scalar flux fields’ predictability. Radial
profiles of velocity are available only at one location in the domain at 2 mm downstream
from the exit of the nozzle. The radial velocity profiles of mean axial and mean radial
Figure 7.11: Time averaged mean axial velocity (left); fluctuations (right) EDM (......), Dynamic EDM
(......), Anisotropic (......) at y = 0.012 m (bottom), y = 0.05 m (middle), y = 0.1 m (top)
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Figure 7.12: Time averaged mean radial velocity (left); fluctuations (right) EDM (......), Dynamic EDM
(......), Anisotropic (......) at y = 0.012 m (bottom), y = 0.05 m(middle), y = 0.1 m (top)
velocities are compared against the experimental data in Fig. 7.10. All models could
allow capturing the experimental data well. Radial velocity profiles of mean axial, mean
radial velocities and their fluctuations obtained from three models are compared against
each other at 0.012 m (just above the V-flame stabilization rod), 0.05 m and 0.1 m
downstream locations from the exit of nozzle in Fig. 7.11 and Fig. 7.12. The SGS
scalar flux model does not influence the flow field directly, though it can alter flow field
due to the density dependency. In Fig. 7.11 (left-bottom), axial velocities at 0.012 mm
from the exit of nozzle in the downstream show that stagnation zone above the rod is
formed, which is crucial for flame stabilization. Stagnation zone formed above the rod is
very thin and in the order of one millimeter. All three models could capture well this
stagnation zone. The temperature of the flame stabilization rod is not important in
stabilizing the flame. To capture well these phenomenon total 25 nodes were placed on
the circumference of the flame stabilization rod. Stagnation zone in the downstream at
y = 0.05 m (left-middle) and y = 0.1 m (left-top) are disappeared. Though all models
are predicting axial velocities in agreement with other models, the anisotropic model
estimated the slower disappearance of stagnation zone at y = 0.05 m over others. From
Fig. 7.11 (left-top) it is evident that the fuel jet started spreading out at y = 0.1 m.
Axial velocity fluctuations are shown in Fig. 7.11 (right). In all three locations two main
peaks are observed, one at the shear layer between the fuel jet and co-flow and in the
other at the flame front. In other locations axial velocity fluctuations are small. It can
also be observed that shear layer and the flame front are very close to each other at y
= 0.1 m. Magnitudes of axial velocity fluctuations are found to increasing downstream
from y = 0.012 m to y = 0.05 m. In general all three models are predicting the axial
velocity and its fluctuations similarly.
Radial velocity and its fluctuations are having similar behavior like axial velocity
component (see Fig. 7.12). Maximum radial velocity in the flame zone is found at
centre in upstream region and is moving away from centre in downstream. Non-zero
radial velocities are found at radial distance greater than co-flow radius at y = 0.1 m
predicting the spread of fuel jet radially. Though all three models are predicting similar
profiles, predictions from EDM are marginally different. In particular, the radial velocity
fluctuation, which is crucial in determining the flame thickness, is predicted differently
by the EDM.
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Figure 7.13: RPV from Experiment (left), Eddy diffusivity model (second from left), Dynamic eddy
diffusivity model (third from left)anisotropic(right)
In the experiments temperature is measured as the progress variable and in FGM based
approach the RPV is based on the concentration of specie(s). Temperatures and other
species (like CO, OH, CO2 and etc) concentrations are obtained only as postprocess
variables from the beta integrated FGM table rather than as transported quantities.
The detailed experimental data in the experimental measured area (EMA) is available
on one side of the V-flame, reaching from the axis to a radius of 17 mm and in height
from 4.5 to 22.5 mm above the stabilization rod. The time averaged reaction progress
variable derived from temperature in both experiment and simulations plotted in Fig.
7.13 shows the well predictability of the model used. Here it is worth mentioning that
the flame front from Fig. 7.13 is away from the mixing zone between co-flow and main
fuel jet, which clearly points out that the co-flow, is not influencing the flame behavior
in the vicinity of the stabilization rod. All models are shown similar flame angle and
location as in experiments. The anisotropic model and the dynamic EDM achieve better
flame prediction especially near the flame stabilization rod. Iso-surfaces of instantaneous
temperature gradient in Fig. 7.5 (right) clearly show that the flame is stabilized on the
rod and the V-shape of the flame is recovered well. The highly turbulent nature of the
flame front can also be observed. The instantaneous RPV source term which is plotted in
Fig. 7.5 (left), outlines the reaction zone of the flame. This reaction zone is very thin and
makes the combustion modeling very challenging as the fuel is transformed completely
from unburnt to burnt within a control volume. So, it is very interesting to investigate
the models for the sub-grid scales of mixing transport in detail as discussed later in this
section.
To get further insight of the model capability the radial profiles of mean combustion
properties such as temperature, temperature fluctuations, reaction source and reaction
source fluctuation are plotted in Fig. 7.14 and Fig. 7.15. Temperature profiles allow
locating the flame position. Fig. 7.14 shows the thickness of the temperature profile
getting thicker along the downstream direction of the domain, which characterizes
the V-flame shape. Maximum temperature for this configuration is about 2000 K.
The temperature is suddenly jumped from inlet fuel jet temperature to the adiabatic
flame temperature in about 1 mm as seen in Fig. 7.14 (left). All three models under
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Figure 7.14: RPV from Experiment (left), Eddy diffusivity model (second from left), Dynamic eddy
diffusivity model(third from left) Anisotropic model(right)
Figure 7.15: RPV from Experiment (left), Eddy diffusivity model (second from left), Dynamic eddy
diffusivity model (third from left) Anisotropic model(right)
investigation predict the flame location similarly. The model using a dynamical procedure
for computing the model coefficient estimates blunt jump rather than sharp jump as
in the EDM (see Fig. 7.14, top left zoomed). Experimental investigation showed that
the flame brush is thicker, which is better captured by both models. This indicates
a dynamic computation of the diffusion coefficient is playing an important role in
determining the flame front more exactly. Time averaged temperature fluctuations as
plotted in Fig. 7.14 (right) show the same trend like that of the radial profiles at all
three locations. Time averaged values of temperature are as high as 600 K and thicker,
which indicates the flame is fluctuating in space especially more in downstream direc-
tion. Temperature fluctuation predictions from the dynamic model are higher and wider
than of those of the classical EDM. This is especially pronounced by the anisotropic model.
Let us now focus on SGS scalar fluxes behavior. SGS scalar fluxes in the EMA region
are plotted in Fig. 7.16. For an easier interpretation of the results, let us mention that
the FGM model solves absolute reaction progress variable whereas experimental data is
available as normalized temperature based RPV. To bring similarity between them RPV
from simulations are normalized based on equilibrium value corresponding to mixture
fraction values. Since the reaction zone is very thin in this configuration and a Lewis
number is assumed unity for the fuel under investigation, it can be expected that both
RPV from experiments and simulations are comparable, and an assessment of the model
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Figure 7.16: RPV SGS scalar flux axial (left), adial (right) in normalized RPV space, Experimental
(red, EDM (green, Anisotropic model (pink)
capability is possible. The RPV source terms and their fluctuations plotted in Fig. 7.15
show that EDM predicts higher values than the Dynamic EDM and Anisotropic models.
To assess further results from the classical eddy viscosity SGS scalar flux model and
the new anisotropic model, a comparison of the axial and radial scalar fluxes of RPV
are carried out against the experimental data in Fig. 7.16. The SGS scalar flux change
in physical co-ordinates may not be able to give more insight as the flame is changing
from burnt to unburnt in a single cell. To overcome this difficulty in understanding the
model capability, SGS scalar fluxes in EMA region are plotted in the normalized reaction
progress variable space which represents the flame brush. Whereas the SGS fluxes in the
flame brush is having better range of variation.
The EDM predicts higher magnitude SGS scalar fluxes near unburnt location, while the
anisotropic model predicts the higher magnitude of SGS fluxes in middle of flame brush
as in experiments. The EDM is not able to predict both the trend and magnitude of the
experimental findings. Though anisotropic model could not capture magnitude of the
SGS scalar flux accurately, the trends are captured well in mixture normalized progress
variable space. These observations substantiate the argument that the thickness of the
flame is influenced by SGS fluxes, and it is important especially in the context of pre-
mixed combustion and variable turbulent Schmidt number to well addresses on this aspect.
To analyze the results in more detail, the radial profiles of axial and radial SGS fluxes
are plotted and compared against experimental data at two axial locations from the exit
of 17.9 mm and 19.4 mm nozzle, respectively, in Fig. 7.17. These radial profiles of SGS
fluxes are plotted against the normalized progress variable. These profiles are deduced
from the area scatter data from Fig. 7.16. The trend and peak locations of SGS fluxes
from EDM model are either shifted or predicted in opposite way, and the absolute values
do not agree with experimental findings. This clearly demonstrates the limitation of the
linear diffusivity SGS scalar flux model in predicting scalar transport and mixing within
reaction zones in which anisotropy processes strongly affect the behavior of the flame.
The results from the anisotropic model capture the trend of the experimental findings
and also one of the radial or axial SGS flux magnitude. The new model predictions are
encouraging and need to be considered for obtaining better predictions of scalar field
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Figure 7.17: SGS scalar flux components (top: axial; bottom: radial) as function of reaction progress
variable (distance from nozzle exit: 17.9 mm left, 19.4 mm right): Red: gradient ansatz,
Green: anisotropic model and Blue: Experiment
behavior.
7.1.4 Conclusion
The ability of LES to correctly describe turbulent premixed combustion has been
appraised on a rod stabilized unconfined flame. The technique combines the flamelet
generated manifold (FGM) tabulated chemistry approach with LES. In addition FGM
table considered here also accounts for the variable local equivalence ratio due to a
possible entrainment of the environment air through a mixture fraction variable. LES
results of the rod stabilized flame compared well with experimental data for both flow
field quantities and species concentrations.
Further, a new anisotropic SGS scalar flux model has been assessed using highly
resolved experimental measurements in both non-reacting and reacting premixed config-
urations characterized by high Reynolds numbers for which DNS-data are not available.
The behavior of SGS scalar fluxes was especially analyzed. Besides experimental data,
LES results obtained by the use of other existing SGS scalar flux models have been
considered. In both configurations, the new anisotropy model showed a better predicting
ability for both the SGS and the resolved quantities than the classical eddy diffusivity
model with or without a dynamic computation for the model co-efficient. The new
anisotropic model also allowed achieving LES results for the flow and scalar field that
are in a better agreement with experimental data than that from EDM based models.
Computational cost for same grid resolution is not substantially different (around +1%)
in both reacting and non-reacting environments with advanced SGS scalar flux models
implemented in this work.
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7.2 Non-premixed prevaporized kerosene combustion
in a swirl SSC
In order to demonstrate the feasibility of LES model to complex flows of practical
applications, a realistic single sector combustor (SSC) as experimentally investigated
in the frame work of TIMECOP-AE project is used. This combustion chamber is
fuelled with pre-vaporized kerosene fuel using a nozzle fired at 0.4 and 0.6 MPa. It
features a strong unsteady swirling flow with recirculation and breakdowns of large scales
vertical structures, turbulent mixing, combustion, conjugate heat and mass transfer and
pollutant formation. These complex interacting processes make predictions of such a
system very complicated and challenging even if only part of the phenomena is considered.
7.2.1 Configuration and boundary conditions
The aim of the experiments conducted in the frame of TIMECOP-AE was to replace
natural gas used in previous test cases [94] by pre-vaporized liquid kerosene. A set-up
designed by DLR (Deutsches Zentrum fu¨r Luft- und Raumfahrt) was used for the fuel
supply, where liquid kerosene was vaporized at a minimum temperature of 673 K in
a flowing system. To achieve comparable conditions for mixing and combustion with
previous methane based studies [218, 94] a primary combustion chamber pressure of
at least 0.4 MPa was necessary to supply sufficient momentum for the fuel-jet in the
actual test cases. It consists of a squared cross section single sector combustor (SSC)
as depicted in Fig. 7.18, where combustion air was supplied through a swirl nozzle. It
is optically accessible from three sides in order to allow various modern optical laser
diagnostics. The test rig can withstand an operating pressure of up to 2 MPa and can
be operated with a combustion air flow up to 1.3 kg/s and cooling air flow rates of up to
3.0 kg/s. The maximum heating temperature of the combustion air is 850 K. Similar to
the previous combustion chamber, the fused silica windows of the combustion chamber
are cooled by guided cooling air, which is let into the hot exhaust before leaving the
combustor through a throttling nozzle. In order to keep further disturbances of the
chemical and physical reactions inside the combustion chamber small, no secondary air
was used (Fig. 7.18) in the experiments. Note that the combustion air inlet supplies the
swirler/injector part, while a window air inlet provides fresh gas through films on the
front combustion chamber wall. This air entering the main combustion chamber is needed
during the experiment to avoid any soot deposition on the windows impacting the optical
quality. In computations the window air was not included. The SSC test rig pressure is
controlled by the amount of cooling air let into the system. In the present test case, dilu-
tion of hot gases by cold air is not considered for both experimental and numerical studies.
Flow fields and flame stabilization were investigated using state-of-the-art Laser
Doppler velocimetry (LDV) and planar laser-induced fluorescence (PLIF) methods.
This paper focuses on validation of the model implemented in the in-house CFD code
FASTEST-3D and does not give details of the spectroscopic part of the measure-
ments, consisting of kerosene LIF, OH-LIF and chemiluminescence measurements at
three different operating points. In fact, the fired nozzle was operated at 0.4, 0.6
and 0.9 MPa, with an air mass flow of 77, 114 and 170 g/s heated up to 623 K, cor-
117
Chapter 7 Combustion processes of complex fuels
Figure 7.18: Experimental setup (bottom) and swirled nozzle (top)
responding to a pressure drop across the nozzle of 3.4% for all three investigated test cases.
The global equivalence ratio was set to φ = 0.9 which is equal to an Air Fuel Ratio
(AFR) of 18.6. As a result, a comprehensive database including, the velocity flow
fields and the characteristic parameters of the flame derived from the spectroscopic
measurements has been provided. This database is suitable for model validation and
numerical simulation. For the present investigations, the test case corresponding to a
combustion chamber pressure of 0.6 MPa is considered. Table. 7.2 summarizes the
corresponding operating conditions.
To simulate the configuration as shown in Fig. 7.18 the computational domain in Fig.
7.19 is considered. It includes the combustion chamber and the swirl nozzle represented
by a mesh consisting of 137 grid blocks featuring an O-type structure. The total number
of grid points is 2.0 millions. The resulting mesh is able to resolve more than 85% of
total kinetic energy of the flow field in accordance to the so-called Pope-criteria (see in
[93]). All simulations were run on sixteen processors.
As inlet boundary conditions, the mass flows from the experiment were prescribed
using laminar unperturbed profiles. A laminar inlet profile used was sufficient for such a
simulation as measurements from experiments show that flow field is dominated by the
intense recirculation of the swirl flow and not by the inlet turbulence [218].
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Figure 7.19: Computational domain with instantaneous isosurfaces of the reaction source term
Table 7.2: Operating conditions for 4 bar and 6 bar cases
Description of parameter Details
Nozzle swirl number (geometrical) 1.2
Combustor pressure [MPa] 0.4, 0.6
Fuel Pre-vaporized kerosene Jet-A1(Experiments)
80% n-decane and 20% n-propylbenzene (FGM)
Kerosene mass flow rate(g/s) 4.16, 6.12
Fuel temperature [K] 673
Oxidant Air
Mass flow of Oxidant [g/s] 77, 114
Oxidant Temperature [K] 623
Equivalent ratio 0.9
Thermal Power (kW) 174, 250
AFR (Air Fuel Ratio) 18.6
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7.2.2 Results and discussions
In this section we present some numerical results obtained for the kerosene pre-vaporized
combustion for the 0.6 MPa case. Flow field results will be discussed first, followed by an
analysis of some flame characteristics.
The time averaged velocity magnitude and streamlines resulting from the simulation
are shown in Fig. 7.20. Negative velocities are seen on top of kerosene jet and also
surrounding it, leading to limit the kerosene fuel jet penetration depth within few
millimeters from the exit of the nozzle. Negative velocities are also observed in the air
swirler side near exit of the nozzle. This is leading to a partial infiltration of kerosene
into the nozzle. The main feature of the flow is the spreading of the flow, surrounding a
reverse flow area reaching back to the stagnation point. The recirculation zone along the
centerline reaches down to a stagnation point at x, y, z = 0, 0, 6 mm and grows from
a diameter of 8 mm at x = 10 mm to a diameter of 16mm at x = 20mm away from
the nozzle. This can also be seen in Figs. 4 and 5. The recirculation zone is typical for
highly swirling flows and results from a positive axial pressure gradient that is associated
with the vortex breakdown phenomenon. The highest positive (negative) axial velocity
occurred at x, y, z = 0, 12, 5 mm (0, 0, 20) mm, where a velocity of 76 m/s (-18 m/s) was
measured. The highest radial velocity was 31 m/s at x, y, z = 0, -18, 15 mm, whereas the
highest tangential velocity reached up to 59 m/s at x, y, z = 0, -12, 5 mm. As pointed
out above this observation can also be made from Fig. 7.21 and 7.22 in which velocity
profiles and turbulent kinetic energies are plotted at different axial positions from the
nozzle exit (x = 5 and x = 10 mm in Fig. 7.21 and; x = 15 and x = 20 mm in Fig. 7.22).
All three components of the velocities and the turbulent kinetic energy predicted by the
LES are in good agreement with the experimental data. The axial velocity component is
becoming strongly negative from x = 5 mm to x = 20 mm away from nozzle exit. This
indicates the presence of a recirculation zone, which is necessary for flame stabilization.
In this respect, the instantaneous RPV source term, the CO mass fraction and the
temperature plotted in Fig. 7.23 (top) and time averaged values of the RPV source term,
the RPV source variance and the temperature in Fig. 7.23 (bottom) allow to give a first
impression of the flame characteristics.
The instantaneous RPV source term in Fig. 7.23a is located in the main reaction zone.
The flame seems to stand above the nozzle featuring a lifted flame in agreement with
experiments. However it can be observed from the averaged reaction progress variable
source term plotted (Fig. 7.23e) that the flame is attached to the nozzle, though the
value of the RPV source term remains very low. This suggests that the flame may be
fluctuating between an attached and a lifted regime. In non-premixed swirled combustion
as investigated in [218] the flame was found to be lifted while exhibiting a partially
premixed nature. The RPV source term variance plotted in Fig. 7.23f looks like two thin
leafs starting from the swirled nozzle tip. It is worth noting that the reaction progress
variable is strongly influenced by the swirl flow. This causes the strong change of the
RPV in the mixing layer of the swirled air flow and the fuel. Especially it is observed
that higher values of the RPV variances are disappearing above distances x = 10 mm
away from the nozzle exit.
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Figure 7.20: Time averaged axial velocity magnitude (m/s) (top) and time averaged velocity stream-
lines computed from LES (bottom)
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A high concentration of CO in the reaction zone is observed in Fig. 7.23b. Most
of the CO is combusting further downstream to limit the reaction zone within the
vicinity of the nozzle. This is strongly influenced by the swirled air. The maximum
instantaneous temperature in the reaction zone is found to be 2250 K (Fig. 7.23c). This
maximum temperature is found at stoichiometric mixture fraction region. Averaged and
instantaneous temperature contours in Fig. 7.23c and f, respectively, confirm that the
main reaction zone of the flame is lifted. Streamline plots derived from experimental
Figure 7.21: Radial profiles of time averaged axial (u), radial (w) and tangential (v) velocity compo-
nents and turbulent kinetic energy (TKE) at 5 mm (top) and 10 mm from the exit of the
nozzle ( simulated , • Exp)
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LDV data as well as from numerical simulation show the existence of a recirculation
zone responsible for stabilization of the flame and a fluctuating stagnation point near
the nozzle, causing the flame position to also fluctuate between a lifted to an attached
behavior.
A comparison of predicted mass fraction of OH species and kerosene by LES against
pixel intensity from experiments is shown in Fig. 7.24 for the main reaction zone
Figure 7.22: : Radial profiles of time averaged axial (u), radial (w) and tangential (v) velocity com-
ponents and turbulent kinetic energy (TKE) at 15 mm (top) and 20 mm from the exit of
the nozzle ( simulated , • Exp)
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Figure 7.23: Contour plots of instantaneous (top) and time averaged (bottom) a) RPV source (kg/m3-
s) b) CO mass fraction c) temperature (K) d) source term (kg/m3-s) e) RPV resolved
source variance f) temperature (K) on a plane passing through the center of nozzle
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region. The different red line contours of Fig. 7.24 (top) show the distributions of
averaged OH measured in experiments. Gray line contours of Fig. 7.24 (bottom), with
corresponding percentage of time averaged maximum OH mass fraction are estimated
by LES. Experiments show the maximum OH concentration on top the fuel jet. This is
also confirmed by LES. In general, though OH mass fractions from the LES calculations
are qualitatively comparable with those from experiments, they differ from each other
Figure 7.24: Qualitative representaion of OH concentration and kerosene. Top: Experiment (bold
contour: 25% of maximum; middle contour: 50% of maximum; light contour: 75% of
maximum). Bottom: simulation
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Figure 7.25: Temperature (K) (top) RPV source term (kg/m3-s) (bottom) on a plane passing through
the center of nozzle - 4 bar case
by a few millimeters in physical space. One of the reasons may be the window air
effect that was not included in computations. In particular the greater part of the
vaporized kerosene (dark lines in Fig. 7.24 (top)) that is located in the vicinity of
the nozzle is captured by the LES (gray scale contours of Fig. 7.24 (bottom)) with a
slight deviation. For 4 bar pre-vaporized kerosene combustion, radial profiles of time
averaged axial velocities and turbulent kinetic energy are plotted in Fig. 7.26. Negative
axial velocity is increasing in Fig. 7.26 from 5 mm from the exit of the nozzle to the
20 mm. This indicates the presence of a recirculation zone, which is necessary for
flame stabilization. Fuel jet penetration is restricting the back flow at 5 mm. All three
components of the velocities and the turbulent kinetic energy predicted by the LES are in
good agreement with the experimental data. The axial velocity component is becoming
strongly negative from x = 5 mm to x = 20 mm away from nozzle exit. The instantaneous
temperature and RPV source term on plane passing through center of nozzle are plotted
in Fig. 7.25. RPV source term represents the main reaction zone in the combustion
chamber; here main reaction zone is lifted, but temperature profile shows that flame
is attached to the nozzle. This concluded here flame is exhibiting partially premixed
combustion, which was also observed in experiments. Due to the lack of detailed experi-
mental data regarding the other species concentration and a temperature distribution an
appropriate assessment of the model with respect to this prediction could not be provided.
7.2.2.1 Energy spectrum
For the 4 bar test case time series were recorded at three radial position at z = 5 mm.
Fig. 7.27 (left) show power spectral densities deduced from temporal correlations (via
FFT) for axial and radial positions of 5, 10 mm from the center nozzle exit. The peak
frequency was approximately at 1450 Hz. Second peak is recoded at 2932 Hz. These
experimental findings are captured well by the simulations results (Fig. 7.27 (right)),
both peak frequencies from experimental findings are reproduced by the simulation.
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The recirculation zone is typical for highly swirling flows and results from a positive
axial pressure gradient that is associated with the vortex breakdown phenomenon.
Investigation of advanced dynamic EDM and anisotropic SGS scalar flux models were
extended to complex fuels pre-vapourized kerosene.
In depth analysis was carried out to investigate predictability of the new advanced
SGS models [234] for complex fuel combustion physics. Results obtained with SGS
Figure 7.26: Radial profiles of time averaged axial (u)(top) and turbulent kinetic energy
(TKE)(bottom) at 5, 10, 15 and 20 mm (left to right) from the exit of the nozzle
( simulated , • Exp) - 4 bar case
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Figure 7.27: Power spectral density Experimental (left) Numerical(right) dashed line(left), blue
line(right) denotes a -5/3 slope - 4 bar case
models especially anisotropic model were encouraging as newly implemented models
were able to capture reaction region more precisely than conventional models. How-
ever the lack of SGS scalar flux experimental data at sub-grid level limited to provide
greater insight into the influence of new SGS scalar flux models on scalar field predictions.
7.2.3 Conclusions
An LES based advanced combustion model for a reliable description of combustion pro-
cesses in a gas turbine combustion chamber has been developed and implemented in the
FASTEST-3D code. The numerical approach including a FGM method based combustion
model was successfully assessed with respect to its prediction capability of the flow and
combustion characteristics. In particular the complex flow field properties in the SSC are
captured well. However, it could be pointed out that turbulent kinetic energy at 5 mm
from exit of the nozzle is not in agreement with the experimental data. The results fur-
ther show that the flame is not always attached to nozzle and appears to fluctuate in time.
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Complex combustion process with
heat loss
In this chapter application of the combustion modeling near wall combustion is discussed.
The near wall combustion as described earlier involves many phenomenon happening at
same time, like flame development, flame quenching, heat loss, boundary layer formation
and its influence on other physics as represented by Fig. 2.11. Some parts of results
presented here were reported in [243, 245, 242].
8.1 Flame wall interactions - Non-adiabatic
configuration
Recently FGM based combustion modeling was extended to “stratified premixed cooled
flames” by Donini et al. [54] for 2D geometrical configuration successfully. In the present
work application of FGM based LES combustion modeling for non-adiabatic combustion
is extended to 3D premixed laboratory complex flame configuration. In the next sections
of the chapter geometrical setup, numerical setup of the configuration will be described.
These will be followed by the verification and validation of the model implemented.
8.2 Experimental setup
The experimental configuration chosen for the FWI study is shown in Fig. 8.1.
Therby a premixed fuel of methane/air is supplied through the center pipe of the
nozzle, which has a diameter of 30 mm. This fuel jet nozzle is surrounded by a
concentric nitrogen flow with a diameter of 60 mm. Nitrogen is chosen as a co-flow
as it can restrict oxidant entrainment from the ambient air into the reaction zone.
Impinging wall is of convex shape on impinging side. This shape has been chosen in
order to provide an optical accessibility of the complete surface area of the impinging wall.
Temperatures and CO profiles have been measured simultaneously using CARS
thermometry and 2-photon LIF as described in [131]. All three velocity-components
have been measured with 2D3C-PIV at 10 KHz repetition rate using a frequency doubled
Nd:YLF laser with 1.4 mJ/pulse. The Mie scattering of the seeded TiO2 particles was
detected by 2 CMOS cameras arranged in the Scheimpflug condition with a field of view
of 30x30 mm2. Data were processed using the commercial code (LaVision Davis 7) using
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Figure 8.1: Schematic representation of the experimental setup.
a multi pass method. The final interrogation area of 16x16 pixel with 75 % overlap
resulted in a spatial resolution of 600 µm/pixel.
A turbulent grid generator is placed in the upstream at 50 mm from the nozzle exit
to introduce disturbances into the main fuel jet. Both side and bottom boundaries
are open to the ambient, whereas a suction is provided on the top of the water cooled
impinging wall. Experiments were carried out for Reynolds number of 5000 in the range
suggested in [185] for IC engine flow conditions. More details of the experimental setup
and parameters investigated are described in [131, 186].
8.3 Computational setup
Near wall modeling for very large Reynolds number flows are very well investigated in
the literature [93, 199, 146, 72] mostly focused on aerodynamic engineering applications.
Criteria to define mesh resolution near wall region were therefore developed for different
physical phenomenon. Froehlich et al. [72] discussed the grid resolution, especially in the
streamwise direction around the mean separation position in non-reacting periodic-hill
flow configurations. They found that the grid resolution has a very strong influence on
the reattachment behavior and hence on the whole flow predictions. The application
of the no-slip condition even if the wall-nearest grid nodes are within the semi-viscous
sublayer, in the range 5 < y+ < 15, can cause substantial errors at the wall at which
separation occurs in conjunction with poor streamwise resolution. Besides the WALE
[199] model, a modified eddy-viscosity model was proposed by Vreman [100, 210] and
applied in large-eddy simulation of turbulent shear flows. This model is well suited
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for engineering flows to handle not only turbulent but also transitional flow regime
phenomena.
In this study, the grid resolution near the wall region is investigated in reacting config-
urations in which thermal, combustion and flow boundary layers develop. To model these
different boundary layers efficiently, the grid resolution should be addressed with respect
to the actual Reynolds number. Relying on IC-engine experiences where the Reynolds
number based on ICE cylinder diameter fall in the range of 1000 to 10000 and assuming
that the turbulent Reynolds number (Ret) in IC engine is as high as 500, the investigated
configuration with a Reynolds number of 5000 could likely feature a turbulent Reynolds
number of 50. In order to match the turbulent Reynolds number of the same order of the
IC engine Ret the main jet Reynolds number flow has to be increased up to 50000. Thus,
three configurations with Re = 5000, 25000 and 50000, respectively, are investigated,
where an intermediate value of Re = 25000 has been introduced for comparison purposes.
The corresponding operating conditions are summarized in Table 8.3. According to ex-
periments, the investigated configuration features inlet boundaries of a premixed fuel-inlet
(CH4, O2, N2), a co-flow (N2) and open boundary conditions which allow entrainment
of ambient air (O2, N2) due to the suction provided on the top of the water-cooled im-
pinging wall. Solving only one mixture fraction is not really appropriate to completely
describe the actual composition resulting from these three different inlets. Multiple mix-
ture fractions simulation which may be suitable are very rare in the flamelet and FGM
based combustion modeling. Some attempts are reported in [80, 206]. In section 8.5 FGM
table is generated for complete range of mixture fraction (0 - 1.0). Since the main region
of interest in the configuration under investigation is premixed in nature, only one mix-
ture fraction is rather defined in the first part (see section 8.4.2) of the study, so that the
complexity of defining a second mixture fraction and constructing corresponding flamelets
and FGM table is avoided accordingly. The single mixture fraction is restricted to define
the ambient air as the pure nitrogen only. This approximation is reasonable as the lateral
mixing of the ambient air with the premixed jet and the co-flow is not interacting in the
region of interest. Therefore in a first step of the development of the non-adiabatic FGM
table, it is made simpler to only consider two mixture fractions of ξ = 0.27 and 0. The
resulting non-adiabatic FGM table is generated by interpolating to other intermediate
mixture fractions using the standard thermochemistry analysis [52, 125, 103] to capture
non-linear behavior of density, temperature, and species mixture fractions according to
0.27
φ˜ (ξ, Y, h)
=
0.27− ξ˜
φ˜ (ξ=0.0, Y, h)
+
ξ˜
φ˜ (ξ=0.27, Y, h)
(8.1)
The boundary conditions used for the FGM table generation are listed in Tables
8.1 and 8.2. Following [113], the FGM tabulated chemistry is integrated into the
LES framework that includes an artificially thickened flame (ATF) model to track the
premixed combustion with air entrainment. Details of this modeling can also be found
for example in [42] and [34]. For the self-consistency of the thesis, its main features
outlined here. The principle of this approach is based on coordinate transformations
applied to both scalar equations (3.64) and (3.63) to thicken the flame front and thereby
make it resolvable on “coarse grids“. The flame is then thickened by multiplying the
diffusion term and dividing the reaction rate by the so called thickening factor. To
ensure that the pure mixing is accurately predicted and not modified by the thickening,
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a dynamic thickening is considered according to Kuenne et al. [114], while achieving a
correct laminar flame propagation speed. The thickening is applied only to the flame
front employing a flame sensor. However, the interaction between the flame front and
the turbulent flow field is rather modified by the thickening procedure. This yields a
decreased sensitivity of the flame to the vortices, which normally causes increased flame
wrinkling. Therefore, an efficiency function has been introduced to compensate for the
lost flame surface induced by thickening, and to account for unresolved flame wrinkling
produced by turbulence [34].
Fig. 8.2 shows the computational domain that represents the experimental set up
under study. It includes the main fuel-jet and the nitrogen co-flow together with the
separation pipe thickness. To address the first aspect related to the grid resolution
required near the wall two different grids are used, namely a mesh with 4.2 millions and
0.5 million control volumes (see Fig. 8.3). These grids have been elliptically smoothed
to obtain a better orthogonality. Both grids have been refined towards the near nozzle
entrance and at impinging wall regions whereas they get coarser in other regions with
increasing distance from these locations to limit the total CVs (Control Volumes). In the
fine mesh case 9 CVs are present within the one millimeter distance from the impinging
wall at center, whereas 5 CVs are located in the coarse mesh case. Mesh sizes are
distributed isotropically in all directions. The actual turbulence generating plate (TGP,
perforated plate) as used in experiments is integrated in the numerical setup. All 37 holes
on perforated plate are hexagonally arranged, each hole having a diameter of 4 mm. The
resulting blockage is about 45% [131, 186, 19]. The TGP diameter is larger than that of
the fuel nozzle, resulting in a partial blockage of some holes as shown in Fig. 8.4 (left).
All these features are implemented to capture more accurately the flow inlet boundary
conditions.
Iso-surfaces of Cartesian velocities Vy(axial velocity), Ux and Wy of the flow in the
nozzle are plotted in Fig. 8.4. The TGP influence on the flow in the nozzle can be
observed from such iso-surfaces. In fact, the numerous small jets are breaking up,
interacting each other and producing strong turbulence near the exit of the TGP.
Imposing the synthetic turbulence at the inlet is not necessary as strong turbulence is
generated in all directions by interacting jets. More accurate results can be produced by
taking into account the contraction at the exit diameter of holes on the TGP resulting
from boundary layer and contraction effects on the flow.
The four regions in the nozzle flow namely the initial jet development, the jets
interaction and breakup, the turbulence decay and homogenization are observed. The
velocity iso-surfaces in Fig. 8.4 further indicate the development of boundary layers in the
nozzle along with the contraction effect. The jets are traveling downstream combustion
region and may interact with the flame near the wall in the reacting case. Experimental
measurements are not available to validate these cases quantitatively. Nevertheless,
qualitative comparisons of predictions from the simulated isothermal premixed impinging
fuel jet with the experimental measurements for the isothermal air flow of the opposed jet
configuration [19] are provided. The impinging distance in the opposed jet configuration
is 15 mm, whereas it is 30 mm in the present configuration. These two differences could
lead to significant differences between the two cases. However this comparison will give
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Table 8.1: Boundary conditions for FGM and FASTEST under adiabatic conditions.
FASTEST
Mixture Fraction
Fuel/Reactant ξ = 0.27 CH4 = 0.055
O2 = 0.21942
N2 = 0.72558
Co-flow/oxidant ξ = 0.0 CH4 = 0.0
O2 = 0.002
N2 = 0.998
Dimensions ξ = 201, Y ∗ = 101,H∗ = 1,ξ
′′
= 11,Y
′′
= 1, H
′′
= 1
an insight into the flow prediction capabilities in the nozzle. Please note that both
simulated and experimental cases are with the same Re = 5000. The radial profiles of
the axial velocities and their predictions at an upstream distance from the nozzle exit
of 20, 30, 35, 40 and 47 are plotted in Fig. 8.5. A very good agreement is achieved for
axial velocities in the upstream near the TGP, but they deviate in the upstream region.
This is due to a faster deceleration of velocities in experiments resulting from shorter
impinging distance. The overall axial velocity profiles could capture the trend very well
at all locations in the nozzle. RMS velocities from simulations reproduce the trend in
the upstream region and agree well with experiments near the nozzle exit (d = 20). The
analysis of the flow field in the combustion region is provided later.
The configuration under study is not confined, the exhaust suction enhances the
entrainment of the ambient air into the domain. This entrainment is taken into account
by applying appropriate boundary conditions as suggested by Muhamed et al. [139].
The mixture fraction is prescribed for both fuel inlet and co-flow. The wall is treated as
adiabatic in cold flow simulations. In the reacting case a non-adiabatic impinging wall is
considered with radial temperature profiles according to experimental investigations (Fig.
8.23). All the details of the configurations investigated are provided in Tables 8.3 and
8.4, respectively. Especially Table 8.4 summarizes all the investigated cases categorized
with respect to grid resolution, Reynolds numbers, adiabaticity and combustion (reacting
or non-reacting).
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Table 8.2: Boundary Conditions for FGM and FASTEST under non-adiabatic conditions.
FASTEST
Mixture Fraction
Fuel/Reactant ξ = 0.27 CH4 = 0.055
O2 = 0.21942
N2 = 0.72558
Co-flow/oxidant ξ = 0.0 CH4 = 0.0
O2 = 0.002
N2 = 0.998
Dimensions ξ = 2,Y ∗ = 101,H∗ = 201,ξ
′′
= 1, Y
′′
= 1,H
′′
= 1
Figure 8.2: Computational domain including the nozzle and the impinging wall.
Figure 8.3: Schematic representation of the mesh on a plane passing through the nozzle. This mesh is
constructed using block structured grid with 4.2 million CVs.
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Table 8.3: Operating conditions.
Description of parameter Unit Details
Fuel Jet Reynolds number Re[–] 5000, 25000, 50000
Fuel Methane and Air
Combustion Premixed
Phi 1.0
Co-flow Nitrogen
Co-flow velocity m/s 0.1, 0.25, 0.5
Fuel Jet Dia m 30 mm
Co-flow Jet Dia m 60 mm
Impinging Distance mm 30 mm
Table 8.4: Investigated cases.
Parameter Cold Fine Adiabatic Reynolds
Case Name React Coarse Mesh Non-adiabatic No.
CFA05 Cold Fine Adiabatic 5000
CFA25 Cold Fine Adiabatic 25000
CFA50 Cold Fine Adiabatic 50000
CCA05 Cold Coarse Adiabatic 5000
CCA50 Cold Coarse Adiabatic 50000
RFA05 React Fine Adiabatic 5000
RCA05 React Coarse Adiabatic 5000
RFA05N React Fine Non-adiabatic table 5000
under adiabatic conditions
RCN05 React Coarse Non-adiabatic 5000
RFN05/F5 React Fine Non-adiabatic 5000
8.4 Results and Discussions
8.4.1 Near wall resolution under isothermal conditions
(Non-reacting results)
The averaged distance of the nearest point to the wall corresponds to y+ = 1.0 and 1.5,
respectively, for fine and coarse meshes as shown in Fig. 8.6. In the area of interest
(r/D<1.0) both are in an acceptable range according to LES criteria for attached flows
as estimated by Piomelli [159]. The mesh resolution in terms of y+ on fine mesh for both
Reynolds number of 25000 and 50000 is below 5 in the main region of interest. On coarse
mesh it is higher than 5 for Re = 50000. This shows the fine mesh is capable of resolving
the fluid boundary layer reasonably for all three Reynolds numbers investigated here. The
mesh resolution quality can also be estimated by comparing the ratio of the mesh size ∆
135
Chapter 8 Complex combustion process with heat loss
Figure 8.4: The original perforated plate used in simulation include the blockage on holes (which are
beyond 30 mm diameter, left). Grey contours represent fuel nozzle geometry. Iso-surfaces
of axial velocities Vy (second from left) and Cartesian velocities Ux (third from from left),
Wz (right) at 3.0 m/s , ±0.15m/s and ±0.15m/s, respectively.
to the Kolmogorov length scale η
η =
ν3
ε
(8.2)
where ν is the molecular viscosity and ε the turbulent dissipation rate. Pope [166] has
shown that for an isotropic turbulence a grid spacing of 12η is needed to resolve the
major part of the turbulence dissipation. Even though the turbulence is not isotropic,
this approximation is used here for first assessments. The ratio ∆/η is plotted in Fig.
8.7 for the case with Re = 5000 on fine mesh (CFA05) on the plane passing through the
fuel jet core. The value of ∆/η is very small near the impinging wall and almost below
12 away from the wall showing that the applied mesh is likely fine enough to capture the
most energy carrying scales.
Instantaneous velocity contours of the axial and radial velocities are plotted on a
plane passing through the center of the nozzle in Fig. 8.8. Instantaneous axial velocity
contours show that many small jets which are generated by the turbulent grid placed in
the nozzle are interacting very rapidly each other. These jets are very turbulent in nature
and disappear before reaching the impinging wall. The radial velocities are developing
within the nozzle due to the shear, while the axial velocity components are converting to
radial velocities near the impinging wall.
The axial profiles of the time-averaged axial velocity and their fluctuations are plotted
in Fig. 8.9 in comparison with the experimental data for the non-reacting case at three
radial positions r = 0, 1 and 5 mm. Note that the experimental data are available only for
Re = 5000. The velocity data from both experiments and simulations are normalized by
the fuel jet bulk velocity. Especially normalized time-averaged axial velocity fluctuations
on the fine mesh (CFA05) for Re = 5000 are matching well with the experimental
prediction everywhere along the axis. On the coarse mesh case (CCA05) the agreement
with experiment is observed only near the wall region while underpredicting the results
away from the wall. This shows that the mesh resolution near the impinging wall is
reasonable in both mesh resolution cases. For higher Reynolds number (CFA25, CFA50,
CCA50) the near wall fluctuation shows steeper gradient than for low Reynolds number
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Figure 8.5: Profiles of normalized axial velocities and their fluctuations at upstream distances from the
fuel nozzle exit d = 20, 30, 35, 40 and 47 mm. (CFA05 = —, Exp =  [19].
cases (CFA05, CCA05).
The impinging wall acts as obstruction for the jet and causes all axial velocity
components to convert into the radial velocity components. The time-averaged axial
profiles of radial velocities in Fig. 8.10 predicted at radial position r = 0 mm are almost
zero though there is a small tendency of the flow to follow different radial directions.
The radial velocities are developing at r = 1 mm and then accelerating at r = 5 mm
in agreement with experimental findings. The radial velocity fluctuations at three
locations for the CFA05 case are well predicted by simulation, whereas the coarse mesh
simulation (CCA05) captures near wall behavior of the radial velocity fluctuation well.
Figure 8.6: y+ value in the first cell on the wall along the impinging wall stream-wise direction, green
line = CFA05, green dashed line = CCA05, blue line = CFA25, pink line = CFA50, pink
dashed line = CCA50.
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Figure 8.7: △/η on a plane passing through the center of the nozzle in the main fuel jet core (zoomed
in right figure).
Figure 8.8: Instantaneous axial velocity (left in m/s) and radial velocity (right m/s) contours on a
plane passing through the center of the nozzle.
Figure 8.9: Axial profile at three radial positions (r = 0 mm (left), r = 1 mm (middle) and r = 5 mm
(right)) of axial velocities (bottom) and their fluctuations (top) normalized by bulk velocity
of non-reacting cases [green line = CFA05, green dashed line = CCA05, blue line = CFA25,
pink line = CFA50, pink dashed line = CCA50,  = Experiment (Non-reacting case)].
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Figure 8.10: Axial profile at three radial positions (r = 0 mm (left), r = 1 mm (middle) and r = 5
mm (right)) of radial velocities (bottom) and their fluctuations (top) normalized by bulk
velocity of non-reacting cases [green line = CFA05, green dashed line = CCA05, blue line
= CFA25, pink line = CFA50, pink dased line = CCA50,  = Experiment (Non-reacting
case)].
In all the cases under study, the simulation could capture the trend on both mesh cases.
These findings indicate the mesh resolution near the wall is adequate for all the cases
investigated here without using any specific wall boundary treatment. Nevertheless, the
fine resolution which keeps y+ in the order of 1 and ∆/ η less than 12 near the wall for
low Reynolds number flows seems to be sufficient to resolve the flow boundary layer.
8.4.2 Reacting cases
As reported in [232] and pointed out above, basically five types of flames are possible for
an impinging premixed fuel jet on water cooled wall, namely the ring flame, the conic
flame, the disc flame, the envelop flame and the cool central core flame. The radial flow
velocity plays a crucial role in determining this flame shape. If the main flame jet velocity
is sufficiently high, the flame detaches the nozzle and stabilizes near the impinging wall
forming a disk flame. The latter can be established for wide range of bulk stretch and
equivalence ratio based on the flame initiation position. In the present study the flame
initiated forms a disk shape flame [131].
Numerically two reacting cases are discussed here. The first one consists of a fuel jet
impinging on an adiabatic wall and the second considers a water cooled non-adiabatic
wall for the fuel jet Re = 5000, for which experimental data are available. Both cases are
simulated on both coarse and fine meshes, respectively. For adiabatic simulations, the
FGM table based on adiabatic flamelets and boundary conditions as detailed in Table 8.1
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is used. Thereby methane and oxygen are given as a fuel inlet at mixture fraction equal to
unity. In the present investigated configuration, the maximum mixture fraction is equal
to 0.27. The choice of a mixture fraction equal to unity for a premixed fuel composition
(φ = 1.0) was not made to avoid the presence of mixture fraction equal to unity, especially
on the impinging wall where the flame may be present producing a high heat flux. This
is necessary to prevent the use of exclusively extreme end co-ordinate values of the
FGM table in the mixture fraction space and thereby to make interpolation simple while
ensuring an easier treatment of the scalars boundaries on the impinging wall during the
3D-CFD simulations. This approach brings requirements of more refinement in the mix-
ture fraction co-ordinate in comparison to the case in which the mixture fraction ξ = 1.0
is used as a premixed composition of the fuel jet. Note that this table can definetely be
used in the case an oxy-fuel combustion is investigated with ξ = 1.0 at fuel inlet and
nitrogen as the co-flow. For non-adiabatic simulations, FGM tables used are constructed
based on both variable enthalpy, burner stabilized flamelets and boundary conditions
as listed in Table 8.2. Let us recall that the FGM tables are coupled to LES solver
that includes the ATF combustion model as outlined in previous chapters (See Chapter 3).
First, a verification study is carried out in the following subsection to find out the
deducability of the adiabatic table from the non-adiabatic one under adiabatic conditions.
Then, an assessment of the simulation results obtained by applying the non-adiabatic table
is presented.
8.4.2.1 Verification of the non-adiabatic table
1D Case: This verification study is first performed for 1D (one-dimensional) case.
Thereby a 1D unsteady premixed combustion case is simulated with FASTEST-3D us-
ing the non-adiabatic table by imposing adiabatic boundary conditions for equivalence
ratio 1.0. For this study, ξ and Y ∗ are used to obtain corresponding density, RPV source
term, species mass fraction, temperature and molecular viscosity from the adiabatic table.
So, for any combination of ξ and Y ∗ thermochemical properties from both adiabatic and
non-adiabatic tables are obtained. This analysis avoids the influence of flow field and
physical space and time discretization effects on thermochemical properties. In these 1D
cases ξ = 0.055 and h (premixed fuel enthalpy at 300 K) remains constant. RPV changes
along the flame in space. The temperature, RPV source, density and mass fractions of
CO, OH and CH4 are plotted in Y
∗ space in Fig. 8.11. Thereby the results obtained
using adiabatic and non-adiabatic FGM tables are compared. In particular, predictions
from non-adiabatic tables under adiabatic condition are reproduced very well by adiabatic
simulations including the adiabatic table, except very minor deviations in the beginning
of the flame for RPV source and OH concentrations.
3D Case: Once coupled with the flow field along with the ATF combustion model
a 3D case is performed with both adiabatic and non-adiabatic tables under adiabatic
conditions. The adiabatic simulation RFA05 is simulated using an adiabatic FGM
table, whereas RFA05N is simulated applying a non-adiabatic FGM table. In simulating
RFA05N, equations for continuity, momentum, mixture fraction, RPV and enthalpy are
solved, while the wall boundaries are treated as adiabatic similar to RFA05. The case
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Figure 8.11: Comparison of temperature [K] (top-left), RPV source [1/s] (top-middle), density
(kg/m3)(top-right) and concentrations of CO (bottom-left), OH (bottom-middle) and
CH4(bottom-right) from 1D adiabatic premixed simulations at equivalence ratio 1.0. Red
line are results obtained from adiabatic table and blue line results are obtained using
non-adiabatic FGM table.
RCA05 is simulated in order to provide the grid sensitivity in adiabatic case. Results
obtained from cases RFA05, RCA05 and RFA05N are analyzed in terms of velocities,
temperature and CO concentrations.
Time-averaged mean axial velocity and its fluctuations predicted by adiabatic simu-
lation using both adiabatic (RFA05) and non-adiabatic (RFA05N) tables are presented
in Fig. 8.12. The mean axial velocity and its fluctuations from both simulations agree
well with each other for the fine mesh cases. The coarse mesh results (RCA05) are
deviating from the two fine mesh simulations. The time-averaged mean radial velocity
and its fluctuations in cases RCA05, RFA05 and RFA05N are plotted in Fig. 8.13.
Though overall matching between RFA05 and RFA05N for both mean and fluctuations
is noticed, some minor deviations are observed at the flame starting position. However,
such deviations are less than 2% in most of the locations and therefore not substantial.
The axial profiles of the time-averaged mean CO mass fraction and its fluctuation
at radial locations of 0 mm and 20 mm plotted in Fig. 8.14 show that predictions
from RFA05N are comparable in magnitude and trend with the results for the case
RFA05. Minor deviations in the physical space are nonetheless observed. The coarse
mesh simulations are deviating from the fine mesh results, especially for velocity
fluctuations. A similar behavior is observed for axial profiles of time-averaged mean
temperature plotted in Fig. 8.15. In general, the flame starting position from RFA05N
is differed less than 1mm from that of RFA05, though the magnitude and the trend
are well comparable. The minor deviations between the profiles of RFA05 and RFA05N
may be due to the interpolation methods between different enthalpies in non-adiabatic
FGM table, the resolution of the RPV in FGM tables and the combustion modeling effects.
Nevertheless, from the analysis of the 1D case it is demonstrated that the non-adiabatic
FGM table can be reduced to an adiabatic table very accurately. In the following section
only results from non-adiabatic simulations are now analyzed and compared with
experimental data.
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Figure 8.12: Reacting adiabatic cases: Axial profile at three radial positions (r = 0 mm (left), r = 1
mm (middle) and r = 5 mm (right)) of time-averaged axial velocities (bottom) and their
fluctuations (top) normalized by bulk velocity of reacting cases,  = Experimental reacting
case.
8.4.2.2 Validation of the non-adiabatic simulations
Qualitative analysis
Firstly the qualitative analysis is presented, then some quantitative evaluations are
provided. Instantaneous enthalpy contours from the case RFN05 on a plane passing
through the center of the nozzle are plotted in Fig. 8.16 (left). Thereby, the line
contours of RPV source [1/s] are superimposed on enthalpy contours. The enthalpy
remains constant in the main premixed fuel jet and also in the co-flow (which is clipped
here). The enthalpy change is observed mainly in two regions, near the wall and in the
mixing layer. The enthalpy change near the impinging wall is due to heat losses. In the
mixing layer, the enthalpy change is attributed to the mixing of the co-flow with the
fuel jet upstream near the nozzle and the hot products near the wall and at the outlet.
The flame shape and position are represented by the RPV source term. The flame is
wrinkled and present along the wall and also in the mixing layer. Fig. 8.16 (right) is a
magnified view of the selected area of Fig. ?? (left). In Fig. 8.16 (right) the flame is
present in the non-adiabatic zone, especially near the wall, which shows that the flame
is interacting with the wall due to heat losses; it is wrinkled. So, this case is suitable
for studying the flame wall interaction combustion modeling. In Fig. 8.17 iso-surface
of the OH mass fraction at 0.012 colored by temperature scale (in K) and clipped
mixture fraction on a plane passing through the center of the nozzle is shown (Fig. 8.17,
left). A magnified view of the selected area is displayed in Fig. 8.17 (right). The flame
features disk shape and the wrinkling of the flame can be observed. From the mixture
fraction contours and OH iso-surface it can be seen the main part of the flame is rep-
resented in a single mixture fraction region, though the flame is present in the mixing layer.
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Figure 8.13: Reacting adiabatic cases: Axial profile at three radial positions (r = 0 mm (left), r = 1
mm (middle) and r = 5 mm (right)) of radial velocities (bottom) and their fluctuations
(top) normalized by bulk velocity.
Figure 8.14: Reacting adiabatic cases: Axial profile at two radial positions (r = 0 mm, r = 20 mm)
of averaged CO species mass fraction (First two from left) and their fluctuations (last two
from right).
Figure 8.15: Reacting adiabatic cases: Axial profile at two radial positions (r = 0 mm, r = 20 mm) of
averaged temperature (First two from left) and their fluctuations (last two from right).
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Figure 8.16: Instantaneous enthalpy contours superimposed by line contours of RPV source term (left),
a magnified view of the selected area (right)for case RFN05.
Figure 8.17: Instantaneous iso-surface of OH mass fraction at 0.012 colored by temperature scale (in
K) and clipped mixture fraction on a plane passing through center of plane (left) and
magnified view of the selected area (right).
Reaction source term contours are plotted in Fig. 8.18 on a plane passing through
the center of the nozzle for all four reacting cases (see Table 8.4). The reaction source
term, that represents the flame front position, is showing the formation of the disk
shape flame. The reaction source term shape, magnitude and location are varying with
different mesh resolutions and wall adiabaticity. Under adiabatic conditions the flame
features similar shape, thickness, location and magnitude of the reaction source term
in both fine and coarse meshes. Thereby the stagnation regions and hot products at
the wall are stabilizing the flame. The flame front in the non-adiabatic case is shorter
in breadth, marginally shifted toward the downstream region and thereby closer to the
wall than that of adiabatic case. The coarse mesh is predicting a thinner flame with
a higher magnitude of the RPV source than the finer mesh case. The reaction source
term from the FGM table in both cases are of similar order of magnitude, but the
time-averaged source term under adiabatic conditions appear lower. In adiabatic cases,
the flame is almost perpendicular to the nozzle, while forming convex disk following
impinging wall shape. The time-averaged RPV source term in the non-adiabatic case is
tending to form a concave shape, especially at the boundaries of the flame disk. This
can be attributed to the flame interaction with cold walls and shear layer in mixing regions.
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Figure 8.18: Time averaged reaction progress variable source term: Top Left-RFN05, Top Right-
RCN05, Bottom Left-RFA05N, Bottom Right-RCA05.
Quantitative analysis
The mean axial profiles starting from the impinging wall for axial velocities and their
fluctuations are shown in Fig. 8.19 and corresponding radial velocities are shown in
Fig. 8.20. Axial mean velocities are decreasing from the nozzle towards the flame front.
They are increasing at the flame front, further decreasing behind the flame front and
becoming zero at the wall. RFN05 captures well experimental measurements of axial
velocity magnitudes, trends and locations in both acceleration and deceleration regions.
Velocity gradients at the wall in deceleration regions in non-adiabatic cases are higher than
in adiabatic cases. The mean axial velocities are not influenced by the wall adiabaticity
substantially. They are dominated by the stagnation zone induced by the impinging
wall. Axial velocity fluctuations from RFN05 agree well with the experimental data and
capture satisfactorily the second peak in the vicinity of the impinging wall. The coarse
mesh simulation RCN05 could capture the trends of the profiles and locations, but not
the magnitude of the measured data. The case under investigation is very sensitive to
the mesh resolution for both flow and scalar fields. Time averaged mean radial velocities
from RFN05 are matching well the experimental findings, even though some deviations
are observed at r = 1 mm. Experimental measurements of radial velocity fluctuations
are reproduced by the RFN05 case, but the adiabatic case results miss the profile trend
at the location r = 5 mm. The radial velocity deceleration zone is much thinner than
the axial velocity deceleration region. The coarse mesh case RCN05 could not reproduce
the magnitudes of the experimental radial velocities and their fluctuations. It may be
interesting to clarify the effect of heat losses on velocities profiles independently from
other effects such as impinging flow. However the chosen boundary conditions do not
allow for such a study.
Note that for the same resolution, the flow field results from both adiabatic simulations
using a non-adiabatic table (RFA05N) are similar to that of using adiabatic table
(RFN05). The FGM approach allows a getting detailed mass fraction of species, temper-
ature and other thermochemical properties which are available in the chemical reaction
mechanism used. To analyze the capability of the model implemented, comparisons
of scalar quantities are provided. The time-averaged mass fractions of CO and their
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Figure 8.19: Axial profile at three radial positions (r = 0 mm (left), r = 1 mm (middle) and r = 5 mm
(right)) of time-averaged axial velocities (bottom) and their fluctuations (top) normalized
by the bulk velocity of reacting cases,  = Experimental reacting cas.e
fluctuations are plotted for all four reacting cases in Fig. 8.21 at the radial positions
r = 0 mm and 20 mm. The RFN05 case predicts well the mass fractions CO from
measurements both in the flame, behind the flame and at the wall. At the center of axis
the CO starting position is differed by few millimeters. This behavior at the beginning of
flame is also observed in the CO mass fraction variance. This discrepancy needs further
investigations. In the adiabatic case higher CO mass fractions are observed near the
wall, featuring lower conversion of CO at the adiabatic flame temperature. The CO mass
fraction variance at r = 20 mm is different from a non-adiabatic case in all regions of the
flame.The mean temperature and its variance are shown in Fig. 8.22. The dependency
of the adiabatic results (RFN05N) on mesh for the temperature is replicated here. The
flame position in terms of temperature is captured well at both radial positions. The
temperature drop due to heat losses on the water cooled wall is predicted well in both
RFN05 and RCN05 cases. In particular, the mean temperature fluctuations in Fig.
8.22 (right) show that the trend can be captured better in the RFN05 case, though the
peak positions are different. Interestingly the first peak of the temperature fluctuations
next to the wall is captured well. The RFA05N adiabatic case temperature at the wall
remained at adiabatic temperature as expected and its fluctuation at the wall is reaching
a zero value. High fluctuations of CO mass fraction and temperature in experiments and
simulation for the RFN05 case show that the flame is wrinkled, fluctuating rapidly and
moving from upstream to near wall within the reaction zone.
It can also be clearly pointed out that for the same resolution the scalar field results
with the non-adiabatic table (RFN05) agree better with experiments than that those
obtained by using the RFA05N adiabatic case.
A further analysis is carried out here to evaluate the heat transfer prediction capability
of the combustion LES tool. A one-dimensional heat flux in the wall is given by the
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Figure 8.20: Reacting cases: Axial profile at three radial positions (r = 0 mm (left), r = 1 mm (middle)
and r = 5 mm (right)) of radial velocities (bottom) and their fluctuations (top) normalized
by the bulk velocity.
Figure 8.21: Reacting cases: Axial profile at two radial positions (r = 0 mm, r = 20 mm) of averaged
CO species mass fraction (First two from left) and their fluctuations (last two from right).
Fourier Law of heat conduction as
q˙
A
= λ
dT
dY
(8.3)
where q˙ is the heat flux, A heat transfer area, λ the conductivity of the medium and
dT/dY the temperature gradient in the medium. The conductivity λ of the gas phase
next to the wall and the quartz wall are taken equal to 0.05368 and 1.66 (W/m-K) [184]
respectively, in accordance with composition and material properties. In experimental
measurements, the temperature gradient is calculated by dividing the difference in the
temperature of the two surfaces of the wall by the thickness of the wall (i.e. here 0.003
m). In the simulation, the temperature gradients are calculated by finding the difference
between the flame-side surface temperature and the gas temperature closest to the wall.
dY is not a constant value as the mesh size may change along the radial position. This
is accounted for, in calculating the heat flux of simulations. The obtained heat flux from
both measurements (on the impinging disk) and CFD simulations (from the gas side) are
plotted in Fig. 8.23 together with the temperature boundary profile imposed on the disk.
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Figure 8.22: Reacting cases: Axial profile at two radial positions (r = 0 mm, r = 20 mm) of averaged
temperature (First two from left) and their fluctuations (last two from right).
The implemented FGM based non-adiabatic combustion model captures quantitatively
the trend in the center of the impinging disk and in regions beyond 20 mm radius.
However, it marginally underpredicts the measured data between the radial positions 5 to
20 mm. The underprediction may be due to the neglecting of the radiation, a thickening
in the enthalpy equation, or to a consideration of a constant thermal conductivity in
the gas phase. Some issues in measurements of the surface temperature, which is very
difficult to capture, could also contribute to these deviations. The heat flux into the
wall is following the trend of the imposed temperature (see Fig. 8.23). The heat flux
analysis on the impinging wall based on an overall heat transfer coefficient is presented
for a better understanding.
Heat flux =
q˙
A
= λ
dT
dY
= λ
Ts − Tw
dY
= U0 (Tf − Ts) (8.4)
where Tf = adiabatic (or maximum) flame temperature at the corresponding radial
position, Ts = wall temperature on the gas side, Tw wall temperature on the water cooled
side, Uo = heat transfer coefficient.
Here four 1D flames are considered at r = 0, 20, 30 and 40. Each 1D flame is schemat-
ically sketched by the representation in Fig. 8.24. The measured data of temperature
on the water side wall temperature, the flame side wall temperature, the maximum
temperature at each radial position and the wall thermal conductivity are available
from the experimental measurements. The heat transfer coefficient is determined by
substituting both the temperature and the conductivity data in the above equation (Eq.
8.4) and shown in Fig. 8.25. Thus the heat transfer coefficient is obtained using the
above relation at these four radial positions. A correlation of Uo is obtained as a function
of the impinging disk’s radius and plotted in Fig. 8.25. Now, it can be assumed that
Uo includes the effects from the both convective and the radiative heat transfers. The
same Uo is used for calculating the heat flux from the gas phase in simulations. Tf is
determined as the maximum temperature of 1D flame on that particular radial position
from a simulation corresponding to a 3D case. The heat flux from measurements and
the heat flux obtained from the simulations using a heat transfer coefficient are plotted
in Fig. 8.25. The heat flux estimated from simulations on the impinging wall are very
closely matching with experimental values, though some deviations are observed beyond
the radial position of 30 mm.
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Even though the heat flux predictions are encouraging a deeper investigation is required
in the future by consistently incorporating radiation models in the CFD. In the next
section a brief analysis of thermal and flow boundary layers is carried out.
Figure 8.23: Radial heat flux on impinging wall, radial temperature profile imposed on the impinging
wall in CFD simulations for RFN05 case. (measured heat flux =  , simulated heat flux
= — , Temperature profile imposed = —).
Figure 8.24: Schematic representation of a 1D premixed stagnation point flame on the water cooled
non-adiabatic wall (thick orange line represents temperature profile).
Figure 8.25: Radial profiles heat flux on impinging wall, radial temperature profile imposed on im-
pinging wall in CFD simulations for RFN05 case. Results are obtained using heat transfer
coefficient (measured heat flux =  , simulated heat flux = — , Heat transfer coefficient
= —, (Calculated heat transfer coefficient from measured data = ).
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8.4.3 Outline of thermal and flow boundary layer analysis
The Prandtl number which is the ratio of the viscous diffusion rate to the thermal diffusion
rate plays an important role in determining the thermal and fluid boundary layers. On a
flat plate, the fluids with Prandtl number below 1 develop a thermal boundary layer which
is thicker than that of flow boundary layer. This thermal boundary layer is thinner than
the fluid boundary layer for Prandtl number greater than 1 as analyzed in [61]. Focused
on the RFN05 case, both the thermal and fluid boundary layer profiles are plotted in
Fig. 8.26. Thereby radial velocities normalized by the mean bulk velocity of the fuel
jet are plotted at the radial positions r = 1, 5, 10, 15 and 20 mm in the axial direction
starting from the impinging wall. The temperatures are normalized by the adiabatic flame
temperature and the cold flow jet temperature according to the relation
TN =
Ta − T
Ta − Tf (8.5)
Figure 8.26: Axial profiles of flow and thermal boundary layers comparison from case RFN05 on radial
positions of r = 1 mm (red), r = 5 mm (green) , r = 10 mm (blue) , r = 15 mm (pink)
and r = 20 mm (aqua). Note that local gas temperature (T ) at TN = 1 corresponds to
premixed fuel jet temperature and at TN=0 to adiabatic flame temperature.
where TN is the normalized temperature, Ta the adiabatic flame temperature, T the
local temperature and Tf the fuel jet temperature. The investigated configuration RFN05
case is characterized by a Prandtl number below one. It turns out that the boundary layer
is always very thin compared to that of the flat plate, especially around the impinging core.
The flow boundary layer lies between 1 to 1.8 mm. This boundary layer is getting steeper
away from the center due to the impinging jet. The thermal boundary layer is almost
constant at 2 mm at all radial positions and of the same order of magnitude at all radial
positions. The constant thermal boundary layer thickness and the magnitude are due to
the combustion phenomena which are taking place along the impinging wall as shown in
Fig. 8.18. The formation of thicker thermal boundaries compared to flow boundaries on
an impinging wall proves that the mesh resolution taken for cold flow simulations is also
sufficient for reacting cases. This is confirmed by the good agreement between simulated
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Table 8.5: 3D case details, All cases with premixed methane at φ = 1.0 and N2 as Co-flow. Note
that the case F5 corresponds to Re = 5000, Le = 1, Efficiency = 1, Mix = Yes RPV = Yes
and with constant thickening factor of 2.
Case NRe FGM ATF
Table Mix RPV
F1 5000 Le = 1 No Yes
F2 5000 Le = 1 Yes Yes
F3 5000 MixAvg No Yes
F4 5000 MixAvg Yes Yes
results and experimental data of velocity components and scalars near the wall (Fig. 8.19,
8.20, 8.21 and 8.22).
8.5 Dependency of wall heat flux on Lewis number in
FGM table
The 3D simulations of the previous section were carried out using a single mixture fraction
FGM table. Therefore, the combustion properties in the mixing region with the ambient
and especially with the co-flow cannot be captured precisely. All flamelets covering the
mixture fraction in the flammability region were considered to understand and analyze
the effect of the fineness of flamelets construction in mixture fraction space. Further to
understand the influence on wall heat flux in non-adiabatic combustion systems effect of
integrating Lewis number into the FGM table were analyzed. The LES solver however
considered here is a unity Lewis number based for both types of FGM tables considered,
namely unity Lewis and Mixture averaged Lewis number tables. Note that more accurate
method is to consider the Lewis number effect also in LES solver and thereby solving
the equations Eq. 3.86, Eq. 3.85 and Eq. 3.84 for enthalpy, mixture fraction, and
reaction progress variable respectively, which is not in the scope of the present thesis work.
In this part of work four different test cases were analyzed and their details are
presented in Table. 8.5. The thickening influence on mixture fraction transport equation
is critical as the configuration allows mixing of the partially burnt mixture with ambient.
This phenomenon cannot be captured using the single mixture fraction definition adapted
in the previous sections of this work. Therefore thickening effect of mixture fraction is
also investigated here.
The mean axial profiles starting from the impinging wall for axial velocities and their
fluctuations are shown in Fig. 8.27 and corresponding radial velocities are shown in
Fig. 8.28. Axial mean velocities are decreasing from the nozzle towards the flame front.
They are increasing at the flame front, further decreasing behind the flame front and
becoming zero at the wall. F1, F2 and F5 cases capture well experimental measurements
of axial velocity magnitudes, trends and locations in both acceleration and deceleration
regions, whereas F3 and F4 cases, which were simulated with a mixture averaged FGM
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Figure 8.27: Axial profile at three radial positions (r = 0 mm(left), r = 1 mm(middle) and r = 5
mm(right)) of time-averaged axial velocities(bottom) and their fluctuations(top) normal-
ized by the bulk velocity of reacting cases, = Experimental reacting case
table, were not able to capture trend or magnitude in the flame region. Axial velocity
fluctuations from both F1 and F2 agree well with the experimental data. F5 (RFN05)
case describes satisfactory this behavior but over-predicts near wall turbulence. Though
F3 and F4 cases were estimating wall turbulence well, the location and magnitude of
peak could not be captured satisfactorily. Similar behaviors were found for radial velocity
profiles, though F1 case achieves better prediction than the other cases. It was expected
that both F1 and F2 provide exactly the same behavior in the fuel jet region. The
flame wrinkling was influenced by the shear layer and, in turn, was modifying the wall
turbulence. This results in different predictions from F1 and F2 in the flame region. The
temperature profiles for all five cases were compared with the experimental data at the
radial positions r = 0 mm and 20 mm in Fig. 8.29. All cases F1-F5 could predict well
the steep temperature drop at the cold wall. The flame starting position was different
in F3 and F4 from other three simulated cases. F1, F2 and F5 (RFN05) were starting
at the same position and agree well with experimental findings. Interestingly the flame
thickness zone with higher temperature was better predicted at r = 20 mm by both F3
and F4 cases. The higher temperature at r = 20 mm in the upstream is due the flame
tending to attach to the nozzle in F3 and F4 cases. This agrees with the second flame
stabilization point of this investigated configuration.
All cases investigated here could capture two peaks in temperature fluctuations,
temperature magnitude, trend, and flame thickness but could not capture well the flame
position accurately as shown in Fig. 8.29. The Lewis number unity FGM table (RFN05)
with a thickening of the RPV transport equation was only able to produce measured data
more accurately than its counterpart cases considered here. The simulated cases with
non-unity Lewis FGM tables which were constructing using mixture averaged diffusion
coefficient based flamelets were resulting the final flame tending to attain the second
flame stabilization point of the configuration as observed in experimental findings. Only
F4 and F5 cases are compared with experimental data for CO mass fraction in Fig. 8.29
due to availability the statistical data collected. The CO annihilation experimentally
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Figure 8.28: Reacting cases: Axial profile at three radial positions (r = 0 mm(left), r = 1 mm(middle)
and r = 5 mm(right)) of radial velocities(bottom) and their fluctuations(top) normalized
by the bulk velocity
Figure 8.29: Bottom: Axial profile at two radial positions (r = 0 mm, r = 20 mm) of averaged CO
species mass fraction (First two from left) and their fluctuations(last two from right), Top:
Axial profile at two radial positions (r = 0 mm, r = 20 mm) of averaged temperature (First
two from left) and their fluctuations(last two from right)
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measured was captured well by both F4 and F5 cases at r = 20 mm and only by F5
at r = 0 mm; again CO starting position in the flame was captured better by F5 case.
The F5 case could reproduce measured fluctuations of CO in annihilation region. The
reason for the missing prediction of CO may be due to the difference between the
variable Lewis number considered in FGM table flamelets construction and unity Lewis
number assumption used in LES solver, which need to be investigated further by having
consistency between both FGM table and CFD solver.
Interestingly near wall combustion physics was captured well by both FGM tables
here considered. A mathematically consistent ATF model by thickening both mixture
fraction and RPV and the one that thickens only RPV were analyzed. It was found
though major differences were not observed between them; the shear layer which was
enhanced by impinging flow is very sensitive to ATF model. It is evident that both shear
layer and RPV may not be present in all CVs at the same point in time and/or physical
space. The especially presence of shear layer in the case of coarse mesh next to the flame
is very prone to produce susceptible results. This leads to better predictions of F1 case
over F2. The fine mesh should be retained in shear layer, where there is a chance of the
presence of the flame even in the distant neighbor CVs.
It was found that, though the flame sensor within the ATF model is active only in
the flame region, the thickening of the mixture fraction is very sensitive to the mesh
resolution. If the thickening of the mixture fraction is excluded, better agreement of
predictions from the model with experimental data was achieved. However, very fine
meshes are required even in the shear layer, as the turbulent fluctuating flame sometimes
also present in far-reaching coarse mesh regions. Secondly, the effects of including the
Lewis number unity and the mixture averaged diffusion coefficients in generating FGM
tables’ flamelets have been pointed out. Especially, the unity Lewis number table allows
for performing better predictions of the flow field, the thermal and combustion properties.
Whereas the mixture averaged FGM (MFGM) table tends to produce a flame attached
to the fuel jet nozzle. It was observed from experimental investigations that two flame
stabilization points could be established for a given fuel jet velocity with the Reynolds
number around 5000, depending on the flame initialization on the physical space. These
flame stabilization points were on nozzle and on the water cooled impinging disk.
Further, the heat transfer phenomenon associated with FWI was analyzed following
the same methodology of section 8.4.3. The heat flux into the wall is obtained based
on the wall temperature from experimental (see Fig. 8.23) investigation imposed in
LES model. The obtained wall heat fluxes from all 5 cases here are presented in Fig.
8.30. All five simulated cases were able to produce heat flux trends of experimental
findings. Interestingly the F3 and F4 cases accurately predicting measured heat flux
both in magnitude and trend. F5 case partly predicting the magnitude, whereas F1
and F2 case were under predicting the wall heat flux. The difference between the wall
heat flux predictions clearly shows the influence of FGM table considered here and
partly also ATF model. For F3 and F4 cases the flame predicted by it is away from
the other cases considered here independent of ATF model for mixture fraction is active
or not. It is also observed that ATF model for mixture fraction doesn’t influence the
wall heat flux predictions (F1 vs F2 and F3 vs F4). However, ATF model of RPV
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Figure 8.30: Radial heat flux on impinging wall, radial temperature profile imposed on the impinging
wall in CFD simulations for F1, F2, F3, F4 and F5 cases
is influencing the prediction of wall heat flux as compared F2 with that of F5 case.
The heat flux values on the impinging wall could be predicted more accurately by the
MFGM than the unity Lewis number based FGM table. This seems to be the accurate
methodology to generate FGM tables to include near-wall kinetic effects. Therefore, it
is interesting to investigate further the influence of ATF model by considering thicken-
ing of enthalpy equation on wall heat flux, on flame position and flame stabilization point.
8.6 Conclusions
A premixed methane-air fuel jet injected through a pipe and impinged on a water cooled
spherical disk has been investigated at three different Reynolds numbers using a coupling
of the FGM and ATF combustion models in LES context. Two aspects were especially
addressed in this thesis. The first focus was on the grid resolution required near the wall
without including a special wall-adapted SGS modeling in reacting configurations. The
second aspect was devoted to the integration of the near wall kinetic effects into the FGM
framework. Though advanced wall SGS models are advantageous, the detailed analysis
has shown that a fine resolution can be sufficient for capturing both flow and scalar fields
in near-wall regions for both reacting and non-reacting cases. Mesh resolutions near the
wall satisfy the condition y+ equal to 1 for resolving flow and thermal boundary layer with
LES. In particular for reacting case, the new FGM development that includes enthalpy
as additional variable to account for non- adiabaticity allowed to predict well both
combustion and flow properties near the wall. An evaluation of the thermal boundary
layer has also been provided. Secondly, the effects of including the Lewis number unity
and the mixture averaged diffusion coefficients in generating FGM table’s flamelets have
been pointed out. Particularly, the unity Lewis number table allows for performing
better predictions of the flow field, the thermal and combustion properties. Whereas the
mixture averaged FGM (MFGM) table tends to produce a flame attached to the fuel
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jet nozzle. Finally, the heat flux values on the impinging wall could be predicted more
accurately by the MFGM than the unity Lewis number based FGM table. This seems to
be the accurate methodology to generate FGM tables including near-wall kinetic effects.
Comparisons with achievements by integrating wall adapted SGS modeling is left for
future work.
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Conclusions and Outlook
The objective of this work was to develop a Large Eddy Simulation-based method includ-
ing an advanced sub-grid scalar flux model for reactive flows, and extending the FGM
combustion modeling technique in order to handle complex fuels and non-adiabatic flame
wall interactions. The focus has been placed mainly on four aspects:
1. Modeling of advanced sub-grid scalar fluxes for reactive high and low Schmidt num-
ber flows. This allows predicting the scalars on coarser meshes more accurately than
with existing models
2. Use of the FGM approach to avoid the solving hundreds of species and thousands
of reactions for complex fuels including pre-vapourized kerosene
3. Thickening of the flame on coarser grid to reduce fine mesh requirement especially
for premixed case
4. Extension of FGM table to non-adiabatic combustion for predicting heat loss
The 3D CFD code used FASTEST3D LES solver is a pressure based flow solver
suitable for complex configurations. The scalars are solved using a TVD scheme to
achieve a bounded, monotonous transport of the combustion physics. To account for
large spatio temporal density variations of low Mach number flow combustion systems,
the standard pressure correction approach is adapted.
In this work, a new anisotropic SGS scalar flux model has been assessed using highly
resolved experimental measurements in both non-reacting and reacting premixed config-
urations characterized by high Reynolds numbers for which DNS-data are not available.
To better describe the premixed combustion, a flamelet generated manifold (FGM)
tabulated chemistry approach has been used, in which a variable local equivalence ratio
due to a possible entrainment of the environment air was included through a mixture
fraction variable. The behavior of SGS scalar fluxes was especially analyzed. Besides
experimental data, LES results obtained by the use of other existing SGS scalar flux
models have been considered. In both configurations, the new anisotropy model showed
a better predicting ability for both the SGS and the resolved quantities than the classical
eddy diffusivity model with or without a dynamic computation of the model coefficient
as usually applied. The new model also allowed achieving LES results for the flow and
scalar field that are in a better agreement with experimental data. The computational
cost for same grid resolution is not substantially different (around 1%) in both reacting
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and non-reacting environments.
The same approach is extended for a more complex fuel, flow, and geometrical system.
Here a LES based advanced combustion model for a reliable description of combustion
processes in a gas turbine combustion chamber has been developed and implemented in
the FASTEST-3D code. In addition, both simple scalar flux model and advanced scalar
flux models were analyzed for this purpose. The numerical approach including FGM
method based combustion model was successfully assessed with respect to its prediction
capability of the flow and combustion characteristics. In particular, the complex flow
field properties in the single sector combustion chamber are captured well. However, it
could be pointed out that turbulent kinetic energy at 5 mm from the exit of the nozzle
is not in agreement with the experimental data. The results further show that the flame
is not always attached to the nozzle and appears to fluctuate in time. Power spectral
densities deduced from temporal autocorrelations (via FFT) predicted by the LES CFD
model from simulations could capture accurately the two peak frequency recorded from
experimental finding.
Figure 9.1: Flow diagram for chronological interactive flame wall interaction CFD model in
FASTEST3D CFD solver
In the last part, the work is dedicated to extending the LES based FGM combustion
modeling to non-adiabatic combustion. Here non-adiabatic combustion is described using
the FGM table which accounts for enthalpy by means of an additional variable (total
enthalpy) and is coupled with LES based CFD solver FASTEST3D taking advantage of
ATF combustion model. The investigated configuration is a premixed methane-air fuel
jet injected through a pipe and impinged on a water cooled spherical disk. It operated
at three different Reynolds numbers. Two aspects were especially addressed in this work,
the first focus was on the grid resolution required near the wall without including a
special wall-adapted SGS modeling in reacting configurations. The second aspect was
devoted to the integration of the near wall kinetic effects into the FGM framework.
Though advanced wall SGS models are advantageous, the detailed analysis has shown
that a fine resolution can be sufficient for capturing both flow and scalar fields in near-
wall regions for both reacting and non-reacting cases. Mesh resolutions near the wall
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satisfy the condition y+ equal to 1 for resolving flow and thermal boundary layer with
LES. In particular for reacting case, the new FGM development that includes enthalpy
as an additional variable to account for non-adiabaticity allowing to predict well both
combustion and flow properties near the wall.The complete model developed, successfully
validated and applied here can be represented for flame-wall interaction study by the
flow chart in Fig.9.1.
Furthermore, an evaluation of the thermal boundary layer has also been provided.
Thereby, the effects of including the unity Lewis number and the mixture averaged diffu-
sion coefficients in generating FGM table’s flamelets have been presented. Especially, the
unity Lewis number table allows for performing better predictions of the flow field, the
thermal and combustion properties. Whereas the mixture averaged FGM (MFGM) table
tends to produce a flame attached to the fuel jet nozzle. Finally, the heat flux values on
the impinging wall could be predicted more accurately by the MFGM than the unity Lewis
number based FGM table. This seems to be the accurate methodology to generate FGM
tables for including near-wall kinetic effects. The use of consistent transport equations
for the variables with non-unity Lewis numbers as well as comparisons with achievements
by integrating wall adapted SGS modeling are left for future work.
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