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I. INTRODUCTION 
In this paper we shall investigate several cross products of solutions of the 
equation 
(w4 + p(+ = 0, (1) 
where Y(X), p(x) E ca[O, co], Y(X) > 0 for x > 0, and for some a > 0, p(x) > 0 
for x > a. 
If y(x) and Z(X) are linearly independent solutions of (I), then the types of 
cross products we shall consider are of the forms 
and 
Y(4 43 - Y(P) 449 
Y(4 4P> - Y’(B) 44 
YW 43 - Y’(B) x’(4 
where a < 01 < 8. 
In particular we shall be looking for a value of ,6 > 01 which will make a cross 
product equal to zero, where we assume that the value OL is given. 
The condition y(a) z(/3) -y(p) Z(U) = 0 arises in determining the critical 
load for a simply supported strut with a variable inertia moment by a power law. 
In this case the solutions y(x) and Z(X) are Bessel functions of the first and 
second kinds. This special case has been investigated in a paper by Salchev and 
Popov [4]. In this paper the eventual method of solution was by the use of 
nomograms and the investigation made use of the special properties of Bessel 
functions. It will be shown that the basic results derived by Salchev and Popov 
for Bessel functions are in fact true for solutions of Eq. (l), and furthermore, the 
solution can be easily calculated directly without resorting to nomograms. 
It will then be shown that the methods of solving y(a) z(B) - y(p) z(a) = 0 
can be applied to solving the equations y(a) z’(B) -y’(p) z(a) = 0 and 
y’(a) x’@) - y’(p) z’(a) = 0. These latter conditions are also of significant 
physical importance. For example, the condition y’(a) z’(p) - y’(B) z’(01) = 0 
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occurs in hydrodynamics when one considers the motion of surface waves in 
a container of uniform depth. In this case again the functions y and z are Bessel 
functions of the first and second kinds [3]. 
11. ~(4 a4 - Y(R 44 
In order to be specific we shall assume y(x) and Z(X) are linearly independent 
solutions of (1) satisfying y(a) = 0, y’(u) > 0, and Z(U) > 0. Let 4(x) = 
y(x)/z(x); then the equation y(a) a@) - y(p) z(a) = 0 becomes 
b(oo = C(B)- (2) 
LEMMA 1. C+‘(X) > 0 when z(x) # 0. 
Proof. If W(z, Y)(X) is the Wronskian of z(x) and y(x) then [Y(X) W(z, y)(x)]’ 
= 0 implies r(x) W(z, y)(x) = r(a) B’(.z, y)(u) > 0. Hence 
$yx) = W%Y) (4 = +4 W?Y) (4 
ed r(x) z”(x) ’ 
(3) 
from which the result follows. 
In view of Lemma 1, if Eq. (1) is disconjugate (that is, no solution has more 
than one zero) then Eq. (2) will have no solution (Hartman [I, Theorem 6.1 
page 3511). For this reason we shall assume that (1) is not disconjugate on
[c, oz) for all c 3 a. This, of course, implies by the Sturm separation theorem 
that (1) is oscillatory n [a, co) (that is, all solutions have an infinite number of 
zeros on [a, CO)). Note that this implies that 4(x) has an infinite number of 
zeros which occur at the zeros of y(z). 
Now, since / 4(x)1 -+ co as z(x) + 0, it follows that 4(x) goes from ----co 
to +a~ between zeros of z(x). Further, since d(x) is continuous and $‘(x) > 0, 
4(x) takes on every value exactly once in each of these intervals (between zeros 
of a(x)). This establishes 
LEMMA 2. If x1 and x2 me consecutive zeros of z(x) then 4(x) takes on every 
value exactly once in (x1 , xJ. 
LEMMA 3. If x1 and x2 are consecutive zeros of X(X) then 4(x) has exactly one 
inflection point in the interval (x1 , x2) provided 
WY ryx> 
2 - - p(x) # 0 4r(x) 
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Proof. From (3) we can write 
4’(x) = A r(x) z”(x) ’
where A > 0. Hence 
C”(x) = --f(x) ($g + *, . 
Since C’(x) > 0, it follows that $“(x) = 0 if and only if 






and since r(x) > 0 and z(x) # 0, (6) holds if and only if 
z(x) r’(x) + 2r(x) x’(x) = 0. (7) 
Multiplying (7) by r-1/z(x)/2 we find that (7) holds if and only if 
(G/2(X) z(x))’ = 0. 
However, rl!*(xl) x(x1) = r1/2(~s) z(xs) = 0 and hence by Rolle’s theorem 
(r1i2(x) z(x))’ = 0 at least once on (x1, x2). 
Suppose now (rll”(x) z(x))’ = 0 twice between x1 and x2 . Then by Rolle’s 
theorem there is a point c at which r112(x) z(x))” = 0. Thus, at x = c, 
(Yl/2(X) z(x)>” = ,-1/2(x) z(x) [- $$g + y - p(x)] = 0. 
Since r(x) > 0 and z(x) # 0, this can occur if and only if 
wX))2 I w -- 
4+ 
$(*) = 0 
2 
at x = c, which gives the result. 
Remark on the condition r”(x)/2 - (r’(~))~/4r(x) - p(x) # 0. If, in fact, 
(~‘W2 _ p(x) > 0 f(X) 
2 4w ’ 
then (1) is disconjugate. This can be easily seen by applying the transformation 
u = r-1/2(~)~ to Eq. (1) which leads to the equation 
1 
WI + - 
44 ( 
y”(x) qg + p(x) - 7) w = 0. 
409/72/2-14 
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It is easily seen that condition (4) holds if Y”(X) < 0, as in the case of Bessel’s 
equation where r(x) = X. 
Following the lead of Salchev and Popov [4] we make the following definition. 
DEFINITION 1. If there exists a function ri(x) = rr > 0, a function of zc 
such that 4(x) = 4(x + rr) in adjacent intervals, then 9 is called the pseudo- 
period and in general 
We shall compare the pseudoperiod ni with the conjugate point function 
qr(x). To this end we give 
DEFINITION 2. The first conjugate point Q(X) of the point .T is the minimum 
c > x such that there is a nontrivial solution yr(~) of (1) which vanishes at x 
and at c. Subsequent conjugate points of x are defined by the formula qs(x) = 
%(%l(X))~ 
THEOREM 1. If(l) is oscillatory and 
(e4>2 _ p(x) # 0 e4 
2 4r(x) 
on [a, CO) then rl(x) is uniquely defined and x f ml(x) = am. 
Proof. That or is well defined and uniquely determined is immediate from 
Lemmas 1 and 2. It remains to show that x + ~-r(x) = or. 
Let a: be any point between x1 and xs , two consecutive zeros of Z(X). Let 
Z(U) = cr and y(a) = c2 and let c(x) = (c2/c1) z(x) -y(x). Clearly [(a) = 0 
and hence [(~(a)) = 0, since c(x) is a solution of (1). This says 
&llW = 2 471(4) - y(71(a)) = 0, 
which implies 
and hence ~(a) = 01 + rr((~). This follows, since, by the Sturm separation 
theorem, ~(a) is uniquely determined between zeros of z(x). 
An immediate consequence of this theorem is the following: 
COROLLARY 1. Under the hypotheses of Theorem I, rrn is uniquely dejined and 
satisjies x + ~~I, 7ri(x) = vn(x). 
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The solution of the equation y(cu) z(p) -y&I) z(a) = 0 now becomes a 
question of calculating conjugate points for solutions of (1). This can be done 
in a straightforward way using the methods developed by Leighton [2]. 
111. Y(a) 2’c6) - YW +d 
With y(x) and z(x) as in Section II let #(x) = y’(x)/x’(x). Then the equation 
y(a) z’(j3) - y’(p) z(a) = 0 becomes 
LEMMA 4. I#) > 0 wh z’(x) # 0. 
Proof. As in Lemma 1, Y(X) W(Z, y)(x) = r(a) W(Z, y)(a) > 0; hence 
#yx) = P(X) +9 W% Y) (4 > o 
W) ~‘cw 
when x’(x) # 0. 
As before, we assume that (1) is not disconjugate on [c, co) for all c > a. 
This will again imply that (1) is oscillatory, which in turn implies that derivatives 
of solutions of (1) are also oscillatory. This shows that #(x) has an infinite 
number of zeros which occur at the zeros of y’(x). 
In a manner similar to that of Section II we establish 
LEMMA 5. If x, and x, are consecutive zeros of z’(x) then #(x) takes on every 
value exactly once in (x, , x4). 
LEMMA 6. If yl(x) is a solution of (1) then yi is a solution of 
(3 +’ + [ ‘@g”’ + T(X) - P’(x$+; w ] v = 0, (10) 
or, equivalently with w = r(x)v, 
t I 
(4 pyx) + gg = O 
Proof. This can be established asily by differentiation of (1). Eq. (10) is 
equivalent o [(~(x)v)‘/p(x)]’ + v = 0, from which (11) follows. 
LEMMA 7. If x, and x+, are consecutive zeros of z’(x) then 4(x) bus exactly 
one in.ction point in the interval (x, , x4) provided 
Mx) P”(X) 44 + 4p3(x) - 3( P’(4)” a f 0 
on (x3 > x4). 
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Proof. From (9) we can write 
where A > 0. Hence 
Since X’(X) # 0 on (X s , x4) if follows that $“(x) = 0 if and only if 
p’(x) Y(X) z’(x) - 2p(x)(r(x) z’(x))’ = 0, (12) 
and since p(x) > 0, multiplying (12) by -pm3j2(x)/2 we find that (12) holds if 
and only if 
[p-l/2(x) Y(X) x’(x)]’ = 0. 
However, at xs and x4, ~-l/~(x) Y(X) z’(x) = 0 and hence by Rolle’s theorem 
[p-l/“(X) r(x) z’(x)]’ = 0 at least once on (X 3, x4). Hence 4(x) has at least one 
inflection point on (xs , x4). 
Suppose now (~-l/~(x) Y(X) z’(x))’ = 0 twice between x3 and xq , Then by 
Rolle’s theorem there is a point c at which (~-r/~(x) Y(X) z’(x))” = 0. Thus at 
x=c 
(p-““(X) Y(X) x’(x))” 
= z’(x)y5’2(+) [3(p’(x))2 Y(X) - 2p(x)p”(x) Y(X) - 4p3(x)] = 0 
Since z’(x) # 0 and p(x) > 0 this gives the result. 
Remark on the condition ~(P’(x))~ Y(X) - 4p3(x) - 2p(x)p”(x) Y(X) # 0. If, in 
fact, ~(P’(x))~ r(x) - 4p3(x) - 2p(x) p”(x) Y(X) > 0 then (10) is disconjugate. 
This can be easily seen by applying the transformation o = (JW(X)/~(X))~~ to 
Eq. (lo), which leads to the equation 
.&! + 4P4(X) T(x) [4p3(x) + 2P(X)P”(X) y(x) - 3(p’(x))2 y(41 w = 0. 
In a manner similar to that of Section II we make the following definition. 
DEFINITION 3. If there exists a function rR1(x) = rrRl > 0, a function of x 
such that b(x) = 4(x + car) in adjacent intervals (i.e., for any X, nR1(x) is the 
smallest positive number such that c#(x) = #(x + r&x))), then rR1 is called 
the right-half pseudoperiod. The left-half pseudoperiod Q&(X) = vLl > 0 is 
the smallest positive number such that #(x) = 4(x + T&. 
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Remark. For any x, it can easily be shown that TQ~(X) + &x + 7rRr(x)) = 
44* 
We shall compare the function “al(x) with the u-point function [2] which is 
defined below. First, however, we shall define afunction which we shall call the 
p-point function. This function will also be useful in Section IV. 
DEFINITION 4. The first p-point pi(x) of the point x is the minimum c > x 
such that there is a nontrivial solution yr(x) of (1) whose derivative anishes at x 
and at c. Subsequent p-points of x are defined by the equation ,+(x) = &J~-~(x)). 
DEFINITION 5. The first u-point ui(x) of the point x is the minimum c > x 
such that there is a no’ntrivial so ution yr(x) of (1) which vanishes at x and whose 
derivative vanishes at x = c. Subsequent u-points are defined by the formulas 
44 = Pd%--1(x))* 
THEOREM 2. If (1) is osciZZatory and 
2P(X)P’(X) 44 + 4P3(X) - 3(P’(x))2 44 f 0 
on [a, co), then Q,(X) is uniquely dejined and x + r&x) = q(x). 
Proof. That 7~ar(x) is well defined and uniquely determined is immediate 
from Lemmas 4 and 5. It remains to show that x + 7rR1(x) = ul(x). 
Let 01 be any point between x1 and x2 , two consecutive zeros of z(x). Let 
z(a) = c1 and y(a) = c2 and let 4(x) = (c2/cr) z(x) -y(x). Clearly t(o) = 0 
and hence <‘(ai(o~)) = 0. This says 
5’(44 = : ~‘(44) - Y’(d4 = 0, 
which implies 
and hence ui((~) = 01+ ?T~ . 
To show the relationship of these functions with Q we need to define the 
focal point function. 
DEFINITION 6. The first focal point pi(x) of the point x is the maximum 
c < x such that there is a nontrivial solution yi(x) of (1) which vanishes at x 
and whose derivative vanishes at x = c. 
COROLLARY 2. Under the hypothesis of Theorem 2,, ;f k(x) exists thm, 
4/-44) + Pm = x* 
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IV. YW x’(P) - Y’(B) +4 
The equation y’(a) z’(p) - y’(p) z’(a) = 0 is equivalent o 
We make the following definition. 
DEFINITION 7. If there exists a function 7j1(l) = 77, > 0 such that #(x) = 
$(x + 7j1) in adjacent intervals, then +?I is called the derivative pseudoperiod, 
and in general $(x) = z/(x + S1) = ... = +(x + xi”=, 7ji). 
It is clear that the derivative pseudoperiod for Eq. (1) and the pseudoperiod 
for Eq. (10) are equivalent. 
From the previously established properties of #(x), Theorem 3 readily 
follows. 
THEOREM 3. Under the conditions of Theorem 2, 7jI is uniquely dejked and 
x + +1(x) = p&g. 
It is clear that if&(x) is the first conjugate point for (IO), then pl(x) = &(x). 
The definition f T&X) can now be extended by defining V,,(X) with the 
formula T&X) = 7rR1(x) + +n--l(x). 
COROLLARY 3. Under the hypothesis of Theorem 2, rRn(x) is uniquely de$ned 
and satisfies x + rRn(x) = a,(x). 
COROLLARY 4. Under the hypothesis of Theorem 2, f,(x) is uniquely defined 
and satisfies x + ii,(x) = p,(x). 
The solution of the equations y(a) z’(p) - y’(p) z(a) = 0 and y’(a) z’(p) -
y’(p) z’(a) = 0 b ecomes a matter of calculating u-points and p-points for solu- 
tions of (I). This can be done rather easily using the methods of [2]. It should 
be noted that in practice it may be easier to calculate conjugate point for (10) 
or (11) rather than p-points for (1). In this case the formulas in Corollaries 3 
and 4 become x + n,,(x) = Us + +&(~l(~)) and x + em(x) = $Jx). 
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