ABSTRACT This paper presents a compressive technique that simplifies the architecture of multiple-input multiple-output (MIMO) radar imaging systems. By means of a passive device connected to an MIMO array of antennae, a novel approach is introduced to extract the interaction between antennae from a compressed signal measured between two ports. This technique relies on a multiplexing principle that exploits the frequency diversity and it is thus particularly suitable for ultrawideband imaging systems. This paper presents the theoretical principle underlying this compressive technique, defining the key parameters affecting the information retrieval from a measured frequency signal and the prior characterization of the compressive device's transfer functions. Simulations are performed to demonstrate the potential of the technique for MIMO ultrawideband imaging systems and its compatibility with fast range migration algorithms based on fast Fourier transforms. Finally, an experimental validation is performed with a two-dimensional radiating aperture connected to a compressive device, allowing for the three-dimensional near-field imaging of different targets.
I. INTRODUCTION
High-resolution microwave imaging systems are applied in a growing number of applications of short-range imaging, such as medical diagnosis [1] , airport scanners [2] , [3] , and land-mine detection [4] . The main advantages of this frequency range are the high transmittance of waves through many common materials compared with optical waves and the low-cost active hardware needed for the generation and reception of waves, and the system is thus cost-effective compared with bands of higher frequency such as the terahertz band. High-resolution microwave imaging systems are physically limited by the number of antennas required to form large radiating apertures while maintaining appropriate spatial sampling, and each is associated with an active device used for the simultaneous generation and reception of waves independently. These hardware constraints are amplified by the large bandwidth required for the distinction of close targets and the achievement of high-resolution imaging. To leverage these constraints, the number of driven antennas has been successfully reduced using sparse antenna arrays in multiple-input multiple-output (MIMO) configurations [5] . In this way, the interaction between complementary radiating apertures used in transmission and reception allows the reduction of the number of transmitting and receiving antennas down to 2 √ N while maintaining the same performance as single-input multiple-output (SIMO) configurations having N elements [6] . However, the introduction of this new degree of freedom implies an independent control of all the radiating elements, and the hardware complexity thus remains high. Numerous articles presenting MIMO ultrawideband (UWB) imaging techniques solve this hardware limitation using commutation matrices to measure sequentially the interaction between any two radiating elements [7] , [8] . Although this approach is ideal for the study of imaging algorithms and for the optimization of the intrinsic performances of different radiating aperture shapes [9] , it imposes long acquisition times and it can hardly image moving targets.
Lately, a noticeable number of papers have been published on array and synthetic aperture radar (SAR) imaging techniques exploiting compressive sensing based methods.
For example, studies [10] and [11] use distributed sensor arrays and exploit the inherent structure of common target objects to reduce the number of radiating elements and measured samples. These techniques are mostly based on L 1 -norm minimization techniques, taking benefit of the sparse representation of the measured signals [12] .
New compressive techniques have recently been developed to simplify the architectures required for SIMO and MISO (multiple-input single-output) imaging systems. A first approach introduced in [13] uses a passive device with 1 − to − N ports forming N pseudo-orthogonal channels. By connecting an UWB array of antennas to this system's outputs, it has been shown that a specifically designed waveform can be used to independently control each antenna's waveform. Exploiting the reciprocity principle, this technique has also been adapted to SIMO setups [14] , implying the measurement of a unique signal to reconstruct the fields of the connected radiating aperture, and then the equivalent microwave images (Fig. 1) .
FIGURE 1.
Simplification of an SIMO digital imaging system using a compressive device. This technique allows for a reduction of the number of required active hardware devices represented here by analog to digital converters (ADCs).
In the depicted setup, the unique received signal g( f ) corresponds to a compressed version of the received wave-
T and summed at its single output port. The received signal can be thus expressed in the frequency domain as
where N is the number of connected antennas. The dimensions of the matrix 
where the operator [ ] + stands for the pseudo-inversion computed at each frequency using direct techniques (i.e., matched filtering [13] , [15] , Tikhonov regularization [14] , and truncated singular value decomposition [16] ). This problem can also be solved using iterative techniques such as the use of a regularized matching pursuit algorithm to further improve the reconstruction of the compressed waveforms [17] . Apart from the reconstruction technique, the quality of the estimation depends on the characteristics of the passive device, whose transfer functions are ideally orthogonal. These properties have notably been attained exploiting the frequency diversity of oversized microwave cavities, taking benefit from the ultrawide frequency band required for high-resolution imaging [13] . An equivalent approach has been developed in [18] using a metamaterial panel made of complementary electric inductive-capacitive unit cells. In this case, the information is compressed directly by this subwavelength diffraction grating rather than by a coding device connected to conventional antennas. This technique thus requires accurate knowledge of the radiated field obtained through analytical models or by actual measurements. Therefore, the two approaches can be modeled using the same mathematical formalism and then solved using equivalent techniques [19] , [20] .
Different designs of leaky reverberating cavities have also recently been proposed to achieve similar physical compressions. In [21] , field focusing experiments were presented exploiting the time reversal back propagation of waves on pre-characterized locations of the space. A comparable system is proposed in [22] for UWB beamforming applications, using a small reverberating cavity and the mathematical derivations introduced in [13] . Finally, an high resolution computational imaging system has been presented in [23] with the use of a mode-mixing chaotic cavity radiating in the K band.
As pointed out in this article, the compression principle can be adapted to MIMO configurations by developing a new formulation of compression and reconstruction of waves, allowing one to benefit from the supplementary degree of freedom associated with these systems [5] . According to the outline of the theory introduced in [24] , a theoretical study is presented and the principle then experimentally validated. The performances and limitations of the technique are thus obtained in this paper.
II. FORMULATION AND RECONSTRUCTION STRATEGY
A generic setup is described to introduce the formulation associated with the compression of the MIMO matrix, corresponding to the interaction between the antennas and the VOLUME 4, 2016 medium to image. For the sake of clarity, two separate coding devices are considered in transmission and reception, but an equivalent single device with two access ports can and will be fabricated (Fig. 2) . The constraints imposed on these passive devices will be highlighted in developing the expression of the reconstructed waveforms. This data set denoted by M ( f ) (also referred to as the channel matrix in the literature, and which must not be confused with that of the coding devices) represents the useful information required for the computation of microwave images. In the depicted setup, the interaction between the transmitted and the received waves can be expressed as
or
where s t ( f ) and s r ( f ) are the signals transmitted and received by N t and N r antennas, respectively. The expression of the measured signal g( f ) can thus be developed to identify and compensate the compression of coding devices and to retrieve the data set M ( f ):
where x( f ) is the generated signal at the input of the transmission coding device. c t,i ( f ) and c r,j ( f ) correspond to the transfer function of the coding device connected to the i th transmission antenna and to the j th reception antenna, respectively. This last expression can be expressed as a matrix product:
An estimation of the data set can be computed at each frequency by compensating for the effects of the coding devices and transmitted signals:
An N t × N r matrix is thus estimated from a unique sample g( f ) at each frequency point. Considering the estimation for a single point, the rank of g( f ) is inferior to that of M ( f ) and the reconstruction can not be efficient. However, the exploitation of the constructive effect of each frequency component allows for a proper estimation of the data set. Equation (7) allows the identification of the parameters important to the estimation of an accurate matrix for compressed MIMO imaging. The first step computes pseudoinversion to compensate for the transfer functions of coding devices. Tikhonov regularization is an example of a suitable direct technique for this problem [14] . In this case, the expression for c r ( f ) + is
where † stands for the transpose-conjugate operator and β is a positive scalar added to the inverted part as a threshold to prevent any magnification of small components sensitive to noise and intrinsic ill-conditioning problems. This approach thus allows for a simultaneous compensation of the magnitude and phase of the transfer functions in transmission and reception. Exploiting the stationarity of the coding device's channels, the computation of the pseudo-inverses is performed only once and applied in the simple matrix products given in Eq. (7) . As presented in the following sections, these simple formulations allow for fast computation, even when more than 20000 waveforms are reconstructed at once from a single signal. Constraints on the channels of the coding devices can then be highlighted in defining the expression of pseudocorrelation matrices:
The expression of the estimated data set can thus be factorized in three terms:
considering an ideal equalization in magnitude and phase of the scalar signal x( f ), leading to
The estimation of M ( f ) is ideal if both pseudo-correlation matrices R t ( f ) and R r ( f ) tend to the identity matrix, corresponding to coding devices including transfer functions that are orthogonal to each other. This property is the second important parameter of the technique. Such constraints are notably obtained in the domain of electromagnetic compatibility using metallic cavities, designed with dimensions several times larger than the operating wavelengths [25] . The low level of correlation of the transfer functions obtained in this kind of highly reverberating environment is related to the associated substantial modal diversity. Thus, the frequency diversity is the key to low-loss compression, ensuring a weak level of distortion in the reconstruction step of compressed waveforms. Such properties have been widely exploited in time-reversal experiments [26] , promoting the generation of space-time field focusing whose width corresponds to the spatial correlation function of the studied richly scattering medium [27] , [28] . The simultaneous application of this technique to several positions in space finally led to the development of SIMO multiplexing systems [29] , adapted in [13] for compressed imaging. Thus, a time-reversal interpretation can be given to the reconstruction of waveforms compressed by a coding device exploiting the reciprocity principle [14] .
A metric needs to be introduced to study the ability of a coding device to compress waveforms with a low level of information loss. Equation (7) highlights the relation between the quality of the reconstruction and the degree of correlation between any two coding transfer functions, which should ideally be orthogonal to perform a physical lossless compression. Singular value decomposition is an appropriate method for this problem since it provides the degree of dependency between the elements of a linear application. One can thus apply this matrix factorization to the transfer functions of the coding devices to study its performance with regard to the proposed technique. This decomposition is computed on a matrix obtained by the concatenation of the transmission and reception transfer function matrices C = C t ||C r :
where N = N t + N r is the number of ports and N f is the number of frequency points. U and V are two unitary matrices and is a diagonal matrix containing the singular values from σ 1 to σ N arranged in descending order of magnitude. As depicted in Fig. 3 , each couple of left and right singular vectors extracted from U and V is multiplied by the associated singular value to reconstruct the factorized matrix. Thus, the singular values of a matrix obtained using ideally orthogonal transfer functions (i.e., a unitary matrix) would all be identical. The dynamics of the singular values can be represented by the condition number, corresponding to the ratio between the largest and weakest singular values of a matrix:
An ideal device transfer function matrix would have a condition number of κ = 1, meaning that its channels are uncorrelated and that MIMO interaction matrices can be perfectly estimated. To study the effect of this metric on the proposed imaging technique according to the number of addressed antennas, numerical simulations are presented in the next section.
III. NUMERICAL SIMULATIONS AND PERFORMANCE STUDY
A square two-dimensional array of UWB antennas is considered for the first part of our study in the 2.5 − 12.5 GHz frequency band. Antennas are regularly spaced in a 12 × 12 array over an area of 0.825 × 0.825m 2 , leading to an inter-element distance of 7.5cm ≈ 1.88λ at the central frequency of the operating bandwidth (Fig. 4) . The same array is used for the transmission and the reception of waves, benefiting from the MIMO system properties to achieve highresolution microwave imaging [5] . These simulations are performed according to the setup depicted in Fig.2 , using this time a single coding device. Because two ports are considered for the measurement of the compressed MIMO data set, two different sets of transfer functions are used to code the transmitted and received waves during the propagation in the cavity. Thus, the mathematical model expressed by Eqs. (5)- (7) holds. A simple model of the transfer function is implemented to reproduce the general behavior of the cavity:
where r n,k (t) is a random Gaussian noise-like sequence representing the coupling between the measurement port n and the antenna port k in the cavity and τ is a time decay parameter that models the losses [30] . Finally, F −1 stands for the inverse Fourier transform. Despite this model's simplicity, it can be used to represent the correlation level of the coding device channels and its effect on the reconstruction of microwave images. The random sequence is a coarse approximation of the cavity's electromagnetic behavior, reproducing the high modal diversity due to the cavity's over-sized dimensions with regard to the operating wavelengths. The first simulation is conducted under an ideal condition where the data set between the antennas is directly measured. A set of pointlike targets is considered (Tab. 1), reproducing the scenario depicted in [7] . In these simulations, the x and z coordinates correspond to the transverse axes and y corresponds to the range direction.
A. CONVENTIONAL MIMO IMAGING
The fast imaging algorithm introduced in [7] is implemented, taking advantage of fast Fourier transforms to reduce the complexity of each image computation. A MIMO data set
is thus measured in each simulated and experimental scenario, where the i-th and j-th antennas are located at (x T , z T ) and (x R , z R ), respectively. The first step of the implemented range migration algorithm (RMA) implies a four-dimensional Fourier transform of the reconstructed signal: (15) allowing for a representation of the data set depending on a set of transmitted and received plane waves. The frequency dimension is then transformed into the projection of the equivalent k vectors along the propagation axis according to the dispersion relation
The data set can thus be expressed as a function of the parameters m(k x T , k z T , k x R , k z R , k y ). The interactions between the transmitted and received plane waves are finally considered by merging the transverse components of the k vectors, defining the new parameters
and transforming the five dimensions of the interaction into three m(k x , k z , k y ). Finally, the scene reflectivity is computed with a three-dimensional (3D) inverse Fourier transform:
The use of fast Fourier transforms thus allows for a fast computation of microwave images considering the interaction between several antennas used in transmission and reception. The algorithm is implemented in the MIMO imaging scenario depicted previously; a 3D view of the computed scene reflectivity is shown in Fig. 5 , and transverse views of the reconstructed scene are presented in Fig. 6 .
In each figure, three iso-surfaces are presented at −3, −6 and −12 dB of the normalized reflectivity matrix. This compressionless case corresponds to the ideal reconstruction of the scene, defining the best achievable resolution in this scenario. Because of the considered ultrawide bandwidth and the high spatial diversity measured by the MIMO array, the nine targets can be localized in the scene at the expected positions. The image comprises 166 × 80 × 166 voxels and is computed by the RMA in 16.3 s on a computer with a 3.4-GHz quad-core CPU and 16 GB of RAM.
B. COMPRESSIVE MIMO IMAGING
Several cases in which the data set is compressed with different sets of transfer functions computed with (14) are then studied. The matrix is compressed and reconstructed at each frequency considering an equi-amplitude sweep (x( f ) = 1) with different sets of random transfer functions computed according to Eq. (14) and with τ = 0.1, 0.25, 0.5 and 1 µs to illustrate the effect of the correlation of a pair of channels of the coding device in the corresponding images (Fig. 7) . Each transfer function is computed on 16,000 samples evenly spaced in the 2.5−12.5 GHz frequency band. Indeed, because the low-loss compression of the MIMO data set depends on the duration of the impulse responses of the coding device channels, the number of measured samples is in each case much larger than that necessary for a conventional shortrange UWB imaging system. Time gating is thus applied to the reconstructed interaction matrices to speed up the computation of the RMA and to reduce the memory use of the algorithm. As depicted in Fig. 7 , the duration of the coding device channel directly affects the quality of the reconstructed images since the correlation matrices introduced in Eq. (11) approach identity matrices as κ increases to 1. To quantify the level of dependency of the set of transfer functions, the condition number of each case is computed considering the singular value decomposition of the stacked transmission and reception matrices (Eqs. (12) and (13)). Side views of the best and worst reconstructed cases are compared in Fig. 8 .
In the case that the channel duration is τ = 0.1µs, large artifacts are present in the reconstructed image owing to the correlation between transfer functions of the coding device, even though the point-like targets can mostly be localized at the correct positions. In the best considered case (τ = 1µs), the channel duration of the random channel impulse responses is long enough to allow for a reconstruction close to the compressionless case depicted in Fig. 5 . Each data set is estimated by computing pseudo-inversions of the transfer functions at each frequency (Eqs. (7) and (8)). For each image computation, the reconstruction and truncation of the interaction matrices (including the computation of the pseudo-inverses that must be done once for each set of transfer functions) take less than 3.3 s, and the imaging algorithm takes less than 16.5 s to run.
The quality of each reconstruction is measured computing the peak signal-to-noise ratio defined by Eq. 20. The mean square error between the radar images I (κ) for each value of κ and the compression-less image I ref is thus computed, with N v the number of voxels the images (Fig. 9) . PSNR(κ) = −10 log 10 1
The direct relation between the correlation of the coding device's channels and the PSNR is shown in this figure,   FIGURE 9 . Peak signal-to-noise ratio of the radar images computed with the compressive technique, choosing the compression-less image as reference. VOLUME 4, 2016 demonstrating that better estimations are achieved when the condition number gets close to 1.
The estimation of the data set also depends on the number of radiating elements connected to the coding device(s). It is possible to mitigate this constraint by taking advantage of MIMO imaging systems; i.e., sparse arrays are used while retaining the properties of densely sampled SIMO arrays [5] . A cross array similar to that of [7] is thus considered for a reduction of the number of radiating elements and for the fabrication of a compressive device used for the experimental validation of the proposed technique.
IV. EXPERIMENTAL SETUP FOR MILL's CROSS
A Mill's cross is considered for the experimental validation of the principle since it allows for a reduction of the number of radiating antennas, promoting an enhanced reconstruction of the data set while maintaining good resolution properties. A theoretical study is initially performed to present the imaging properties of the Mill's cross and the associated performances considering compressed measurements. An array comprising 24 antennas and having a ''+'' shape, as depicted in Fig. 10 , is thus considered. The frequency range is maintained between 2.5 and 12.5 GHz and the inter-antenna spacing is 7.5 cm. The positions of the point-like targets is kept unchanged (Table 1) . Considering the interaction between the orthogonal subarrays set on the axes x = 0 and z = 0, the associated matrices depend on only three parameters instead of five (m(x T , z R , f ) and m(z T , x R , f )), leading to reduced computational complexity [7] . The radar image computed in this compressionless case shows the best achievable imaging quality for the nine point-like targets. Side views are depicted in Fig. 11 .
Because of the reduction of the problem dimensions, the computation time of this ideal case is less than 1.4 s. In the case of a compressive measurement, a 24 × 24 data set is retrieved at each frequency. In fact, this matrix takes into account the coupling of each pair of antennas, but only the interaction between the two orthogonal sub-arrays is of interest in the computation of the MIMO RMA, shown as the green part of the data matrix depicted in Fig. 12 . Time gating is then applied to these matrices so as to only reconstruct the region of interest. These matrices can be considered equivalent according to the reciprocity principle, and one can thus average them and improve the final image quality. Finally, the MIMO range migration algorithm is implemented. The multiple steps of all the imaging algorithms are presented as a flowchart in Fig. 13 .
For the experimental validation of the proposed principle, an empty metallic cavity having dimensions of 0.8 × 0.8 × 0.8m 3 is fabricated and used as a coding device following the setup depicted in Fig. 4 . UWB probes are randomly positioned in the cavity to determine the modal coupling of each antenna to the two measurement ports connected to the back of the coding device (Figs. 14-15 ). Performance is preliminarily evaluated through a simulation with the cavity's measured transfer functions. Isotropic antennas, located at the same position as in the physical array, are thus assumed. These results are compared with a simulation based on 24 random transfer functions presenting the same conditioning as the measured matrix. To this end, a model is computed to extract the equivalent time decay parameter τ by interpolating a series of computed points (Fig. 16) . Using the model, the condition number of the measured transfer function matrix is determined equivalent to that of a set of random channels with a time decay parameter of τ = 0.102µs. These two sets of coding channels can thus be compared by computing radar images of the same scene. The results of these simulations of compressive imaging are depicted in Fig. 17 . In the two cases, the proposed model can reconstruct all nine point-like targets with similar accuracies, with a PSNR of 32.99 dB for the model and 31.62 dB for the measured channels (Fig. 18) . These values are computed with Eq. (20) using the compression-less case as reference. Considering a Mill's cross in this MIMO imaging setup, the number of antennas has been reduced to 24 elements, allowing for a relaxation of the reconstruction constraints.
Experimental validation is then achieved with the measurement of real scenes compressed by back and forth propagation in the compressive device. The first transmission VOLUME 4, 2016 measurement with an empty scene is performed with a Rohde and Schwarz ZVL13 vector network analyzer (VNA) connected to the two measurement ports and is subtracted from all the measurement data with targets to only measure the interaction with the objects of interest. For the first compressive radar measurement, two cylindrical objects, a metallic spray-paint can and a small water bottle, are set in front the radiating aperture. These two objects are set on a foam structure at a range of 0.5 and 0.7 m respectively (Fig. 19) . Thus, by measuring a frequency response through the ports of the compressive device, the estimation of the MIMO data set and the reconstruction of the equivalent radar image have been achieved. The total computation time required to reconstruct the scene comprising 224 × 182 × 224 voxels is 1.5 s (i.e., 0.1 s for reconstruction and 1.4 s for back-propagation).
A second measurement is made for a gun-shaped target to illustrate the potential application of the compressive approach to weapon detection (Fig. 22) .
Once again, a frequency signal is measured with a VNA and is used for the estimation of the MIMO matrix. The 3D image computed using a range migration algorithm for these reconstructed data is depicted in Fig. 23 .
The shape of the handgun is clearly reconstructed because the use of the passive coding device results in low correlation between the transfer functions. The imaging computation takes 1.5 s in this case, as in the previous case, because the numbers of voxels and spatial sampling are the same. To present the dynamics of the reconstructed picture, a plane is extracted from the range y = 0.65m and presented in Fig. 24 . The cut plane shows a maximum level of interference of −8.4 dB due to losses in the compression and reconstruction process on which the proposed technique relies.
V. CONCLUSION
This paper proposed a compressive MIMO architecture for the reconstruction of 3D microwave images from two-port measurements. With this architecture, the hardware complexity of UWB MIMO imaging systems can be reduced using the multiplexing of coded information achieved in a passive way via two-way propagation in a metallic cavity. The comparison of simulated radar scenarios shows that the efficiency of this technique is directly related to the correlation level of the coding device's transfer functions.
The experimental results presented in this paper were computed considering an isotropic radiation pattern for each Vivaldi antenna and no dispersion. Future efforts will thus focus on enhanced reconstructions considering the near-field measurement of such radiative structures. In this way, leaky cavities could be designed to further simplify the fabrication of these compressive imaging systems. Additionally, further investigations of electromagnetic cavities will be pursued to study the dependency among the size of a compressive device, the number of connected ports and the level of correlation between transfer functions. 
