Abstract. In this work we study how using multiple communicating populations instead of a single panmictic one may help in maintaining diversity during GP runs. After defining suitable genotypic and phenotypic diversity measures, we apply them to three standard test problems. The experimental results indicate that using multiple populations helps in maintaining phenotypic diversity. We hypothesize that this could be one of the reasons for the better performance observed for distributed GP with respect to panmictic GP. Finally, we trace a sort of history of the optimum individual for a set of distributed GP runs, trying to understand the dynamics that help in maintaining diversity in distributed GP.
Introduction
The diversity of genetic material plays an important role in evolutionary algorithms (EAs). In fact, it has been shown that premature loss of diversity may lead to search stagnation on restricted regions of the search space instead of convergence towards better solutions. In tree-based genetic programming (GP) the problem is complicated by the fact that genotype-to-phenotype mapping is not as straightforward as it is in other EAs. At any point in time during evolution, the population can be examined from the point of view of its genotypic pool -the structure of the trees -or from the point of view of the capability of the individuals to solve the problem at hand -their fitness -. Thus, both genotypic and phenotypic diversity play a role in GP and the two are not necessarily correlated in a straightforward manner. In particular, the phenomenon of "bloat", consisting in the tendency of code to grow in size over generations, is wellknown and it often gives rise to large non-functional tree portions [11] . Over the years, researchers have suggested various techniques for maintaining diversity in artificially evolving populations. Among those that have found application to GP, one may mention fitness sharing [6] which has been extended to GP in [7] , and multi-objective optimization [5] , where fitness, size, and diversity are the objectives to be satisfied. In the past few years, systematic experimental investigation of the behavior of semi-isolated populations in GP have been done. Among the others, we have empirically observed that distributing the individuals among several communicating islands allows not only to save computation time, due to the fact that the system runs on multiple machines, but also to find better solutions' quality. This is true both on a set of common GP benchmarks and on some real-life problems [8, 4] and it agrees with results obtained by other researchers (see for instance [1, 13] ). These results, and the analogous ones for EAs, have often been attributed to better diversity maintenance due to the periodic migration of groups of good individuals among the subpopulations. For example, McPhee and Hopper [12] suggested that demes might be a possible way for maintaining diversity in GP (but they did not explore the issue). We also believe that this might be the case and in this paper we present a study on the evolution of diversity in multi-island GP. Such an investigation has, to our knowledge, never been performed before. A preliminary, but rather sketchy analysis of the issue has been presented by us in [14] . One advantage of multiple populations as means for maintaining diversity is that, in contrast to the clever methods mentioned above, diversity is maintained "for free", so to speak, without any particular algorithmic device beyond the simple communication among islands.
The paper is organized as follows. In section 2 we present the diversity measures employed. Section 3 shortly describes the test problems used and the GP environment. Sections 4 and 5 discuss the experimental results obtained, and section 6 provides the conclusions and discusses future work.
Diversity Measures
A rather complete survey of diversity measures in panmictic GP have been presented in [2, 3] . The diversity measures that we use in this paper are based on the concepts of entropy and variance. Both these concepts are used to measure the phenotypic (i.e. based on fitness) and genotypic (i.e. based on the syntactical structure of individuals) diversity of populations.
The entropy of a population P is defined as follows:
If we are considering phenotypic entropy, we define F j as the fraction n j ¥ N of individuals in P having a certain fitness j, where N is the total number of fitness values in P. To define genotypic entropy, we have decided to use two different techniques. The first one consists in patitioning individuals in such a way that only identical individuals belong to the same group. The algorithm used to perform this partitioning is efficient as it is based on previously stored triplets of trees attributes, composed by the total number of nodes, the number of leaves and the number of internal nodes. Only in case of equal triplets, trees are visited to establish if they are indeed identical (for the sake of brevity, this algorithm will be called triplet algorithm in the following). In this case, we have considered F j as the fraction of trees in the population P having a certain genotype j, where N is the total number of genotypes in P. The second technique consists in defining a distance measure, able to quantify the genotypic diversity between two trees. In this case, F j is the fraction of individuals having a given distance j from a fixed tree (called origin), where N is the total number of distance values from the origin appearing in P.
The variance of a population P is defined as follows:
If we are considering phenotypic variance, f is the average fitness of the individuals in P, f i is the fitness of the i th individual in P and n is the total number of individuals in P. To define genotypic variance, we only use the notion of tree distance. In this case, f is the average of all the individual distances from the origin tree, f i is the distance of the i th individual in P from the origin tree and n is the total number of individuals in P.
A few tree distances have been proposed in literature. Here we use Ekárt's and Németh's definition [7] . According to this measure, given the sets F and T of functions and terminals, a coding function c must be defined such that c :
Then, the distance of two trees T 1 and T 2 with roots R 1 and R 2 is defined as follows:
is the i th of the m possible children of a generic node Y , if i m, or the empty tree otherwise, and c evaluated on the root of an empty tree is 0. Constant k is used to give different weights to nodes belonging to different levels and z is a constant usually chosen in such a way that z IN. In the following experiments, the empy tree will be chosen as the origin.
Test Problems and GP Parameters
We decided to address a set of problems that have been classically used for testing GP: the even parity problem, the symbolic regression problem and the artificial ant on the Santa Fe trail problem, since there is a fair amount of accumulated knowledge on those in the GP community ( [10, 11] ). The following is a brief description of the problems, details can be found in [10] . 
Artificial Ant Problem on the Santa Fe Trail. In this problem, an artificial ant is placed on a 32 32 toroidal grid. Some of the cells from the grid contain food pellets. The goal is to find a navigation strategy for the ant that maximizes its food intake. We use the same set of functions and terminals as in [10] . As fitness function, we use the total number of food pellets lying on the trail (89) minus the amount of food eaten by the ant during his path. This turns the problem into a minimization one, like the previous one. GP Parameters. In all the experiments we used the following set of GP parameters: generational GP, crossover rate: 95%, mutation rate: 0¢ 1%, tournament selection of size: 10, ramped half and half initialization, maximum depth of individuals for the creation phase: 6, maximum depth of individuals for crossover: 17, elitism (i.e. survival of the best individual into the newly generated population for panmictic populations. The same was done for each subpopulation in the distributed case). Furthermore, to avoid complicating the issue, we refrained from using advanced techniques such as ADFs, tailored function sets and so on. The distributed GP algorithm is explained in detail in [8] . Basically, each population evolves independently with the same parameters as panmictic GP, except for the migration of the best p individuals every k generations from a given island to a randomly chosen one different from itself, where they replace the worst p individuals. In all the experiments p ¢ 10% of the population size, and k
Symbolic Regression

Experimental Results
In this section we describe the results of our simulations. All the curves represent average values over 100 independent GP runs. Note that, for reasons of space, we report here the results of the simulations for one population size and a fixed number of islands for each problem. Although this might seem arbitrary, it is based on the results we obtained in [8] , where we studied many more cases. Figure 1 shows the average of the best fitness value at each generation over 100 indipendent runs. Population size is 1000 and we use five subpopulations in the distributed case. This figure clearly shows that splitting the individuals on a set of communicating subpopulations leads to a gain in the best solution quality, if compared to the case of one panmictic population. In [8] , we show that this result is statistically significant and also that qualitatively analogous results can be obtained with other population sizes and other subpopulation numbers. Figure 2 (a) depicts the behavior of genotypic entropy as calculated by using structural tree distances, for the same runs as in figure 1 . The gray curve represents the overall entropy of one panmictic population, while the black curve shows the aggregated entropy of all islands, i.e. the entropy of all the individuals in the islands considered as a single population. when using the triplet representation of unique trees. We observe that the behavior is qualitatively very similar to that of figure 2(a), thus confirming that the two entropy measures are consistent. Experiments have shown that the same thing holds for all the other cases considered in this paper. Because of that, we only show the entropy based on structural distance from now on. Figure 2(c) shows the genotypic variance at each generation. Looking at these figures, we can observe that genotypic diversity, after an initial arrangement (increase in the case of entropy, decrease in the case of variance), tends to remain constant over time. This is in agreement with the findings of Gustafson and coworkers [2, 3] . The jigged behavior of the multipopulation curves when groups of individuals are sent and received is not surprising: it is due to the sudden change in diversity when new individuals enter a subpopulation. If we don't consider these oscillations, the genotypic diversity of the panmictic population and the one of the aggregated subpopulations can be considered very similar.
Artificial Ant
The behavior of genotypic diversity in individual islands can be seen in figure 3 , where only two populations are reported to avoid cluttering the drawing. Figure 4 shows graphs of the phenotypic entropy (a) and variance (b) for the panmictic population and the multipopulation case. It is apparent here that, contrary to genotypic diversity, phenotypic diversity tends to decrease steadily as time goes by, which is again in agreement with the results of [2, 3] . This behavior has often been observed in GP runs, see for instance [11] . The interesting remark is that, even if in the multipopulation case the average phenotypic diversity tends to oscillate as groups of individuals are sent and received, it globally remains higher than in the panmictic case. Figure 5 presents phenotypic entropy (a) and variance (b) for two islands. This figure and figure 3 show that the diversity behavior in the different islands is more or less the same during the evolution (for this problem). Figure 6 shows the average of the best fitness value at each generation over 100 indipendent runs. Population size is 250 and we use five subpopulations in the distributed case. This figure clearly shows that the multipopulation system allows to find solutions of better quality, if compared to the case of one panmictic population. As it was the case for figure 1, in [8] we show that this result is statistically significant and also that qualitatively analogous results can be obtained with other population sizes and other subpopulation numbers.
Symbolic Regression
Genotypic entropy and variance with structural tree distance are shown in figure 7 . Again, we see that, after an initial period of arrangement, genotypic diversity remains approximately constant during the evolution. Moreover, while the genotypic variance have more or less the same values for the multipopulation system and the panmictic one, the genotypic entropy is higher for the single panmictic population. A comparison between the results of figures 6 and 7(a) show that the smaller value of genotypic entropy in the multi-islands system does not affect performance. Figure 8 shows the phenotypic diversity (as measured by entropy and variance) for the multipopulation system and the panmictic one. It appears that phenotypic diversity, in average, has higher values for the multi-island case. This is a qualitative confirmation that distribution helps in maintaining phenotypic diversity. A comparison of the results of figures 6, 7 and 8 shows that there is little correlation between genotypic and phenotypic diversity (which is in agreement with [2] , and is probably due to bloat, neutral networks in genotypic space and non-functional code [11] ). Moreover, no apparent correlation seems to exist between the capacity of GP to find good quality solutions and the genotypic diversity. On the other hand, the capacity of GP to find good quality solutions seems to have a correlation with phenotypic diversity, at least in these experiments.
Results of genotypic and phenotypic diversity for the single subpopulations of the multi-island system (not shown for lack of space) confirm that the amount of diversity in the different islands is, in average, more or less the same. Figure 9 shows the average of the best fitness value at each generation over 100 indipendent runs. Population size is 500 and we use five subpopulations in the distributed case. Once again, the multipopulation system allows, in average, to find solutions of better quality, if compared to the case of one panmictic population. As it was the case for figure 1 and 6, in [8] we show that this result is statistically significant and also that qualitatively analogous results can be obtained with other population sizes and other subpopulation numbers.
Even Parity 4
In figure 10 , we observe that a pattern of genotypic diversity similar to the one found for the artificial ant problem (figure 2) emerges again: genotypic diversity has a variation in the first part of the evolution (increase for the entropy and decrease for the variance) and then levels-off and stays in average practically constant. For the islands, there are oscillations at migration times but otherwise the behavior is quite similar to the panmictic system. Also for this problem, phenotypic diversity (entropy and variance are shown in figure 11) always decreases on average during evolution, but it remains higher for the 
Solutions History
Although the previous sections have shown convincingly that phenotypic diversity is better preserved in the multipopulation case, it would be interesting to study how solutions originate and propagate in the distributed system. To do so, we have performed several runs in which a label have been associated to individuals, containing a tag for each subpopulation. At generation zero, all these tags are set to zero, except the tag of the current subpopulation, that is set to one. Each time that an individual is formed by crossover, its label is built by taking the maximum of its parents' tags for each subpopulation. Then the current population's tag is incremented. This process allows to trace a coarse-grained history of the movement of genetic material. Subpopulations are useful if the final solutions show a good amount of mixing in their history; in other words, if they have been formed by repeated migration and hybridation with other blocks coming from separate populations. Figure 12 is a synthesis of a few runs of the Artificial Ant problem. The row numbers for a given run represent the population's tag rates in the final solution's label, and thus represent the amount of time the final solution, or parts thereof, have spent in a given population (each coulomn representing a population). Although the averages are not statistically significant (too few runs), they do indicate that all the islands participate in the formation of a solution.
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Conclusions and Future Work
In this work we have studied how using loosely coupled populations instead of a single panmictic one may help in maintaining diversity during GP runs. By defining genotypic and phenotipic diversity indices and by monitoring their variation over a large number of runs on three standard test problems, we have empirically shown that diversity evolves differently in the distributed case. In fact, while genotypic diversity is not much affected by splitting a single population into multiple ones, phenotypic diversity, which is linked to fitness, remains higher in the multipopulation case for all problems studied here. Thus, the low correlation between evolution of genotypes and problem-solving behavior is confirmed in the distributed setting [2, 3] . Given that better convergence properties have been empirically established for distributed GP (see, among others, [1] , [13] and [8] ), it is tempting to attribute this observation to the diversity behavior. Although our measures suggest that this could indeed be the case, maybe through an implicit control of the bloat phenomenon (as suggested in [9] ), a direct effect cannot be established, only a plausible indication. We have also studied how solutions arise in the distributed case, and we have empirically shown that all the subpopulations contribute in the building of the right genetic material, which again tends to indicate the usefulness of having smaller communicating populations rather than a big panmictic one. In
