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No one can escape from Black Hole(BH)s once he or she gets into BH physics. They are so attractive
that they have been actively researched almost a half century.
Recently, BHs becomes more important for astronomical observations. By the development
of gravitational wave detectors, such as Laser Interferometer Gravitational-Wave Observatory and
Virgo Interferometer, we can observe merger processes including BHs [1, 2, 3, 4, 5, 6, 7]. Additionally,
very recently, the shadow of a BH was observed by Event Horizon Telescope [8]. We are now in the
era of multi-messenger astronomy and BHs really becomes the target of observation.
The above exciting topic is NOT the theme of this thesis. Not only that BHs play important
roles in our observable Universe but also do in theoretical physics. One of the exciting discoveries
in theoretical physics is “BH thermodynamics” [9], followed by the discoveries of the four laws
of BH mechanics [10], Bekenstein’s BH entropy [11], and Hawking radiation [12]. It states that
BHs are thermodynamical objects. They have energy, temperature, and entropy, same as usual
non-gravitating system and they obey thermodynamical laws. They are given by mass, surface
gravity divided by 2π, and surface area divided by 4G respectively. More surprise came soon
after that. Gibbons and Hawking formally define the partition function of quantum gravity in
asymptotically Minkowski spacetime by gravitational path integral and evaluated it at zero-loop
order [13]. They found that Euclidean BHs become saddle points of the path integral and formally re-
derived thermodynamical laws of BH. Although it was found that the saddle points do not dominate
the path integral for asymptotically Minkowski spacetime, later, Hawking and Page found that BH
spacetimes become dominant saddles for asymptotically anti-de Sitter(AdS) spacetime [14]. Later,
York found that BH spacetimes also dominate the path integral when a quantum spacetime has a
certain kind of time-like boundary [15]. These results indicate that
BHs are thermodynamical objects
may not be a precise statement. The correct is
BH spacetimes are semi-classically realized in thermal equilibrium of quantum gravity.
Energy, temperature, and entropy of thermal equilibrium of quantum gravity are directly related
to BH mass, surface gravity, and surface area at zero-loop order. In other words, BHs are not
“firm” objects and BH spacetimes either not in gravitational thermodynamics. They are just
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semi-classically realized in a bulk of a quantum spacetime, i.e., the spacetime is a (coarse-grained)
history with high probability, presumably in a sense of decoherent histories approach to quantum
mechanics [16]. The objective of the thesis is to investigate the properties of quantum gravity
in thermal equilibrium through BHs, and properties of semi-classically realized BH spacetimes in
thermal equilibrium. Needless to say, understanding the nature of quantum gravity is an important
task in theoretical physics, although it may not have any connection to our daily life, and even we
may not have a way to examine it by neither observations nor experiments. The Universe, which is
the largest object in nature, might have experienced the era where it is small, thus where quantum
mechanics should be applied to it. Therefore, in order to fully understand the most gigantic object,
we must conquer the most gigantic problem. Why do we want to tackle the problem? Because it’s
there [17].
The schematic picture of a quantum spacetime we consider in this thesis is Fig 1.1 and we may
have at least four coarse-grained level of quantum dynamics; Wheeler-DeWitt-Schrödinger,
hydrodynamics, thermodynamics, and complexity-(thermo)dynamics. We focus on the
third and the fourth dynamics in this thesis.
Wheeler-DeWitt-Schrödinger
This is the most fine-grained dynamical law in quantum gravity. If there exists a time-like boundary,
we can define energy. Especially, we can define energy on the boundary. With energy on the
boundary, time evolution of a quantum state may be generated by Wheeler-DeWitt-Schrödinger
equation [18, 19, 20], 1
d
dt
|Ψ〉 = Ĥbdy|Ψ〉 (1.0.3)
Understanding this equation would be one of difficult problems in quantum gravity. We will not
touch this in this thesis. We will look more coarse-grained dynamics.
Hydrodynamics
We do not deal it in this thesis. We suspect “fluid/gravity correspondence” [21, 22] tells us something
about the relation between “hydrodynamics on the boundary” and emergence of semi-classical
geometry. 2 Anyway, again, we will look more coarse-grained dynamics.
Thermodynamics
In quantum gravity, thermodynamical quantities and its local counterparts can be defined on the
boundary. After these are equilibrated, coarse-grained dynamics or properties are governed by
gravitational thermodynamics. According to the work by Gibbons, Hawking [13], Hawking, Page
[14], and York [15], thermal equilibrium states of gravity can be described by thermal density
matrices and its trace is given by Euclidean path integral. These works reveal that a time-like
1 Presumably, together with usual Wheeler-DeWitt equation [18]
Ĥbulk|Ψ〉 = 0 , (1.0.1)
Ĥibulk|Ψ〉 = 0 , (1.0.2)
where the former is Hamiltonian constraint and the latter is momentum constraint.
2 The relationship between usual hydrodynamics and decoherent histories was discussed in [23].
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Figure 1.1: A quantum spacetime we consider in this thesis and the four level of (coarse-grained)
dynamics. Note that these four are partial ordered in the sense that, for example, complexity-
dynamics may not be obtained from a coarse-graining of hydrodynamics. After the time where
hydrodynamics description becomes possible, classical spacetime will be semi-classically realized.
In thermal equilibrium, a semi-classical spacetime is settled down to BH spacetime. In this regime,
the outside of BH becomes almost static while the interior keeps growing. This growth may reflect
complexity growth of the quantum state.
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boundary is important for thermalization of gravity. It occurs not in asymptotically flat spacetime
but in asymptotically AdS spacetime and in spacetime with time-like boundary of finite size. For
pure gravity, thermal AdS spacetime or thermal flat spacetime is realized at low temperature, and
BH spacetime is realized at high temperature. Therefore, spacetimes realized in thermal equilibrium
are drastically different and there is found to be a phase transition between them. This type
of phase transition is called Hawking-Page(HP) phase transition. Thermodynamics in Einstein-
Maxwell(EM) system with negative cosmological constant was studied in [24]. It was found that
there exists another type of phase transition. For some values of electric or magnetic charge, there
were found to be a phase transition between small Reissner-Nördstrom(RN) AdS BH and large
one. We call this type of phase transition Swallow-Tail(ST) phase transition because of the shape of
graph of Helmholtz free energy against temperature. In this thesis, we investigate thermodynamical
properties of other gravity-matter system. In chapter 3, We focus on Einstein-Yang-Mills(EYM)
system and Einstein-Yang-Mills-Higgs(EYMH) system [25], both with negative Λ. We found a
variety of thermodynamic phase and the associated phase transitions.
Additionally, we study how partition functions of gravity are defined. Although zero-loop ap-
proximated Euclidean path integral is widely used to evaluate partition functions of gravity, precisely
speaking, its definition is not straightforward as in usual field theories. It is suffered from diver-
gence of conformal factor [26]. It is known that, in order to avoid it, we have to choose non-trivial
integration contour and we still do not have criteria which single out the contour. In chapter 4,
we investigate microcanonical partition function of a quantum spacetime with a finite size S2 × Rt
boundary [27]. We found the contour can be uniquely singled out by some criteria and its entropy
has maximal value at some energy and DOS does not vanish for arbitrarily high energy.
Complexity-(thermo)dynamics
After reaching thermal equilibrium, the outside of a semi-classical BH becomes static. It would
be natural to think this staticity corresponds to that of thermal equilibrium state. However, we
know the interior of BH is no longer static. Especially, the ”volume” of the interior keeps growing.
3 In terms of Holography [29, 30], or more concretely, AdS/CFT correspondence [31, 32, 33],
the following question was raised. 4 What is the dual quantity of this volume growth behind
the horizon which lasts very long time even though CFT is in thermal equilibrium? Susskind
proposed that the growth of the interior of a semi-classical BH spacetime is dual to the growth of
complexity of a CFT state [28]. Especially, it was conjectured that the on-shell action of some bulk
region, called Wheeler-DeWitt(WDW) patch, is the holographic dual of complexity (C/A duality)
[34, 35]. And it was also conjectured that BHs are the fastest complexifier (or computer) in nature.
With these conjecture, Schwarzschild AdS BHs are actually the fastest computers. However, for
charged BHs, some mismatches were found. Especially, magnetically charged RN AdS BHs give
zero complexification rate. In this thesis, we re-examine C/A duality for magnetically charged BHs.
We focus on EM system and EYM system. We found that if we introduce cut-off surface inside the
horizon when the action of WDW patch is evaluated, magnetically charged BHs become computers
and, particularly, RN AdS BHs are the fastest computers. These result, together with Thorlacius’s
3 Of course, how “volume of the interior” grows depends on how it is defined. Here, we mean it in the sense of
[28], whose detail will be explained in Chapter 5.
4 Let us clarify our perspective. Although the relation between complexity and gravity is discussed in the context
of AdS/CFT correspondence, we interpret complexity of CFT state also as complexity of quantum gravity state in
the sense of (1.0.3). Throughout the thesis, when we talk about something in AdS/CFT or Holography view point,
we implicitly mean it is also true in quantum gravity representation which does not refer to Holography.
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gedanken-experiment [36], strongly indicate that there is some break down of classical description
of the interior region of semi-classically realized magnetically charged BH spacetimes.
Structure of the Thesis
The structure of this thesis is as follows. In Chapter 2, the concept of gravitational thermodynamics
are provided. For that purpose, we firstly review thermodynamics of quantum fields on Minkowski
spacetime based on equilibration of conserved quantities. After that, we extend the approach to
other background spacetime cases. In each case, important properties background spacetime must
have are the existence of time-like Killing vector and that of division of space. In quantum gravity,
they do not exist since the geometry of a space(time) fluctuates. However, we argue that, if a quan-
tum spacetime has a time-like boundary of a certain kind, we instead define thermal equilibrium
referring to conserved quantities defined on the boundary. In Chapter 3, we discuss thermodynam-
ics of systems consisting of gravity and matter fields. Especially, we study the case of EYM system
and EYMH system with AdS asymptotics. We found a variety of thermodynamic phases. In Chap-
ter 4, we study the fundamental problems of gravitational partition function defined by Euclidean
path integral. As done in the previous chapter, zero-loop approximation of gravitational partition
function is used when gravitational thermodynamics are discussed. However, rigorously speaking,
careful attentions must be paid for the procedure since well-defined Euclidean path integral of GR
must have some non-trivial integration contour [26]. We examine the integration contour for micro-
canonical partition function, or density of states(DOS), of a quantum spacetime with finite radius
S2 × Rt boundary, defined by Euclidean microcanonical path integral. The uniquely determined
contour gives similar DOS to previous works. Some differences are discussed. In Chapter 5, the re-
lationships between complexity-dynamics and BH spacetimes are reviewed. We give brief reviews of
quantum complexity, Complexity/Volume duality, Complexity/Action duality, and calculations of
complexity growth of Schwarzschild AdS BHs and RN AdS BHs. In Chapter 6, complexity growth
rate of magnetically charged BHs are investigated. In Chapter 7, we summarize previous chapters
and remaining problems and future directions of this work are denoted.
Notations and Conventions
Although we explain some of our notations and conventions in the main text, we summarize it here
for reader’s convenience;
· A “manifold” means a differential manifold. It does not refer to any other structures on
it, such as metric and connection.
· M represents a 4-dimensional manifold and ∂M represents its boundary.
· A “geometry” means a Riemannian geometry. It is a manifold which possesses a metric
and the corresponding Levi-Civita connection.
· According to general relativity, “spacetime” = “geometry.”
· Greek indices {μ, ν, ρ, σ, · · · } are used for a co-ordinate of a 4-dimensional manifold.
· The indices {i, j, k, l} are used for a co-ordinate of a 3-dimensional manifold.
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· The indices {a, b, c, d, e} are used for a co-ordinate of a 2-dimensional manifold.
· The indices with a bracket {(a), (b), (c), (d), (e)} are used for a basis of su(2) algebra.
· {xμ} represents a co-ordinate of a 4-dimensional manifold.
· {yi} represents a co-ordinate of a 3-dimensional manifold.
· {za} represents a co-ordinate of a 2-dimensional manifold.
· g represents a metric of a 4-dimensional geometry. gμν is its components with respect to
a co-ordinate basis {dxμ}. g is its determinant.
·
γ represents a metric of a 3-dimensional Lorentzian geometry. γij is its components with
respect to a co-ordinate basis {dyi}. γ is its determinant. γ is also used for the corre-
sponding Euclidean 3-dimensional geometry when we discuss Euclideanized spacetime.
· h represents a metric of a 3-dimensional Euclidean geometry. hij is its components with
respect to a co-ordinate basis {dyi}. h is its determinant.
· σ represents a metric of a 2-dimensional geometry. σab is its components with respect to
a co-ordinate basis {dza}. σ is its determinant.
· R
μ
νρσ represents Riemann (curvature) tensor, Rμν ≡ Rαμαν represents Ricci (curvature)
tensor, and R ≡ Rαα is Ricci (curvature) scalar of a 4-dimensional geometry.
· R(3) represents Ricci (curvature) scaler of a 3-dimensional geometry.
·
B is used for a 3-dimensional manifold which equips a Lorentzian metric, and which is a
part of the boundary of M. Although confusing, we also use it for 2-dimensional joint in
Chapter 5 and 6.
·
Θij is a extrinsic curvature of a 3-dimensional Lorentzian geometry. It is also used for the
corresponding Euclidean 3-dimensional geometry when we discuss Euclideanized space-
time.
· Kij is a extrinsic curvature of a 3-dimensional Euclidean geometry.
· H is used for representing Hilbert space.
· ˆ is for quantum mechanical operators.
· ̂ represents the identity of a unitary group.
· I is used for action functionals. (Probably, the most frequently used notation for action
is S. However, we use S for entropy.)





The fine-grained dynamics of quantum gravity is not known. However, it is plausible that there
exists thermal equilibrium in quantum gravity as does it in ordinary systems. A partial evidence
is the existence of BH, which is generically produced by gravitational collapses and is static once
it is formed at least classically. Even if we take into account the effect of Hawking radiation,
the composite system could be (macroscopically) static when a time-like boundary of finite spatial
volume exists. This fact is also supported by the path integral formulation of gravitational partition
function, which we will provide its details in Chapter 4. In the end of this chapter, we define
thermal equilibrium states in quantum gravity. To proceed there, we begin with reviewing thermal
equilibrium in ordinary systems.
2.1 Thermal Equilibrium of Quantum Fields in Minkowski Back-
ground
Roughly speaking, thermal equilibrium states are realized when conserved quantities, such as energy
or charges, are almost uniformly distributed over the space, and its values are almost constant
against time. Formally, for a given set of (global) conserved quantities {M̂ I}I and their densities
{m̂I(x)}I , thermal equilibrium states may satisfy
〈m̂I(x)〉 = const. for all I (2.1.1)
for sufficiently long time. However, this condition must be understood as being realized at a certain
coarse-grained level. Let this be more precise for Minkowski spacetime.
Consider a partition of space R3, {Ui}i. These Uis are open sets with finite volume Vi, which
satisfy
⋃
i Ūi = R
3 where Ū represents the closure of U . 1 For the case of R3, it needs infinite sets to
cover the whole space. If the volume of space is infinite, it would be enough to cover only “where we
can see” with finite sets. Alternative ways are enclosing by box or compactification, say, to T 3. In
any cases, with or without regularization, the procedure for defining thermal equilibrium does not
change essentially. In the following discussion, we do not care about regularization but applying
some of them are easily done. Let {m̂I}I be the set of local operators which give us conserved
1 These open sets are chosen large enough for equilibration to occur in each patch but small enough to see the
“gradation” when the equilibration at each patch is different as we will explain in the next section.
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Figure 2.1: A partition of the real space by {Ui}i.










The index i represents coarse-grained position. For each I, each operator in a set {M Ii }i would
commute with each other. Now, we consider an coarse-graining of the expectation value of M̂ Ii .
It is represented by M̄ Ii and take discrete values M̄
I
i ∈ ΔmIViZ, for some ΔmI > 0. Therefore,







where [·] is Gauss’s symbol. Using these shells, we can factorize the Hilbert space by the value of[ 〈M̂Ii 〉
ΔmIVi
]
ΔmIVi and position i. We call each factor HIi (M̄ Ii );
HIi (M̄ Ii ) ≡ span
[
eigenstates of M̂ Ii with (eigenvalue) ∈ (M̄ Ii , M̄ Ii + ViΔmI)
]
(2.1.4)
This is local M̂ I shell. Therefore, the Hilbert space can be factorized with respect to a conserved






HIi (M̄ Ii ) (2.1.5)
Here, we introduce the notion of local equilibrium states.
 
A state |ψ〉 is called “M I -local equilibrium state at i,” if |ψ〉 satisfies e−iĤt|ψ〉 ∈ HIi (M̄ Ii ) for
some M̄ Ii , for any t ∈ (0, T ), and for a given (“large”) T > 0. 
It means that the states give same expectation value M̄ Ii with tolerance Δm
IVi
2 for sufficiently
long time 3 (Fig. 2.2). This is the definition of (quasi-)local equilibrium for a conserved quantity
2 Or more precisely, |ψ〉 stays ”near” HIi (M̄Ii ). The near region would be chosen so that it consists of states |ψ〉
which satisfy M̄Ii ≤ 〈M̂Ii 〉 < M̄Ii + ViΔmI and 〈ΔM̂Ii 〉 being sufficiently small. If we use the definition in the main
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Figure 2.2: A M I -local equilibrium state at i. The expectation value of M̂ Ii stay constant against
time. We think this situation as that the equilibration of M̂ I takes place in Ui. In the definition,
we do not demand an equilibration of M̂ I on the outside and either not that of other conserved
quantities.




HIi (m̄IVi) . (2.1.6)
where M̄ I and m̄I are coarse-grained charge M̄ I ∈ ΔmIVtotZ and coarse-grained charge density
m̄I ∈ ΔmIZ, and are related through the relation M̄ I = m̄IVtot (Vtot is the volume of the space).
This means “expectation value of m̂I at i,” which is given by




is equal to m̄I in a coarse-grained sense, for any i, and for any |ψ〉 ∈ HI(m̄IVtot). The global
equilibrium for M̂ I , which we call “M I -global equilibrium state,” is the followings; (Fig. 2.3)
 
A state |ψ〉 is called “M I -global equilibrium state,” if |ψ〉 satisfies e−iĤt|ψ〉 ∈ HI(m̄IVtot) for
some m̄I for any t ∈ (0, T ), and for a given (“large”) T > 0.
 
Up to now, we fix the index I and consider equilibrium states for M̂ I . The Hilbert space of thermal
text, some equilibrium states in the above definition, around the shell are missed.
3 If we adopt this definition, some (thermal) equilibrium states before a recurrence are excluded. More precise
definition would be the followings; 
A state |ψ〉 is called “MI -local equilibrium state at i,” if |ψ〉 satisfies e−iĤt|ψ〉 ∈ (”near” HIi (M̄Ii )) for some M̄Ii ,
for any t ∈ (0, T ) or for any t ∈ (−T, 0), and for a given (“large”) T > 0.
 
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Figure 2.3: A M I -global equilibrium state. Since the state is in a tensor product space of the shells
HIi (m̄IVi), expectation value of M̂ Ii per volume Vi is m̄I for any i. We interpret this as that the
density of M̂ I is equal to m̄I at each point of Ui for each i, thus at each point on R
3.







a state |ψ〉 is called “thermal equilibrium state,” if |ψ〉 satisfies e−iĤt|ψ〉 ∈ Hth({M̄ I}) for some
{M̄ I}, for any t ∈ (0, T ), and for a given (“large”) T > 0.
 
In other words, a state |ψ〉 is called thermal equilibrium state if |ψ〉 is M I -global equilibrium for all
I.
The above definition of thermal equilibrium has many ambiguities, arbitrariness, and param-
eters. But this may not be a serious problem since this ambiguity is same as there is no unique
criterion for exactly which strings of 0 s and 1 s should count as purely random-looking. [37]
If we use the assumption of statistical mechanics, the log of dimHth is equal to thermodynamical
entropy;
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2.2 Thermal Equilibrium of Quantum Fields in Other Backgrounds
We have defined thermal equilibrium for Minkowski spacetime. Here, we want to extend it to other
spacetimes. For general background spacetimes, we cannot define thermal equilibrium. However, if
there exists a time-like Killing vector, we can. We can also classify thermal equilibrium into three
types depending on the class of metric. Below, we define them.
Fig. 2.5 is the summary of the classification.
Type A
First of all, we want the conserved energy. Therefore, a background spacetime must have a time-like
Killing vector, whose metric form may be
g = −f(x)dt2 + hij(x)dxidxj (2.2.1)
with some well-behaved function f(x). From now on, we will not restrict the topology of the space
to be R3. Instead, we denote the space as S. The definition of thermal equilibrium is a little
different from before.
Consider a partition of the space S, {Ui}i. These are open sets which satisfy
⋃
i Ūi = S. For
these open sets and conserved quantities {M̂ I}I , we can similarly define
· the partition of the Hilbert space HIi (M̄iI),
· M I -local equilibrium state,
· expectation value of m̂I .
The main difference from the Minkowski case would be that expectation value of m̂I is not uniform
through is in “global” equilibrium (Fig. 2.4). 4 It would be reasonable to assume the existence
of the unique thermal equilibrium for a given value of conserved quantities {M̄ I}. Therefore, we
define thermal equilibrium as follows. Firstly, we want to define M̄ I -shell as in (2.1.6) for a given
I. However, there are many possible ways to define it because of the reason mentioned above;
HI(M̄ I ; {M̄ Ii }i) ≡
⊗
i
HIi (M̄ Ii ) with
∑
i
M̄ Ii = M̄
I . (2.2.2)
Also, we define the collection of all possible shells;
HI(M̄ I) ≡
{








“Global” equilibrium would be realized in the element of HI(M̄ I) with largest dimension. 5 There-
fore, M̄ I -shell HI(M̄ I) is defined by
HI(M̄ I) ≡ the element of HI(M̄ I) with largest dimension (2.2.4)
4Some may wonder why we call “global” rather than “local,” although charge densities are non-uniform. This is
because this non-uniformness is the result of global equilibration process, not local equilibration. The condition for
local equilibrium is looser. The equilibrium at each patch would be the result of (quasi-)local process. Its duration is
much shorter than that of global equilibrium.
5 Although HIP (M̄I) and the space of M̄I -global equilibrium state is not equal, their volume may not be different
so much. In that sense, HIP (M̄I)  (the space of M̄I -global equilibrium). Therefore, the largest one in HI(M̄I) should
be identified with HIP (M̄I).
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Figure 2.4: A M I -global equilibrium state in curved spacetime. The expectation value of m̄I at
each patch would be different in general.
and, with this HI(M̄ I) we can define M̄ I -global equilibrium state same as the Minkowski case. Once
HI(M̄ I) is obtained, we can define Hth({M̄ I}) as (2.1.8) and define thermal equilibrium state.
Same as before, using statistical mechanics, we obtain “temperature” by













Therefore, in type A thermal equilibrium, temperature and other conserved charges are non-uniform.
Type B
Next, we consider the special case of type A. Consider spacetimes without the warp factor f(x);
g = −dt2 + hij(x)dxidxj (2.2.8)
In this case, temperature is uniform due to the absence of
√
f(x) in (2.2.7). Energy and other
conserved charges are still non-uniform.
Type C
In order to get rid of spatial points and directions from S, we restrict the geometry of S to be that
of maximally symmetric, that is, flat R3, sphere S3, or hyperbolic space H3.
g = −dt2 + hMSij (x)dxidxj (2.2.9)
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where hMSij (x) is 3-metric of a maximally symmetric space. In this case, everything is same as the
case of Minkowski. Temperature and energy are uniform in thermal equilibrium.
Figure 2.5: Summary of the classification of thermal equilibrium.
2.3 Thermal Equilibrium of Quantum Gravity
So far, we have seen the definitions of thermal equilibrium of quantum fields on fixed background
spacetime. Let’s see what breaks down and needs to be modified in quantum gravity.
Thermal Equilibrium in the Bulk ?
According to discussions in the previous section, the existence of conserved energy is needed. The
existence of it is the consequence of that of time-like Killing vector in the bulk. However, under the
circumstances where the bulk metric is dynamical, there are no way to define Killing vectors and
their associated charges. Therefore, we cannot define the conserved energy and its density in the
bulk. However, let us try to proceed the similar procedure to define thermal equilibrium without
energy. Previously, we consider a partition of a given space S by open sets {Ui}i. Can we do this
in quantum gravity? The answer is no. Since the topology changes is considered to be occur in
quantum gravity, there are no fixed space geometry S. What we mean is not just metrics on a
differential manifold S but its topology itself. If the topology is fixed, the notion of point or open
set of the space is meaningful. If not, however, they are meaningless. This fact also can be stated
as there are no local operators, such as m̂I(x). Eventually, we cannot define thermal equilibrium
with using bulk quantities in quantum gravity.
Thermal Equilibrium on the Boundary
The natural (and presumably only) way out is to look at the boundary. In quantum gravity with
a Dirichlet type boundary condition, the metric on the boundary is held fixed. And, of course,
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there are no topology changes of the boundary manifold in order for the variational principle to
be well-defined. It was shown that, if there exist time-like Killing vector on the boundary, we
could define conserved energy on the boundary [38]. With these in mind, and assume the Hilbert
space of quantum gravity exists, well-defined time evolution driven by Wheeler-DeWitt-Schrödinger
equation [18, 19, 20] exists, and the boundary geometry is suitable one, we can straightforwardly
use the definitions in the previous section. Throughout the thesis, we only consider the boundary
geometry with the metric form
γ = −dt2 + σMSab dzadzb . (2.3.1)
Therefore, only type C is adopted for gravitational thermal equilibrium. Investigating the other
type of gravitational thermodynamics would be future works.
Chapter 3
Thermodynamics of AdS Gravity with
Yang-Mills Field
Asymptotically AdS spacetimes have natural time-like boundary at r = ∞. In this chapter, ther-
modynamical properties of AdS gravity are investigated. In the first and the second section are
devoted to reviews of those in pure gravity system and Einstein-Maxwell(EM) system respectively.
Thermodynamics of pure AdS gravity was investigated by Hawking and Page [14]. They found
that · Schwarzschild AdS BHs are semi-classically realized at high temperature, · thermal AdS
spacetime is done at low temperature and there is a phase transition between them. The phase
transition is called Hawking-Page(HP) transition. Later, thermodynamics of EM system was stud-
ied in [24]. In canonical ensemble, for a certain range of charge, another type of phase transition was
found. We call it “swallow tail”(ST) phase transition. It is the phase transition between “large”
Reissner-Nordström(RN) AdS BH and “small” one. In the third and fourth section, we investi-
gate thermodynamical properties of gravity coupled to SU(2) Yang-Mills field, the former for EYM
system and the latter for EYMH system [25].
3.1 Pure Gravity System



















· Λ is a negative cosmological constant,
· Θij is the extrinsic curvature and Θ is its trace,






is subtraction term, or Holographic counter term [39].
(To be precise, the boundary of M may consist Si, Sf , B, and the joints of them. Si and Sf
represents a 3-dim. manifold which will be the initial and final Euclidean geometry. B represents
a 3-dim. manifold which will be a Lorentzian boundary. See Fig. 3.1 Left. When we write down
a Lorentzian action in this chapter, we will always neglect the boundary terms for Sf and Si and
the joint terms) We consider a quantum spacetime with AdS boundary (Fig. 3.1 Left). Suppose
it is in contact with thermal bath through the boundary and we can somehow control the bath
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Figure 3.1: (Left) Topology of AdS boundary B for Lorentzian spacetimes is S2 × Rt . (Right)
Topology of AdS boundary for Euclidean path integral is S2 × S1β .
temperature β. 1 In this situation, a canonical ensemble of temperature β could describe thermal





Dg e−IEc [g] , (3.1.2)






















In (3.1.2), the metrics g on M with AdS Dirichlet boundary condition of temperature β (3.1.4) are
summed over and the manifolds M with the boundary ∂M = S2 × S1 also summed over (Fig. 3.1




(dτ2 + l2dΩ2) , (3.1.4)
with τ ∈ (0, β)
We employ zero-loop approximation with saddle points of (3.1.2). For each topology sector, there are
many solutions of Einstein equation and we cannot derive all of them. Therefore, let’s suppose the
most dominant saddle for each sector is the solution with the highest symmetry. For M = R3 × S1
1 In the dual description, the CFT couples to thermal bath.
2 During calculation, we tentatively put the boundary at r = r∞ for some large constant r∞. γ|r=r∞ means the
induced metric on the boundary. At the end of calculation, we take r∞ → ∞.
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)dr2 + r2dΩ2 for M = R3 × S1 (3.1.5)
g = f(r)dt2 +
1
f(r)
dr2 + r2dΩ2 for M = S2 × R2 (3.1.6)
























in order not to make a conical singularity at the center of R2. Each term of on-shell action for



























































































Therefore, the on-shell action of each solution is















If we define “free energy” for each phase by
βF = IE,on−shellc , (3.1.11)
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Figure 3.2: T − F diagram for l = 3√G. At high temperature, there are three phase, thermal
AdS, large BH and small BH, and large BH phase is realized. At low temperature, only thermal
AdS phase exists and it is realized. At T = 1πl , a transition between them occurs. It is called HP
transition.
we can easily see that the dominant saddle changes at the horizon radius
rH,c = l (3.1.12)
and the corresponding inverse temperature βc is given by
βc = πl (3.1.13)
The behaviors of them are Fig. 3.2. At low temperature, thermal AdS spacetime, which corre-
sponds to Euclidean AdS, is realized. At high temperature, AdS BH spacetime, which corresponds
to Euclidean AdS BH spacetime, is realized. There is a phase transition between them. This is
called Hawking-Page(HP) phase transition. This is the behavior of pure AdS gravity.
3.2 Einstein-Maxwell System

























Same as before, the path integral of the Euclidean version of the above action gives the partition
function;
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In EM system, a Dirichlet type boundary condition leads to the partition function of thermal
ensembles with fixing temperature β, electric chemical potential μE , and magnetic charge QM .
Therefore, electric-magnetic duality does not hold for quantum theory [40, 41]. Since we only
concentrate on canonical ensembles throughout the thesis, we restrict our attention to μE = 0 case.
For non-zero QM , there are no solutions (with a high symmetry) in R
3 × S1 sector. The solutions
in R2 × S2 sector are Euclideanized Reissner-Nordström(RN) AdS BHs;






















A = QM (1− cos θ)dφ

















in order not to make a conical singularity at the center of R2. Each term of the on-shell action













































































If we calculate the second derivative of the on-shell action with respect to β, we find the condition





> |QM | (3.2.8)
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Figure 3.3: T − F diagram for l = 60√πG and QM = 1. This parameter satisfies (3.2.8) and this
indeed shows swallow-tail structure. There is a phase transition between small RN AdS BH and
large RN AdS BH.
The example of T − F diagram which exhibits swallow-tail is Fig. 3.3. Although all the points on
the curve is RN AdS BH, there exists a non-trivial phase transition, which occurs at which the curve
crosses to itself. It is a phase transition between small RN AdS BH and large RN AdS BH. Since
this type of phase transition is cause by swallow-tail structure, we call it Swallow-Tail(ST) phase
transition, in order to distinguish it from HP phase transition. Fig. 3.4 shows how the structure
ceases to exist as we increase QM and the transition temperature changes. The structure shrinks
as QM is increased and eventually disappears at QM = 5 (for l = 60
√
πG), where the transition
becomes second-order one. Above the value, there are no phase transition.
So far, we have seen two types of phase transitions. In order to classify phase transitions of
other systems, we define each type as follows;
 
HP phase transition:
The phase transition between a phase with zero entropy at zero-loop or-
der and a phase with finite entropy. The former is the low temperature
side and the latter is the high temperature side. Therefore, semi-classical
spacetime in each phase is non-BH spacetime and BH spacetime respec-
tively.
ST phase transition:
The phase transition between phases with finite entropy. “Free energy”
of each phases is connected and forming “swallow-tail.” Therefore, semi-
classical spacetimes in both phases are BH spacetimes of the same family.
 
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Figure 3.4: (Left) T − F diagram for l = 60√πG and QM = 1(red), 2(purple), 3(blue), 4(green),
and 5(black). These parameters except the last satisfy (3.2.8) and graphs are swallow-tail shape.
As QM is increased, the swallow-tail shrinks and eventually disappears at QM = 5. (Right) The
corresponding log-log plot of the left panel. The dotted lines represent the transition temperatures.
It shifts to the left as QM increases.
3.3 Einstein-Yang-Mills System
As far as we know, investigation of BHs in Einstein-Yang-Mills(EYM) system started in 1975 by
Yasskin [42], and later by Perry [43]. They found the following solutions EYM system (without Λ);
3
g = −f(r)dt2 + 1
f(r)
dr2 + r2dΩ2 (3.3.1)
f(r) = 1− 2GM
r
+





dt− P cos θdφ (3.3.2)
where Q and P are Lie algebra-valued constants and satisfy ε(a)(b)(c)Q(b)P (c) = 0. Spacetime
geometry is same as RN BH one and gauge field configuration is also essentially same as U(1) gauge
configuration of RN BH since the directions of Q and P are same. As widely known, this is not
the end of the story of BHs in EYM system. Almost ten year later, Bartnik and McKinnon found
non-trivial particle like solutions in EYM system, which is obtained numerically. They are called
BM soliton. Then, these solution were extended to solutions of BHs with non-trivial YM hair by
Bizon [44]. Although both Yasskin-Perry BH and Bizon BH are colored, only the latter are called
“colored BH.” At first, colored BHs are expected to be the counter-example of no hair conjecture.
However it was shown that they, and BM solitons, are unstable [45].
Introducing negative Λ frequently changes situations drastically. 4 It changes asymptotic struc-
ture, gives the concrete realization of Holography, i.e., AdS/CFT [31, 32, 33], made (Schwarzschild)
3 Here, YM means YM field of arbitrary gauge group. However, throughout this thesis, YM means YM field of
SU(2) otherwise stated. To be precise, ε(a)(b)(c) in the equation below (3.3.1) and (3.3.2) should be replaced to some
structure constant f (a)(b)(c) if the gauge group is not special unitary. The result of Yasskin and Perry is not only for
special unitary.
4 Of course, positive Λ also gives drastic changes. However, in the case of colored BH, it does not, compared
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stability (magnetic) YM charge electric component of YM field
colored BH unstable zero must be zero
AdS colored BH stable non-zero can be non-zero
Table 3.1: The list of differences between colored BH and AdS colored BH. These differences are
also true for BM soliton and AdS BM soliton.
BHs to be thermodynamically stable [14], and so on. Colored BH is also the case. Winstanley inves-
tigated EYM system with negative Λ and found AdS colored BH solutions, which have completely
different properties from Bizon’s [47]. They are briefly summarized in Table. 3.1. Soon after that,
Bjoraker and Hosotani found that there also exist the AdS counter part of BM solitons, which have
completely different properties from BM solitons. We call them AdS BM solitons. 5
We study gravitational thermodynamics in this system. Since classical static solutions would
be realized semi-classically in thermal equilibrium, AdS colored BHs and AdS BM solitons are
important. In this section, we firstly briefly review those solutions, then discuss thermodynamics
of the system. Note that the part of thermodynamical properties were investigated in [48, 49].
We consider EYM system with negative Λ;

































ν − ∂νA(a)μ + eε(a)(b)(c)A(b)μ A(c)ν is field strength of SU(2) YM field A(a)μ
3.3.1 Lorentzian Static Solutions
The metric ansatz we consider is static and spherically symmetric one;
g = −e−2δ(r)f(r)dt2 + f(r)−1dr2 + r2dθ2 + r2 sin2 θdφ2 (3.3.4)































j = 0 (3.3.6)
to negative one. In [46], the non-trivial BH and particle solutions in EYM-positive Λ were obtained. Their basic
properties are same as usual colored BHs and eventually are found to be unstable.
5 Although we want to call them BH solitons since they were found by Bjoraker and Hosotani, it may be very
confusing in this thesis which deals with BH(Black Hole).









































For simplicity, we concentrate on the case without electric charge (j = 0). Here, we introduce
dimensionless variables and parameters;
r̃ ≡ r
l
, m̃ ≡ Gm
l
, α ≡ G
e2l2
(3.3.10)











































We solve this equation numerically with suitable boundary conditions.
Boundary Conditions
In order to obtain AdS BM soliton and AdS colored BH solutions, we need the boundary condition at
the center and infinity for the former, and that at the horizon and infinity for the latter, respectively.
Center
m̃(r̃) = 8παw̃22 r̃
3 +O(r̃4) , (3.3.14)
w(r̃) = 1 + w̃2r
2 +O(r̃3) , (3.3.15)
δ(r̃) = δ0 − 16παw̃22 r̃2 +O(r̃3) , (3.3.16)
















δ(r̃H) = δH , (3.3.19)
where wH is shooting parameter.
7
6 δ0 is not shooting parameter. It just corresponds to the freedom of shifting time co-ordinate.
7 δH is not shooting parameter for the same reason as the above footnote.
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Infinity
The shooting parameters appearing above must be chosen so that the corresponding solutions satisfy
the following boundary conditions at infinity.
w∞ ≡ w(∞) = const. (3.3.20)
m̃(∞) = const. (3.3.21)
δ(∞) = const. (3.3.22)
Solutions
Trivial Solutions - Schwarzschild AdS BH-
We could confirm that Schwarzschild AdS BHs are solutions of the basic equations;
m(r) = M, w(r) = 1, δ(r) = 0 . (3.3.23)
Trivial Solutions - RN AdS BH-
There exist another trivial solutions of the basic equations. These are RN AdS BHs; 8
m(r) = M − 2π
e2r
, w(r) = 0, δ(r) = 0 . (3.3.24)
Non-Trivial Solutions
Fig. 3.5 is the example of YM field configuration w(r) for AdS BM solitons and AdS colored BHs.





these solitons and BHs have different magnetic charges. Fig. 3.6 shows the behaviors of w′(r) of
them.






e , we see that non-trivial YM
clouds extend to just few times of AdS length above the horizon or from the center.
We only showed the solutions without w(r) having any nodes. However, the existence of the
solutions with nodes of w(r) is well-known in the literature. The reason why we did not and will
not touch them is because they are unstable and the corresponding “free energy” will always be
higher than that of zero node. Therefore they are irrelevant to the discussion of gravitational
thermodynamics.
3.3.2 Thermodynamics
Here, we investigate thermodynamical properties of EYM system with magnetic charge. As we saw
in the previous subsection, there are four types of Lorentzian static solutions; Schwarzschild AdS
BH, RN AdS BH, AdS BM soliton, and AdS colored BH. When we evaluate canonical partition
function defined by Euclidean path integral, the saddle points, i.e., the Euclidean geometries and
8 Although these are RN AdS BHs, they are different from Yasskin-Bizon solution.
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Figure 3.5: The behaviors of w(r) for AdS BM solitons (Left) and AdS colored BHs with the
horizon radius rH = l (Right). We set α = 0.05. Each curve is of w∞ = 0.97(pink), 0.9(red),
0.75(purple), 0.5(blue), 0.25(green), and 0(black) respectively. Black curve of the right panel is RN
AdS BH.
Figure 3.6: The corresponding behaviors of w′(r) to Fig. 3.5 for AdS BM solitons (Left) and AdS







e , we see that non-trivial YM clouds extend to just few times of AdS length above
the horizon or from the center.
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Figure 3.7: Behaviors of Helmholtz free energy. (Left) We set QM =
1
e . There are three branches,
AdS BM soliton, RN AdS BH, and AdS colored BH. We can easily confirm that the last will
not appear at any temperature. At low temperature, AdS BM soliton is realized and at high
temperature, RN AdS BH is realized. There is a HP phase transition. (Right) This is the case
when QM 	= 1e , we set QM = 1e (1 − (0.7)2)  0.5e . In this case, there are no trivial branches.
Although there is not RN AdS branch, we depicted that of EM system with same magnetic charge
QM  0.5e by dotted curve. Instead of RN AdS BH, AdS colored BH is realized at high temperature.
There is also HP phase transition between them.
field configuration satisfying Einstein-Yang-Mills equation are important as we have seen in the
previous sections. We easily confirm that above four types of Lorentzian solution can be converted
to Euclidean solutions by rotating time to imaginary with an appropriate circumference. That is,





DgDA e−IEc [g,A] (3.3.26)






































And we define “Helmholtz free energy” F for each phase by
βF = IE,on−shellc . (3.3.28)
The typical behaviors of Helmholtz free energy against temperature are shown in Fig 3.7. The
former has HP phase transition between RN AdS BH and AdS BM soliton, in which we chose
special value of magnetic charge QM =
1
e . Only in this case, there exists RN AdS BH phase. The
letter case also has HP phase transition, but between AdS colored BH and AdS BM soliton. From
the definition of charge (3.3.25), we know there is the upper bound on charge but not lower bounds.
The phase diagram for positive magnetic charge is shown in Fig. 3.8.
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Figure 3.8: Phase diagram of EYM system. We set α = 0.05. On the black curve, HP phase
transition occurs. Above QM = 1, there are no solution of the form (3.3.4) and (3.3.5).
3.4 Einstein-Yang-Mills-Higgs System
We consider the following system;

















































ν − ∂νA(a)μ + eεabcA(b)μ A(c)ν is the field strength of SU(2) YM field A(a)μ same
as before and Φ is real Higgs triplet which is adjoint representation of SU(2). Without Λ, “ther-
modynamical properties” are investigated in [50]. Precisely speaking, what they examined is BH
thermodynamics, which is similar to, but different from the thermodynamics of gravity, as men-
tioned in Introduction. However, their results for BH thermodynamics showed somewhat interesting
phase transition phenomena, which might happen in gravitational thermodynamics with introduc-
ing some time-like boundary to their system. In order to introduce a boundary to their system,
we have two minimal prescriptions, the one is to introduce radial cut-off at r = rc and the other
is negative cosmological constant Λ which makes r = ∞ surface be time-like boundary. We take
the latter one [25]. 9 Since classical BH solutions would be realized semi-classically in thermal
9 In [25], we (the author of this thesis and K. Maeda) investigated “BH thermodynamics” in the system. However,
the author of this thesis noticed that it would be better to re-consider the result in terms of gravitational thermody-
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equilibrium, we firstly derive BH solutions and, for latter convenience, solitonic solutions in this
system (3.4.1). After that, we investigate thermodynamical properties of the system.
3.4.1 Lorentzian solutions
The Lorentzian non-trivial BH solutions in this system without Λ was obtained in [51, 52, 53] mainly
in the context of BH no-hair conjecture in asymptotically flat spacetime. They are called monopole
BH. Their properties are as follows;
· they have unit magnetic charge,
· their configurations are BH inside ‘t Hooft-Polyakov monopole [54, 55],
· the range of their horizon size is from 0 to some critical radius, which is
roughly estimated as monopole size ∼ 1ev ,
· they are stable against linear perturbations [56],
Before that, it was found that there exist non-singular solitonic solutions in the system [57]. They
are gravitating ‘t Hooft-Polyakov monopole. Therefore, monopole BHs can be considered to form by
gravitational collapse inside ‘t Hooft-Polyakov monopole while maintaining its monopole structure.
With the aim of application to AdS/CFT correspondence, some generalizations of these solutions
in asymptotically AdS spacetime were done in [58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68]. We will
present the other generalization for gravitational thermodynamics.
Ansats & Basic Equations
We restrict our attentions to static, spherically symmetric spacetime and matter configurations.
Additionally, we demand the Higgs sector has unit winding number in order to have unit magnetic
charge. The ansatz is
g = −e−2δ(r)f(r)dt2 + 1
f(r)
dr2 + r2dθ2 + r2 sin2 θdφ2 , (3.4.5)










sin θτ θdφ , (3.4.6)
Φ = vh(r)τ r . (3.4.7)




































namics. In this section, we give the re-interpretation of the result presented in the paper. Note that it is the author’s
opinion and not necessarily be K. Maeda’s.



















































Here, for convenience, we introduce dimensionless variables and parameters;
r̃ ≡ evr, m̃ = evGm,
ṽ ≡
√
















































































































We will integrate these equations numerically with appropriate boundary conditions.
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Boundary Condition
In order to integrate the equations, we need the boundary conditions at r = 0 and r = ∞ for
solitonic solutions and at r = rH and r = ∞ for BH solutions where rH represents the location of
BH event horizon.
The common boundary conditions at r = ∞ is
m̃(∞) = const. , (3.4.17)
δ(∞) = const. , (3.4.18)
w(∞) = 0 , (3.4.19)
h(∞) = 1 . (3.4.20)
Precisely, δ(∞) must be 1 in order to identify the coordinate t to be the time of CFT. However, after
shooting was done, we can easily take it to be 1 by rescaling the time coordinate as tnew = e
−δ(∞)told.
For solitonic solutions,
w(r̃) = 1− cwr̃2 + o(r̃3) , (3.4.21)
h(r̃) = chr̃ + o(r̃
2) , (3.4.22)
m̃(r̃) = cmr̃
















must be satisfied at the center r = 0. Therefore, the shooting parameters cw, ch must be chosen so
































































must be satisfied. Therefore the shooting parameters are wH and hH for a given rH . There are
no guarantee of the existence and uniqueness of BH solution for a given rH . In that sense, rH is
also a shooting parameter. These constant must be chosen to satisfy (3.4.17)- (3.4.20), same as the
solitonic solution case.
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Figure 3.9: The behaviors of w(r) and h(r) for AdS monopole solution with various Λ̃. We choose
λ̃ = 0.1, ṽ = 0.1. For w(r), Λ̃ = 0,−10,−20,−30 and Λ̃ = −33.8 ≈ Λ̃c(λ̃, ṽ) from above, and from
below for h(r).
Trivial Solutions -RN AdS BH-
Before presenting non-trivial solutions, let us comment on trivial solutions. we can easily verify
that
m(r) = M − 2π
e2r
, w(r) = 0, h(r) = 1, and δ(r) = 0 , (3.4.29)
with parameter M are solutions. These are RN AdS BH solutions with (magnetic) charge Q = 1e .
10
Non-Trivial Solutions -AdS Monopole-
The non-trivial and non-singular solitonic solutions in this system were obtained in [58, 59]. Here,
we review its properties. Fig. 3.9 shows the family of AdS monopole when λ̃ = 0.1 and ṽ = 0.1
with varying cosmological constant as Λ̃ = −1,−10,−20,−30 and −33.8  Λ̃b(λ̃, ṽ), where Λ̃b(λ̃, ṽ)
represents the critical value of Λ̃ below which monopole solutions cease to exist for a given λ̃ and
ṽ. The size of monopole gets smaller as Λ decreases. The behaviors of f(r) corresponding to Fig.
3.9 are shown in Fig 3.10. As Λ̃ decreases, minimum gets smaller and finally reaches zero at the
critical value of Λ̃. It makes a BH horizon outside the monopole structure and only RN AdS BH
solutions exists in systems with Λ̃ < Λ̃b(λ̃, ṽ). As the other property, we show the Λ dependence of
mass of monopoles in Fig. 3.11. It shows monotonic increase with respect to |Λ̃| and there exists
the critical value of mass M̃b(λ̃, ṽ), which coincides with the mass of extreme RN AdS BH. The ṽ
dependence of Λ̃b is shown in Fig. 3.12.
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Figure 3.10: The behavior of f(r̃). We set ṽ = 0.1, λ̄ = 0.1. Each curve corresponds to Λ̃ =
0,−10,−20,−30 and −33.8 ≈ Λ̃b.













Figure 3.11: M−Λ relation. The dashed line represents the mass of RN AdS BH with Λ̃ = −33.8 ≈
Λ̃b (M ≈ 4.55MPL/e). λ̄ = 0.1 , ṽ = 0.1.














Figure 3.12: The graph of Λb(v, λ). Beyond this curve, there are no monopole solutions. We set
λ̃ = 0.1.
3.4. EINSTEIN-YANG-MILLS-HIGGS SYSTEM 39



























Figure 3.13: (Left): The behaviors of w(r̃) We choose λ̄ = 0.1, ṽ = 0.1, Λ̃ = −1. Each curve
are with a boundary condition wH = 0.01, 0.16, 0.31, 046, 061, 0.76, and wH = 0.91 respectively.
(Middle): The behaviors of h(r̃). We use the same boundary conditions. (Right): The behaviors
of w(r̃) near the horizons. Each curve corresponds to the boundary conditions wH = 0.01 ∼ 0.93















Figure 3.14: M̃ -r̃H diagram. The parameters are λ̄ = 0.1, ṽ = 0.1, Λ̃ = −1. The blue curve is RN
AdS BH one and the orange one is AdS monopole BH one.
Non-Trivial Solutions -AdS Monopole BH-
We present AdS monopole BH solution which we constructed in [25]. The examples are Fig. 3.13.
We set λ̃ = 0.1, ṽ = 0.1 and Λ̃ = −1. As the horizon radius decreases, we see that wH increases and
hH decreases. This behavior is quite similar to the behavior of Monopole BHs in asymptotically flat
spacetime [51, 52, 53]. The behavior of left and middle panel of Fig. 3.13 indicates that, stronger
the gravitational force is, smaller the monopole structure is. Additionally, the right panel of Fig.
3.13 shows there exist the maximal horizon radius at wH → 0. With Fig. 3.14, which is M̃ -r̃H
diagram, we found that the branch of AdS monopole BH smoothy connects to that of RN AdS BH
at the maximal horizon radius.
So far, we see the behaviors in the case of Λ̃ = −1. Let’s focus on the other value of Λ̃. Fig.
3.15 shows the near horizon behavior of w(r̃) with Λ̃ = −0.1. This case is clearly different from
10 According to our convention, the metric function f(r) of RN AdS BHs is given by
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Figure 3.15: The behaviors of w(r̃) near BH event horizons. We set λ̄ = 0.1, ṽ = 0.1 , and Λ̃ = −0.1.
Each curve corresponds to the boundary conditions wH = 0.01 ∼ 0.93 with the interval of 0.04.















Figure 3.16: M̃ -r̃H diagram. The parameters are λ̄ = 0.1, ṽ = 0.1, Λ̃ = −0.1. The blue curve is RN
AdS BH one and the orange one is AdS monopole BH one.
the case of Λ̃ = −1. The value of wH is not one-to-one corresponding to rH . There exist two AdS
monopole BH solutions with horizon radius rH in the range 0.576A < rH < 0.591A. The M̃ -r̃H
diagram of this case is shown in Fig. 3.16 and 3.17. This cusp structure also appear in Λ = 0 case
and used to judge the stability of BHs using catastrophy theory [69, 50].
At this point, we know the existence of two types of critical cosmological constant. The first
one is Λ̃b, below which AdS monopole and AdS monopole BH solutions ceases to exist. The second
one is the one divide whether one-to-one correspondence between rH and M of AdS monopole BHs
is held as was the difference seen in Fig. 3.14 and 3.17. We name it Λ̃cr(1). The meaning of cr(1)
becomes clear shortly.
We showed the M -rH relations for various Λ̃ in Fig. 3.18 Left. When |Λ̃| is relatively small, we
found three BHs with same mass around the junction. Below Λ̃cr(1), the three-valuedness of horizon
radius are resolved and the number of BHs with same mass become up to 2. If we decrease Λ̃ (but
still above Λ̃b ), we find that the junction disappear. We call this new critical cosmological constant
Λ̃cr(2).
Summarize, we have found the three critical values Λ̃b, Λ̃cr(1), Λ̃cr(2). Each curve on ṽ− Λ̃ plane





















Figure 3.17: The enlarged view of Fig. 3.16 around the crossing point (λ̃ = 0.1, ṽ = 0.1, Λ̃ = −0.1).
The vertical axis represents the difference of horizon radius between AdS monopole BHs and RN
AdS BHs with same mass. This case is remarkable in the sense that there exists three different BH
solutions for a given mass and charge. This is an apparent violation of BH uniqueness.



























Figure 3.18: (Left): M -rH diagram. We set λ̄ = 0.1,ṽ = 0.1, and Λ̃ = 0,−10,−20, −33 for each
curve. The critical values are Λ̃cr(1) ≈ −0.68, Λ̃cr(2) ∼ −31, and Λ̃b ≈ −33.66 respectively. (Right)
M -rH diagram for the case Λ̃ = −33. The dashed line represents the mass of extreme RN AdS BH.
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Figure 3.19: The ṽ dependence Λcr(1),Λcr(2), and Λb (λ̄ = 0.1). Each curve corresponds to Λcr(1),
Λcr(2), Λb from the bottom one to the top one. There exist three BHs with same mass near the
junction in region I, there exist only two BHs with same mass near the junction in region II, and the
uniqueness holds in region III. AdS monopole and AdS monopole BHs do not exists in No monopole
region.
with fixing λ̃ is shown in Fig. 3.19.
3.4.2 Thermodynamics & Partition Functions
We will consider two types of partition function, namely microcanonical partition function and
canonical partition function;
Zmc(E,Q; Λ, λ, v) =
∫
DgDADΦ e−IEmc[g,A,Φ;Λ,λ,v] , (3.4.30)
Zc(β,Q; Λ, λ, v) =
∫
DgDADΦ e−IEc [g,A,Φ;Λ,λ,v] , (3.4.31)
where first two arguments are thermodynamical ones and the latter three ones are the parameters
of EYMH theory. 11 IEc is the corresponding Euclidean action of (3.4.1), as in the previous section.
IEmc is the Euclidean version of microcanonical action.
12 The detail of these path integrals are
given in the next chapter. Important points of these are the followings;
· the saddle points of Zmc(E,Q; · · · ) are the solutions of EYMH equation with
energy E and charge Q.
· tthe saddle points of Zc(β,Q; · · · ) are the solutions of EYMH equation with
“euclidean time periodicity”β at AdS boundary and charge Q.
If we naively think the saddle point approximation is valid for both partition functions, we can
approximate these as
Zmc(E,Q; Λ, λ, v)  e−I
E,os
mc , (3.4.32)
Zc(β,Q; Λ, λ, v)  e−I
E,os
c , (3.4.33)
11 We suppressed the dependence of G and e.
12 See the next chapter.
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where IE,osc and I
E,os
mc are the on-shell valued actions of which give dominant contributions to path
integral. It is well-known that static, spherically symmetry Lorentzian BHs can be converted to
smooth Euclidean solutions by rotate the time coordinate t to pure imaginary and periodically
identify it with appropriate periodicity not to create conical singularity at r = rH . For Lorentzian
non-singular static spherically symmetric solutions, such as pure AdS or gravitating AdS monopole,
we can also covert them into Euclidean solutions by rotating to imaginary time but with arbitrary
periodicity this time. For these Euclidean BHs and Euclidean soliton solutions, the followings are
true for saddle point values .
· saddle point values of Zmc(E,Q; · · · ) is given by eS , where S is the corre-
sponding BH entropy for Euclidean BH solutions and S = 0 for Euclidean
solitonic solutions.
· saddle point values of Zc(β,Q; · · · ) is given by e−βF . F is free energy of the
Euclidean solution, which is given by F = E − TS.
With these in mind, we shall evaluate both partition functions by “saddle point approximation”
and examine them. Throughout the analysis, we only restrict λ̃ = 0.1. Investigating λ̃ dependence
will be future work.
Microcanonical Partition Function -Isolated System-
Since BH entropy is given by the square of horizon radius, the magnitude of entropy of each BHs
can be estimated from M -rH diagrams (Fig. 3.14, 3.17, 3.18). The most highest entropy is the
dominant saddle. As we saw previously, there are four type of behaviors depending on Λ and v.
The schematic pictures of entropy of this system are Fig. 3.20.
There are two ways of interpretation of microcanonical partition function; the one is that it
represents equilibrium states 13 in isolated system and the other is that it is just DOS.
(1) Region I (Λ̃cr(1)(ṽ) < Λ̃ ≤ 0)
Equilibrium states: The first order phase transition between AdS monopole BH and RN AdS BH
occurs.
DOS: At high energy, DOS is given by the exponential BH entropy of RN AdS BHs. At intermediate
energy, DOS become given by that of AdS monopole BHs. Comparing to the DOS of Einstein-
Maxwell system with negative Λ, DOS become higher and non-vanishing below the red circle until
some critical energy, which is given by the energy of AdS monopole.
(2) Region II (Λ̃cr(2)(ṽ) < Λ̃ < Λ̃cr(1)(ṽ))
Equilibrium states: The second order phase transition between AdS monopole BH and RN AdS BH
occurs.
DOS: The qualitative behavior is same as Region I.
(3) Region III (Λ̃b(ṽ) < Λ̃ < Λ̃cr(2)(ṽ))
Equilibrium states: The phase transition between AdS monopole BH and RN AdS BH occurs with
jumping entropy discontinuously.
DOS: Above the red circle, DOS behaves same as that of Einstein-Maxwell system. Below it,
DOS suddenly decreases but is non-vanishing until the critical energy given by the energy of AdS
monopole.
13 We never mean “thermal equilibrium states.” As we will see shortly, some equilibrium states in the isolated
system never appear in the thermal bath system.
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Region I Region II
Region III No Monopole Region
Figure 3.20: The schematic diagrams of E-S relation for each region in Fig. 3.19. The blue branch
is RN AdS BH one and the orange one is AdS monopole BH one. Red points represent where the
dominant saddle changes.
(4) No Monopole Region (Λ̃ < Λ̃b(ṽ))
Equilibrium states: No phase transition occurs
DOS: Completely same as Einstein-Maxwell system.
Canonical Partition Function -Thermal Bath System-
Here, we consider the situation where the boundary is under thermal contact with heat bath.
The examples of F - T diagram is Fig. 3.21. We can easily see that AdS monopole BHs never
dominate since AdS monopole branch always exists below them. This situation is quite same
as EYM system with charge QM =
1
e , which we discussed in the previous section. Therefore, the
previous classification by Λcr(1) and Λcr(2) do not play any role in thermal bath system. Additionally,
we see that AdS monopole branch dominates at low temperature, while RN AdS BH dominates
at high temperature. There exists a first order phase transition, or HP phase transition between
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Figure 3.21: F - T diagrams. Orange solid line, orange dashed line, and blue line represent AdS
monopole BH branch, AdS monopole one, and RN AdS BH one respectively. (Left): λ̄ = 0.1,
ṽ = 0.1,Λ̃ = −1. (Right): λ̄ = 0.1, ṽ = 0.1, Λ̃ = −0.1
AdS monopole and RN AdS BHs. This means that the only Λb makes sense when we classify the
theories by thermal properties. Additional difference exhibited in Fig. 3.21 is the behavior of RN
AdS BH branch. If |Λ| is small enough, say above ΛST , “swallow tail” appears. This difference
makes no qualitative difference in thermal properties when the height of AdS monopole branch is
enough small such as the case of Fig. 3.21. However, when there is not AdS monopole (BH) branch
or the height of AdS monopole branch is slightly below the free energy of extreme RN AdS BH,
the existence of swallow tail makes other type of first order phase transition. This is a ST phase
transition. Therefore, we can classify the thermal behaviors into 4 classes (Fig. 3.22)
Class I (Λb(v) > Λ and Λ < ΛST ): No phase transition
Class II (Λb(v) > Λ and Λ > ΛST ): ST phase transition
Class III (Λb(v) < Λ and outside IV): HP phase transition
Class IV (Λb(v) < Λ and inside IV): HP phase transition & ST phase transition
where region IV is defined inside Λb(v) curve, and above ΛST , and may be near the curve Λb(v)
so that the mass of AdS monopole is sufficiently close to that of extreme RN AdS BH. Although
we have not derived explicitly, the existence of such region is apparent.
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Class I Class II
Class III Class IV
Figure 3.22: The schematic diagrams of T -F relation for each class. The blue branch is RN AdS
BH one and the orange one is AdS monopole one. Red points represent where the dominant saddle
changes.
Chapter 4
Partition Functions for Gravitational
Thermodynamics
In this chapter, we re-examine the statistical approach to gravitational thermodynamics and def-
initions of partition functions. In the previous chapter, we used the canonical partition function
defined by Euclidean path integral of gravity and it was naively evaluated by “saddle points ap-
proximation.” The objective of this chapter is to point out that it would be dangerous and to seek
the correct procedure and definition of partition functions of gravity. We will restrict our atten-
tions mostly to the canonical partition function Zc(β, V ) and the microcanonical partition function
Zmc(E, V ). Since microcanonical partition functions are also interpreted as density of states(DOS)
ν(E, V ), we use both the words and notations interchangingly. Before moving on to the topics, we
shall begin with usual story about path integral representations of partition functions.
4.1 Partition Functions in Usual Systems
Partition Functions
In classical statistical mechanics, thermal states can be described by particular ensembles. Ensemble
is the gatherings of all (appropriately regularized) states in a phase space with some probabilistic
weighting. The ensembles, which is used for describing thermal states and is frequently the main
target in statistical mechanics, are called thermal ensembles. The typical examples of thermal
ensembles are canonical ensembles and microcanonical ensembles. For a given system, canonical
ensembles are parametrized by inverse temperature β and microcanonical ensembles are by energy
E. States are weighted by Boltzmann factor e−βH(q,p) in canonical ensembles and are weighted
by δ(H(q, p) − E), i.e., equal probability distributions on the energy shell E in microcanonical
ensembles. As far as the system is large enough, we can use any types of ensemble to describe









δ(E −H(q, p)) . (4.1.2)
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Q(q, p)δ(E −H(q, p)) (4.1.4)
As easily seen, since microcanonical partition function counts the number of states with energy E,
it is also dubbed as density of states(DOS).
In statistical mechanics for quantum theory, the prescription for constructing ensemble is a
little different. In quantum mechanics, a space of states becomes much more larger compared to
the classical counterpart, the number of states becomes exponentially huge. The space is projective
Hilbert space. Opposed to the classical case, we do not need to gather all states of this huge space
to create thermal ensembles. What we have to gather is just energy eigenstates, which form a





















Generally, we can construct a ensemble by picking up a orthonormal basis {|i〉}i and assigning
probabilities Pi to basis vectors. We call this type of ensembles basis ensemble. It is well-known
that we can deal with basis ensembles by density matrices. The corresponding density matrix of a
basis ensemble is constructed as follows;




















δ(Ĥ − E) . (4.1.9)
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Path Integral Representation
There exist path integral representations for the above partition functions. Let’s start with the
canonical one. If
· the operator ordering of Ĥ is appropriate for path integral,
· Ĥ is for quantum mechanics or QFT on Minkowski spacetime (or other
background on which Euclideanization is straightforward),






Dx e−IE [x] . (4.1.12)
The validity of this representation for more general theories is unclear to us at present. The next








〈x̄|e−iβ̄(Ĥ−E)|x̄〉 can be seen the transition amplitude of Hamiltonian β̄T (Ĥ − E) between a time












It was shown that the corresponding action and position path integral are given by
〈x̄|e−iβ̄(Ĥ−E)|x̄〉 =
∫
Dx eiIJ [x;β̄] , (4.1.14)







2m(E − V (x)) . (4.1.15)
This is called Jacobi’s action [70] and apparently invariant under re-parametrizations of time which






Dx eiIJ [x;β̄] . (4.1.16)
4.2 Partition Functions of Gravity
4.2.1 Canonical Partition Function
If we assume the validity of path integral representation of partition functions, we may formally
define partition function for any theory, especially, even for the gravity theory. If we write canonical






Dg e−IE [g] , (4.2.1)
1 Instead of a superspace, which is the gathering of geometries associated with single 3-dim. manifold, we may
have to use complete superspace, which is, roughly speaking, the union of all superspaces [71]. If we use it, we may
straightforwardly go to the expression (4.2.4).
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where G represents a 3-dim. geometry in a superspace. Recall that “time” is defined on the boundary
in GR and temperature is also defined on the boundary, it is natural to identify β in the middle of
the above equation as the Euclidean time interval on the boundary in path integral. It is realized
if we take Dirichlet type boundary condition so that the lengths of the imaginary time circle are
β for every space points on the boundary. In order not to contradict with variational principle
















Additionally, since we imposing Dirichlet type condition, the boundary space metric σab is also held
fixed. In order to realize thermal equilibrium in the corresponding Lorentzian spacetime, we take
it to be homogeneous and isotropic. If we denote its volume by V , a little precise representation of
(4.2.1) is




c [g] , (4.2.3)
where subscript of Dg represents the boundary condition of a path integral. Also we have to sum
over all topologies which have the boundary topology now we are considering. Therefore, (4.2.3)
would be more refined to






c [g] . (4.2.4)
4.2.2 The Problem of Euclidean Path Integral of Gravity & Its Solution(s)
The Problem
We have seen that the canonical partition function of GR may be defined by Euclidean path integral.
However, apart from ill-definedness of path integrals of field theories, GR has the other problem in
Euclidean path integral. We briefly denote what the problem is. It is firstly pointed out by Gibbons,
Hawking and Perry [26]. They showed, in a very simple way, that Euclidean path integrals of gravity
is ill-defined, if it is without some appropriate prescription. Consider Euclidean path integral of
gravity with Dirichlet boundary conditions;
Z =
∫








gR+ (GHY terms) ,
where we concentrate only on one topology sector and (GHY terms) represents boundary terms. If
all the metrics summed over in the path integral are real Euclidean metrics, the integrand e−IEc [g]
is positive definite. Consider dividing the class of metrics by the equivalence relation, which is
defined by the equivalence of conformally related metrics. We denote representatives by ḡ. The
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where we have ignored the possible Jacobian. If we assume its contribution is sub-dominant com-
pared to the exponential, we immediately conclude that the path integral does not converge due to
the “wrong sign kinetic term.” 2
The Solution
One possible solution is proposed in the same paper [26]. It is so-called conformal rotation, in which
the integration range of Ω(x) is replaced by the infinite line parallel to imaginary axis. This was
proposed for the path integral of asymptotically flat Euclidean space. However, this prescription is
incomplete in the sense that this prescription does not work for some representatives. Either this
prescription is not applied to quantum cosmology where positive Λ presents. With these reason,
the alternative solution was proposed by Hartle in the context of quantum cosmology [73]. For
Euclidean path integral,
(i) The integrals must converge.
(ii) The integrals have diffeomorphism invariance.
The easiest way to satisfy these conditions is to choose the contour 3 to be the steepest descent
contour of some saddle. Therefore, we replace them to
(i’) The contour is some steepest descent contour
Other requirements for integrals for partition function are
(I) The integrals must be real and positive.
(II) The integrals should realize thermodynamically stable states (for appropriate range
of variables).
Therefore, the contour of the integration must satisfy (i’), (I), (II). These requirements do not single
out the unique integration contour in general.
Other Solutions
The other possible solutions are 4
· The action should be modified.
· For all Euclidean path integrals of gravity are ill-defined. However, we do not have to
use them, even in the context of partition functions. All the place where the gravita-
tional path integrals is needed, we just use Lorentzian path integrals.
4.2.3 Microcanonical Path Integral
Here, we will apply Hartle’s method to the Euclidean version of Brown-York microcanonical path
integral. It is conjectured to be equal to DOS. With naive saddle point approximation, where
we just pick real Euclidean solutions, DOS suddenly disappear at some critical energy, where its
2 If one cannot find the wrong sign, one should look outside.
3 Or, sum of the steepest descent contours of some saddle points.
4 The second view point began to be used in the context of quantum cosmology [74].
52 CHAPTER 4. PARTITION FUNCTIONS FOR GRAVITATIONAL THERMODYNAMICS
entropy is given by the volume of the boundary 2-surface. We will see how this situation changes
when we take genuinely complex contour satisfying Hartle’s criteria.
Lorentzian & Euclidean Microcanonical Path Integral
As we saw before, DOSs have a path integral representation. It is given by a integral of the
exponential of i times Jacobi’s action. This integral is so that the energy of individual histories are
held fixed and their time intervals are summed over. Brown and York found that this kind of fixing
energy and fluctuating time path integral for gravity can be achieved by just replacing the boundary
term of the gravitational action and changing its boundary conditions in order for the variational
problems to be well-defined [75]. After that, they proposed that DOS of gravity would be given by



















Although original proposal is done for Lorentzian path integrals, if we rotate the time to imaginary
























We will consider this Euclid version on BY microcanonical path integral.
Note that if we admit this re-writing, partition functions for all the thermodynamical ensembles









where E specify ensembles, gravitational action, and type of boundary condition, Q = β or E
and W = V or P represent thermodynamical variables and boundary condition, and Γ represents
integration contour. This unified representation of partition functions inherits the spirit of [76].
Minisuperspace Approximation & Naive Saddle Point Approximation
Evaluating (4.2.9) is a very hard task, we guess almost impossible, if one wants to do it exactly.
Instead, we approximate it by two steps, minisuperspace and naive saddle point approximation. The
method of minisuperspace is to reduce degrees of freedom drastically, usually based on a symmetry
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of field configurations. We restrict our attention to Disc(D)× S2 topology sector and the class of
metrics under consideration to that of spherically symmetric and “static” Euclidean ones;
g = f(r)dτ2 +
N2
f(r)
dr2 +R(r)2(dθ2 + sin2 θdφ2). (4.2.12)
Assume all the important saddle points are contained in this class, it would be good approximation






















































































































The boundary terms vanish for all histories due to the following reasons; 6 7




is held fixed to E.
· (The second term at r = 1) → R is held fixed to Rb.
· (The first term at r = 0) → f = 0 for all histories since they must be metrics on
D × S2 .
· (The second term at r = 0) → f ′N = 2 for all histories since we now assume all the
metrics are smooth (at the center).
· (The third term at r = 0) → f = 0 for all histories.
Therefore, the equations for saddle point is
R′′ = 0 (4.2.16)
f ′′R+ 2f ′R′ = 0 (4.2.17)
5 ZD×S
2








+ · · ·
6 E is defined by Brown-York tensor.
7 Rigorously, the smoothness condition at the center is derived as the on-shell condition. The collect action
functional we have to use must include “conical defect term”[77] at the center.
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These are, of course, (a part of) Einstein equation. Although we have reduced degrees of freedom
drastically, its number is still infinite. We do not know how to specify integration hyper-contour
of infinite dimension. Then, we assume it is appropriately chosen so that the integration converges












= E , (4.2.18)
R(1) = Rb, (4.2.19)















Rsp(r) = (Rb −RH(N))r +RH(N), (4.2.23)
where the function RH(N) satisfies




























where we defined the “on-shell” action function by








Integration Contour for Lapse
We have arrived the expression (4.2.25). The remaining task is to specify the integration contour
Γ for N so that the function satisfies the criteria (i’), (I), (II). As we can see from (4.2.24) and
(4.2.26), the action is not a single-valued function for N but triple-valued. In order to make the
analysis simpler, we change the integration variable N into RH . As long as we work on zero-loop
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Figure 4.1: The location of the saddle point on the complex RH plane and its steepest descent
and ascent contours. The white circle represents the saddle point. The solid black lines are its
steepest decent contours. The dot-dashed black lines are its steepest ascent contours. The region
where the real part of −IE,osmc is higher than the saddle-point value is red colored, that is lower




GE = 0.1 belonging to case (i).
















belonging to case (iii).
where the “shifted energy” η was defined by η ≡ GERb − 1. The contour plots of the real part of the
action are Fig. 4.1. The qualitative behaviors are different depending on energy. Note that we have
two “saddle” points, one of which appears due to the change of integration variable. True saddle















=⇒ RH(Nsp) = (1− η2)Rb. (4.2.29)










(3RH,sp −Rb)(RH,sp − (1− η2)Rb)
=⇒ RH,sp = 1
3
Rb, (1− η2)Rb. (4.2.30)
Only the former one satisfies Einstein equation. However, we cannot take a integration contour
whose dominant contribution comes only from the true one for all energy range. The contours
which satisfy the criterion (i’) is the following two;
Type I : ABE for (a), FGI for (b), JKN for (c)
Type II : A(E)BCD for (a), F(I)GH for (b), J(N)KLM for (c)
where (a),(b),(c) represents the energy ranges, which are given by
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Figure 4.2: The behavior of entropy corresponding to the DOS. Black curves indicate the contri-
bution from the saddle point RH = (1 − η2)Rb and orange curves indicate the contribution from
RH = Rb/3. In each case, I set Rb = 5
√
G.
(a) 0 < GE < Rb
(
1−√2/3) and Rb (1 +√2/3) < GE < ∞;





1−√2/3) < GE < Rb and Rb < GE < Rb (1 +√2/3).
Both of them also satisfy (I). but the latter does not satisfy (II). Although we still do not know
how we obtain canonical partition function, BH phase must dominate for the energy range E<∼
Rb
G ,
which is realized in York’s canonical partition function. This condition (I) singles out the former



















R2b(1−η2)2 for (ii) and (iii)
(4.2.31)
(4.2.32)
The corresponding entropy behavior is shown in Fig. 4.2.
Comparison to Previous Works
Let’s compare our DOS with the previously obtained ones [78, 79, 80]. These are summarized in
Table. 4.1.
Previous DOSs are obtained by inverse Laplace transformation from canonical partition func-
tions, which is derived neglecting the problem contour [78], and which do not satisfy (i’) but do
(i) and (ii) [79] and [80] . The latter two canonical partition functions are defined by contours
with finite length. We do not know whether the condition (i’), which is widely adopted for quantum
cosmology, is natural or not. But if it is, our result indicate that DOS does not vanish for arbitrarily
high energy, different from the previous DOSs.
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Table 4.1: The list of the leading behavior of previously obtained DOSs and our DOS. ZBWYmc , Z
LW
mc ,
and ZMWmc are DOSs obtained in [78], [79], and [80] respectively. All of these have transition points
at finite η and exhibit a BH entropy-area relationship for small |η|. They are evaluated at the





The Euclidean approach to thermal states of quantum gravity indicates that a BH spacetime is
generically realized semi-classically in thermal equilibrium. At first sight, this would be reasonable
since the staticity of thermal equilibrium seems to correspond to the existence of the time-like
Killing vector of the semi-classically realized geometry. Small disturbances added to a thermal
state of gravity, which may create some quanta in the semi-classical geometry, quickly re-thermalize
while the quanta fall into BH horizon. The existence of BH horizon gives us a clear correspondence
between “information loss” in thermal equilibrium and “information loss” of BHs. 1
However, it also complicates the correspondence. From the classical studies of BH spacetimes,
we know there exists a BH interior region behind the horizons in classical BH geometries, which
does not have time-like Killing vectors. This means that the entire (eternal) BH geometry is
not static. If such a BH interior is also realized in the semi-classical geometry in gravitational
thermal equilibrium, what is the implication for quantum states in thermal equilibrium? Susskind
especially focused on the growth of volume behind the horizon and suspected that it would represent
the growth of complexity of the quantum state [82, 83]. Within AdS/CFT duality, the conjectural
duality between volume of Einstein-Rosen bridge(ERB) and complexity of CFT state is termed as
Complexity/Volume(C/V) duality [83]. After that, the refined version of the duality is proposed.
It is called Complexity/Action(C/A) duality [34, 35], which relates the complexity of CFT state
and the on-shell value of action in some region of bulk spacetime. The region is called Wheeler-
DeWitt(WDW) patch and it is the union of all space-like hyper-surfaces which anchor a given CFT
space-like hyper-surface on which CFT state defined. In the next chapter, we will mainly focusing
on C/A duality. However, C/V is also important to gain the intuition about how the information
about complexity of CFT states is encoded to behind horizon regions. Therefore we briefly review on
complexity and the both duality conjectures in this chapter. We shall begin with what complexity
is.
5.1 Complexity of Quantum States
One way to express complexity is to say “complexity is a new distance between quantum states.”
In a Hilbert space H, there exists a standard inner product. Incidentally, a projective Hilbert space
1 Both “information loss” mean not actual loss but effective information loss. It just means we cannot practically
track all the information like weather forecasting [81].
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Figure 5.1: Two quantum states of the Sun-single electron system. The left is a tensor product of
some Sun’s state and up state. The right is that of same Sun’s state and down state. Since these are
orthogonal, Fubini-Study distance between them are maximum. However, we know the one state
can be converted to the other by one simple operation, namely, flipping spin. In this sense, two
states are close. Complexity represents this intuition [84].
HP 2 naturally equips the metric called Fubini-Study metric. This metric can be used for judging
whether two states are same or not, and are orthogonal or not. It cannot tell us the distance in
the operational sense, like a situation in Fig. 5.1. Consider two quantum states |A〉 and |B〉. A
new distance we want satisfies the followings. When many simple operations, or not many but hard
operations, are needed in order to convert |A〉 to |B〉 (or vise versa), these states are far apart.
When they are not, the states are near. This kind of notion already exists in (quantum) computer
science, gate complexity. Gate complexity is the minimal number of “gates” required to reach a
target state from some reference state, where “gates” represents allowed unitary transformations
(this set is called gate set) (Fig. 5.2 Left). In this case, operations are classified to allowed or
not-allowed. There do not exist the notions “easy” and “hard” for operations. Complexity is
estimated by length of a sequence of operations. And this complexity is, of course, discontinuous.
When we apply it to problems of constructing actual quantum computers, it may be OK. However,
in terms of introducing a new distance on HP , it is unsatisfactory. The first attempt to define a
continuous definition of complexity, that is, introducing a metric on HP was done by Nielsen and
his collaborators [85, 86]. 3 They tried to imitate gate complexity by the geodesic length between
unity ̂ and target unitary Û measured by a highly anisotropic metric on a unitary group (Fig. 5.2
Right). The metric is given so that forbidden directions, which would generate one of forbidden
unitaries, is highly penalized and allowed directions are not. Generally, a unitary group manifold
or a projective Hilbert space with a complexity metric is called complexity geometry. 4 Although
this has some of desired properties, some expected properties, such as switchback effect which we
will explain later, were lacked. Recently, Brown and Susskind proposed a new complexity geometry
[87]. Different from the Nielsen’s geometry where only two types of penalization is adopted, their
complexity metric gradually penalizes from low-local directions to high-local directions. In some
2 The projective Hilbert space of H is defined by HP ≡ H/ ∼ where the equivalence relation ∼ is given by
|ψ〉 ∼ |φ〉 ⇔ |ψ〉 = λ|φ〉, λ ∈ C\{0}
3 Precisely, what they introduced is a complexity metric on the unitary group manifold for a Hilbert space H.
4 Of course, together with the corresponding Levi-Civita connection.
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Figure 5.2: (Left): There are many way to reach the target state by using operators in the gate
set. In this figure, the most efficient path is the middle one. The gate complexity is 8. (Right):
Nielsen’s approach to complexity. Complexity metric is introduced to HP and the geodesic length
between the reference state and the target state represents complexity.
sense, their definition of complexity does not just separate operations into allowed and not-allowed,
but assigns degrees of difficulty to them. Both complexity geometries are defined only for qubits
systems, namely, for finite dimensional Hilbert spaces. However, we expect such kind of notion
also exists for quantum mechanics with infinite dimensional Hilbert spaces, especially field theories.
Below, we assume the existence of a Brown-Susskind type complexity metric for field theories. We
should note that there are many attempts to define complexity in field theories. Although they are
not exhaustive, some of them are [88, 89, 90, 91].
5.2 Properties of Complexity
When we talk about the fundamental definition of complexity in physics, it seems natural to adopt
complexity geometry approach. However, in order to gain insight about what complexity is, we
tentatively focus on gate complexity for n qubits system.
The definition of gate complexity is as follows; 5 
For a given universal gate set {Ĝi}i and with tolerance ε, gate complexity Cgate of a unitary
operator Û is given by the minimal number of gates in order to implement Û with tolerance ε.
For gate complexity of a state |Ψ〉, consider all unitaries {Ûλ}λ that connects |Ψ〉 and a given
reference state |Ψref 〉 and their complexities. Cgate(|Ψ〉) is given by the minimal Cgate(Uλ).
 
Extending the above definition, we can also introduce relative gate complexity for unitary oper-
ator. Relative gate complexity of Û and V̂ , Cgate(Û , V̂ ), is given by minimal complexity Cgate(Ŵλ)
where {Ŵλ} is set of all unitaries that connect Û and V̂ by Û = ŴλV̂ . If we assume a universal
5 Universal gate set is one whose gates are chosen so that any unitary Û can be implemented by them with tolerance
ε.
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Figure 5.3: As the size of ε-ball becomes small, “guidance” becomes more precise. When ε = 0, the
sum of paths always be a path between Ŵ and Û (but, of course, it may not be the minimal path).
gate set satisfies {Gi}i = {G†i}i, then Cgate(T̂ ) = Cgate(T̂ †) for any T̂ ∈ U(n). Therefore, relative
complexity Cgate(·, ·) becomes symmetric. Recall the definition of distance d(·, ·) in a space S,
(i) d(x, y) = 0 ⇔ x = y
(ii) d(x, y) = d(y, x)
(iii) d(x, y) + d(y, z) ≥ d(x, z)
for any x, y, z ∈ S
Cgate(·, ·) satisfies (ii). However, since there exists tolerance ε, (i), (iii) are not satisfied. For two
different unitaries Û and V̂ which are very close within ε, relative complexity cannot distinguish
the two and gives zero “distance” Cgate(Û , V̂ ) = 0. If ε > 0, triangle inequality is not satisfied since
Bε(Û)  Ĝ1Ĝ2 · · · ĜN V̂ and Bε(V̂ )  Ĝ1̄Ĝ2̄ · · · ĜN̄Ŵ
 Bε(Û)  Ĝ1Ĝ2 · · · ĜN Ĝ1̄Ĝ2̄ · · · ĜN̄Ŵ
Therefore Cgate(Û , Ŵ ) is not bounded by Cgate(Û , V̂ ) + Cgate(V̂ , Ŵ ) from above (Fig. 5.3). 6
Ambiguous guidance makes “a short cut” a roundabout way. As ε becomes close to zero, rela-
tive gate complexity becomes more like “distance.” For state, we can similarly define relative gate
complexity and we think it as “distance” between quantum states.
According to this “distance” Cgate(·, ·), unitaries with in ε−ball cannot be distinguished. If we







which is double exponential in n. If a gate set is chosen sufficiently small so that the number of
possible next ε-balls transferred from previous one by one gate operation is small compared to the
dimension of U(n), that is, 4n, the number of possible sequences of gates increases exponentially
with its length. Each possible sequences with length L less than some maximal length Lmax occupy
6 Bε represents ε-ball.
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Figure 5.4: One example of 2-local parallel quantum circuit model of 8 qubits. It is depicted up to
the 5th time step. (If we use the terminologies, (width)= 8 and (depth)= 5).
different ε-balls and almost all sequences of gates with length L  Lmax enter already occupied
ε-balls. At L = Lmax, most of ε-balls are occupied. This Lmax is roughly given by






This is exactly maximal gate complexity. Therefore, we see that the number of elements of uni-
tary group is doubly exponential in n, maximal complexity is exponential in n, and overwhelming
majority of unitaries have maximal complexity;
(# unitaries)  een (5.2.3)
Cgate,max  en (5.2.4)
(# unitaries with Cgate,max)  een (5.2.5)
This kind of argument is done by [28] and restated by using Cayley-graph in [92].
In order to see what kind of role played by (gate) complexity in quantum dynamics, we introduce
a random quantum parallel circuit model. In this model,
n
2 gates acting parallelly at one time step,
gates are restricted to 2-local unitaries, which are those acting only on 2-qubits,
at each time step, independent n2 pairs of qubits are randomly chosen and gates
also randomly act to them.
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Figure 5.5: Behavior of complexity in typical chaotic systems. Since thermalization time is O(log n)
and much close to the origin compared to O(en), we did not depict it.
Therefore, this model represents a ensemble of time evolutions and typical evolutions may be fast
scramblers. Fig. 5.4 is schematic picture of this model. Scrambling is a phenomenon of localized
information spreading through the entire system. In this 2-local parallel random quantum circuit
model, localized information, to one qubit for example, is spread to other qubit at one time step. In
other words, the number of “infected” qubits becomes 2 at the first step. At the following steps, its
number is doubled until its number becomes O(n). The time step when all qubits become “infected”
is given by
tsc  log n (5.2.6)
This is scrambling time. This is also related to thermalization, and thermalization time is roughly
equal to scrambling time. Therefore, this system quickly thermalized in time scale O(log n). Let’s
look at complexity dynamics in this system. Suppose the initial state is some unentangled state,
say |000 · · · 00〉, and take it to be the reference state. We choose the set of all 2-local unitaries as
the gate set. In this setup for gate complexity, we can easily see that gate complexity will grow




until reaching maximal gate complexity Cgate,max  en. After reaching the maximal value, complex-
ity will stay almost maximal for very long time ≈ een . It is dubbed as “complexity equilibrium.”
It will be terminated suddenly by “quantum Poincare recurrence” and complexity once downs to
near zero. Whole dynamics of complexity is depicted in Fig. 5.5.
This entropy-reminding behavior motivated Brown, Susskind, and Zhao to propose the second
law of complexity [93];
“Conditioning on the complexity being less than maximum, it will most likely
increase, both into the future and into the past.”
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Figure 5.6: Insertion of the precursor Ŵp(t). It consists of backward evolution e
iĤt (blue), simple
operator Ŵ (orange), and forward evolution e−iĤt (red).
The other important property of complexity is the characteristic reaction pattern against a
particular perturbation. Precursor operator Ŵp(t) of Ŵ is defined by
Ŵp(t) ≡ Û(t)Ŵ Û †(t) (5.2.8)
where Û(t) is the time evolution operator of a system. 7 Fig. 5.6 represents an insertion of the
precursor. This operator changes states as if we have acted Ŵ time t ago. Particularly, we only
concentrate on a case Ŵ is low complexity operator, say C(Ŵ ) = 1. 8 How large is the effect of
adding this precursor Ŵp(t) to some state |Ψ〉 on the state complexity C(|Ψ〉)? The difference of
complexity satisfies the following inequality;
C(Ŵp(t)|Ψ〉)− C(|Ψ〉) ≤ C(Û(t)) + C(Ŵ ) + C(Û †(t)) (5.2.9)
If Ŵ is a complicated, high complexity operator, the difference would attain almost maximal value.
However, Ŵ is simple. In this case, the difference is not maximal. A simple example is Ŵ = ̂.
Since the precursor of it is also ̂, the difference of complexity is also zero. In order to see how
the difference behaves, let’s go back to the quantum circuit model. The second simplest operators
in the model is 1 or 2-local operators. Here, we take Ŵ to be some 1-local one. When t = 1, All
the interactions in Û(1) and Û †(1) would cancel out by each other except the infected 2 qubits.
Therefore,
Cgate(Ŵp(1)) = 3 (5.2.10)
If t = 2, it will be 1+2+4. This behavior will continue until we take t = tsc  log n (Fig. 5.7, 5.8);
Cgate(Ŵp(t)) = 2t+1 − 1 t < tsc (5.2.11)
and
Cgate(Ŵp(tsc))  2n (5.2.12)
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Figure 5.7: Schematic circuit picture of Ŵp(t). This is “opened up” representation of the folding of
Fig. 5.6. Since the orange qubits are infected, these parts are not canceled out. In this figure, 11
gates in e−iĤt are canceled out with the corresponding ones in eiĤt. Therefore, C(Ŵp(t))=13. (See
also Fig. 5.8)
Figure 5.8: In Fig. 5.7, only six qubits are affected by Ŵp(t). Therefore, it is 6-local operator with
complexity C(Ŵp(t))=13.
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After all qubits are infected, the complexity will increase n by one time step.
Cgate(Ŵp(t))  n(t− tsc + 2) t > tsc
 n(t− tsc) t > tsc (5.2.13)
Eventually, adding precursors does not cause complexity increase n2 × t but does with “delay” by
scrambling time t∗. This is switchback effect [83].
5.3 Complexity/Volume Duality
Here, we come back to gravity. Consider an eternal Schwarzschild AdS BH spacetime. In quantum







where parameter β would coincide with the Hawking inverse temperature of BH. 9 Fig. 5.9 is
Figure 5.9: The Carter-Penrose diagram of eternal Schwarzschild AdS BH. Blue curves are generated
by “boost” isometry generator ∂t.
its Carter-Penrose(CP) diagram. As seen from the figure, there do not exist any global Killing
vectors, that is, inside of BH is not static. Especially, the volume of inside of BH is linearly growing
forever. The following question is raised; What kind of CFT quantity does this growth of the
interior correspond to? Hartman and Maldacena investigated “vertical” entanglement entropy of
CFTs holographically [95] . Their set up is to divide the whole CFT by two region A and B; A is
a union of a subregion AL of CFTL and one AR of CFTR. B is the compliment of A (Fig. 5.10).
Its time evolution was estimated by using Hubeny-Rangamani-Takayanagi(HRT) formula [96, 97]
and found that it grows linearly in time but only for very early time. The area of the HRT surface
7 Our convention is different from [94].
8 Naively, if the effect of Ŵp(t) is “large,” it would be due to butterfly effect, indicating the system is chaotic.
9 Of course, semi-classical realization of this whole spacetime would not be valid. As we will see later, semi-classical
description of some regions behind horizon would be broken down.
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Figure 5.10: Division of the “two CFTs” system. A = AL ∪AR (blue) and B = BL ∪BR.
connecting two boundaries grows until scrambling time, and, after that, it fails to connect and
becomes disconnected two surfaces with constant area, each of which is homologous to AL and AR
respectively (Fig. 5.11). Therefore, entanglement is not enough [82]. In [28], Susskind proposed the
growth of the interior is dual to computational complexity, which is also expected to grow linearly
in time as was explained in the previous section. 10 In the paper, he naively equate length of ERB
and computational complexity per qubit of CFT. After this proposal, Stanford and Susskind refined
it. They claimed that volume of ERB, defined by the maximal volume of co-dimension one surface





where the length scale L is NOT universal, i.e., depends on properties of BH such as its size,
dimensionality. The growth rate of the volume at late time was also estimated as
Ċ ∼ 1
GL
V̇max = const. (5.3.3)
Additionally, the effect of adding precursor was also investigated and found that there are switchback
effects. All of these behavior is that of complexity and it would not be unnatural to identify the
volume as complexity of CFT. This correspondence is called Complexity/Volume(C/V) duality.
5.4 Complexity/Action Duality
According to C/V duality, the maximal volume nicely captures the properties of complexity. How-
ever, there remains some unsatisfactory points. One is its proportionality constant. For example,








10 The other possible answers are, for example,
· the interior growth is no meaning for CFT, since it is out of causal contact of the conformal boundary,
· there are no region behind horizon, that is, there is a firewall [98, 99].
5.4. COMPLEXITY/ACTION DUALITY 69
Figure 5.11: Schematic picture of the time evolution of HRT surface of A. Around the scrambling
time, HRT surface exhibit a transition. After that, the area of HRT surface stays constant.
In the framework, the formula is not universal. The other is the absence of the reason why we have
to take the slice to be the maximal volume one, although there are many slices which connect two
boundaries. Furthermore, the maximal volume surface does not go into deep interior of BH but
stop at some distance from the singularity. Therefore, in some sense, the information around the
singularity is irrelevant to complexity in the framework of C/V duality. Instead of it, Brown et al
proposed the refined version of duality, which overcomes all the unsatisfactory points mentioned
above while the good properties remains the same. They related complexity with the on-shell action




where IWDW represents the on-shell action of Wheeler-DeWitt(WDW) patch, which is the bulk
region defined by the union of all space-like hyper-surfaces which anchor the Cauchy surface(s) at
boundary(ies) where the CFT state |Ψ〉 defined on (Fig. 5.12). Below, we list the motivation of
this conjecture.
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Figure 5.12: (Left) A WDW patch of a BH geometry with ERB. (Right) A WDW patch of a BH
geometry with “bridge to nowhere”(BTN) [94].
Using Action
The bulk quantity on the right hand side is now changed to the gravitational action. Why does it









where W roughly represents spacetime volume. Since EH term of some spacetime region W of AdS
is given by (EH term) = W8πGΛ, the right hand side of (5.4.4) may be regarded as on-shell action I;
C(|Ψ〉) ∝ I (5.4.5)
In this case, we do not have to single out one particular surface, but, instead, have to consider all
surfaces in some sense. Therefore, as the spacetime region where the action integral is defined on,
WDW patch, which is the gathering of all space-like hyper-surface, is chosen;
C(|Ψ〉) ∝ IWDW (5.4.6)
Proportionality Constant
In C/A duality, the proportionality constant which is universal is determined unlike C/V duality.
For that purpose, two assumptions (conjectures) were made; (i) Bound on complexity growth, (ii)
Information theoretical supremacy of BHs.
(i) Bound on Complexity Growth
Almost 20 years ago, Lloyd proposed the bound on computational speed of classical computers
[100], in which operations just transform a computational basis state to the other one, such as
|00100000〉 → |00110000〉. For this kind of operations, we can bound the number of operation per
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second by using the bound on orthogonalization time in quantum mechanics, dubbed as Margolus-










This is Lloyd’s bound [100]. Although the situation is different for purely quantum dynamics or
quantum computer, where not all operations take a state to some orthogonal one, the bound on






(ii) Information Theoretical Supremacy of BHs
Bekenstein bound says the maximum amount of information contained in a region bounded by




Especially, BHs saturate the bound. Therefore, BHs are the densest information containers in
nature.
Additionally, localized information thrown into a BH will spread to the entire system very
rapidly. This spreading phenomena is called scrambling. It was conjectured [104] and proven [105]





BHs are the densest information containers and the fastest scramblers. The conjecture made
in [34] was, in addition to the above supremacy of BHs, that BHs are the fastest computers (or




The calculation in [34] showed that action growth of AdS Schwarzschild BH with mass M is
İWDW = 2M (5.4.14)










However, Lloyd argued that, for N parallel computing, expectation value of energy 〈E〉 and deviation of energy
ΔE typically scale as 〈E〉 ∼ N,ΔE ∼ √N . Therefore, ML bound is more tighter and suitable for the bound of
computational speed.
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Figure 5.13: The CP diagram of eternal Schwarzshild AdS BH. We will call the right wedge “R,”
the left wedge “L,” the future wedge “F,” and the past wedge “P.”
5.5 C/A Duality for Schwarzschild AdS Spacetime
As an example, we review the calculation of action growth of eternal Schwarzschild AdS BHs and its
complexity growth. In the first subsection, we define the co-ordinates and review how Schwarzschild
(AdS) BH is maximally extended like Fig. 5.13.
5.5.1 Co-ordinates and Extensions of Schwarzschild AdS BHs
We start with Schwarzschild co-ordinate on the right wedge; (Fig. 5.14)
gR = −fdt2 +
1
f
dr2 + · · · r ∈ (rH ,∞) (5.5.1)
where we suppress the angular part r2dΩ.
Figure 5.14: Schwarzschild co-ordinate can cover only the right wedge of eternal BH.








dr (⇒ gR = f(−dt2+dr∗2)+· · · ),
we can introduce “ingoing null co-ordinate” v↗ by v↗ = t+ r∗(the meaning of the subscript “↗”
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will be explained shortly.);
gR = f(−dv2↗ + 2dv↗dr∗) + · · · v↗ ∈ (−∞,∞), r∗ ∈ (−∞,∞) (5.5.2)
If we go back to the usual radial co-ordinate r,
gR = −fdv2↗ + 2dv↗dr + · · · v↗ ∈ (−∞,∞), r ∈ (rH ,∞) (5.5.3)
In this co-ordinate, we can confirm that r = rH is not singular and would extend beyond it to
r = 0, where the another co-ordinate (actually, genuine) singularity appears (Fig.5.15). After the
extension, the metric on the extended manifold (the union of right wedge R and future wedge F ,
which we denote it by “↗”) can be written
g↗ = −fdv2↗ + 2dv↗dr + · · · v↗ ∈ (−∞,∞), r ∈ (0,∞) (5.5.4)
Figure 5.15: The union of R and F of eternal BH. The co-ordinate (v↗, r) can cover ↗. The axis
of v↗ directs upper right. The Schwarzschild “time” t defined by t ≡ v↗ − r∗ in F directs right.
Instead of using ingoing null co-ordinate, we can introduce “outgoing null co-ordinate” u↘,
which defined by u↘ = t− r∗;
gR = −fdu2↘ − 2du↘dr∗ + · · · u↘ ∈ (−∞,∞), r ∈ (rH ,∞) (5.5.5)
In this case, we can also extend the domain of definition of r to (0,∞)(Fig. 5.16). This co-ordinate
covers, different from the previous one, the union of the right wedge R and the past wedge P ,
denoted by “↘”;
g↘ = −fdu2↘ − 2du↘dr∗ + · · · u↘ ∈ (−∞,∞), r ∈ (0,∞) (5.5.6)
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Figure 5.16: The union of R and P of eternal BH. The co-ordinate (u↘, r) can cover ↘. The axis
of u↘ directs upper left. The Schwarzschild “time” t defined by t ≡ u↘ + r∗ in P directs left.
Using the above co-ordinates, we can define the Schwarzschild time t in the future wedge and
the past wedge(Fig. 5.15, 5.16) by
t ≡ v↗ − r∗ (on the future wedge) (5.5.7)
t ≡ u↘ + r∗ (on the past wedge) (5.5.8)
i.e.
gF = g↗|F = −fdv2↗ + 2dv↗dr + · · · v↗ ∈ (−∞,∞), r ∈ (0, rH)
= −fdt2 + 1
f
dr2 + · · · r ∈ (0, rH) (5.5.9)
gP = g↘|P = −fdu2↘ − 2du↘dr + · · · u↘ ∈ (−∞,∞), r ∈ (0, rH)
= −fdt2 + 1
f
dr2 + · · · r ∈ (0, rH) (5.5.10)
Although, to be rigorous, we should distinguish the Schwarzschild time ts of the future wedge and
the past wedge, we use the same notation for brevity.
Until now, we have defined the global co-ordinates of ↗ and ↘. Below, we will define the global
co-ordinates of ↖ and ↙, which are the union of L and F , and the union of L and P , respectively.
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Figure 5.17: The union of L and F of eternal BH. The co-ordinate (u↖, r) can cover ↖. The axis of
u↖ directs lower right. The Schwarzschild “time” t defined by t ≡ u↖ + r∗ in L directs downward.
 the global co-ordinate of ↖
Starting from the future wedge (5.5.9) with the co-ordinate (t, r). If we use outgoing null co-ordinate
v = t + r∗ this is same as v↗ and (v, r) becomes the global co-ordinate of ↗. Instead, we define
the ingoing null co-ordinate u↖ = t− r∗; 12
gF = −fdu2↖ − 2du↖dr + · · · u↖ ∈ (−∞,∞), r ∈ (0, rH) (5.5.11)
This co-ordinate can be extended to ↖;
g↖ = −fdu2↖ − 2du↖dr + · · · u↖ ∈ (−∞,∞), r ∈ (0,∞) (5.5.12)
Same as before, after restricting (u↖, r) to the left wedge, performing the co-ordinate transformation
t ≡ u↖ + r∗ leads
gL = −fdt2 +
1
f
dr2 + · · · r ∈ (rH ,∞) (5.5.13)
Note that, since the u↖ axis directs downward, the Schwarzschild time of the left wedge also directs
downward. (Fig. 5.17)









and the range is r∗ ∈ (−∞,∞). Note that the increasing direction of r∗ and that of r are opposite; For a in-falling
observer, inside the future wedge for example, r∗ will always increase while r always decrease.
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Figure 5.18: The union of R and F of eternal BH. The co-ordinate (v↙, r) can cover ↙. The axis
of v↙ directs lower left. The Schwarzschild “time” t defined by t ≡ v↙ − r∗ in L directs downward,
same as the case of ↖.
 the global co-ordinate of ↙
Starting point is the past wedge (5.5.10). We define the outgoing null co-ordinate v↙ ≡ t+ r∗;
gP = −fdv2↙ + 2dv↙dr + · · · v↙ ∈ (−∞,∞), r ∈ (0, rH) (5.5.14)
This co-ordinate can be extended to ↙ (Fig. 5.18);
g↙ = −fdv2↙ + 2du↙dr + · · · u↙ ∈ (−∞,∞), r ∈ (0,∞) (5.5.15)
After restricting (v↙, r) to the left wedge, performing the co-ordinate transformation t = v↙ − r∗
leads the same co-ordinate as (5.5.13).
We have defined four Schwarzschild co-ordinates (t, r), each for R, F, P, and L. Although we
called each t to be Schwarzschild “time,” only t of the right wedge is truly time co-ordinate. Es-
pecially, the Schwarzschild time of L does not represents the time flow of eternal BH. These are
because we defined the null co-ordinates not to be future directed but to be t-directed, i.e. the
increasing direction of v and u are always same as the increasing direction of t.
Remark that the co-ordinate basis ∂t on the four wedges and the four null co-ordinate basis
∂v↗, ∂u↖, ∂u↘, ∂v↙ on the event horizon H constitute the boost generator of eternal BH associated
with the forward time translation generator on the right wedge ∂t|R
Fig. 5.19 is the summary of the co-ordinates so far.
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Figure 5.19: The summary of the co-ordinates we have defined above.
78 CHAPTER 5. COMPLEXITY AND BHS
5.5.2 Complexification Rate of Schwarzschild AdS BH




WDW patch is a causal diamond whose edges anchor the two boundaries. (Fig. 5.20). IWDW is the
on-shell action value evaluated on WDW patch. Complexification rate (or computational speed) is
holographically given by the difference of two IWDW , whose WDW patches anchor slightly different






Figure 5.20: WDW patch that anchors two boundaries at time tL and tR
Figure 5.21: The difference between the on-shell actions of two WDW patches gives computational
speed of dual CFT (or BH).
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V1 and V2 are the differences of the two WDW patch, S is the space-like hyper-surface that bounds
V1 from above, and B and B′ are the two-dimensional joints which locate the lowest point and the
leftest point of V2 respectively. (Fig.5.22 (Left)) Below, we will evaluate each region separately.
Figure 5.22: (Left) The spacetime region where we have to evaluate the action on in order to derive
complexification rate, consists of the four-dim. spacetime regions V1,V2, the three-dim. hyper-
surface S, the two-dim. joints B, and B′. (Right) The co-ordinate values of the boundary of V1
and V2; the lower left boundary of V1: v↗ = v0, the upper right boundary of V1: v↗ = v0 + δt, the
lower right boundary of V2: u↘ = u0, the upper left boundary of V2: u↘ = u0 + δt















gμνR+ Λgμν = 0 , (5.5.19)
we get (with taking the trace)
R = 4Λ . (5.5.20)
13 The complete form of IWDW was given in [106]. It includes null boundary terms [107] and joint terms between
null boundaries or one null boundary and one space-like boundary [106]. When we consider δIWDW , the contributions
from null boundaries are canceled out.
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where we defined new functions ρ, σ0 and σ1 as follows; (see also Fig. 5.23, 5.24)
·ρ(v↗) is defined so that the line r = ρ(v↗) becomes the lower right null boundary of V1.
·σ0(u↘) is defined so that the line r = σ0(u↘) becomes the lower left null boundary of V2.
·σ1(u↘) is defined so that the line r = σ1(u↘) becomes the upper right null boundary of V2.
Figure 5.23: The dark yellow curve r = ρ(v↗) represents the lower right null boundary of V1 on this
CP diagram (like y = f(x) represents a curve on x−y plane). We wrote v↗ = v0, v1, v2, v0+δt lines
and r = ρ(v0), ρ(v1), ρ(v2), ρ(v0 + δt) lines. The collection of the intersections of them is r = ρ(v↗)
line.
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Figure 5.24: The dark yellow lines r = σ0(u↘) and r = σ1(u↘) represent the lower left null boundary







dr Λr2 are functions of v↗ and u↘ respectively,




















(r3B − ε3)δt (5.5.24)







The normal co-vector n = nαdx
α is given by the condition
g(n,n) = −1 (5.5.25)
then,
(nr)
2 = − 1
f
⇒ nr = ± 1√−f (5.5.26)
⇒ nr = grμnμ = ∓
√
−f (5.5.27)
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Since we always take the normal vector to be outward i.e. the future directed in this case, we take






The extrinsic curvature of r = ε surface is given by


















































δt (ε → 0) (5.5.31)
Note that this term gives us a finite result even if we take the limit ε → 0 , approaching the
singularity.
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k and k̄ are null normal co-vectors to the left and the right null hyper-surfaces respectively. In order
to eliminate the contributions from the null boundary term, the null generators must be affinely
parametrized. This leads for k, k̄ to take the form
k = −cdu↘ (5.5.33)
k̄ = c̄dv↙ (5.5.34)
where c, c̄ are positive constants. The signs here are chosen so that k and k̄ are future directed.
Since in the double null co-ordinate (v↙, u↘),
∂t = ∂v↙ + ∂u↘ (5.5.35)
∂r∗ = ∂v↙ − ∂u↘ (5.5.36)
the metric can be written
















The joint term becomes





















































δu↘ = δt (5.5.42)
84 CHAPTER 5. COMPLEXITY AND BHS

















































































If we take large t, i.e., take rB → 0 limit, complexification at late time is given by
Ċ(|Ψ(t)〉) = 2M
π
(for large t) (5.5.48)
5.6 C/A Duality for Reissner-Nördstrom AdS Spacetime
In this section, we review the complexity growth rate of RN AdS BHs which have both electric and
magnetic charges;
g = −f(r)dt2 + 1
f(r)
dr2 + r2dΩ2 (5.6.1)










































































The gravity part of the bulk term is quite analogous to the Schwarzschild case. Since we have
the integrand R− 2Λ = 2Λ from Einstein eq.
the boost symmetry and Z2 symmetry
it can be written as
(gravity part of bulk term) =
Λ
6G
(r3B − r3B̄)δt (5.6.4)































































k = −cdu↘ (5.6.8)
k̄ = c̄dv↙ (5.6.9)
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at B and
k = −Cdv↗ (5.6.10)
k̄ = C̄du↖ (5.6.11)
at B̄ where c, c̄, C, C̄ are positive constants. The signs here are chosen so that k and k̄ are future
directed. Since in the double null co-ordinate (v, u),
∂t = ∂v + ∂u (5.6.12)
∂r∗ = ∂v − ∂u (5.6.13)
the metric can be written






















The joint term becomes






















































































δv↗ = δt (5.6.21)
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Surprisingly, this does not depends on QM and if we take QE = 0, QM 	= 0, then Ċ = 0 ![108] If
we trust this result, it implies any magnetically charged RN AdS BH is holographic non-computer.
We will come back to this problem in the next chapter.

Chapter 6
Complexity Growth of Magnetically
Charged BHs
In the previous chapter, we have seen that magnetically charged BHs in EM system are holographic
non-computer, i.e., Ċ = 0. According to the calculation, the property of non-computer does not
depend on the amount of magnetic charge. Once it has magnetic charge, the system changes
holographic non-computer. In this chapter, we investigate whether this property is universal or not.
In the first section, as another example, we study C/A duality in EYM system, which possesses
non-trivial hairy, magnetically charged BHs, as we saw in Chapter 3. With these results, in the
second section, we give two proposal about complexity growth and BH interior of magnetically
charged BHs. In the last section, we re-visit complexity growth of BHs in EM system.
6.1 C/A in EYM
In chapter 3, we saw that there exist magnetically charged hairy BHs in EYM system. We will












√−gF (a)μν F (a)μν + (boundaries & joints) , (6.1.1)
where (boundaries & joints) represents the boundary terms and the joint terms added in order for the
variational problem to be well-defined and its explicit form will be shown latter. We will concentrate
on the BHs with maximally symmetric event horizon, that is, sphere, planer, and hyperbolic horizon,
which are thought to be realized in thermal states with the conformal boundaries S2 × Rt,R3 and
H2×Rt respectively. These are characterized by the normalized curvature k; k = 1, 0,−1 represents
sphere, planer, and hyperbolic horizon respectively. The ansatz of metric and gauge field is
g = −e−2δ(r)f(r)dt2 + 1
f(r)




















sin θ (k = 1)
θ (k = 0)





θ ∈ (0, π), φ ∈ (0, 2π) for k = 1
θ ∈ (0,∞), φ ∈ (0, 2π) for k = 0
θ ∈ (−∞,∞), φ ∈ (0, 2π) for k = −1
We define mass function m(r) by





whose asymptotic value divided by 4π can be identified with the energy density ε of the boundary
CFT, that is, the tt component of the Brown-York tensor.
BH Exterior and Ground State Solutions
We briefly review the basic properties of AdS colored BHs exterior and AdS BM solitons with
negative Λ. In chapter 3, we only concentrated on k = 1 case. We repeat the review including the
case of k = 0 and k = −1.
Equations and Boundary Conditions










= 0 , (6.1.8)




































= 0 . (6.1.11)
The boundary condition at the horizon is
w(r)  wH + −wH(k − w
2
H)
rH(k − Λr2H)− 4πG
(k−w2H)2
e2rH





















δ(r)  δH − 8πG
e2rH
⎡
⎣ −wH(k − w2H)
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Figure 6.1: r-w diagrams with fixing asymptotic value of mass parameter Gl m(∞) = 1. Asymptotic
value of w is related to magnetic charge through QM = (k−w(∞)2). We can see the lowest charged
BH have the largest horizon radius; k = 1 case: w∞ = 1, k = 0,−1 case: w∞ = 0.
where wH and δH are the shooting parameters to find the desired boundary condition at the infinity,
which we will explain shortly. This condition can also be used for interior solutions with r < rH .
When we solve the equations for a interior solution, we just use the same wH and δH of the
corresponding exterior solution. Only k = 1 case, there exist non-singular particle-like solutions.
The regularity condition at the center r = 0 is
w(r)  1 + wCr2 +O(r3), (6.1.15)














where wC and δC are the shooting parameters. The boundary condition for the spatial infinity





δ(r)  0 (6.1.19)
w(r)  const. (6.1.20)
In order to satisfy the above condition, we have to search the suitable shooting parameters wH and
δH (or wC and δC for particle-like solutions).
1
Exterior Solutions
As we mentioned before, the exterior solutions of AdS colored BH have been investigated in many
places. We will only show some of their features. For the detail of the exterior solutions, see the
pioneering works [47, 109], or a nice review [110].
1Practically, δH (or δC) is not shooting parameter. As you can see from the E.O.M., constant shift δ(r) → δ(r)+a
does not change the equations. Actually, this constant shift is equivalent to the scaling of time co-ordinate t → e−at.
Therefore when we solve the equations, firstly we can set δH(or δC)= 0. Suppose we get a solution δ(r) satisfying the
boundary condition except δ(∞) = 0. After that, if we define the new function δnew(r) by δnew(r) ≡ δ(r)− δ(∞), we
get the solution δnew(r) which satisfies the desired boundary condition.
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Figure 6.2: Schematic picture of oscilatory mass inflation.
The Figures 6.1 represents the various behaviors of w(r) with fixing m(∞). Each line has






 Magnetic charge QM of Ad colored BH has upper bound QM ≤ k .
and as you can see form the figure (although it is trivial),
 The lowest charged BH has the maximal entropy (density) for a given energy (density).
Ground State Solutions
Other characteristic we have to mention is minimal energy solution for a given QM . When k = 1,
it is AdS BM soliton, which has particle-like YM field configuration and no horizon. When k = 0
and −1, there are no solitonic solutions. Instead, there exist extreme AdS colored BH solutions,
which do not exist for k = 1 case. Summarize,
 Depending on k, the minimal energy solution for a given QM is different;
k = 1: AdS BM soliton
k = 0,−1: extreme AdS colored BH
Interior Solutions
Internal structures of colored BHs without Λ are firstly investigated by [111, 112]. They obtained
BH interior solutions by numerically integrating the EOM from event horizon. Some of the results
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Figure 6.3: Examples of m(r), w(r) and δ(r) of oscillatory mass inflating interior for k = 1, 0 and
−1. The dashed line on the left panel is for m(r) < 0. The corresponding exterior of each interior
has Gl m(∞) = 1 and QM  0.9768(k = 1), QM  −2.300(k = 0) and QM  −1.740(k = −1)
respectively.
they obtained are as follows;
· For generic initial conditions on event horizon, there are no inner horizons.
· For generic initial conditions on event horizon, the interior solutions exhibit “oscillatory
mass inflation,” where mass function m(r) shows the cycle of inflation phase, steady
phase, and deflation phase, and its magnitude violently increases as the number of the
cycle increases (Fig. 6.2).
· Although we can numerically track its dynamics only up to 2nd or 3rd cycle due to its
violence, the number of cycle is infinite.
· The corresponding exterior of the solutions are not asymptotically flat in general, since
it requires shooting of initial conditions on horizon. The asymptotically flat solutions are
zero measure on initial parameter space.
· For fine-tuned initial conditions, we can find three types of internal structure in which
m(r) shows local power series near r = 0, i.e., without oscillatory mass inflation;
Schwarzschild type
The power series starts from r0 term with and it shows a space-like singularity.
RN type
The power series starts from r−1 term with negative coefficient. It shows a
time-like singularity and has inner horizon for fine-tuned boundary conditions
at r = 0.
“imaginary” RN type
The power series starts from r−1 term with positive coefficient. It shows a
space-like singularity.
As we expect that the effect of (negative) cosmological constant is small inside BHs, we can see
oscillatory mass inflation generically occurs for the case of AdS colored BHs. The examples are Fig.
6.3. Especially, the first three properties of colored BHs without Λ we listed above still hold. Since
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Figure 6.4: Behaviors of m(r) function with horizon radius rH = 10l.(α = 0.05, k = 1.) (Left)
wH = 3(solid line),wH = 10(dashed line),wH = 11(dot-dashed line),wH = 12(dot line) ,(Right)
wH = 12.1939(solid line),wH = 12.5(dashed line),wH = 13(dot-dashed line),wH = 14(dot line).
Numerical integrations (from the horizon) stop at the four (colored) circles where the Kretschmann
invariants rapidly increase and there might be curvature singularities around there. Each circle
corresponds to the case of wH = 12.1939, 12.5, 13, and 14 from the right.
qualitatively different points from no Λ case are the asymptotic structure for large r and topology of
BH horizon, the forth and fifth properties are slightly changed. For some oscillatory mass inflating
interiors, regular asymptotically AdS solutions become their exteriors. These regular exteriors are
not zero measure. The examples of a family of mass inflating interiors with regular exterior and a
family of ones with non-regular exterior are shown in Fig. 6.4. For negative Λ case, there also exist
the three types of internal structure that are different from oscillatory mass inflation for fine-tuned
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The shooting parameters for Schwarzschild type, RN type, and “imaginary” RN type are {w2,m0},
{w0, w2,m0} and {w0} respectively and the numbers of the parameters indicate that these type of
singularities are not generic as in Λ = 0 case [111, 112]. Note that the k = −1 case does not have
Schwarzschild type singularities since the r0 term of w(r) must be real but cannot be for k = −1.
Complexity Growth of AdS Colored BH
In this section, we derive the complexity growth of AdS colored BH. Especially, with introducing
r = const. cut-off surface inside BH, we examine the cut-off dependencies of complexity growth
















































We will work on the two types of null co-ordinates (v, r, θ, φ), (u, r, θ, φ), each of them is defined on
F ∪R and P ∪R respectively;
g|F∪R = −e−2δfdv2 + 2e−δdvdr + r2dθ2 + r2 sin2 θdφ2 (6.1.29)
g|P∪R = −e−2δfdu2 − 2e−δdudr + r2dθ2 + r2 sin2 θdφ2 (6.1.30)








dr. In both co-ordinates,
the volume element becomes
√−g = e−δr2ωk(θ). In order to calculate the bulk term of δIWDW
numerically easily, we change the form of the integrand and transform it to a sum of boundary
terms. Firstly, recall that we can rewrite Einstein equation as follows;
Rμν − 1
2



















































2e−δr2fδ′ − e−δr2f ′
]′
(6.1.32)
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Therefore, the bulk terms can be written as








































dθdφ ωk(θ) represents the space-volume of CFT. Since δt is small, we can approximate
the integral of v and u to be
∫ v0+δt
v0
dv(· · · ) = (· · · )δt|v=v0 and
∫ u0+δt
u0
du(· · · ) = (· · · )δt|u=u0
respectively. Then
(bulk term of V1) = Vk
16πG
[




(bulk term of V2) = Vk
16πG
[




Eventually, the total bulk term is reduced to the sum of boundary terms, at r = rB and ε; 2









Next, consider the boundary term. The boundary S is taken to be r = ε hyper-surface with its
width δt. The surface volume element is
√
h = e−δ












for all k. Then
(boundary term) = − Vk
16πG
[












where kμ is the future directed null generator of the left null boundary and k̄μ is the future directed
null generator of the right null boundary. We take them to be
kμdx
μ = −cdu (6.1.41)
k̄μdx
μ = c̄dṽ (6.1.42)
2 In other words, this simplification can be said to be the consequence of the boost symmetry and Z2 time reversal
symmetry of eternal BH geometry and the YM field configuration.
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where ṽ ≡ t+ r∗ is ingoing null co-ordinate defined on P (and L) and past directed. 3 Since, in the
double null co-ordinate (ṽ, u), the metric component can be written as










The joint term becomes





















































δu = δt (6.1.47)




























Summarize, the action growth rate
δIWDW
δt




















According to the C/A duality conjecture, it relates the complexification speed of AdS quantum
gravity or corresponding CFT on the boundary. One problem is that we have not obtained the full
interior solutions which extends to the singularity r = 0. In Schwarzschild AdS BH case, we know
the full solution and it was shown that the cut-off surface r = ε can be safely taken to r = 0 when
3 In our notation, Schwarzschild “time” co-ordinate t on R,F ,P and L are defined so that ∂t is future directed on
R and it coincides with a boost symmetry generator on each patch. Since we define null co-ordinates are “t” directed,
ṽ defined on P ∪ L is past directed (see Chapter 5).
98 CHAPTER 6. COMPLEXITY GROWTH OF MAGNETICALLY CHARGED BHS
Figure 6.5: LEFT: Typical behavior of action growth rate Ċε with respect to cut-off ε. Each line is
of same energy but different magnetic charges. In this case, we fix E = lG and choose the charges
to be QM  0.000(blue), 0.500(purple), 0.874(dark blue), 0.969(green) and 0.999(orange) from the
above (and we consider the spherical horizon case k = 1 and choose α = 0.05). The dashed red line
represent the bound Ċ = 2Eπ . RIGHT: Log-log graph of the left panel.
we evaluate complexity (or action) growth rates [34], as we have seen in the previous chapter. What
























and guess what will happen when we take the limit ε → 0. Here, the upper index of IWDW means
it is evaluated for WDW patch with the cut-off at r = ε. Fig. 6.5 shows the examples of the cut-off
dependency of complexity (action) growth rate at late time. We easily see that, if we take the limit,
AdS colored BHs would be holographic non-computer. On the other hand, if we think introducing
cut-off is NOT the prescription for numerical calculation but that for C/A duality, any choices of
cut-off, except ε = 0 give finite computational power and remarkably, they do not contradict the
bound.
6.2 Two Proposals
With the results in the previous section, we propose two possibility about complexity growth of
magnetically charged BHs.
Proposal 1: Holographic Non-computer
This is the consequence of the usual prescription of C/A duality. As shown in [108], magnetically
charged BHs in EM system is non-computer. And as shown in the previous section, those in EYM
system is also non-computer. We do not know the reason, but these result indicate that magnetically
charged systems, at least which have some holographic duals, are non-computer. Pursuing this
direction would also be interesting, however, we do not in this thesis.
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Proposal 2: Computer with Cut-off








, that is, the cut-off is chosen so that it gives maximal complexity growth rate. The partial evidences
are explained later. In order to do that, let’s derive the tighter bound of complexification for charged
systems.
Complexification Bound for Charged System
The complexification bound proposed in [34] is given by the inverse of the Margolus-Levitin [101]













− (E − μQ)gs
]
, (6.2.3)
where (E − μQ)gs represents the ground state “energy” of Ĥ −μQ̂ for given μ. This formula would
be true for the system evolves under the presence of external field μ, that is, time-evolves under
the Hamiltonian Ĥ − μQ̂, such as the holographic CFT with electric charges dual to Einstein-
Maxwell system of the usual Dirichlet action (or boundary condition). However, in the absence of
external fields, the formula would be different. In particular, if we consider the situation that the
state confined in the fixed charge Q sector of the (projective) Hilbert space time-evolves under the







where EQgs represents the “ground state(s)” energy in the charge Q sector. Of course, this situation
is not generic in the system with conserved charge Q (Fig. 6.6 Right). But this is the very situation
that the holographic dual states of magnetically charged BHs are put in.
Evidence 1: The Bound for Magnetically Charged BHs and Complexification
Rate of AdS Colored BH
Let us state more precisely about the last sentence in the previous subsection. Since the theory
of the Dirichlet Einstein-Maxwell/-Yang-Mills action ID fixes Ai on the spacetime boundary, it
leads to fixing the magnetic charge QM to some value, say Q̄M , on the boundary. Therefore,
〈ΔQ2M 〉 = 〈Q̂2M 〉− 〈Q̂M 〉2 = 0 for all the time and complexity growth of states dual to magnetically
charged BHs must be bounded by (6.2.4). Fig. 6.7 shows the comparison between complexity
growth rate of AdS colored BHs, which is given by our prescription (6.2.1) and the tighter bound
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Figure 6.6: Left: A schematic picture of a “Q sector” in a projective Hilbert space and a dynamics
of a state in the sector. A Q sector (in the Hilbert space) is the vector space spanned by the
eigenstates of Q̂ whose eigenvalue is Q. Since Q̂ commutes with Ĥ, a state confined in a Q sector
keeps confined under the time evolution e−iĤt. Throughout the dynamics, 〈Ψ(t)|Q̂|Ψ(t)〉 = Q and
〈ΔQ2〉(t) ≡ 〈Ψ(t)|Q̂2|Ψ(t)〉 − 〈Ψ(t)|Q̂|Ψ(t)〉2 = 0. Right: A generic dynamics with the charge
〈Ψ(t)|Q̂|Ψ(t)〉 = Q. In this case, 〈ΔQ2〉 is not zero and varies with time but becomes small after
reaching thermal equilibrium.
(6.2.4). Note that we took EQgs to be the energy of AdS BM soliton with same QM for k = 1 and
that of extreme AdS colored BH with same QM for k = 0,−1 4 .
4 We did not explicitly obtain extreme AdS colored BH solutions. What we did is to obtain the family of the
solution with T = 0 solutions with same QM and guess the mass of the extreme AdS colored BH. The construction
of extremal solutions is left for future work.
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Figure 6.7: The comparison of the action growth rate and the bound for M̃ = 0.05, 0.5 and 1 and
its dependency of magnetic charges.
Even if we take the prescription (6.2.1), which take the maximal value of complexity growth,
any AdS colored BHs compute and do not violate the tight bound (6.2.4).
Evidence 2: Thorlacius’s Gedanken-experiment
In [36], Thorlacius performed a gedanken-experiment for RN BHs with assuming the validity of BH
complementarity [113]. He found that there must be some break down of classical geometry between
event horizon and inner horizon in order to prevent the experimenters in a RN BH spacetime to see
cloning. See Fig. 6.8, 6.9.
6.3 C/A in EM: Re-visited
Finally, we re-visit magnetically charged BHs in EM system with our prescription and (6.2.1) and
the tighter bound (6.2.4). The complextity increase during the small time δt is written as the
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Figure 6.8: The gedanken experiment on RN BH background. After Bob jumping in the BH, Bob
will be the part of the stretched horizon for the outside observer, Alice. For her, the information
of Bob will be radiated from the horizon as Hawking radiation and she can reconstruct him. After
reconstruction, Alice jumps in with the reconstructed Bob. Then, as can be seen in the figure, Bob
will see his doppelganger. This would be the violation of quantum mechanics.
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Figure 6.9: The cloning would be prohibited by “firewall.”
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RN AdS BH spacetime is given by the following metric and gauge field;
g = −f(r)dt2 + 1
f(r)
dr2 + r2(dθ2 + ωk(θ)dφ
2) (6.3.2)




























where ε is energy density and ρE , ρM are electric charge density and magnetic charge density (in




























We would like to examine the consequence of finite cut-off ε ∈ (r−, r+), which is determined so that
it gives maximal complexification speed. And set ρE = 0. The action growth rate (6.3.4) at late






























ε2 = 0 (6.3.6)
Here, let’s consider the extreme BH with same magnetic charges ρM but with different energy εex
and horizon radius rex. Since these quantities satisfy the following two equation




































r2ex = 0 (6.3.9)
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which has completely same form as (6.3.6). Therefore, ε = rex. With this in mind, we can rewrite









(〈E〉 − Egs) . (6.3.11)
According to this finite cut-off procedure, magnetically charged RN AdS BH is fastest computer.




Dynamics of quantum gravity can have, at least, four level of coarse-grained dynamics, as in
usual systems. In this thesis, we investigate the properties of two of them, thermodynamics and
complexity-dynamics.
In order to define thermal equilibrium for field theories, time-like Killing vector and the notion
of space are important. In quantum gravity, since spacetime geometry fluctuates, in a sense of
both metric and topology, we cannot define thermal equilibrium of gravity with reference to bulk
quantities. Instead, if there exists a time-like boundary with a time-like Killing vector, we can
define thermal equilibrium of quantum gravity with respect to the conserved quantities defined on
the boundary (Chapter 2). The thermodynamical properties of gravity coupled to matter fields
are investigated in Chapter 3. Especially, we focused on the coupling with Yang-Mills fields, i.e.,
Einstein-Yang-Mills system and Einstein-Yang-Mills-Higgs system in AdS and concentrate on the
case BHs with magnetic charge. For the latter, since non-trivial magnetically charged BHs were not
known, we constructed and dubbed “AdS monopole BH,” which is the AdS counterpart of monopole
BH [25]. In both EYM system and EYMH system, we found new types of phase are realized at low
temperature, that is, gravitating solitons. Therefore, contrary to the case of EM system where only
Swallow-Tail(ST) phase transition exists, there is Hawking-Phase transition in the systems. Addi-
tionally, for some parameters of theory, we found there also exist ST phase transition. Therefore,
depending on parameters, these system exhibit various phase structures, which cannot be seen in
pure gravity or EM system. These changes are only for low temperature/energy regions. Therefore,
these results indicate, introducing or changing matter contents generally changes only these region
and do not induce essential changes at high temperature/energy region. 1 However, in order to
confirm it, further investigations are needed. In Chapter 4, we tackle the problems of defining parti-
tion functions of gravitational thermodynamics. When we consider gravitational thermodynamics,
the validity of naive zero-loop approximation of Euclidean path integral are assumed. According to
[26], attentions must be paid for zero-loop approximation since the integration contour of Euclidean
path integral of gravity is not the trivial one but genuinely complex. The prescription to determine
the contour is not known. We focus on Euclidean version of microcanonical path integral, which
may define DOS together with its contour, of a quantum spacetime with finite size S2×R boundary.
We found that, with some criteria, its contour uniquely determined and the resulting DOS attains
1 This motivates us to propose no-hair conjecture for gravitational thermodynamics: When a theory and a boundary
condition of matter fields admits BH solutions of Reissner-Nordström family, spacetimes realized at high temperature
are always those of the family.
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maximal value at E = RbG (where Rb is the radius of the boundary S
2), similar to the previous DOSs,
and does not vanish for arbitrarily high energy, different from the previous ones. Investigating other
partition functions is a future work.
After gravity reaches thermal equilibrium, where a BH spacetime is semi-classically realized in
the bulk, the interior of BH seems to keep growing, classically forever. In the context of AdS/CFT
duality, it was proposed that this growth is dual to that of complexity of a CFT state (Chapter
5). The notion of complexity was originally developed in (quantum) computer science. It roughly
represents the distance between quantum states not in the usual manner but defined based on op-
erations. If we need “hard” operation to convert one of the states to the other, complexity distance
between them are large, if not, it is small. Complexity is thought to have the properties such as lin-
ear growth for exponential time, switchback effects. Action of Wheeler-DeWitt patch (or maximal
volume) shares the properties. Then, it was proposed “complexity equals action.” Together with it,
the fastest computer conjecture, which states BHs have fastest complexification rate, was proposed
and it was shown that Schwarzschild BHs are actually the fastest computer in nature. However, for
charged BHs, the situation is subtle. According to the previous works, magnetically charged BHs
in EM system do not compute, regardless of the amount of the charge. In Chapter 6, we investi-
gated whether this property holds universally. We firstly study C/A duality in EYM system and
found that magnetic BHs in this system also non-computer. Therefore, one possibility is that any
magnetically charged systems with holographic dual are non-computer. Alternatively, we propose
another possibility; Magnetic BHs are computer, but with cut-off in the interior. Especially, the
cut-off chosen so that it gives maximal complexification rate. We give partial evidences by deriving
new tighter bound of complexification for charged system and compare it with complexification
rate of AdS colored BHs and by referring to Thorlacius’s gedanken-experiment. Finally, with the
prescription and the bound, we showed that magnetically charged RN AdS BHs are the fastest
computer. We have not touch electrically charged ones. It would be a future work.
Although there are many things undone for thermodynamics and complexity-dynamics, the
next step would be hydrodynamics regime. These region would be important to understand the
emergence of semi-classical spacetime in quantum gravity and more finer-grained dynamics than
what we considered in the thesis.
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