The convergence of optical and wireless networks, and the marginalization of centralized data centers are required for next-generation telecommunications. According to the operators' concern of costefficient deployment combined with latency-sensitive requirements, network planning will lay a foundation for the development of next-generation networks. In particular, the network planning of mobile edge computing (MEC)-enabled cloud radio access networks (C-RAN) in a cost-effective and low-latency manner becomes exceedingly challenging. However, most research studies focus on the cost-effective deployment of C-RAN without considering the optimal placement of MEC servers simultaneously. Moreover, deployment costs and access latency will be directly affected by the optimal deployment of both the MEC servers and access networks. Therefore, we investigate how to coordinate the optimal deployment of MEC servers and C-RAN for latency-sensitive services. In detail, a MILP model is proposed to minimize the joint cost of latency and network deployment of time division multiplexing-passive optical network (TDM-PON) based MEC-enabled C-RAN. Given the model's complexity, a heuristic algorithm is also proposed to solve the mixed integer linear programming (MILP) model. Simulations are conducted to evaluate the performance comparisons of different approaches under different network scenarios. The impacts of some key parameters on comparisons of different approaches are also analyzed.
I. INTRODUCTION
Triggered by explosive growth of future mobile data traffic, massive device connectivity, and emerging applications, nextgeneration mobile communication technology is developing towards cell densification, millimeter-wave, heterogeneous networks and device-to-device communications. Moreover, next-generation telecommunication is dedicated to a new world of Internet of Everything. As the forefront of Internet of Everything, the access network plays an important role in the future network evolution [1] . Faced with diversified emerging application scenarios, the existing technical indicators, functions and network architecture cannot satisfy stringent requirements of low-latency, energy, and cost-efficiency [2] . In this paper, we focus on the critical latency-sensitive ser-The associate editor coordinating the review of this manuscript and approving it for publication was Adnan Shahid . vices, such as Ultra Reliable & Low Latency Communication (uRLLC), real-time monitoring, augmented reality, vehicleto-vehicle communications, and tactile Internet applications, etc. Such latency-sensitive services have a stringent requirement for low latency transmission, which is considered as a key concern for improving the quality of services (QoS) [3] . Table 1 shows the respective end-to-end (E2E) latency requirement for different types of latency-sensitive services.
However, traditional centralized clouds implemented at the Internet backbone generates a large geographic distance between users and traditional remote clouds, leading to far more access latency than the required E2E latency as shown in Table 1 [4]- [7] . To support such latency-sensitive services, traditional transport networks are undergoing significant architectural transformations. (i) Convergence of optical and wireless access networks [8] : With the increasing bandwidth demand of mobile access users, baseband VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ processing unit (BBU) is stripped from the traditional base station and centralized virtualization deployment, leaving only Active Antenna Unit (AAU) in the base station. To this end, the deployment cost and access latency can be reduced. Besides, the fronthaul network, which connects BBUs and AAUs, has a huge requirement for ultra-large bandwidth and ultra-low latency for emerging services [9] . Since optical technology naturally inherits the characteristics of lowlatency, high capacity and scalability, it can be an important solution to meet the requirements of fronthaul.
(ii) Marginalization of the data center: The data under the traditional information processing transfer layer by layer through access network, convergence network and core network before entering the cloud data center. Such traditional method will consume a lot of bandwidth and introduce additional latencies simultaneously [10] . In addition, a large number of data queuing in cloud data center will introduce a lot of waiting latencies, which is difficult to meet the low-latency requirement. Therefore, the concept of MEC is proposed with reachable computing capability near endusers, which is mobility-enhanced, resource-rich, and smallscaled. Moreover, MEC transforms centralized information processing into marginalized fog computing. Since user data transfer to a MEC server through a hop network, the access bandwidth and end-to-end transmission latency can be greatly reduced, which realizes speedy access and efficient processing of massive information.
In this paper, we discuss the MEC-enabled converged optical and wireless access network. From the perspective of network architecture, RAN evolves from a two-tier structure of BBU and Remote Radio Unit (RRU) into a three-tier structure of Central Unit (CU), Distributed Unit (DU), and Active Antenna Unit (AAU). Correspondingly, the bearer network is also evolved from the backhaul and fronthaul of the 4G era to a new three-level network architecture of backhaul, midhaul, and fronthaul, as shown in Fig. 1 . Moreover, several typical deployment scenarios of 5G bearer network are shown in Fig. 2 . In detail, an extension of 4G LTE is shown in scenario 1 with CU and DU integrated in the same station of access node, where AAU connects to CUDU through the fronthaul. In scenarios 2 and 3, AAU connects to CU through fronthaul and midhaul, consuming more transmission latency as compared with scenario 1. Although scenario 4 with CU, DU and AAU integrated in the cell site provides the lowest transmission latency for end-users, it consumes considerable deployment cost and is not feasible in practice. As a result, scenario 1 is the most applicable to ultra-reliable lowlatency communication (URLLC). From both perspectives of low latency communications and practical deployment cost, we investigate a two-stage architecture of backhaul and fronthaul in scenario 1 of Fig. 2 , which is considered the preferred network deployment scenario for latency-sensitive services.
In addition, cost-effective network planning will lay a foundation for the development and improvement of future MEC-enabled converged optical and wireless access networks, which is considered as a critical research in both academia and industry. Furthermore, latency-sensitive services require a low-latency access network to connect CUDUs and AAUs. Thus, deploying a MEC-enabled C-RAN for latency-sensitive services in a cost-efficient manner, whilst satisfying the stringent concern of high latency sensitive is exceedingly challenging [11] , [12] .
Among most optical technologies, TDM-PON has gained more attention as a promising technology for fronthaul because of its point-to-multipoint transmission with the advantage of flexible access and highly efficient utilization of fiber cables [13] , [14] . We apply TDM-PON into the MEC-enabled C-RAN with its advantages of transporting fronthaul traffic from AAU to CUDU in terms of fiber costs, wavelength utilization and flexible access. However, only one time-slot is assigned to one optical network unit (ONU) burst transmission in the time domain. As all ONUs are multiplexed in TDM-PON using the traditional dynamic bandwidth allocation (DBA), the Report and Gate mechanism will cause excessive upstream latency, whilst not satisfying the Fx interface requirement for latency-sensitive services. Nevertheless, the advanced DBA is able to eliminate the extra latencies and execute the real-time bandwidth computation before the ONUs burst transmission. Therefore, we apply advanced DBA in TDM-PON. Furthermore, MEC server located at the edge of C-RAN will further optimize endto-end latency avoiding long propagation latency for users travelling from AAU to MEC server over the conventional remote cloud.
In this paper, we investigate joint optimization of latency and deployment cost over the MEC-enabled TDM-PON based C-RAN. According to the operators' concern of cost-efficient deployment combined with latency-sensitive requirements, the candidate locations of the MEC servers shall be at the CUDU integration station known as the CUDU candidate site. This is because when MEC server is deployed on the AAU-ONU site, although the latency is the lowest, the deployment cost is high and the coverage is limited [15] . Besides, a MEC server cannot use the baseband signal at an AAU-ONU directly without passing by CUDU. Therefore, toward the objective of joint optimization of latency and deployment cost in MEC-enabled TDM-PON based C-RAN, it is imperative to investigate the joint optimization of entire MEC server placement and C-RAN deployment to realize future-proof next generation networks. However, network planning without considering physical constraints, management consideration and the fronthaul latency is impractical. In this paper, we consider the constraints of maximum transmission distance, maximum power budget, transport bandwidth capacity using different split options, and fronthaul latency.
Our contributions of this paper can be described as follows. To the best of our knowledge, this is the first study focusing on joint optimization of latency and deployment cost for MECenabled converged optical and wireless networks under some constraints and fronthaul limitation. In particular, we focus on the joint deployment of optimal cloudlets placement, components of TDM-PON based C-RAN, and cost-efficient connections among components simultaneously whilst satisfying some physical constraints, management consideration, and fronthaul latency limitation. Note that we ignore the computation offload algorithms or the resource allocation for user job requests to cloudlets during the processes of cloudlet network planning. As a result, our study provides the cornerstone for the cost-efficient deployment of MEC-enabled converged optical and wireless networks for latency-sensitive services, which will be imperative to realize futureproof next generation networks.
The rest of this paper is organized as follows. First, Section II reviews related works on network planning of access networks. Section III gives a MILP formulation for joint optimization of latency and deployment cost for TDM-PON based MEC-enabled C-RAN considering some constraints. In Section IV, a heuristic algorithm is proposed to solve the MILP model. In Section V, simulation results are presented to compare the performance of MILP and different approaches under different network scenarios. Lastly, Section VI concludes the paper.
II. RELATED WORKS ON NETWORK PLANNING
Network planning of access networks is an important topic that has received wide attention. We reviewed the related works in this regard in the following.
A. OPTICAL OR WIRELESS ACCESS NETWORKS
One branch of network planning studies focuses on optical or wireless access networks. A ring-like reliable PON planning approach is proposed considering physical constraints for a smart grid [16] . Due to the increasing requirement for higher data rate and ubiquitous access in mobile networks, the optimal deployment of small cells in terms of practical cost and reliability has become a critical challenge. VOLUME 8, 2020 To tackle the cost-effective planning of small-cell and its backhaul, an optimization framework is presented to minimize total deployment cost in sparsely located network scenarios considering the constraints of the coverage and capacity [17] . Some other research in the network planning field of 5G cloud RAN have been devoted into improving energy efficiency [18] .
B. FIBER AND WIRELESS (FIWI) ACCESS NETWORKS
Unlike the above approaches in which optical transport and wireless networks are designed separately, another branch of network planning studies focuses on converged optical and wireless access networks. The optimal deployment of both optical and wireless networks is designed simultaneously during the network planning stage. The author of [11] compares different optical fronthaul networks for 5G C-RAN architecture to realize a low-latency, bandwidth efficient and cost-effective fronthaul network. A generic joint optimization framework considering the requirements of network coverage and capacity is proposed to plan both 5G and its optical transport networks simultaneously [19] . The end-to-end QoS requirement over a converged 5G RAN and optical access network has been facilitated from a perspective of coordinated resource allocation in [20] . In addition, the author of [21] considers network survivability in the network planning and deployment of FiWi networks. The proposed survivable network framework could guarantee a backup network component through wireless connections when fiber failures occur in hybrid FiWi networks. Moreover, constraints of user coverage, survivability, connectivity, delay and capacity of the optimization model make the network planning more practical. A TWDM-PON based fronthaul architecture is introduced for mMIMO in [22] , and the author investigate the joint optimization of wavelength, antenna, radio resource block allocation in TWDM-PON considered as an economic fronthaul solution for the mMIMO. An enhanced wireless service of the coordinated multipoint (CoMP) is investigated in the reconfigurable fronthaul enabled by optical networks. Two heuristic algorithms are proposed to associate coordinated RRHs with a single BBU to reduce the data exchange in TWDM-PON based fronthaul under different cell conditions [23] . However, these studies do not consider the cloudlet placement in the network planning stage in the MEC-enabled converged optical and wireless networks, which is a key requirement in the fronthaul for latency-sensitive services.
C. CLOUDLET-EMPOWERED ACCESS NETWORKS
As the traditional centralized cloud sinks to the edge of access networks, C-RAN is empowered with capability of marginalized fog computing. Another branch of network planning studies focuses on the optimal deployment of cloudlets over access networks (i. optical or wireless access networks; ii. fiber and wireless access networks) to improve network performances. The cost optimization issues for network planning of cloudlet-empowered optical access networks have been investigated in [24] , [25] . The respective nonlinear programming model and mixedinteger non-linear program are formulated to solve the optimal cloudlet deployment problem under the constraints of capacity and latency in [24] , [25] . Moreover, authors of [26] , [27] investigate cost-effective deployment of cloudletsempowered fiber-wireless networks. Moreover, end-to-end latency by coordinating MEC with TDM-PON based mobile fronthaul is minimized for latency-sensitive services [26] . The scalable inter-programming method is proposed to solve the cost-effective deployment over TDM-PON based hybrid cloudlet placement architecture [27] . In addition, our former proposed study investigates the low-latency oriented network planning of MEC-enabled FiWi access networks while satisfying physical and management constraints [28] .
III. JOINT LATENCY AND DEPLOYMENT COST OPTIMIZATION A. PROBLEM STATEMENT
Given all candidate sites of network devices in the TDM-PON based MEC-enabled C-RAN, including MEC servers, CUDU-OLTs, splitters and all AAU-ONUs, network planning problem is to connect all candidate network devices to achieve the goal of minimizing joint cost of latency and deployment costs taking into account some constraints. Fig. 4 . In particular, network planning is to establish the optimal endto-end paths for all AAU-ONUs to reach the MEC servers. An example of the optimal configuration path from one AAU-ONU to one MEC server through the TDM-PON is also presented in blue shadow lines in Fig. 4 . We consider two main factors in the objective of network planning, which are shown as follows.
1) TRANSMISSION LATENCY
Since the conventional dynamic bandwidth allocation (DBA) generates some latencies from Report and Gate mechanism and bandwidth calculation, etc., it cannot guarantee the lowlatency requirement of 100µs in the mobile fronthaul network. According to this, we apply the novel mobile-DBA [29] in this paper, which the latency caused by Report and Gate mechanism and bandwidth calculation can be eliminated. Moreover, queuing latency by traffic from CUDU-OLT to a MEC server and processing latency in a MEC server should be considered. In detail, the network latency distribution of TDM-PON based MEC-enabled C-RAN considered in this study is illustrated in Fig. 5 . We observe that the bandwidth calculation and the Report and Gate procedures are processed prior to the uplink data transmission for AAU-ONUs. According to this, latency of the mobile scheduling is eliminated utilizing the advanced bandwidth allocation and burst scheduling of the novel mobile-DBA [30]- [33] . For simplicity, the total one-way transmission latency from one AAU-ONU to one MEC server includes the sending latency, the waiting latency, the processing latency, and the propagation latency, as shown in Eq. (1).
The sending latency, indicated as T send , refers to the total latency where one AAU-ONU transmits from the first bit of the transmitted data frame to the last bit of the data frame. In detail, the calculation processes of T send are shown as follows in Eqs. (2)- (5) . First, according to the latest research progress by 3GPP and CPRI organizations, multiple split options are proposed for CU and DU to divide the physical layer at the lower layer. We choose the split II [34] as the split option in this study, and the corresponding uplink throughputs R UL (Gbps) is formulated in Eq. (2). Besides, the required RB number is formulated as Eq. (3).
where the detailed description of parameters in Eq.
(2) are shown as follows.
• N Data SYM is the number of data carrying symbols per subframe, which is set to 12.
• N RB SC is the number of subcarriers per radio blocks (RB), which is set to 12.
• N RB is the number of resource blocks per user, shown as Eq. (3), where the respective item of 0.5ms, 12sym, 12 carrier indicates the time slot, the number of symbols and subcarriers per RB.
• PUCCH RBs is the number of RBs allocated for PUCCH, which is set to 2.
• N Ant is the number of antennas, which is set to 4.
• N IQ is 16I plus 16Q bits (16 bits is more practical to pass round than 15 bits), which is set to 32.
Then, the transmitted data frame equals to R UL (Gbps) * 1ms, and the traffic load of AAU-ONU is calculated according to Eq. (4).
where L is the traffic load of AAU-ONU, and B is the carrier bandwidth of AAU-ONU, which is set to100MHz, and total RB number per AAU is set to 500.
Thus, we obtain the sending latency calculated by Eq. (5), where B up is the maximal transport bandwidth capacity for upstream of TDM-PON, which is set to 50Gb/s [35] .
b: WAITING LATENCY
The waiting latency is also known as the queuing latency, which is caused by the mechanism of the time division multiplexing transmission. For instance, when N AAU-ONUs share one wavelength channel, the waiting latency equals to the total transmission latency of the former (N-1) AAU-ONUs. In other words, the N-th AAU-ONU starts to transmit after all the former (N-1) AAU-ONUs complete the transmissions. Therefore, the waiting latency of T wait in Eq. (6) equals to the total sending latency of the former (N-1) AAU-ONUs, which denotes the waiting latency of all AAU-ONUs to get the available time slots. (6) where N is the total number of AAU-ONUs, and T i send indicates the transmitting latency of the i-th AAU-ONU.
c: PROPAGATION LATENCY
The propagation latency generates when the optical signal transmits on the fiber path, which is indicated as T fiber . The propagation latency is commonly linear with the physical transmission distance of the fiber path, and each kilometer will generates 5µs propagation latencies. Note that T fiber is considered as the main bottleneck of the one-way transmission latency [36] .
d: PROCESSING LATENCY
In this study, the processing latencies in the TDM-PON based MEC-enabled C-RAN generate from two parts. i) One is the processing latency of the MEC servers, indicated as T MEC . Although a MEC server usually includes a finite set of physical machines, each MEC server is considered as one entity to handle traffics from the AAU-ONUs. In detail, T MEC commonly includes the computing latency and other execution latencies from the MEC server.
Let d j i defines the size of the input data of the computation task from the i-th AAU-ONU at the j-th MEC server. f j indicates the computation capability (i.e., CPU cycles per second) of the j-th MEC server. For simplicity, different MEC servers are assumed to have the same computation capability to execute the computation input data from AAU-ONUs. According to this, f j is considered constant in this study, and the computation execution latency of the required computation task of the i-th AAU-ONU by j-th MEC server is formulated as Eq. (7) [37]
In addition, there are some other computation latencies executed by the MEC server, e.g., the time overhead for the cloud to send the computation outcome back to the AAU-ONU for some face recognition applications, and queuing latency [37] . Since these are much smaller than the computation execution latency, these small latencies are neglected in T MEC . For simplicity, T MEC is considered constant.
ii) The other processing latency is generated from the CUDU-OLTs, indicated as T CUDU −OLT . T CUDU −OLT commonly consists of the respective processing latencies generated from CUDU and OLT. To concentrate on the joint deployment of MEC-enabled TDM-PON based RAN, the processing latency of the CUDU is also considered constant [38] .
2) DEPLOYMENT COST
In the network planning stage, the deployment costs of MECenabled TDM-PON based C-RAN generally include two main parts: 1) hard cost: the costs of network components such as MEC servers, CUDU-OLTs, splitters, AAU-ONUs, fiber cables, and etc.; 2) soft costs: labor cost, trenching and laying fiber cables, etc. Since the number of the AAU-ONU is fixed and mandatory, we do not consider cost of AAU-ONUs in this study. For simplicity, both the costs of CUDU-OLTs and splitters are considered constant which are not related to the port density. Note that the cost of trenching and laying fibers is the major part of the soft cost.
B. MATHEMATICAL MODEL
This section presents a mathematical model for the joint optimization problem over the TDM-PON based MEC-enabled C-RAN in the network planning stage. In details, we propose a MILP formulation that minimizes joint cost of the transmission latency and network deployment for latency-sensitive services while satisfying some constraints. We first define the notations of network parameters and variables, then we describe the objective function and some constraints in the mathematical formulations.
1) SET PARAMETERS
• M mec : The set of potential locations for MEC servers.
The total number of M mec is indicated as N mec , which equals to |M mec |. In addition, each MEC server is considered as one entity, which is indicated as m ∈ M mec .
• C CUDU : The set of potential locations for CUDU-OLTs, where the CUDU-OLT refers to the OLT co-located with CU and DU. N CUDU is the total number of C CUDU , which equals to |C CUDU |, and each element of C CUDU is indicated as c.
• S splitter : The set of potential locations for splitters. The total number of S splitter is indicated as N splitter , which equals to S splitter , and each element of S splitter is indicated as s.
• A ONU : The set of all AAU-ONUs, where the AAU-ONU is co-located with the AAU. The total number of A ONU is indicated as N ONU , which equals to |A ONU |, and each element of A ONU is indicated as a.
• : The set of all components including AAU-ONUs, potential locations for MEC servers, CUDU-OLTs, and splitters, where = {M mec , C CUDU , S splitter , A ONU . 2) LATENCY PARAMETERS • T mec : The processing latency of the MEC server for each AAU.
• T CUDU : The processing latency of the CUDU-OLT for each AAU.
• τ : The fiber propagation latency per kilometers, which is set to 5µs/km.
The maximal transmission latency in optical fronthaul network, which is set to 100µs.
3) COST PARAMETERS 
4) POWER PARAMETERS OF PON
• P B : The power budget of TDM-PON, which is set to 21dBm.
• P L : The launch power of one OLT port, which is set to +3dBm. • P os : The receiving sensitivity of each ONU optical port, which is set to −20dBm.
• AF: The fiber loss power per kilometer with 1310nm wavelength fiber cable under normal conditions, which is assumed to be −0.35dBm/km.
• AS: The loss power of the splitter insertion, where AS equals to 10 log(Power in /Power out ). The power loss of splitter of 1:16 split ratio is set to −12.04dBm.
• s: The maximal split ratio of splitter. For example, a TDM-PON equipped with a 1:16 splitter can support up to 16 AAU-ONUs.
5) TRANSPORT BANDWIDTH PARAMETERS
• N Ant : The number of antennas for each AAU, which is set to 4.
• B: The carrier bandwidth of each AAU, which is set to 100MHz.
• RB a : The required RB number for a th AAU. • BM up : The maximal bandwidth capacity for upstream from the CUDU-OLT to MEC server, which is set to 100Gb/s.
• BM down : The maximal bandwidth capacity for downstream from the MEC server to CUDU-OLT, which is set to 100Gb/s.
• L max : The maximal end-to-end transmission distance from AAU-ONUs to MEC servers.
6) VARIABLES
The binary and integer decision variables in the mathematical model are defined as follows.
• ϕ a m,c is a binary variable, which represents the connection status between m th potential location of MEC servers and c th potential location of CUDU-OLTs for each a th AAU, where m ∈ M mec , c ∈ C CUDU , and a ∈ A ONU . If ϕ a m,c = 1, the m th potential location of MEC servers is connected to c th potential location of CUDU-OLTs for each a th AAU; otherwise, ϕ a m,c = 0.
• ϕ a c,s is a binary variable, which represents the connection status between c th potential location of CUDU-OLTs and s th potential location of splitters for each a th AAU-ONUs in the main topology, where c ∈ C CUDU , s ∈ S splitter , and a ∈ A ONU . If ϕ a c,s = 1, the c th potential location of CUDU-OLTs is connected to s th potential location of splitters for each a th AAU; otherwise, ϕ a c,s = 0.
• ϕ s,a is a binary variable, which represents the connection status between s th potential location of splitters and a th AAU, where s ∈ S splitter , and a ∈ A ONU . If ϕ s,a = 1, the s th potential location of splitters is connected to a th AAU; otherwise, ϕ s,a = 0.
• θ m is a binary variable, which represents the utilization status of m th potential location of MEC servers, where m ∈ M mec . If λ m = 1, the m th potential location of MEC servers is used; otherwise, θ m = 0.
• θ c is a binary variable, which represents the utilization status of the c th potential location of CUDU-OLTs, where c ∈ C CUDU . If θ c = 1, the c th potential location of CUDU-OLTs is used; otherwise, θ c = 0.
• θ s is a binary variable, which represents the utilization status of s th potential location of splitters, where c ∈ S splitter . If θ s = 1, the s th potential location of splitters is used; otherwise, θ s = 0.
• l total ij : The total distance between i th node and j th node in W.
• P total ij : The total power between i th node and j th node in W, including the loss power of the splitter insertion and the fiber loss power per kilometer.
Objective:
Minimize : The objective function of MILP is presented in Eq. (8) . It aims at minimizing the joint cost of total transmission latency and network deployment subject to some constraints of the connection principle of end-to-end path, latency limit in optical fronthaul networks under some functional split options, bandwidth capacity, maximal transmission distance, and PON power budget. To integrate different dimensions of objective function, two weighting coefficients of α and β, which are positive, are introduced. In this study, α and β are determined according to real environments so that overall transmission latency and total deployment cost of objective functions become comparable. The constraints that should be satisfied are formulated as Eqs. (9)-(22).
In Eq. (8), the first five terms represent the transmission latency from all the AAU-ONUs. The total deployment costs arising from hardware equipments, and trenching and laying fibers are represented by the last six terms. Moreover, the first three terms denote the propagation latency of routing fiber cables among different network components, and the fourth and fifth terms denote the processing latencies on the CUDU-OLTs and MEC servers, respectively. Finally, the sixth, seventh, and eighth terms represent the deployment costs of fiber cables and trenching and laying fibers; and the last three terms denote the costs of MEC servers, CUDU-OLTs, and splitters.
Under Constraints: 
Equations (9)-(11) guarantee that only one signal transmission path is available for each AAU-ONU to obtain the computing service from one MEC server through the TDM-PON based MEC-enabled C-RAN. For each AAU-ONU, Equation (9) guarantees that only one splitter is available to connect the AAU-ONU to the CUDU-OLT, and Eq. (10) guarantees that only one CUDU-OLT is available to connect the MEC server to the splitter. Moreover, each AAU-ONU should connect to only one splitter, which is formulated as Eq. (11) . However, one splitter can connect to multiple AAU-ONUs.
1/
a∈A ONU ϕ s,a ≥ s, ∀s ∈ S splitter (12) Equation (12) guarantees that one splitter connects to at least one AAU-ONU, however, the maximum number of AAU-ONUs connected to each splitter cannot exceed to the maximum split ratio of the splitter.
The respective Eqs. (13) , (14) and (15) (17) a∈A ONU BD a · ϕ s,a ≤ B down , ∀s ∈ S splitter (18) Equation (17) guarantees the constraint of transport bandwidth capacity for upstream from the splitter to the CUDU-OLT using the split option 3. Equation (18) (20) Equations (19) and (20) Equation (21) guarantees the constraint of maximum transmission distance for one end-to-end transmission path from the AAU-ONU to the MEC server in the TDM-PON based MEC-enabled C-RAN. The maximum power budget is constrained in Eq. (22) .
IV. PROPOSED HEURISTIC ALGORITHMS
As the network scale grows, solving the MILP problem becomes prohibitively time-consuming. To evaluate the performance of the MILP model in an efficient manner, we propose a heuristic algorithm for network planning for TDM-PON based MEC-enabled C-RAN. To make a balance between the optimization goals of low-latency and minimized deployment cost, we propose a heuristic algorithm called ''Joint cost Minimization-oriented Integrated Multi-associated Positioning and Routing Algorithm (JCM-IMPRA)''.
A. DESCRIPTION OF PROPOSED HEURISTIC ALGORITHM
Given the candidate sites of network devices and distance matrix of the physical topology, the optimization goal of network planning for TDM-PON based MEC-enabled C-RAN is to minimize joint cost of total latency and deployment costs taking into account some physical and management constraints. The detailed process of proposed algorithm JCM-IMPRA is shown in Table 2 .
First, all nodes in TDM-PON based MEC-enabled C-RAN are sorted into M mec , C CUDU , S splitter , and A ONU , and the AAU-ONUs are served one by one (line 2). If the split ratio constraint and the deployed number of splitters as shown in Eqs. (12) and (15) are satisfied, we apply the ''Warshall-Floyd'' algorithm [39] to obtain the optimal configuration path for each a ∈ A ONU and s ∈ S splitter taking into account the constraints of Eq. (11), and the connected splitter set W S is obtained (line 3-9). Then, to establish the optimal configuration path for each s ∈ W S and c ∈ C CUDU , if the respective transport bandwidth capacity for upstream and downstream between splitter and AAU-ONU using the split option 3 of Eqs. (17) and (18), we apply the ''Warshall-Floyd'' algorithm [39] under the constraint of Eq. (9), and the connected splitter set W C is obtained (line 12-18). Repeat line 2 to line 17 until the fronthaul latency constraint of Eq. (16) and the maximal power budget of Eq. (22) is satisfied. And if the MEC number constraint of Eq. (13), and the respective transport bandwidth capacity for upstream and downstream between c ∈ W C and m ∈ M MEC using the split option 7 of Eqs. (19) and (20) are satisfied, the same approach [39] is applied to establish the optimal configuration path between c ∈ W C and m ∈ M mec taking into account of Eq. (10) (line [22] [23] [24] [25] [26] [27] [28] [29] . Repeat line 2 to line 28 until the maximal transmission distance of Eq. (21) is satisfied. Third, the algorithm ends when all the AAU-ONUs in A ONU are connected into the optimal connection topology of . We calculate total latency T, total deployment cost C and joint cost of . 
B. DESCRIPTION OF BENCHMARK ALGORITHM
We choose the constrained enumeration approach in [28] as the benchmark algorithm to evaluate the performance of proposed algorithm. To compare different approaches in the same situation, the enumeration approach considers the same constrains as proposed algorithm, which is called as ''Randomly Sampling Enumeration Approach (RSEA)''. The process of the benchmark algorithm is shown in Table 3 as the algorithm 2. Some procedures, such as different types of nodes sorting, execution order for each AAU-ONU a ∈ A ONU and some connection principles for end-to-end path from the AAU-ONU to the MEC server (line 1-2) are the same to the proposed algorithm.
After that, while satisfying the constraints of end-to-end path connections of Eqs. (9),(10) and (11) , and maximum transmission distance of Eq. (21) (line 3), we traverse all possible end-to-end paths from AAU-ONUs to MEC servers through the TDM-PON. Then, we select K (1<K< |V|/2) end-to-end paths randomly and apply the ''Warshall-Floyd'' algorithm [39] to establish the optimal configuration connections between a ∈ A ONU and s ∈ S splitter , s ∈ S splitter and c ∈ C CUDU , and c ∈ C CUDU and m ∈ M MEC while satisfying the constraints of Eqs. (12) , (15) , (19) , (20) , Eqs. (14) , (16) , (17) , (18) , (22) , and Eq. (13), respectively (line 4-13). Third, the benchmark algorithm ends when all [16] , [19] .
the AAU-ONUs in A ONU are connected into the optimal connection topology of (line 14-16). 
V. SIMULATION RESULTS AND ANALYSIS
In this section, numerical results based on the simulations are presented to evaluate the performance comparison of MILP and heuristic algorithms for joint optimization of latency and deployment cost over TDM-PON based MEC-enabled C-RAN. We use respective commercially available CPLEX linear programming solver and MATLAB tool to solve our optimization mathematical model and heuristic algorithms.
A. SIMULATION PARAMETER SET UP
In the simulation, the carrier bandwidth of the base station AAU is set to 100 MHz with 16QAM for upstream, and the number of antennas is set to 4. The parameters of the simulation environment setup are shown in detail in Table 4 . The MILP model and heuristic algorithms are running on a performance server of Intel(R) Core(TM) i7-7500U CPU @ 2.70GHz, 2.90GHz processors and 8GB RAM.
B. COMPARISONS OF DIFFERENT APPROACHES
In this section, as the parameters of AAU number and RB number change, we make comparisons of different approaches under both sparse and dense network scenarios. We set two MEC servers, four CUDU-OLTs, four splitters, and six AAU-ONUs located in sparse network scenarios; 10 MEC servers, 24 CUDU-OLTs, 24 splitters, and 40 AAU-ONUs located in dense network scenarios. We also compare different approaches in the aspects of joint cost, total deployment cost and total latency. These are all important factors that affect the network planning for a TDM-PON based MECenabled C-RAN. Among them, joint cost of deployment cost and latency is a key optimization goal that reflects the performance of different approaches. Figures 6 and 8 show the respective numerical results for comparisons of different approaches in terms of joint cost under sparse networks and dense networks. The respective number of MEC servers, CUDU-OLTs, splitters and AAUs are indicated as nMEC, nCUDU, nSplitter and nAAU. In this case, we fix the parameters of nMEC, nCUDU, and nSplitter, which are set to 2,4,4 in sparse networks and 10,24,24 in dense networks, and increase the AAU number. We respectively increase the AAU number from 4 to 12 with interval of 1 and from 34 to 42 with interval of 1 in sparse and dense networks. From the simulation results, the similar gradual upward trends in terms of joint cost are obtained in both small and dense network scenarios, where MILP consumes the minimal joint cost followed by proposed algorithm and benchmark algorithm. Moreover, proposed algorithm significantly outperforms benchmark algorithm (reduced consumption on FIGURE 9. As number of AAU increases, comparison of different approaches in terms of (a) total deployment cost and (b) total latency in dense network scenarios. joint cost by respective 11.25% and 6.71% in dense and sparse networks) and shows much closer to MILP (respective 1.53% and 8.99% difference in terms of joint cost in dense and sparse networks) in dense networks compared with sparse networks.
We also make comparisons of different approaches in the aspects of total deployment cost and total latency as shown in Fig. 7 and Fig. 9 . We obtain similar comparison results that proposed algorithm performs close to MILP and outperforms benchmark algorithm. Moreover, the performance advantages of proposed algorithm are more obvious in dense networks. The main reason of these phenomenons is determined by whether the method of searching optimal solution is global or partial. The global search method obtains the minimal joint cost for network planning of both network scenarios. The larger network size, the better the performance of proposed algorithm.
Another observation is to fix the parameters of nMEC, nCUDU, nSplitter and nAAU, which are set to 2,4,4,6 in sparse networks and 10,24,24,40 in dense networks, and increase the RB number. As RB number increases from 50 to 500 with interval of 50, we obtain a similar gradual upward trend of all aspects on both sparse and dense networks as shown from Fig. 10 to Fig. 13 , where MILP consumes the minimal joint cost and total deployment cost or total latency, and proposed algorithm outperforms benchmark algorithm in both networks. In addition, we observe that proposed FIGURE 11. As number of RB increases, comparison of different approaches in terms of (a) total deployment cost and (b) total latency in sparse network scenarios. algorithm performs closer to MILP with respective 1.8% and 6.92% difference in terms of joint cost in dense and sparse networks and outperforms benchmark algorithm reduced consumption on joint cost by respective 15.17% and 8.95% in dense and sparse networks. This is reasonable because the more the RB number increases, the more the joint cost of proposed algorithm is saved. Therefore, proposed algorithm shows better performance advantages than benchmark algorithm in dense networks compared with the sparse networks.
C. IMPACT OF DIFFERENT NETWORK PARAMETERS
In this section, we evaluate the impact of some key parameters on the performance of different approaches in both sparse and dense network scenarios. The simulation results of joint cost, total deployment cost and total latency for different approaches are shown from Fig. 14 to Fig. 25 . 
1) IMPACT OF NUMBER OF MEC SERVERS
The number of MEC servers is an important factor that affects the network planning for a TDM-PON based MECenabled C-RAN. It decides how many AAU-ONUs should be deployed for a candidate MEC server, and how the computing resources of MEC servers can be optimally allocated to AAU-ONUs. In this section, we evaluate the impact of nMEC on the performance of different approaches in sparse networks, as shown in Fig. 14 and Fig. 15 , and dense networks as shown in Fig. 16 and Fig. 17 . In sparse networks, the number of MEC servers increases from 1 to 8 with interval of 1. In dense networks, the number of MEC servers increases from 10 to 18 with interval of 1.
From the simulation results, we find that as number of nMEC increases, the joint cost of latency and deployment cost, total deployment cost, and total latency vary insignificantly. However, proposed algorithm outperforms benchmark algorithm and is close to MILP in both sparse and dense networks. Moreover, the performance advantages of proposed algorithm are more obvious in dense networks than in sparse networks. This is because the MEC server will generate both processing latency and deployment cost. The joint cost of latency and deployment cost consumed by proposed algorithm will accumulate as the nMEC increases in dense networks compared with sparse networks.
2) IMPACT OF NUMBER OF CUDU-OLTs
The number of CUDU-OLTs is also an important factor that affects network planning for a TDM-PON based MECenabled C-RAN. It decides how MEC servers allocate computing/storage resources to AAUs through TDM-PONs in an optimal manner. In this section, we evaluate the impact of nCUDU on the performance comparison of different approaches in sparse networks, as shown in Fig. 18 and   FIGURE 27 . Application into the fixed 98 nodes network, (a) the distribution of network nodes; (b) the optimal planning topology utilizing proposed algorithm for TDM-PON based MEC-enabled CRAN. Fig. 19 , and dense networks as shown in Fig. 20 and Fig. 21 . In sparse networks, the number of CUDU-OLTs increases from 4 to 14 with interval of 1. In dense networks, the number of CUDU-OLTs increases from 20 to 30 with interval of 1.
From the simulation results, we find that as number of nCUDU increases, the joint cost of latency and deployment cost, total deployment cost, and total latency did not show obvious changes. However, proposed algorithm outperforms benchmark algorithm and is close to MILP in terms of joint cost, total deployment cost and total latency. Moreover, the proposed algorithm shows more obvious performance advantages in terms of above three aspects in dense networks compared with the sparse networks. This is because the CUDU generates both processing latency and device cost, which will accumulate more joint cost of latency and deployment cost by proposed algorithm in dense networks compared with sparse networks.
3) IMPACT OF SPLITTER NUMBERS
In this section, we evaluate the impact of nSplitter on the performance of different approaches in sparse networks, as shown in Fig. 22 and Fig. 23 , and dense networks as shown in Fig. 24 and Fig. 25 . The number of splitters increases from 2 to 8 with interval of 1 and 20 to 30 with interval of 1 in sparse networks and dense networks, respectively. From the simulation results, we find that as number of nSplitter increases, the joint cost of latency and deployment cost, total deployment cost, and total latency did not show obvious changes. In addition, a MILP result cannot be obtained in an acceptable running time when the splitter number reaches 9. However, proposed algorithm outperforms benchmark algorithm and is close to MILP in terms of joint cost, total deployment cost and total latency in both sparse and dense networks. Furthermore, the proposed algorithm shows more obvious performance advantages in terms of above three aspects in dense networks compared with the sparse networks. This is reasonable because the splitter does not generate processing latency, and it just determines the cascade structure of TDM-PON. Thus, the change of splitters number will not affect the performance comparison of different algorithms.
D. APPLICATIONS INTO FIXED NETWORK SCENARIOS
To evaluate the performance of proposed algorithm, we apply the proposed algorithm into two fixed networks, which are 16 nodes network as shown in Fig. 26 and 98 nodes network as shown in Fig. 27 . Two MEC servers, four CUDU-OLTs, four splitters and six AAU-ONUs are distributed in the 16 nodes network. There are 10 MEC servers, 24 CUDU-OLTs, 24 splitters and 40 AAU-ONUs in the 98 nodes network. In detail, the respective Fig. 26 and Fig. 27 present the network nodes distributions and optimal planning topologies for TDM-PON based MEC-enabled C-RAN. From the simulation results, we find that the proposed algorithm shows closer performance to MILP, presenting respective 5.46% and 0.65% difference in terms of joint cost in sparse and dense networks.
Another observation of simulation results shows that proposed algorithm outperforms benchmark algorithm reduced joint cost of latency and deployment cost by respective 11.26% and 10.66% in the 16 nodes network and the 98 nodes network. Therefore, proposed algorithm is verified to be efficient in reducing joint costs of latency and deployment cost for TDM-PON based MEC-enabled C-RAN under different network scenarios.
VI. CONCLUSION
This paper investigates network planning of TDM-PON based MEC-enabled C-RAN. The ultimate goal is to minimize joint cost of total transmission latency and deployment cost under the physical constraints, management consideration and fronthaul latency limitation. To this end, a MILP model is formulated for the cost-effective network planning problem and a heuristic algorithm is proposed to solve the MILP model. We simulated the MILP and heuristics under sparse-and large-network scenarios, and some results are obtained. We found proposed algorithm outperforms benchmark algorithm in terms of joint costs, transmission latency and deployment cost. Furthermore, the impact of some key parameters on performance comparison of different algorithms is analyzed. We also apply proposed algorithm into two fixed networks and proposed algorithm outperforms benchmark algorithm by respective 11.26% and 10.66% in the 16 nodes network and 98 nodes network.
