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Abstract
In this paper, we consider automorphism groups of rational surfaces which admit
cuspidal anticanonical curves and have certain nontrivial automorphisms. By applying
Coxeter theory, we show that the automorphism groups of the surfaces are isomorphic to
the infinite cyclic group.
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1 Introduction
In this paper, we consider automorphism groups of rational surfaces. McMullen [10] constructed
an automorphism F : X → X on a rational surface X with the properties that (i) F realizes
a Coxeter element, (ii) F preserves a cuspidal anticanonical curve and (iii) the determinant of
F is not a root of unity. In particular, F has positive entropy. Then, McMullen and Zhang
[10, 17] showed that the automorphism group of X is expressed as
Aut(X) = ⟨F ⟩⋉ T (1)
with some finite subgroup T  Aut(X), having null entropy. The aim of this paper is to
determine the structure of the group T in a general context.
Let X be a rational surface on which some condition, such as the assumption mentioned in
the main theorem, is imposed, so that X is expressed as
π : X = XN
πN−→ XN−1
πN−1−→ · · · π1−→ X0 = P2, (2)
where πi : Xi → Xi−1 is a blowup of a point xi ∈ Xi−1. The composition π determines an
expression of the cohomology group: H2(X;Z) ∼= Pic(X) = Z[H]⊕Z[E1]⊕ · · · ⊕Z[EN ], where
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H is the total transform of a line in P2, and Ei is the exceptional divisor over the point xi. The
intersection form on H2(X;Z) is given by
([H], [H]) = 1
([Ei], [Ej]) = −δi,j (i, j = 1, . . . , N)
([H], [Ei]) = 0 (i = 1, . . . , N),
where δi,j is the Kronecker delta. Then any automorphism F : X → X acts on the cohomology
group: F ∗ : H2(X;Z) → H2(X;Z), preserving the intersection form. Viewing the action on
the cohomology group, we recall a Weyl group acting on a Lorentz lattice. The Lorentz lattice




Z · ei, (ei, ej) =

1 (i = j = 0)
−1 (i = j = 1, . . . , N)
0 (i ̸= j).
For N ≥ 3, the Weyl group WN ⊂ O(Z1,N) is the group generated by SN := (si)N−1i=0 , where
si : Z1,N → Z1,N is a reflection defined by
si(x) = x+ (x, αi) · αi, αi :=
{
e0 − e1 − e2 − e3 (i = 0)
ei − ei+1 (i = 1, . . . , N − 1).
(3)
Then the pair (WN , SN) becomes an irreducible Coxeter system of rank N (see Section 2).
A Coxeter element w0 ∈ WN is the product w0 = si0 · · · siN−1 of the generators SN with
{i0, . . . , iN−1} = {0, . . . , N − 1}. Moreover, there is a natural marking isomorphism
ϕ = ϕπ : Z1,N → H2(X;Z), ϕ(e0) = [H], ϕ(ei) = [Ei] (i = 1, . . . , N).
It is known that for any automorphism F : X → X, there is a unique element w ∈ WN such







Then w is said to be realized by F (see also [10]).
An irreducible curve Y on X is said to be cuspidal anticanonical if Y is an anticanon-
ical curve, namely, [Y ] ∼ −KX = 3[H] −
∑N
i=1[Ei], with a cusp singularity. It turns out
that the smooth locus Y ∗ of Y is isomorphic to C, and if F ∈ Aut(X,Y ) := {F : X →
X automorphisms for which F (Y ) = Y }, then the restriction of F to Y ∗ is expressed as
F |Y ∗ : C ∋ t 7→ δ(F ) · t + c(F ) ∈ C for some δ(F ) ∈ C× and c(F ) ∈ C. The value δ(F ),
which is independent of the choice of coordinates on Y ∗, is called the determinant of F .
2
Remark 1.1 A rational surfaceX admitting a cuspidal anticanonical curve Y may be obtained
from a blowup π : X → P2 of points lying on (the smooth locus of) a cuspidal cubic curve in P2
(see [15], Proposition 2.1). Note that a cuspidal cubic curve is characterized as a reduced cubic
curve C with the properties that (1) it is irreducible and (2) it admits an automorphism whose
determinant is not a root of unity, which is a consequence of the classification of Pic0(C) (see
[10]). The condition (2) is essential in our study of automorphisms on rational surfaces, and it
seems to be difficult to characterize automorphisms whose determinants are roots of unity in
a simple way (see e.g. [4, 14, 15]). Moreover, the condition (1) enables us to construct more
automorphisms preserving anticanonical curves. Indeed, under the condition (2), the most
numerous automorphisms Bedford-Kim [1, 2] and McMullen [10] constructed as realizations of
Coxeter elements are those preserving cuspidal anticanonical curves. Note also that Grivaux
showed that some of the automorphisms preserving cuspidal anticanonical curves are isolated in
the sense that it is not possible to deform the pair (X,F ) of a surface X and an automorphism
F : X → X (see [6], Theorem B). This is the reason why we consider the cuspidal anticanonical
curves.
Under these settings, our main theorem is stated as follows:
Theorem 1.2 Let X be a rational surface with a cuspidal anticanonical curve Y , and assume
that there is an automorphism F ∈ Aut(X, Y ) such that F is not birationally conjugate to a
linear map on P2, and the determinant δ(F ) is not a root of unity. Then the automorphism
group of X is isomorphic to the infinite cyclic group and is expressed as
Aut(X) = ⟨F0⟩
with an automorphism F0 of infinite order. In addition if F realizes a Coxeter element, then
the automorphism group of X is expressed as Aut(X) = ⟨F ⟩.
In particular, the subgroup T  Aut(X) given in (1) is trivial: T = {id}. Hence the main
theorem gives a complete determination of the automorphism group of X that McMullen con-
structed. Note that the automorphism F mentioned in the first assumption of the theorem has
positive entropy, which is an interesting object in the research of the dynamical system.
The main idea of the proof of Theorem 1.2 is as follows. Assume to the contrary that there
is a nontrivial automorphism in T . Then its action on the cohomology group is also nontrivial
since the automorphism preserves the cuspidal anticanonical curve Y . More precisely, the action
is trivial on V but is nontrivial on V c, where H2(X;R) = V ⊕ V c is a decomposition preserved
by the action such that the characteristic polynomials of actions on V and V c are an irreducible
non-cyclotomic polynomial and a product of cyclotomic polynomials respectively. The action
sends some positive root in V c that is nodal, namely, represented by an effective divisor, to a
negative one, which is obtained by applying Coxeter theory to surface automorphisms. However
this is impossible as any negative root is not nodal. Hence we have the main theorem.
Remark 1.3 A similar phenomenon appears in K3 surfaces. It is known that any K3 surface
admits a nowhere vanishing holomorphic 2-form, which defines the determinant of any auto-
morphism on the K3 surface. If a K3 surface X has an automorphism whose determinant is
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not a root of unity, then the Néron-Severi group NS(X) of X is elliptic and NS(X) ⊕ T (X)
is of finite index in H2(X;Z), where T (X) is the transcendental lattice of X. Moreover, any
nontrivial automorphism g of finite order acts trivially on T (X) (see [11], Theorem 2.4). Hence
T (X) and NS(X) may be considered as analogs of V and V c respectively, in the above notation.
In addition if ρ(X) = 0, where ρ(X) is the Picard number of X, namely, the rank of NS(X),
then g acts trivially on the whole cohomology group H2(X;Z), and hence by the global Torelli
theorem for K3 surfaces, one has g = id and Aut(X) ∼= Z (see [11], Corollary 1.6).
Acknowledgment. I would like to express my thanks to Professor Keiji Oguiso for useful ad-
vices and to Professor Mitsuhiro Shishikura and Professor Yutaka Ishii for their encouragement
and interest in this work. I also would like to thank the referees for various comments and
suggestions that helped improve the paper.
2 Coxeter Theory
In this section, we briefly review some properties in Coxeter theory used later. We refer to [7],
in which many of the results are proved. The reader can also consult [3, 8].
Let (W,S) be a pair consisting of a group W and a set S generating W , subject only to the
relations
(st)mst = 1 (s, t ∈ S),
where mss = 1 and 2 ≤ mst = mts ≤ ∞ for s ̸= t ∈ S. A relation (st)∞ means that no relation
occurs between s and t. The pair (W,S) is called a Coxeter system and the group W is called a
Coxeter group. Later, we will apply Coxeter theory to the particular Coxeter system (WN , SN)
given in the Introduction. From now on, we assume that the cardinality of S, called the rank
of W , is finite. A Coxeter system (W,S) is said to be irreducible if Γ is connected, where Γ is
the Coxeter graph of (W,S), which is a graph with a vertex set S, and with an edge joining two
vertices s ̸= t if mst ≥ 3 and labeled by mst if mst ≥ 4. The length ℓ(w) = ℓS(w) of an element
w ∈ W (with respect to S) is the smallest integer r ≥ 0 such that w = s1 · · · sr with si ∈ S.
We call an expression w = s1 · · · sr with r = ℓ(w) a reduced expression. Moreover a Coxeter
element w0 ∈ W is the product w0 = s1 · · · sN of the generators S = {s1, . . . , sN}, where N is
the rank of W . It is known that (W,S) satisfies the following conditions.
(1) (Exchange Condition). Given a reduced expression w = s1 · · · sr ∈ W with si ∈ S, assume
that ℓ(ws) ≤ ℓ(w) for s ∈ S. Then, there is a unique index i such that ws = s1 · · · ŝi · · · sr.
(2) (Deletion Condition). Assume that w = s1 · · · sr ∈ W with si ∈ S is not a reduced
expression. Then, there are indices i < j such that w = s1 · · · ŝi · · · ŝj · · · sr.
For a Coxeter system (W,S) and a subset I ⊂ S, let WI ⊂ W be the subgroup generated
by I. The subgroup WI is called a standard parabolic subgroup of W . It is known that
ℓI(w) = ℓS(w) for any w ∈ WI . A parabolic subgroup of W is a subgroup of the form wWIw−1
for some I ⊂ S and w ∈ W . The parabolic closure Pc(Z) of a subset Z ⊂ W is defined by the
intersection of all parabolic subgroups containing Z. Then Pc(Z) is also a parabolic subgroup
of W , namely, Pc(Z) = wWIw
−1 for some I ⊂ S and w ∈ W (see [8, 13]).
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Lemma 2.1 ([3], Chapter 5, Section 4, Exercises 2-d) For any finite subgroup Z ⊂ W ,
its parabolic closure Pc(Z) is a finite subgroup. In particular, if w ∈ W is of finite order, then
Pc(w) is a finite subgroup.
An element w ∈ W is said to be essential if Pc(w) = W .
Proposition 2.2 ([12]) Any Coxeter element of a Coxeter group is essential. Moreover, for
an irreducible, infinite Coxeter group W and a positive integer n ∈ Z≥1, an element w ∈ W is
essential if and only if wn ∈ W is essential.
Now, we put
DI := {w ∈ W | ℓ(ws) > ℓ(w) (s ∈ I)}.
Lemma 2.3 Assume that I ⊂ S. Then the map ΨI : DI ×WI → W given by (z, w0) 7→ zw0
is a bijection. Moreover, we have ℓ(zw0) = ℓ(z) + ℓ(w0) for (z, w0) ∈ DI ×WI .
Proof. For any w ∈ W , take an element z ∈ wWI of minimal possible length, and write
w = zw0 for some w0 ∈ WI . Since zs ∈ wWI for any s ∈ I, it follows from the Exchange
Condition that ℓ(z) < ℓ(zs) and thus z ∈ DI . This shows that ΨI is a surjection. Moreover, let
z = s1 · · · sp and w0 = s′1 · · · s′q be reduced expressions with si ∈ S and s′i ∈ I. Then we have
ℓ(w) ≤ ℓ(z) + ℓ(w0) and assume to the contrary that ℓ(w) < ℓ(z) + ℓ(w0). It follows from the
Deletion Condition that w = s1 · · · ŝi · · · sps′1 · · · ŝ′j · · · s′q for some si and s′j, since the expressions
are reduced. However, the existence of s1 · · · ŝi · · · sp ∈ wWI contradicts the minimality of z.
Therefore we have ℓ(w) = ℓ(z) + ℓ(w0).
Next assume that there is an element z′ ∈ DI \ {z} such that w = z′w′0 for some w′0 ∈ WI .
Since z′ ∈ wWI and thus ℓ(z) ≤ ℓ(z′), one has z′ = zw̌0 with w̌0 := w0(w′0)−1 ̸= 1 ∈ WI .
This means that ℓ(z′s) < ℓ(z′) for some s ∈ I, which contradicts the assumption that z′ ∈ DI .
Hence, ΨI is an injection and the lemma is established. 2
Remark 2.4 For a subset Z ⊂ W , put Pc(Z) = wWIw−1 for some I ⊂ S. Then Lemma 2.3
guarantees that w can be chosen so that w ∈ DI .
For a Coxeter system (W,S), we consider a real vector space V = ⊕s∈SRαs with a basis
Π := {αs | s ∈ S} in one-to-one correspondence with S. Each element of Π is called a simple
root. The bilinear form (, ) on V is defined by




where it is interpreted as −1 when mst = ∞. Then there is a faithful representation W →
GL(V ), called the geometric representation of (W,S), such that s ∈ S acts on V as s = rαs ,
where rα(x) = x − 2(x, α)α for x ∈ V . It is known that the representation leaves the bilinear
form invariant, namely, (w(x), w(y)) = (x, y) for w ∈ W and x, y ∈ V .
Lemma 2.5 ([7]) For I ⊂ S, the group WI is finite if and only if the bilinear form (·, ·) on VI
is positive definite, where VI := ⊕s∈IRαs.
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Proposition 2.6 ([9]) Assume that an essential element w ∈ W has λ(w) > 1, where λ(w)
is the spectral radius of w : V → V . Then we have λ(w) ≥ λ(w0) ≥ λLehmer, where w0 is a
Coxeter element of W , and λLehmer ≈ 1.176 is Lehmer’s number, a root of t10 + t9 − t7 − t6 −
t5 − t4 − t3 + t+ 1 = 0.
We consider the root system Φ = {w(αs) |w ∈ W, s ∈ S} of (W,S), each element of
which is called a root. It turns out that rα = wsw
−1 for α = w(αs) ∈ Φ. The elements
of Φ+ := {α =
∑
s∈S csαs | cs ≥ 0 (s ∈ S)} are called the positive roots, and the elements of
Φ− := −Φ+ are called the negative roots. Then we have Φ = Φ+⊔Φ−. A standard parabolic root
subsystem is a set of the form ΦI := {w(αs) |w ∈ WI , s ∈ I} for some I ⊂ S, and a parabolic
root subsystem is a set of the form wΦI for some I ⊂ S and w ∈ W . Put Φ±I := ΦI ∩ Φ± and
Φ(w) := {α ∈ Φ+ |w(α) ∈ Φ−} for w ∈ W . Then we notice that |Φ(w)| = ℓ(w), and if w ∈ WI
then Φ(w) ⊂ Φ+I and wΦ(w) ⊂ Φ
−
I . Moreover, the following proposition holds.
Proposition 2.7 For any z ∈ DI and α ∈ ΦI , we have z(α) ∈ Φ+ if and only if α ∈ Φ+I .
Proof. We will only prove the assertion that z(α) ∈ Φ+ for any α ∈ Φ+I , as the assertion that
z(α) ∈ Φ− for any α ∈ Φ−I can be proved in the same way. Assume to the contrary that z(α) ∈
Φ− for some z ∈ DI and α ∈ Φ+I . Put w0 := rα ∈ WI . Then one has Φ(zw0) ⊂ Φ(w0)∪w
−1
0 Φ(z)
as any positive root not belonging to Φ(w0)∪w−10 Φ(z) is sent by zw0 to a positive one. It follows
from Lemma 2.3 that Φ(zw0) = Φ(w0) ∪ w−10 Φ(z). However, since w0(α) = rα(α) = −α and
z(α) ∈ Φ−, we have α ∈ Φ(w0) and zw0(α) ∈ Φ+, which is a contradiction. 2
Now, let V ∗ denote the dual space of V , and ⟨·, ·⟩ : V ∗ × V → R be the pairing. The
action of W on the dual space V ∗ is defined by ⟨w(x), w(y)⟩ = ⟨x, y⟩ for x ∈ V ∗ and y ∈ V .
In particular, the map rα : V
∗ → V ∗ is given by rα(x) = x − 2⟨x, α⟩α∗, where α∗ ∈ V ∗ is
determined by ⟨α∗, y⟩ = (α, y) for y ∈ V . Moreover, for I ⊂ S, we define
CI := {x ∈ V ∗ | ⟨x, αs⟩ = 0 (s ∈ I), ⟨x, αs⟩ > 0 (s ∈ S \ I)},
and C := C∅. The subset U := {w(x) |w ∈ W, x ∈ C} ⊂ V ∗ is called the Tits cone of W ,
where C := ⊔I⊂SCI is the topological closure of C. We define the wall associated to α ∈ Φ by
Kα := {x ∈ U | ⟨x, α⟩ = 0}, and put KI := ∩{Kα |α ∈ {αs}s∈I} for I ⊂ S.
Lemma 2.8 Under the above notations, the following hold.
(1) For any w ∈ W and s ∈ S, we have either ⟨w(C), αs⟩ ⊂ R>0 and ℓ(sw) > ℓ(w), or
⟨w(C), αs⟩ ⊂ R<0 and ℓ(sw) < ℓ(w).
(2) For any w ∈ W and I, J ⊂ S, if w(CI) ∩ CJ ̸= ∅, then we have I = J and w ∈ WI . In
particular, WI is the precise stabilizer in W of each point in CI .
(3) The Tits cone U is convex, and every closed line segment in U meets just finitely many
of the sets in the family C := {w(CI) |w ∈ W, I ⊂ S}.
(4) The topological interior U0 of the Tits cone U is expressed as U0 = ∪(w,I)∈W×Sw(CI),
where S := {I ⊂ S | |WI | < ∞}.
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Proof. See [7] for (1)–(3) and [16] for (4). 2
Now, put G′ := {x ∈ U |w(x) = x, (w ∈ G)} for G ⊂ W , and also put H ′ := {w ∈
W |w(x) = x, (x ∈ H)} for H ⊂ U .
Lemma 2.9 We have the following assertions.
(1) For I ⊂ S and g ∈ W , we have (gWIg−1)′ = gKI and (gKI)′ = gWIg−1.
(2) For x ∈ U , we have x′(:= {x}′) = gWIg−1, where x ∈ gCI with g ∈ W and I ⊂ S.
(3) For w ∈ W , we have w′ = gKI , where Pc(w) = gWIg−1 with g ∈ W and I ⊂ S.
Proof. (1) Since gWIg
−1 is generated by rα with α ∈ {g(αs) | s ∈ I}, we have (gWIg−1)′ = gKI
and (gKI)




(2) It is obvious that x′ ⊃ gWIg−1, and it follows from Lemma 2.8 (2) that x′ = gWIg−1.
(3) Before proving the third assertion, we notice that x, y ∈ U satisfy x′ ⊂ y′ if and only
if rα ∈ y′ for any α ∈ Φ with rα ∈ x′. Indeed, the “only if” direction is clear, and the
“if” direction follows from the fact that x′ is generated by rα ∈ x′. Now we prove the third
assertion. It is obvious that w′ ⊃ gKI . On the other hand, assume to the contrary that
there is an element x ∈ w′ \ gKI . Take an element y ∈ gCI ⊂ gKI . As x ∈ x′′ = (x′)′ and
(y′)′ = (gWIg
−1)′ = gKI , the assumption x ∈ w′ \ gKI means that x′′ is not contained in y′′
and y′ is not contained in x′, which guarantees the existence of an element α ∈ Φ with rα /∈ x′
and rα ∈ y′ = gWIg−1. Moreover it follows from Lemma 2.8 (3) that there are z ̸= z0 in the
line segment xy such that they belong to the same g0CJ for some g0 ∈ W and J ⊂ S. Then the
relation z′ = z′0 = g0WJg
−1
0 shows that g0WJg
−1
0 fixes z, z0 and thus the line segment xy, which
means that g0WJg
−1
0 ⊂ x′ ∩ y′ ⊂ gWIg−1. Note that g0WJg−10 ⊊ gWIg−1 since rα ∈ gWIg−1
and rα /∈ g0WJg−10 . Moreover as w fixes x, y and thus z, we have w ∈ z′ = g0WJg−10 , which
contradicts the assumption that Pc(w) = gWIg
−1. Therefore, we conclude that w′ = gKI . 2
Proposition 2.10 Assume g ∈ W is of finite order, and consider an orthogonal decomposition
V = Ng ⊕N cg ,
where Ng and N
c
g are the subspaces of V spanned by the eigenvectors of g with eigenvalue 1 and
with eigenvalues different from 1 respectively. If Pc(g) = zWIz
−1, then we have zΦI ⊂ N cg .
Proof. Fix an element α ∈ zΦI . Then we claim that
∑k
i=1 g
i(α) = 0, where k is a positive integer
with gk(α) = α. Indeed, since rα ∈ zWIz−1 = (zKI)′, one has ⟨x, α⟩ = 0 for any x ∈ zKI , which
means that zKI ⊂ Kα. Put u :=
∑k
i=1 g
i(α), and define u∗ ∈ V ∗ by ⟨u∗, y⟩ = (u, y) for y ∈ V .
For a fixed x0 ∈ zCI , where zCI is contained in U0 by Lemma 2.1 and Lemma 2.8 (4), there is
a positive integer ε > 0 such that x := x0 + εu
∗ ∈ U . Since x0 ∈ zCI ⊂ zKI and g(u∗) = u∗,
it follows that g(x) = x and thus x ∈ g′ = zKI ⊂ Kα. This shows that ⟨x0, α⟩ = ⟨x, α⟩ = 0
and ⟨u∗, α⟩ = (u, α) = 0. Moreover one has (u, gi(α)) = (g−i(u), α) = (u, α) = 0 for any i ≥ 1,
which yields (u, u) = 0. Since u ∈ zVI and (·, ·) is positive definite on zVI by Lemma 2.5, we






s1 s2 s3 s4 sN−1
Figure 1: Coxeter graph ΓN of (WN , SN)
Now we decompose α as α = α1 + α2, where α1 ∈ Ng and α2 ∈ N cg . Then it follows from





i=1{gi(α1) + gi(α2)} = kα1 +
∑k
i=1 g




i(α2) ∈ N cg , one has kα1 = 0 and α1 = 0, which yields α = α2 ∈ N cg . 2
3 Nodal Roots
In this section, we consider the particular Coxeter system (WN , SN) mentioned in the Intro-
duction, and consider when roots of (WN , SN) become nodal. Here, a root α ∈ Φ is said to be
nodal for (X,ϕ) if ϕ(α) ∈ H2(X;Z) is represented by an effective divisor on X. The Coxeter
graph ΓN of (WN , SN) is given as in Figure 1 and hence (WN , SN) is irreducible. Moreover, it
is seen that WN is an infinite group if and only if N ≥ 9.
Now assume that X admits a cuspidal anticanonical curve Y , and that there is an auto-
morphism F ∈ Aut(X, Y ) such that F is not birationally conjugate to a linear map on P2, and
the determinant δ(F ) is not a root of unity. Then a result mentioned in [15] says that there
is a birational morphism π : X → P2, which is decomposed as (2) with N ≥ 10. Moreover
C = π(Y ) is a cubic curve with a cusp and the points blown up by π lie on the smooth locus
C∗ of C. From now on, a coordinate on P2 is chosen so that C = {[x : y : z] ∈ P2 | yz2 = x3}
with a cusp [0 : 1 : 0] ∈ C. Its smooth locus C∗ = C \ {[0 : 1 : 0]} is parametrized as
p : C → C∗, p(t) = [t : t3 : 1],
that is, C∗ is isomorphic to C. We denote by B(C) the set of birational self-maps f of P2 such
that f(C) := f(C \ I(f)) = C and I(f) ⊂ C∗, where I(f) is the indeterminacy set of f , and
denote by Q(C) ⊂ B(C) and L(C) ⊂ B(C) the subsets consisting of the quadratic maps in
B(C) and of the linear maps in B(C), respectively. Any map f ∈ B(C) restricted to C∗ ∼= C is
an automorphism of C∗ expressed as
f |C∗ : C ∋ t 7→ δ(f) · t+ c(f) ∈ C
for some δ(f) ∈ C×, which is the determinant of f , and c(f) ∈ C. Moreover, for a = (aℓ)3ℓ=1 ∈
C3, we define a quadratic map fa([x : y : z]) = [f1 : f2 : f3] by
f1([x : y : z]) = 9 ·
{
(ν21 − 3ν2)x2 + ν1ν3z2 − 3xy + 2ν1yz − (ν1ν2 − 3ν3)zx
}




1 − 9ν1ν2 + 27ν3)x2 − 27y2 + ν31ν3z2 + 9(2ν21 − 3ν2)xy
+ (8ν31 − 27ν1ν2 + 27ν3)yz − ν21(ν1ν2 − 9ν3)zx
}









where νℓ = νℓ(a) is given by
ν1 = a1 + a2 + a3, ν2 = a1a2 + a2a3 + a3a1, ν3 = a1a2a3.
It should be noted that {p1, p2, p3} with pℓ ≥ p(aℓ) ∈ C∗ is collinear if and only if a1+a2+a3 = 0,
where p ≥ q means that either p = q or p is infinitely near to q.
Lemma 3.1 ([14]) For any a ∈ C3, fa is a birational map in L(C)∪Q(C), and fa belongs to
Q(C) if and only if a1+a2+a3 ̸= 0. The quadratic map fa ∈ Q(C) has the following properties:
(1) δ(fa) = 1, c(fa) = (a1 + a2 + a3)/3 ∈ C×.













3 }, where bℓ := aℓ − 2(a1 + a2 + a3)/3.
Moreover, if a1 + a2 + a3 = 0, then fa is the identity, which is the unique map in L(C) with
the determinant equal to 1.
Now we recall an expression of a positive root (see [5]). Consider the root system (WN , SN)
and let α ∈ Φ+ be a positive root. Then it turns out that α is expressed as α = m0e0−
∑N
i=1miei
for some mi ∈ Z≥0. The degree of α is defined by deg(α) := m0. For example, it follows that
α = ei − ej for some i < j when deg(α) = 0 and α = e0 − ei − ej − ek for some distinct
i, j, k ∈ {1, . . . , N} when deg(α) = 1. Moreover the positive roots with positive degree are
invariant under the action of ⟨s1, . . . , sN−1⟩. Hence any positive root may be assumed to be
normalized so that m1 ≥ m2 ≥ · · · ≥ mN ≥ 0. A normalized positive root α with deg(α) ≥ 2
satisfies m4 ≥ 1 and m1 +m2 ≤ m0 < m1 +m2 +m3.
Let ξ be an arbitrary element of C1,N = Z1,N ⊗Z C and put ti = (ξ, ei − e0/3). We
consider the composition π = πξ : X = Xξ → P2 of the blowups πi at xi, given as in (2),
where xi is the point determined uniquely by the properties that π1 ◦ · · · ◦ πi−1(xi) = p(ti)
and xi ∈ (π1 ◦ · · · ◦ πi−1)−1(C). Here, for a birational morphism ν : X1 → X2 between
surfaces and a divisor D on X2, the notation ν
−1(D) stands for the strict transform of D
under ν. Moreover, let ϕ = ϕπ : Z1,N → H2(X;Z) be the marking determined by π. Then,
α = m0e0 −
∑N
i=1miei ∈ Φ+ is a nodal root for (X,ϕ) if and only if there exists an effective
divisor D0 on P2 such that m0 = deg(D0) and mi = µxi(D0) for 1 ≤ i ≤ N , where deg(D0)
is the degree of D0 and µxi(D0) is the multiplicity of (π1 ◦ · · · ◦ πi−1)−1(D0) at the point xi.
Indeed, there is a one-to-one correspondence between such a divisor D0 and an effective divisor
D on X representing ϕ(α), via D = π−1(D0).
Lemma 3.2 Assume that α ∈ Φ+ satisfies (α, ξ) = 0. Then α is a nodal root for (X,ϕ),
namely, ϕ(α) = [D] for some effective divisor D = D(ξ, α) on X. Moreover, when m0 ≥ 1, the
divisor D(ξ, α) can be chosen so that D(ξ, α) = π−1{v ∈ P2 | qα(v, ξ) = 0}, where qα ∈ Z[v, ξ]
is a polynomial homogeneous of degree m0 in variables v := [x : y : z] ∈ P2.
Proof. First, when m0 = 0, namely, α = ei − ej for some i < j, the condition (α, ξ) = 0 yields
(ξ, ei) = (ξ, ej) and p(ti) = p(tj). This means that xj is infinitely near to xi and Ei = D + Ej,
where D is a sum of (−2)-curves. Then we have ϕ(α) = [D].
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When m0 = 1, namely, α = e0 − ei − ej − ek for some distinct i, j, k ∈ {1, . . . , N}, the
condition (α, ξ) = 0 yields ti + tj + tk = 0, which means that there is a line L passing through
three points xi, xj, xk. Then we have ϕ(α) = [D] with the effective divisor D = π
−1(L). Note
that L is the zero set of a polynomial in Z[v, ξ] of degree 1 in variables v. Therefore, the lemma
holds when m0 ≤ 1.
Now assume that the lemma holds for any positive root of degree strictly smaller than
m0 ≥ 2, and take a positive root α ∈ Φ+ with deg(α) = m0 and (α, ξ) = 0. Moreover
one may assume that m1 ≥ m2 ≥ · · · ≥ mN . First consider the case (α0, ξ) ̸= 0 where
α0 = e0−e1−e2−e3 is a simple root. Since t1+ t2+ t3 ̸= 0, the map g := ft with t := (t1, t2, t3)
is a quadratic birational map in Q(C) such that I(g) = {x1, x2, x3}. Moreover one can put
I(g−1) = {z1, z2, z3} and zi = g(xi) for i = 4, . . . , N so that the blowups π : X → P2 and
ν : Z → P2 of the points (xi) and (zi), respectively, lift g to G = ν−1 ◦ g ◦ π : X → Z, which
is a biholomorphism realizing s0 ∈ WN , namely, s0 = ϕ−1ν ◦ G∗ ◦ ϕπ, where s0 is given in (3)
with i = 0. It follows from properties (1)–(3) mentioned in Lemma 3.1 that zi = p(s0(ξ), ei −
e0/3). Furthermore, a little calculation shows that deg(s0(α)) = 2m0 −m1 −m2 −m3 < m0,
(s0(α), s0(ξ)) = (α, ξ) = 0, and that s0(α) ∈ Φ+ since α0 ̸= α. Therefore there is a polynomial
qs0(α)(v, s0(ξ)) homogeneous of degree deg(s0(α)) in variables v such that ϕν ◦ s0(α) = [D0]
for the effective divisor D0 := D(s0(ξ), s0(α)) = ν
−1{qs0(α)(v, s0(ξ)) = 0}. This means that
ϕπ(α) = G
∗ ◦ ϕν ◦ s0(α) = G∗[D0] = [D], where D := G∗(D0) is the effective divisor expressed
as D = D(ξ, α) = π−1{qα(v, ξ) = 0} with qα(v, ξ) := qs0(α)(g(v), s0(ξ)) of degree m0 in variables
v. We notice that qα is a polynomial in Z[v, ξ] and qα( · , ξ) is non-trivial for any ξ ∈ C1,N ,
since g = ft : P2 → P2 is a non-trivial birational map, whose coefficients belong to Z[ξ]
by (4), and qs0(α)( · , s0(ξ)) is non-trivial. On the other hand, if (α0, ξ) = 0, then we put
ξε := (ξ0, ξ1ξ2, ξ3 + ε, ξ4 − cε, ξ5, . . . , ξN) ∈ C1,N with ξ = ξ0, where c := m3/m4 is chosen so
that (α, ξε) = 0. Then it follows that (α0, ξ
ε) ̸= 0 for any ε ∈ C\{0}. Hence the above argument
shows that ϕε(α) = [Dε] for the effective divisor Dε = π
−1(Cε), where Cε = {qα(v, ξε) = 0} and
ϕε is the marking determined by πξε . Since m0 = deg(Cε), mi = µxi(Cε) for ε ̸= 0 and qα( · , ξ)
is non-trivial, we have mi ≤ µxi(C0) and m0 = deg(C0). On the other hand, Bezout’s theorem




i=1mi = 3m0, which means that mi = µxi(C0).
Therefore D0 = π
−1(C0) is an effective divisor satisfying ϕ(α) = [D0]. Hence the lemma is
established for any m0. 2
Again let F ∈ Aut(X, Y ) be an automorphism such that F is not birationally conjugate to
a linear map on P2, and the determinant δ(F ) is not a root of unity, and let w be the element
of WN realized by F . Then it turns out (see [15]) that δ(F ) is an eigenvalue of w and that
there is an eigenvector ξ of w with eigenvalue δ(F ) such that composition (2) is expressed as
π = πξ : X → P2. Moreover, the characteristic polynomial of w is expressed as
χw(t) := det(tI − w) = Rw(t)Sw(t),
where Rw(t) is a product of cyclotomic polynomials and Sw(t) is an irreducible non-cyclotomic
polynomial, which is known to be the so-called Salem polynomial (see e.g. [10, 14]). Here a
Salem polynomial is the minimal polynomial of a Salem number, and a Salem number is an
algebraic integer δ > 1 such that its conjugates include δ−1 < 1 and the conjugates other than
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δ±1 lie on the unit circle. Hence δ(F ) is a root of Sw(t) = 0. Moreover there is an orthogonal
decomposition of the real vector space:
R1,N := Z1,N ⊗Z R = Vw ⊕ V cw
with respect to the Lorentz inner product such that the decomposition is preserved by w, and
Sw(t) and Rw(t) are the characteristic polynomials of w|Vw and w|V cw , respectively. Then, Vw
and V cw have signatures (1, r) and (0, N − r) for some 1 ≤ r < N , respectively. For any root d
of Sw(t) = 0, let vd ∈ C1,N be an eigenvector of w with eigenvalue d, which is unique up to a
constant multiple. We notice that vd can be chosen so that vd ∈ Z1,N ⊗Z Z[d].
Lemma 3.3 An element z ∈ Z1,N satisfies (z, vd) = 0 if and only if z ∈ V cw ∩ Z1,N .
Proof. If (z, vd) = 0, then it follows that (z, vx) = 0 for any root x of Sw(t) = 0 since
(z, vd) ∈ Z[d], which yields z ∈ V cw. The converse is obvious. 2
Proposition 3.4 Let α be an element of Φ∩V cw. Then, α is a nodal root if and only if α ∈ Φ+.
Proof. If α ∈ Φ+ ∩ V cw, then it follows from Lemma 3.3 that (α, vd) = 0 as Φ+ ⊂ Z1,N . Note
that composition (2) is expressed as π = πc·vd : X → P2 for some c ∈ C×. Since (α, c · vd) = 0,
the root α is nodal for (X,ϕ) by Lemma 3.2. On the other hand, it is easily seen that if α ∈ Φ−
then α is not a nodal root. The proposition is established. 2
4 Proof of the Theorem
The aim of this section is to prove Theorem 1.2. In what follows, assume that X is a rational
surface with a cuspidal anticanonical curve Y , and there is an automorphism F ∈ Aut(X,Y )
such that F is not birationally conjugate to a linear map on P2 and the determinant δ(F ) is not
a root of unity (see Remark 4.5). In particular, d := δ(F ) is a root of Sw(t) = 0 as mentioned in
the previous section, where w ∈ WN is the element realized by F . First, we need the following
results.
Lemma 4.1 We have Aut(X) = Aut(X,Y ).
Proof. Under the assumption mentioned above, the number N of points blown up by π is
strictly greater than 9. Moreover, since Y is irreducible and Y 2 = 9−N < 0, any anticanonical
curve coincides with Y . For any automorphism F ∈ Aut(X), as F (Y ) is also anticanonical, we
have F (Y ) = Y and thus F ∈ Aut(X,Y ). 2
Proposition 4.2 ([15, 17]) Let vd ∈ Z1,N ⊗Z Z[d] be the eigenvector of w with eigenvalue d.
Then we have g(vd) = δ(G)vd for any automorphism G ∈ Aut(X, Y ), where g ∈ WN is the
element realized by G. In particular, we have δ(G) ∈ Z[d].
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Let G be an element of Aut(X) = Aut(X,Y ), and g ∈ WN be the element realized by G. It
follows from Proposition 4.2 that g(vd) = δ(G)vd and thus g(vλ) = η(g)vλ for some η(g) ∈ C,
where λ = λ(w) > 1 is the spectral radius of w : Z1,N → Z1,N . Since vλ ∈ Z1,N ⊗Z Z[λ] ⊂ R1,N
satisfies v2λ = 0 and g does not interchange the components of {z ∈ R1,N | z2 > 0}, one has
η(g) > 0, which yields a homomorphism η : Aut(X) → R>0, given by η(G) = η(g). We notice
that η(F ) = λ(w) > 1, and that if η(G) > 1 then η(G) = λ(g) > 1.
Lemma 4.3 We have Im(η) = {η(F0)n |n ∈ Z} ∼= Z for some F0 ∈ Aut(X).
Proof. Let G ∈ Aut(X, Y ) be an automorphism such that η(G)k = η(F ) for some k ≥ 1 and if
there is G0 ∈ Aut(X, Y ) with η(G0)k0 = η(F ) then k ≥ k0. Such an automorphism G exists,
since if Gi ∈ Aut(X, Y ) are automorphisms with η(Gi)ki = η(F ) for some k1 ≤ k2 ≤ · · · , then
it follows from Proposition 2.6 that λ(gi) = λ(w)
1/ki ≥ λLehmer > 1 and km = km+1 = · · · for
some m ≥ 1, where gi ∈ WN is the element realized by Gi. Note that η(G)k = η(F ) = λ(w) > 1
and thus η(G) > 1. Now we claim that Im(η) = {η(G)n |n ∈ Z} ∼= Z. Assume to the contrary
that there is G0 ∈ Aut(X,Y ) such that η(G0) ̸= η(G)n for any n ∈ Z. If η(G0)m = η(G)n
for some relatively prime m ∈ Z≥2 and n ∈ Z \ {0}, then Gn00 ◦ Gm0 ∈ Aut(X, Y ) satisfies
{η(Gn00 ◦ Gm0)}m = η(G0)mn0 · η(G)mm0 = η(G)nn0 · η(G)mm0 = η(G), where m0, n0 ∈ Z are
integers satisfying mm0 + nn0 = 1, which contradicts the maximality of k. On the other
hand, if η(G0)
m ̸= η(G)n for any (m,n) ̸= (0, 0) ∈ Z2, then Kronecker’s theorem says that
there are integers m,n such that 1 < η(G0)
m · η(G)n = η(Gm0 ◦ Gn) < λLehmer and thus
1 < λ(gm0 g
n) < λLehmer, where g0 ∈ WN is the element realized by G0, which contradicts
Proposition 2.6. Therefore we have Im(η) = {η(G)n |n ∈ Z} ∼= Z, and establish the proposition
by putting F0 = G. 2
Remark 4.4 We prove Lemma 4.3 by applying Proposition 2.6, which relies on a deep state-
ment of McMullen. Note that the eigenvalues Im(η) appearing in the lemma are roots of Salem
polynomials of degrees at most N + 1. Hence one may also prove the lemma by using an
argument developed by Oguiso (see the proof of Proposition 4.4 in [11]).
Proof of Theorem 1.2 . Take an element G ∈ Ker(η) ⊂ Aut(X), and let g ∈ WN be the
element realized by G. Since η(G) = η(g) = 1, we have g(vλ) = vλ and thus g(vx) = vx for any
root x of Sw(t) = 0, which means that g|Vw = idVw and that Vw ⊂ Ng, where Ng is given in
Proposition 2.10. Moreover g is of finite order as V cw is negative definite. Put Pc(g) = zWIz
−1
for some I ⊂ S, where z ∈ W can be chosen so that z ∈ DI (see Remark 2.4), and also put
g = zg0z
−1 for g0 ∈ WI of finite order. Now assume to the contrary that g0 ̸= 1, that is,
|Φ(g0)| = ℓ(g0) ≥ 1, and fix an element α ∈ Φ(g0) ⊂ Φ+I . Then it follows from Proposition
2.7 that z(α) ∈ Φ+ and g(z(α)) ∈ Φ−. From Proposition 2.10, we have z(α) ∈ N cg and thus
g(z(α)) ∈ N cg , where N cg is contained in V cw. Proposition 3.4 says that z(α) is nodal and g(z(α))
is not nodal. However since ϕ(z(α)) is effective, so is G∗ϕ(z(α)) = ϕ(g(z(α))), which contradicts
that g(z(α)) is not nodal. Hence we have g0 = 1 and g = 1. Then it is seen that G descends
to a linear map g on P2 through π, which preserves C, that is, g ∈ L(C). Since g(vd) = vd, we
have δ(G) = δ(g) = 1. Hence we have g = idP2 by Lemma 3.1 and thus G = idX , which means
that Aut(X) = ⟨F0⟩ ∼= Z.
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Assume in addition that w is a Coxeter element. Then one has F = F n0 , w = w
n
0 and λ(w) =
λ(w0)
|n| for some n ∈ Z, where w0 is an element realized by F0. It follows from Proposition
2.2 that w and thus w0 are essential in WN . Proposition 2.6 shows that λ(w0) ≥ λ(w) > 1 and
|n| = 1. Therefore we have Aut(X) = ⟨F ⟩. Theorem 1.2 is established. 2
Remark 4.5 In the proof of Theorem 1.2, it is essential to assume that the determinant is
not a root of unity. Indeed, we need the assumption not only to define the homomorphism
η : Aut(X) → R>0, but also to guarantee that any element g with η(g) = 1 is of finite order
in order to apply Proposition 2.10. At the moment, we do not have an example of a rational
surface X admitting a cuspidal anticanonical curve Y and an automorphism F ∈ Aut(X,Y )
with positive entropy such that Aut(X) is larger than Z when the determinant δ(F ) is a root
of unity.
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