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ABSTRACT 
The cyclization problem from the theory of systems over rings is transformed toa 
symmetric equivalent problem which is remarkably easier and leads to a solution in 
the 4-dimensional case for C[ y], the complex polynomial ring. © 1997 Elsevier 
Science Inc. 
1. INTRODUCTION 
Let R be a commutative ring and (A, B) a pair of matrices over R where 
A • R" × n, B • R n × m. The cyclization problem (PC) for (A, B) is as fol- 
lows: does there exist a matrix F • R m×n and a vector u • R m such that the 
matrix 
[Bu , (A  + BF)Bu  . . . . .  ( A + BF)n - IBu]  (1) 
is invertible? A, B can be considered to be the parameter matrices of the 
following decision/control process: 
Xk+ 1 = Ax k + Bu k for k • ~4, (2) 
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where x k is the state and u k the input at time k. To solve FC in this context 
then means: find a feedback matrix F and an input vector u such that (1) is 
valid, i.e. such that any state can be reached in n steps by inputs of the form 
ru with r ~ R (scalar control). For more details on the system-theoretic 
background we refer to [1]. 
If FC is solvable for the pair ( A, B), then necessarily ( A, B) is reachable, 
which means that the so-called reachability matrix C = [ B, AB . . . . .  A n- 1B] 
is right-invertible. Therefore, in what follows we can always assume (A, B) to 
be reachable. 
A commutative ring with the property that FC is solvable for any 
reachable pair of a specific dimension  is called an FEn- r ing .  
FC n is the FC problem for fixed n: a ring which is FC n for all n >/ 1 is 
called an FC ring. See [5] for these notions. 
The following rings are examples of FC rings: fields [12], rings with 
finitely many maximal ideals [11], certain 1-stable rings [2]. Since the ring 
5~¢(fI) of analytic functions on a connected open complex set 1~ is 1-stable [8, 
p. 138] and has the additional property required in [2, Theorem 5], 5~¢(1~) is 
an important nontrivial example of an FC ring. There are very common rings 
which are not FC-rings, e.g., 7/, R[ y ]; see [5]. 
There is a by now long-standing conjecture that C[ y ] is a further example 
of an FC ring [5]. It is known that C[ y ] is an FCn ring for n ~< 3 [5, 10]. It 
will be shown in Section 3 that C[ y] is an FC 4 ring. This will be done on the 
basis of a symmetrized and equivalent version of the FC problem to be 
derived in the following section for arbitrary n. 
2. EQUIVALENT FORMS FOR FC 
First we recall a well-known form for FC which is equivalent to (1): 
FC is solvable for  ( A, B)  iff the following problem is solvable for  ( A, B): 
Find u 1 . . . . .  u n ~ R m s.t. the matrix 
[ Bu 1, ABu 1 + Bu 2 . . . . .  An-  lBul + "'" +Bun] is invertible. 
(3) 
For the elementary proof see e.g. [10]. 
The form (3) has a nice system-theoretic meaning: try to steer the control 
process (2) through a basis of R n in n steps. 
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In order to develop the announced symmetric form for FC, we write the 
matrix in (3) as a product as follows: 
Bul , . . .  An-IBul + ... +Bun] 
f -  
IB, AB . . . . .  A"-IB]/O1 
Lo 
q 
U2 """ Sin I 
1 
U 1 Un-  1 
U 1 
= c 'c ' ,  (4) 
where C' = [B', . . . .  A'"-IB '] with 
B, = Ii 
I_ u. 
and A '= ii] 
Thus C' is the reachability matrix for the pair (A', B'), and we obtain: 
FC is solvable for ( A, B) if and only if there is B' ~ R n×m s.t. with A' as 
above and C' the reachability matrix of ( A', B' ) we have 
CtC ' is invertible. (5) 
If FC is solvable for (A, B), then (A', B') is reachable and u 1 is unimodular 
and satisfies a B6zout equation. 
Furthermore: 
LEMMA 1. I f  unimodular vectors can be completed to a basis, then FC/s  
' . . .  u '  n m-  1 solvable for ( A, B) iff there are Ul, , n-1 ~ and Q ~ Glm(R) s.t. 
the matrix product C diag(Q . . . . .  Q)tC" is invertible, where C" is the 
reachability matrix of the pair 
]1 
1 tO,1 
z~,  . 
t t 
Un-  1 
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Proof. Let FC be solvable for (A ,  B), i.e., we have (5). Then u I is 
unimodular, and when it can be completed to an invertible matrix, then we 
get Q-1 ~ Glm(R) s.t. Q- lu  1 = e l, the first canonical vector. Thus 
0 : 
The point is now that there exists P ~ GIn(R) s.t. 0] 
= =:  B"  PB' tQ-  1 • 
and at the same time PA'P -1 = A'. In this case the reachability matrix 
transforms as follows: P(B',  A'B', . . . .  A '" - lB ' ]d iag~Q -1 . . . . .  tQ - l )  = 
[B",  A 'B" ,  . . . .  A ' " - IB  "] =-" C". But the latter just means  
C diag(p . . . . .  p ) tc"  E GI,(R). 
The converse of the lemma needs no proof. • 
In what follows R will be called an FC n, 2 ring if for any reachable pair of 
dimension n but with m = 2 the FC problem is solvable. We now further 
specialize the ring R to obtain the following version of FC: 
LEMMA 2. Let R be an elementary divisor domain. Then 
(a) R is an FC n ring iff R is an FC,,  2 ring. 
(b) FC is solvable for  ( A, B) where A ~ R n × n and B ~ R n × 2 iff there 
are v 1 . . . . .  v~_ z, u ~ R, and Q ~ G12(R) s.t. 
[B ,  AB . . . . .  A'~'IB] 
Q 
1 0 0 -.. 0 0 
0 V 1 U 2 "'" ~n--2 U 
d i b . . : 6  . . . .  b 
0 0 U 1 "'" Vn_  3 Vn_  2 
6 6 b . . : o  . . . .  k 
0 0 0 .'. 0 0 
Cl (a). (6) 
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Note that the ring ,~¢(l~) introduced in 
because of Theorem 9, p. 141 in [8]. 
Section 
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1 is still an example 
Proof. (a) is a consequence of [3, Theorem 3], which among other things 
also says that a reachable pair can always be controlled by two inputs to be 
chosen appropriately. This means that for a given reachable pair (A, B) there 
are v t, v 2 ~ a m such that ( A, [By t, By2]) is reachable. Of course, then FC, 
is solvable without restriction on m if and only if FC,  is solvable for m = 2 
fixed. 
(b) comes from Lemma 1. • 
The value of the different equivalent forms for FC n can be measured to 
some extent by the number of parameters to be chosen in solving the 
problem. For m = 2 there are 2n + 2, 2n, n + 3 parameters in (1), (3)-(5), 
(6), respectively. 
There is one more important though elementary fact to be recalled: in 
order to solve FC for a reachable pair (A, B), we can as well solve the 
problem for any equivalent pair. Two pairs (A, B), (C, D) of the same size 
are called (feedback-)equivalent if one can find e ~ GIn(R), Q ~ GIm(R), 
F ~ R m×" such that (C, D) = (P (A  + BF)P -1, PBQ). One writes (C, D) 
~ (A, B) in case of equivalence. The following fact is easily verified: FC is 
solvable for the pair ( A, B) if and only if FC is solvable for some pair (C, D) 
which is equivalent to (A, B) (see e.g. [1]). Because of this property we can 
apply the following result, which is easily obtained by combining results from 
[3, 6]: 
THEOREM. Let R be an elementary divisor domain, and (C, D) a 
reachable pair with C ~ R n×n, D ~ R ~×2. Then there exist a, c 1 . . . . .  Cn_ z, 
b ~ R, where gcd(a, b) = 1 such that with 
A = 
-0 0-  
1 
0 a 0 
[i 0] 0 c 1 and B = (7) 
Cn- 2 
• b 
one has ( C, D) ~ ( A, B ). 
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Proof. In [3] a normalized form for (C, D) is deduced which looks like 
(5), but which does not necessarily have the entry a in the last row. In [6] it is 
shown how to shift down the entry a and preserve quivalence. • 
I f  R is an FC ._  1 ring and also a polynomial ring over a field, then the 
form (7) for m = 2 can be obtained in a more straightforward manner. See 
[9]. 
As a last step in transforming the FC problem we write down the formula 
(6) from Lemma 2 for the situation where (A, B) is as in the theorem above, 
and obtain an almost completely symmetric version: 
PROPOSITION. Let R be an elementary divisor domain, (A, B) an n-di- 
mensional reachable pair over R. Then: 
(a) To solve FC for (A, B) we can assume (A, B) to be of the form (7)• 
(b) FC /s solvable for (A, B) iff one can find v 1 . . . . .  v._ 2, u ~ R and 
Q ~ GI2(R) such that 
M := 
1 0 
0 c 1 







0 c 1 
0 Cn- 1 








• d iag(p  . . . . .  Q) 
0 
X 
1 0 0 -.. 0 0 
0 v 1 v 2 ... v._2 u 
0 1 0 .-. 0 0 
0 0 v 1 ... v._ l  v._~ 
0 0 0 -.. 0 1 
0 0 0 --- 0 0 
(s) 
is an invertible matrix. Note that ged(a, b) = 1 by the theorem. 
This problem will be solved in the next section for R = C[ y ] and n = 4. 
The foregoing considerations ensure that then C[ y] is an FC 4 ring. 
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3. SOLUTION FOR R =C[y]  AND n =4 
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We will try to make M in (8) an invertible matrix. For this end we 
investigate det M. There are 42 terms on expanding det M for n = 4 
according to (8). Therefore, it will be useful to look for some structure in 
such an expansion. 
LEMMA 3. Notation as in (2) but with m = 2. Let Q ~ R gx2 and 
n >1 2. Then for M = C diag(Q . . . . .  Q)tc '  we have 
M= [ BQu 1 . . . . .  A"-  IBQul + ... + BQUn] 
and 
det M - det(BQu 1 . . . . .  An- IBQul)  mod det Q. 
Proof. Expand det M by linearity for columns. Then det(BQu 1 . . . . .  
A n- 1BQul) is the only summand where all powers of A occur. For all other 
summands there exist k ~ {0 . . . . .  n - 1}, and i , j  ~ {1 . . . . .  n} with i ~ j ,  
k k s.t. the columns A BQu i and A BQuj are present. But then by the Cauchy- 
Binet theorem one can factor out det Q from all these summands. • 
REMARK. det M can be expanded in powers of det Q by means of 
Gr~bner basis techniques. This is of importance from n >1 4 on. See (9) 
below for the case n = 4. 
From now on we will assume that R = C[ y ]. What actually will be used 
in an essential way is R = K[y], K a field of characteristic zero, K 4-root- 
closed (i.e., any pure equation of degree 4 has a solution), and K having 
infinite transcendence d gree over Q. 
Since in C[y] there are square roots for all units, the problem (8) is 
solvable if and only if it is solvable together with the additional condition 
det Q = 1. 
Now we seek to solve this problem by a solution of the special type 
v 1 = 0. Set v 2 := v. 
In this case our determinant looks as follows: 
detM=aq41 + detQ(d  uu +d oo+detQd~v 2) 
= aq41 + duu + dvv + door 2, (9) 
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where it is assumed that det Q = 1 and where the coefficient polynomials 
look as follows: 
3 2 
d,, = bq~ 1 - 2ac lc2qnqz l  + aclq21, 
d,, = 2ac2q~l  - 2ac fquq21 and duo = acg - bc~.  
(lO) 
These expressions can easily be obtained by hand calculations but are most 
easily checked by symbolic polynomial manipulation on a computer. 
If we consider for a moment du, d o, do, as polynomials in qn, qzl, then 
we can introduce the gcd of all coefficients of these three polynomials, which 
will be denoted by g. Because of the special form of these coefficients and 
since gcd(a, b) = 1, we have g = gcd(b, c~, c2). In particular, this says that 
g is a divisor of b, and thus also gcd(a, g )= 1. In the sequel several 
additional assumptions will be made numbered, from (A1) on. It will be 
shown later on that there has been no loss in making such assumptions. 
(A1) a, b, g are nonconstant. 
(A2) cl, c 2 are nonzero. 
Now the following first step in the solution of (8) makes ense: 
STEP 1. Solve the equation 
aq41 + gh. = 1 (11) 
for qu and A. This is possible over C[y], since gcd(a, g) = 1. See [10]. Here 
it is used that C is 4-root-closed. Because of (A1) both parts qn and )t of a 
solution will be nonzero. 
STEP 2. Design of free parameters: 
(A3) gcd(qn, duo) = 1. 
(A4) q21 '= t, where t ~ C such that t is transcendental over the split- 
ting field Z in C of a, b, c~, c z, qu, d,,, over the subfield L in C generated 
by the coefficients of these polynomials over Q. 
STEP 3. Solution of the equation 
do.  + d . .  + -- (19,) 
CYCLIZATION FOR SYSTEMS OVER C[y] 229 
where d~ = gdu, dr = gdo, d~ = gd~o, and where we assume 
(A5) d~ ¢ 0. 
This will be done by means of the Chinese remainder theorem and Newton- 
Hensel lifting. We start with a solution pair (qn, A) for (11), satisfifing (A3), 
and with q21 '= t, satisfying (A4). Let therefore Y0 be a zero of ar u. 
(a) If Yo is a zero of doo also, then j0 ~ Z, where Z is as in (A4). Note 
that q21 = t does not appear in d~. By (A3) we get qn(Y0) ~ 0. But then 
d_-o(y 0) must be nonzero. Otherwise, by the choice of t all coefficients of 
d u, d o, do,, as polynomials in t vanish at Y0, where qn(Y0) ¢ 0. This is not 
possible by the choice of g. So dr(Y0) ¢ 0, and Equation (12) at Y0 becomes 
a linear equation in Y0 and is easily solved. 
(b) If doo(y0) ¢ 0, then (12) at Y0 is a proper quadratic equation and 
has one or two solutions. 
STEP 4 (Newton-Hensel lifting of the local solutions). Only in step 3, 
part (b), can it occur that the equation (12) at Y0 has a solution of multiplicity 
2. This can only be the case when the discriminant 
dis := ~r~ + 4d~o h (13) 
vanishes at Y0. This has to be examined now in the situation of step 3(b), i.e. 
when d,(y0) = 0 and d~,(Y0) ~= 0. 
Remembering (11), one easily verifies that the following equation holds 
over C[ y]: 
This implies 
g2 dis - 4d~ = 0 mod d,. 
g dis - 4d~ -= 0 mod du. (14) 
But (14) tells us directly that dis(Y0) ~ 0 whenever du(Y0) = 0 and d~ ~ 0. 
As a result, we can find solutions of (12) modulo any factor ( y - y0) r of du. 
An application of the Chinese remainder theorem then gives a solution of 
(12) mod du. 
REMARK. The validity of (14) is quite surprising and simplifies the 
solution process considerably. It is also possible but much more cumbersome 
to manipulate the parameter polynomials of the problem in such a way that 
d u becomes quare-free. Then, of course, no lifting is necessary. For explicit 
calculations this latter approach can be more convenient. 
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It remains to guarantee the assumptions (A1) to (A5). 
(A1) can be assumed: If a is a nonzero constant, then FC is trivial. If a 
is zero, then b must be a nonzero constant, since gcd(a, b) = 1. But then 
g = gcd(b, c~, c) = 1. In this case the second column of B is also unimodu- 
lar, and the pair (A, B) is equivalent to a pair of the following form: 
where (A, B) is a reachable two-dimensional pair by Eisings lemma [7]. For 
such pairs FC is easily solved [5]. The solution can be lifted in a straightfor- 
ward way to a solution for (A, B). 
(A2) can be assumed: We will show how to replace (A ,  B) of the form 
(7) with n = 4, by an equivalent pair (A', B') also of the form (7), and where 
A' = A, b' = b, but c~ ¢ 0. For some f ~ R = 12[ y] to be chosen later on, 
take F = [0, 0, 0, afe 2 ] ~ R 2×4, where te 2 = [0, 1]. Then 
/If °° °, / 
OOafc~ 
( A + BF, B ) = 1 o afc~ l' B " 
O a afb J 
Now it is easily verified that one can find e ~ GI4(R), Q ~ G12(R), and 
thereafter F' ~ R 2×4 such that A' := P(A  + BF)P  -~ + (PBQ)F '  = A and 
[i ° 1 
0 af2b 3 + 2aj:bc 2 + c 1 
n t ~ . 
b2f + c~ 
b 
Assuming (A1), it is, of course, possible to choose f in such a way that the 
(2, 2) entry c~ of B' becomes nonzero. At the same time one can also make 
r c 2 nonzero. 
(A3) can be assumed: If qn is a solution of ( l l) ,  then any q ~ qn + 
gC[ y] is also a solution of ( l l) ,  of course, with different R. Since necessarily 
gcd(qn, g) -- i, with an arbitrary nonzero polynomial p, we have gcd(qn + 
/xg, p) = i i f /z  is chosen to be the product of all normed prime polynomials 
which divide p but do not divide qn. To guarantee (A2) we merely have to 
choose p = d~,. 
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(A4) can be assumed: Z is a finitely generated extension field of Q. 
Therefore, C is not algebraic over Z. le t  t be any transcendental over Z. As 
an element in C[ y], t is a nonzero constant, and thus for any qn one has 
gcd(qn, t) = 1. Since q12, q~2 do not occur in (9), (10), we can complete any 
unimodular column t [q l l  , qZl]  to  a matrix Q with det Q = 1. 
(A5) can be assumed: We show how to find a solution when d,~ = 0, i.e. 
when ac~ = bcl, where gcd(a, b) = 1. We can assume [see (A1), (A2)] that 
a, b, c 1, c 2 are all nonzero. A reexamination of the proof for (A2) together 
with the lemma in [4] shows that gcd(a, c~) = 1 can be assumed and at the 
same time c I can be assumed to be square-free xcept for prime divisors of 
b. Set now v I = v 2 = 0. This leads to the equation 
aq41 --I- [bq~ 1 + aclq21(c~q21- 2  qH)l u = 1 (15) 
to be solved for u, qll, q2t under the condition det Q = 1. Since ac~ = bCl, 
(15) is equivalent to 
claq41 + a(c2q l l  -- c~qel)2u - -  C l  . (16) 
Also a must divide c 1. Suppose c1 = aZ 1. Let h = gcd(cz, c~) and c~ = h~ 2, 
c~1 = h(c~). If (16) has a solution, then necessarily u = ~tt~. Therefore, the 
equation actually to be solved is 
2 
aq~l + h~[c2qn-  (c~)q211 u = 1. (17) 
Recall that gcd(a, c 2) = 1. Therefore gcd(a, h ~) = 1. Also gcd(h 2, (c~)) = 1. 
Then (17) can be solved as follows: solve aq~ 1+ h~A = 1 as we did in the 
general case. Modify qxl to obtain qn + hZl z, eventually changing A. Choose 
/~ and q~l such that gcd(qu, q21) = 1 and 
c2(qn + h~/~) - (~)q21 = 1, 
which is possible because gcd(h 2, (c~)) = 1. The final choice of ,~ to solve 
(17) is now easy. 
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4. CONCLUDING REMARKS 
It has been shown that C[y] is an FC 4 ring. While the solutions for 
n ~< 3 did not give any indication for a solution for arbitrary n, we believe 
that the symmetrization f the problem and the solution strategy in Section 3 
indicate the right way for the general solution. 
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