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PREFACE 
During work on electronic instrumentation for nuclear-physics 
research at Aldermaston, it became apparent that in many cases 
the main problems were not merely those of electronic-engineering 
design. There were underlying statistical problems that needed to 
be solved first, and without regard to established practices or 
current engineering limitations, if truly optimum solutions were to 
be sought. This book is based on such an approach. The main 
development of nuclear instrumentation has occurred during an 
interesting and exciting period, which has seen the complete transi-
tion from valve to transistor circuits, followed by the further 
transition to integrated circuits. There has also been an extensive 
and associated trend from analogue to digital methods. The power 
and versatility of electronic design methods have increased im-
mensely, and many problems of economy in design that were vital 
in the early days have vanished for this reason. Methods that a few 
years ago would have been dismissed as ideal in theory but almost 
impossible in practice are now quite feasible. Throughout the text, 
I have emphasised statistical and logical principles, which will not 
change, rather than circuit details, which could well be quite dif-
ferent in a few years' time. I have included only sufficient circuit 
detail to clarify the application of the theory given, as the detailed 
designs can be implemented, from the logic given, in terms of any 
device technology that is current. 
The theory of probability is basic to the theme of this monograph, 
and it is assumed that the reader is familiar with the elementary 
terminology and theory of probability from other sources. A brief 
review of some relevant aspects of standard probability theory is 
given in Chapter 1, together with some other results that will be 
used later in the book. No extensive familiarity with standard 
statistical methods and techniques is required, but a knowledge of 
mathematics about that of, say, a graduate in physics or electrical 
engineering is assumed. In an interdisciplinary field such as this, 
there is inevitably some difficulty in finding a suitable range and 
choice of symbols, without plaguing the printer and the reader with 
too many subscripts, since separately developed notations are 
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brought together and may clash. I have endeavoured to follow an 
intermediate line in this respect. The usage in previous papers 
(where they exist) has, if necessary, been changed to give a con-
sistent notation throughout the book. On the other hand, some 
symbols have been used for more than one purpose, where this is 
unlikely to cause any confusion. For example, the letter t is mainly 
used for time, but may also be used as an integer as an additional 
suffix, following, say, r and s, in an analysis in which time does not 
specifically occur. In any case, to ensure that their exact meaning 
in each context is clear, the symbols used are defined, as necessary, 
where they first occur in each separate analysis. In the figures, an 
arrowhead on a circuit connection always indicates the direction 
of control or signal flow, and has no reference to the direction of 
the current. 
Although this book deals only with the physical applications of 
the methods described, it may well be of interest to consider the 
possible uses of some of these methods for other statistical 
problems. 
C. H. VINCENT 
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Chapter 1 
Introduction 
1.1 General discussion 
It is a fundamental consequence of the atomic theory that many 
important physical variables must strictly be regarded as measures 
of probability per unit time, although this is not the usually 
accepted way of regarding them. Examples of such variables are 
the gas flow in a molecular beam, the light flux in a beam of light 
and the current in a stream of electrons in an accelerating field. 
The probability concerned in such cases is, of course, the prob-
ability that a particle or photon will pass through a specified trans-
verse plane or reach a given detector or collector. For many 
purposes, it is possible to ignore the fact that one is dealing with 
discrete events such as the arrivals of molecules, photons or elec-
trons and to think only of gas flow, light flux or current, as a 
continuous variable in each case. However, depending on the 
actual rates per second, the time scale within which changes are 
important and the degree of precision that is important, the random 
timing of the actual events may become a serious consideration. 
A field in which this has been particularly true is that of nuclear 
event counting, whether in scientific experiments or for engineering 
purposes such as reactor control. 
Under such conditions, it is essential for accurate theoretical 
analysis that the variable concerned be treated in the appropriate 
manner as a probability per unit time (often referred to as a mean 
rate or simply as a rate). When this rate is a constant one, or may 
be treated with sufficient accuracy as constant, as in measurements 
on radioactive sources with long decay times, the problems that 
arise are mainly relatively simple ones. Nevertheless, there are a 
number of points of interest and practical value and these will be 
discussed in appropriate sections of the following chapters. The 
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main theme of this monograph is the analysis of the more interest-
ing problems that arise when the rates are variable. These problems 
occur in measurement and control and in the theoretical analysis 
of any physical process in which the variable concerned plays a 
part. The results are often of considerable practical and economic 
significance. 
A consequence of the random timing is a form of uncertainty 
principle, if an unknown variable rate is to be measured at a given 
time from pulse signals available, which mark the occurrence of 
the events concerned, this can only be done by specifying an 
average rate over a time interval bracketing that time. if the time 
interval is kept short to ensure accurate time reference, the accuracy 
of the rate measurement becomes limited, because of the relatively 
large fractional fluctuation in a small number in a Poisson distri-
bution (Section 1.2.3). Conversely, a highly accurate rate measure-
ment can only be specified as an average over a relatively long time 
interval, so that any variations of short duration in the rate are 
obscured. The aim of this monograph is to provide a broad 
theoretical basis for the analysis of problems in this field and to 
describe the many practical applications and illustrate their im-
portance. We shall deal with many problems that have arisen in 
the nuclear counting field and some in other areas and with the 
solutions that have been found for them. As well as analysing the 
performance of standard instruments, we shall place a particular 
emphasis on the problem of optimisation, that is, on the achieve-
ment of performances that are, as nearly as possible, at funda-
mental limits, by means of novel designs, where necessary. In most 
of these problems, the pulses concerned will be taken to have 
equal amplitudes or at least to carry equal weight, as in simple 
counting. It will be assumed that they have already been sorted 
into any amplitude or other categories necessary and are dis-
tinguished only by their different times of arrival. This is the normal 
practical situation that applies in pulse channels with scalers 
(counting circuits), ratemeters and period meters and in the indi-
vidual channels of a pulse-height analyser. 
Since the aim of this monograph is to provide a comprehensive 
analytical study of the statistical principles that apply to the field 
that we have outlined, and since the theory concerned is used on 
problems that arise over a very wide area of practice (e.g. from 
nuclear-reactor control to low-level counting and from neutron-
activation analysis to the counting of small nonradioactive par-
ticles of solid-state matter), it is not practicable to include detailed 
accounts of the corresponding experimental techniques or instru- 
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ment designs, and this is not attempted. Such details are therefore 
only given where they are directly relevant to the analytical problem 
under discussion. There is, however, an extensive literature on these 
aspects. Instrumentation for nuclear-physics research is covered by 
books by Herbst (1970) and by Chase (1961). Nuclear reactor 
control has been dealt with by Schultz (1955) and by Glasstone 
(1956). An excellent introduction to the underlying nuclear physics 
phenomena is that by Halliday (1950). More recent books are those 
by Yuan and Wu (1961) and by Burcham (1963). Activation 
analysis has been comprehensively covered by Kruger (1971). 
Further references to more specific areas of interest are given in 
the chapters concerned. 
1.2 Some relevant aspects of probability theory 
1.2.1 Basic probability considerations 
If we are given a situation in which each of a number of possible 
events may or may not occur, independently of each other, with 
the probability p, of occurrence for the ith event, and in which 
that event adds a, to a certain quantity if it occurs, and 0 otherwise, 
the expected value of the contribution from the event is alp,. The 
expected value .s of the sum s is the sum of the individual expected 
values, and is therefore given by 
(1.1) 
The corresponding variance v is likewise the sum of the individual 
variances and the standard deviation o, is therefore given by 
US = v 
= 	{(a, - a,p,)2p, + (0 - a,p,)2(l — p,)} 
=a,2p,(l—p i) ........ ( 1.2) 
It does not matter at this stage what the events are or how they 
are distinguished, but they could for example be events differing 
in nature (energy or pulse amplitude), or in time of occurrence or 
in place of occurrence (say, the emission of electrons from a photo-
cathode). It is important to note that if the p, are all sufficiently 
small, eqn. 1.2 simplifies in the limit to 
a52 = 	a,2p, ...... (1.3) 
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This simplification is of particular importance in the present con-
text, in which we are normally dealing with individual probabilities 
that can be made as small as desired by appropriate subdivision of 
the intervals of time, portions of a surface, or suchlike, by which 
they are identified. 
1.2.2 Binomial distribution 
If a trial which has a probability p of producing a certain event 
is repeated n times, the probability of the result being a specified 
sequence including r successes and n - r failures is given by 
P1 (r)=p'q 	......(1.4) 
where q = 1 - p. The number of such sequences that can be speci-
fied is the number of combinations of the n trials selected (to be 
successful) r at a time, and this is given by 
nCr ti!k!(n—r)' .....(1.5) 
It follows that the total probability that exactly r trials will be 
successful out of the n is given by 
P(r) 
= r!(n— 	
pq 	. . . (1.6) 
It will be noted that the values of the P(r) for r = 0 to n are the 
successive terms of the binomial expansion for (p + q)" = 1. 
[Another way of expressing this is to say that the P(r) are the 
coefficients of the t in the generating function (pt + q)fl•  In this 
function, the variable t has no physical significance and its only 
purpose is to act as a label in this way.] The total probability is 
therefore unity, as is to be expected, since all possible outcomes 
of the n repetitions of the experiment are included. The expected 
number of successful trials is given by 
2 =rP(r) 0  
= np(p + q) 1 
=np 	.......(1.7) 
The corresponding variance is given by 
2 
=:(r - np) 2P(r) r o 
=r2P(r) - n2p2 
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- 1)P(r) + >rP(r) - n2p2 
=n(n—l)p 2 +np—n2p2 
=npq 	.......... (1.8) 
1.2.3 Poisson distribution 
Using the result of eqn. 1.7, we can rewrite eqn. 1.6 as 
r-1 
P(r) = (p'/r!)(l - z/n)"{fl (1 — s/n)}(1 — 	. (1.9) 
S=O 
For large values of n, the last two factors approximate to unity, 
and the limiting value for a specified z, as n -+oo and p - 0, is 
given by 
P(r) = ,fe_lL/r 	....(1.10) 
This is the Poisson distribution (Fig. 1.1). It will be noted that the 
successive coefficients of e are the corresponding terms in the 
expansion of eu,  so that °=o P(r) = 1, as expected. (The generating 
function is et 1).) Also by way of confirmation, we may note that 
the mean value is 
00 	 00 
ry'e-'/r! = /1 	 — 1)! 
r=1 
— /1 	........(1.11) 
and that the corresponding variance is (cf. eqns. 1.8 and 1 .25a) 
a2 =r2Ze_/r! - 
oo 
	
= 2 ,tr_2- U/(T — 2)! + 
r1 	
— 1)! — p2 
(1.12) 
This result is in accordance with eqns. 1.1 and 1.3 above, since the 
appropriate value of a- for a count is unity. It is also in accordance 
with eqn. 1.8, when we take the limit n - , for finite np = ,a, so 
that p - 0 and q - 1. It is also easily shown, as follows, that, if 
two integer variables r and s each has a Poisson distribution with 
mean values p and P2' respectively, their sum also has a Poisson 
distribution with its mean value given by p = p + /12. The prob-
ability of obtaining the sum t is given by 
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.P5(0 = {pi' exp( - ji1)/r !}{P2t -r exp( - 	- r)!} 
= (JLj  + P2)t exp(—p1 -,U2)/t! ..... (1.13) 
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Fig. 1.1 Poisson distribution 
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Obviously, this can be extended to the sum of any number of 
such variables. While we shall not attempt any more general 
derivation of the Poisson distribution here, it is not surprising to 
learn, in the light of the above that our original assumption, in 
Section 1.2.2, that the small probabilities concerned are all equal, 
can be removed. It is, in fact, only necessary to assume that the 
number of potential contributions should be very large and that 
the individual probabilities should all be very small. A classical 
study (Bortkiewicz, 1898) of this distribution concerned the deaths 
of soldiers from horse kicks in the German army. The two con-
ditions necessary for the distribution to apply were both present, 
since the number of occasions when soldiers were exposed to 
possible horse kicks in those days was necessarily extremely large, 
while the chance of a fatal accident on any one occasion was 
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extremely small. In our case, the 'trials' referred to in the theory 
of Section 1.2.2 may, for example, be hypothetical tests as to 
whether pulses have occurred in successive small intervals of time 
or whether say, photoelectrons have been emitted from various 
small areas of a surface. 
It is particularly important to note that, since the only assump-
tion necessary concerning the nature of each 'trial' is that the small 
probability requirement be met, the time intervals tested do not 
need to be successive, areas tested do not need to be adjacent, and 
so on. It makes no difference if the total time interval is made up 
of a number of smaller ones separated from each other by non-
counting time. Similarly, a surface could be broken up into a 
number of separated areas. We shall make use of this point later 
in connection with the study of dead time in counters (Section 4.1). 
1.2.4 Gaussian distribution 
For large p and for r = m, the integral part of p, we may use 
Stirling's formula to approximate to P(m) as given by eqn. 1.10. 
This formula states that 
= (2 itr) 'r'e- {1 + (1112r) + (1/288r2) 	(1.14) 
On substituting in eqn. 1.10, we obtain, for large m, since 
Ip - mI< 1, 
P(m) (2xm) 1 "2(l + 1112m)'1 - (m - z)/m}me' 
(2p)'(1 + 1/12p) 1 
Then for any positive integer s we have 
P(m + s)/P(m) = flp/(m ±j)  
Provided that m > s, it follows that 
P(m + s)/P(m) = (p/$fl(1 +j/m)' 
exp{ - (f/rn)) 
exp{—s(s + 1)12rn} 
exp(—s 2/2p). . . . (1.17a) 
This is easily shown in a similar manner to apply also for negative s. 
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Therefore, for r = m + s, 
P(r) = P(m + s) 
(2ip)" ex p( —s 2/21u) 
(27rji) 1 "2 exp{—(r - p)2/2p} . . (l.17b) 
	
For 1r 	we then have 
r-&r-1 J 
F(f) P(r)Ar 
(274i)" exp—(r - jz)2/2p}ir 	. (1.18) 
The normal or Gaussian distribution for a continuous variable is 
of the form (Fig. 1.2) 
= (2it)_ 112a_ 1 exp{—(x - p)I2a}x 	(1.19) 
where PG(x)6x is the probability of a value between x and x + 5x, 
for small ox. The mean value of the Gaussian distribution is PG 
and its standard deviation is 0. It is clear that, if PG  is put equal to 
p and or is put equal to p' 12 . there is a close correspondence 
between eqns. 1.18 and 1. 19, although, strictly speaking, the former 
refers to a discrete distribution, while the latter refers to a con-
tinuous distribution. For this reason, a distribution of, say, counts, 
such as that of eqn. 1.18, is customarily referred to as a Gaussian 
distribution. 
-3 	-2 	-I 	0 	I 	2 	3 
deviation / standard deviation 	
Fig. 1.2 Gaussian dis- 
tribution 
Introduction 	9 
The true Gaussian distribution of eqn. 1.19 is one that arises 
when a departure from the mean value is the cumulative result of 
a large number of small positive or negative contributions occurring 
at random. This is a frequently arising situation in practice, at 
least as an approximation, and hence the Gaussian distribution 
occupies a place of central importance in the theory of probability. 
It has the important ('reproductive') property that if two or more 
variables with Gaussian distributions are added, the sum also has 
a Gaussian distribution (Whittaker and Robinson, 1944). More-
over, if variables with other distributions are so added, the resultant 
distribution (under certain conditions, which are nearly always 
satisfied in practice) tends to assume a more nearly Gaussian form. 
This is illustrated in Fig. 1.3 for the summation of variables with 
identical rectangular distributions. In spite of the fundamental 
importance of the Gaussian distribution in probability theory, it 
must be kept in mind that as an approximation for the Poisson 
distribution, with which we are mainly concerned, it has two 
important qualifications, as follows: 
It is a continuous rather than discrete distribution. 
In theory, it extends to - 	(although the probabilities 




-4 	-2 	0 2 	4 
deviation 
0.5 
/0 sum 	of two variables 1 - -4 	-2 	0 2 	4 
0 	 0 5 deviation 
0 
three 	variables 
-4 	-2 	0 2 	4 
deviation 
Fig. 1.3 Progress towards Gaussian distribution 
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purposes, when the mean is positive, as in our case), whereas the 
Poisson distribution refers only to positive values. 
These points emphasise the fact that the Gaussian distribution 
of eqn. 1.18 is only an approximation when substituted for the 
Poisson distribution and that anomalous or paradoxical conclu-
sions may be reached if this point is overlooked. It should also be 
noted that for sufficiently large values of ji, the 'reversed' Gaussian 
distribution, in which r 2 instead of ,l/2  is substituted for o in 
eqn. 1. 19, 
PRG(r)Lr = (27cr) 112  exp{—(r - p)2/2r}Ar . (1.20) 
is a close approximation to the Gaussian distribution of eqn. 1.18 
over that range of values of r (a few times ji 2 on either side of jt) 
where the probabilities are appreciable. It may therefore be used 
as an alternative approximation, although for a given value of jz 













Fig. 1.4 Distribution with positive skewness 
1.2.5 Higher moments of Poisson distribution 
The most important parameters of a distribution are normally 
the mean and the standard deviation, which is a measure of the 
spread of the distribution about that mean. These parameters of 
the Poisson distribution were discussed in Section 1.2.3, and it was 
shown that the standard deviation a was the square root of the 
mean value ji. A Gaussian distribution used to approximate to 
this distribution can have the same mean and standard deviation. 
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Further parameters which characterise distributions are the skew-
ness and excess kurtosis. Skewness is associated with the third 
moment of the distribution about its mean and with a tendency to 
tail off more gradually in the direction having the sign of the 
skewness (Fig. 1.4). Kurtosis is associated with the fourth moment 
about the mean and with the tendency for the curve (for given 
standard deviation) to be peaked and high in its central and 
extreme regions rather than flattened or shouldered and high in 
its intermediate regions (Fig. 1.5). The normal curve is referred 
to as a standard in this respect, and the phrase 'excess kurtosis' 




Fig. 1.5 Distribution with negative excess kurtosis contrasted with normal 
distribution (dashed curve) 
It will be convenient to denote the successive moments of a 
distribution about its mean byjqo,JU1, P21 ... and the corresponding 
moments about zero ', i'. ,i ', ... The zero moments It o and 
j' are both simply the sums of all the probabilities, i.e. unity; 
that is, for a discrete distribution of positive integers, 
00 
Po' 	Po 	Y P(r) = 1 	. . 	. . (1.21) 
Also ji ' p, the mean as already used and thus 
OD 
	
P' 	 . 	. 	. 	. 	(1.22) 
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while jt1 E 0. Also 
CO 
	
IL2 	 (1.23) 
and 
P2 	- 4u) 2P(r) 	. . . . (1.24) 
and so on. As is easily shown for both discrete and continuous 
distributions (Aitken, 1952a) the moments about the mean are 
related to the moments about zero by equations such as 
P2 = i6 
- CU, 
  
P3 = 	- 3P1 'P2'  + 2(jt 1 ')3 .....(1.25b) 
= 14 - 4p/23 + 6(p 1 ')2p2' - 3(p')4 	(1.25c) 
in which familiar numerical binomial coefficients appear. (The last 
coefficient is always one less than the order of the moment.) Eqn. 
1 .25a is particularly useful, and is very frequently used. The higher 
moments of the Poisson distribution are readily calculated by 
means of its moment generating function 
CO 
M'(t) 	r'/r! 
= exp{p(e t - 1)) 	. . . ( 1.26) 
The sth moment about zero is the coefficient of t5fs! in the expansion 
of M'(t), since 
= 1 + rt + r2 1 2/2! + ... + rt/s' ..... (1.27) 
Similarly, for the moments about the mean, there is a corresponding 
generating function 
MW = 	ae(_ItIr ! 	. 	. (1.28) 
= exp{p(e t - t - 1)) 	. . . (1.29) 
Therefore 
log M(t) = p(1 2/2 + t/6 + t4 /24 + ...) . . (1.30) 
and 
M(t) = (1 + pt 2/2 + p2t4/8)(1 + pt 3/6)(l + pt4/24) 
+ higher powers oft 
= 1 + pt2/2 + pt3/6+ (3 p2 + p)t/24 + .....(1.31) 
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This confirms that /22 = ,u and also gives 
(l.32a) 
and 
jz4 =3 4u+.0 	. 	. 	. 	. (1.32b) 
For any distribution, the skewness is defined as 1u3 fcr 3 and, for the 
Poisson distribution, it is therefore 
IL/a = 12/12 3 /2 = 	. 	. 	. 	. (1.33) 
This may be compared with the skewness of the Gaussian distri-
bution, which must be zero, from symmetry. For any distribution, 
the kurtosis is defined as jz4Ja4 and the excess kurtosis as /24/a 4 -3, 
since, for the normal distribution the kurtosis thus defined is 
(Aitken, 1952b) 
"Co 
a 	x4 exp(—x2/2a2)dx/(2ir)" 2 = 3 	. (1.34) 
—Co 
(This applies, of course, for any mean value, although zero mean 
is shown here, for convenience. This result may also be regarded 
as the limit of /24/a4 = 1241122 , as given by eqn. 1.32b, for ju - co.) 
From eqns. 1.32b and 1.34, it follows that for the Poisson distri-
bution the excess kurtosis is given by 
/24/04 — 3 = 1/hz .....(1.35) 
as compared with zero, by definition, for the Gaussian distribution. 
1.3 Bayes' principle 
1.3.1 Discrete variables 
To describe this very important principle (Bayes, 1763), some-
times alternatively known as Bayes' theorem, a convenient notation 
is desirable. The following examples illustrate the notation that 
will be used: 
P(A I H) denotes the probability of an event A occurring in specified 
circumstances H 
P(A, B I H) denotes the probability of events A and B both occurring 
in the same circumstances 
P(B I A, H) denotes the corresponding probability that B has 
occurred when A is known to have occurred. 
The symbol H may be omitted, for convenience, when this is 
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unlikely to lead to confusion. An important concept in probability 
theory is that of independence. The probability P(A I H) of an event 
A is said to be independent of that of an event B when F(A I H) = 
F(A I B, H). It is axiomatic in the theory of probability (e.g. 
Jeffreys, 1948a) that 
F(A, B I H) = F(A I H)P(B I A, H) 	. . (1.36) 
Likewise 
F(A, B I H) = P(B I H)P(A  I B, H) 	. . ( 1.37) 
If F(A I II) = P(A I B, H), it follows from these two equations that 
P(B I H) equals F(B J A, H). Independence is therefore a reciprocal 
property. The independence of two probabilities depends on the 
information given as well as on the events concerned. As a simple 
example, consider a die with some of its faces painted white, the 
remainder being black. Let it be thrown twice, and let A denote 
the occurrence of a white face uppermost at the first throw and B 
the same at the second. If the number of white faces is unspecified, 
the probabilities A and B are not independent, and F(B I A, H) is 
greater than P(B I H). On the other hand, if the number of white 
faces is specified as, say, 5, we have F(B I A, 5, H) = P(B 1 5, H). 
Likewise, if in the course of a calculation we specify the number 
of white faces as, say, r, we have F(B I A, r, H) = F(B I r, H). 
Bayes' principle follows immediately from equations 1.36 and 
1.37 and states that 
P(AIB,H)=P(AIH)P(BIA,I -I)/p(BIH) . ( 1.38) 
If there are n mutually exclusive conditions A,, one of which must 
occur, 
P(BIH) = P(A,IH)P(BIA,, H) . . ( 1.39) 
Eqn. 1.38 then takes the form 
F(A,.IH)F(BIA,., H) 
P(Ar I B, H) = n 	 (1.40) 
P(A, I H)P(B  I A,, H) 
r- 1 
In this equation, the probabilities P(A, I H) are referred to as the 
prior probabilities and, taken together, they define the prior dis-
tribution of the discrete variable r. The corresponding probability 
P(B I A r , H) is known as the likelihood for each value of r. The 
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probabilities P(A, j  B, H) are known as the posterior probabilities 
and, taken together, define the posterior distribution of r. It is 
important to notice that, if all the prior probabilities P(A, I H) are 
multiplied by the same factor K, say, the posterior probabilities 
are unaltered; also that the values of the prior probabilities do 
not matter for those alternatives A,, if any, where the likelihood 
is zero. 
As a simple concrete example to illustrate these ideas, consider 
the following case. Let the circumstances of the experiment (H) 
be that a die is thrown twice. Let A 1 to A 6 represent the respective 
appearances of the numbers one to six at the first throw. Let B 
represent the fact (conveyed to the estimator without further in-
formation) that the number on the second throw has exceeded the 
number on the first throw. A typical problem would then be to 
estimate the posterior probabilities for A 1 to A 6 . This problem 
will be worked out in detail in Section 1.3.4. 
1.3.2 Continuous variables 
The alternatives A, could be different ranges of values of a 
continuous variable. A typical prior probability would then be the 
probability that the variable should lie between a and a + öa. The 
variable must have some value within its specified total range, and 
the ranges such as a to a + öa can be specified to be nonover-
lapping and therefore mutually exclusive, as required, and also to 
include between them the total specified range. In the limiting case 
for small 5a, the summation of eqn. 1.40 becomes an integral, and 
we have that the posterior probability of a value of the variable 
between a and a + öa is, for small 5a, 
Pd(a I H)P(B a, H) 5a 
Pd(a I B, H) 5a = 
f 1d(a H)P(B I a, H) da 	
(1.41) 
with an obvious extension of the previous notation. The Pd repre-
sent probability densities, that is, probability per unit increment 
of the variable. The integral is taken over the whole of the specified 
range of the variable a, although it does not matter if any regions 
for which the likelihood P(B I a, H) is zero are omitted. The prior 
probability Pd(a I H) may be multiplied over its whole range by any 
constant K, without affecting the posterior distribution. Discrete 
distributions can involve double, treble or higher order summations, 
while continuous distributions can be in two or more dimensions. 
Mixed distributions, discrete in some variables and continuous in 
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others are, of course, also possible. An equation corresponding to 
eqn. 1.41 for a two-dimensional continuous case would be 
Pa(a, b J B, H) 5a ôb = P
a(a, b I H)F(B  I a, b, H) 5a 5b 
ff P,(a, b I H)P(BIa, b, H) da A
(1.42) 
If the variables a and b are independent, this becomes 
Pa(a, bIB, H) Sac5b = P
d(a I H)Pd(b I H)P(B I a, b, H)öaöb 
if Pa(a I H)Pd(b  I H)F(B  I a, b, H) da db 
(1.43) 
1.3.3 Expected values and standard deviations 
If Bayes' principle is used in this way, the mean of the posterior 
distribution for a variable provides the standard estimate, the 
expected value, of that variable in the light of the postulated 
circumstances H and the further information B (in the notation 
of the examples in Sections 1.3.1 and 1.3.2). For example, eqn. 1.40 
gives the expected value of r as 
r P(A, I H) P(B I A,, H) 
p rl 	 . 	. (1.44) 
P(A r IH)P(BlA,, H) 
r= I 
Similarly, eqn. 1.41 gives the expected value of a as 
f apd(a I H)P(B I a, H) da (1.45) 
f Pa(a I H)P(B  I a, H) da 
It will be noted that the expressions for such expected values have 
a characteristic form in which there is summation or integration 
of the probabilities leading to the observed result B in both 
numerator and denominator. The numerator differs from the 
denominator only in the presence of the additional factor (r or a 
in these cases) for the variable of which the expected value is being 
estimated. 
It is desirable to know the accuracy of such estimates. The 
standard deviation is readily obtainable in a similar way, by using 
eqn. 1.25a, which gives, for example that 
(1.46) 
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The required value of a2 corresponding to the value of a in eqn. 
1.45 would be 
- fa2Pd(aIH)P(BIa,H)da 
(1.47) 
J Pd(a I H) P(B I a, H) da 
A similar modification of eqn. 1.44 gives ? for that case. 
1.3.4 Precisely defined prior probabilities 
In some cases, such as the simple example given at the end of 
Section 1.3.1, the prior probabilities are fully determined by the 
circumstances H. The whole problem is then precisely defined, and 
the remaining steps to be taken are purely mathematical. For 
example, in the die problem at the end of Section 1.3.1, for all 
values or r, we have P(A, I II) = 1/6. Since P(B I A,, H) denotes 
the probability that the second throw will yield a number higher 
than that, r, of the first throw, we have 
P(BIA,, H) = ( 6— r)16 	. . . (1.48) 
Hence, from eqn. 1.40, 




=(6—r)/15 	. 	. . . (1.49) 
Thus the posterior probability that the first throw was a one is 1/3 
and that it was a six is nil. The expected value of the first throw 
in these circumstances is, from eqn. 1.44, 
6 
r(6 - r)136 
= r=1 
(6 - r)/36 
rI 




a, = {7 - (2+)2}hl2 
12472 	...... (1.52) 
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Using the convenient standard shorthand notation, the result may 
therefore be summarised as 23333 ± 1-2472. 
A closely analogous problem with a continuous variable would 
be the following. Two points X and Y are placed on a line of length 
L at random, so that their distances from a specified end 0 of the 
line have probabilities 3x1L and 5y/L, respectively, of lying in 
ranges x to x + ox and y to y + by. Given that Y has been found 
to be further from 0 than X is in a particular trial, estimate x for 
that trial. The expected value is given by eqn. 1.45 as 
= J 0 x(1/L){(L - x)/L} dx 
f (l/L)(L - x)/L) dx 
= L13 	........(1.53) 
The expected value of x 2 is given by eqn. 1.47 similarly as L 2/6, 
so that the corresponding standard deviation °r'  from eqn. 1.46, 
is L/18 112 . 
1.3.5 Prior distribution not precisely defined 
In many important practical problems, the prior distribution is 
not precisely defined by the circumstances of an experiment. 
Typically, the variable to be estimated is an unknown physical 
quantity, such as a rate, or the proportion of two components in 
a mixture. An experiment is devised and carried out for which the 
likelihoods are known, i.e. the probabilities of the various possible 
outcomes of the experiment are known for any specified value of 
the unknown quantity. The latter then has to be estimated from 
the results of the experiment. In these circumstances, the prior 
information about the unknown is likely to be vague and quali-
tative, rather than quantitative. Nevertheless, it must be put into 
a mathematical formulation, to permit the application of Bayes' 
principle. What is usually required is essentially a mathematical 
statement that the value is unknown. 
This may be achieved, in general terms, by making the prior 
distribution a very broad one. We have already seen that multi-
plication of all the prior probabilities by a constant factor does not 
alter the posterior distribution. If, therefore, we have a continuous 
variable x on which the only initial information is that it is positive, 
it is possible to say that its probability of lying in the range a to 
a + Oa is KOa, where K is a constant over the whole range of 
relevant values, without specifying the value of K and therefore, 
by implication, the length of that relevant range. (This avoids the 
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problem that, if a variable is equally likely to lie in any range a to 
a + öa, for given äa, from 0 to oo, its probability of lying in any 
specified finite range is zero.) A meaningful answer for the posterior 
distribution may then be obtained. The justification for this Step 
will not be discussed at any length here, and, for further and more 
adequate justification, the reader is referred, for example, to 
Jeffreys (1948b). 
It is clear from the discussion in Section 1.3.3 that the results 
obtained from a Bayes-principle calculation depend to some extent 
on the prior distribution, as well as on the likelihood. It is some-
times implied that this is a weakness in the method and that the 
answer should depend only on the experimental data. However, 
it seems inevitable that there must be some assumption concerning 
the prior distribution, implicit if not explicit, in any method of 
estimation. If an experiment is well devised and the data obtained 
from it is significant, we may expect that the dependence of the 
answer on the prior distribution will be small. The following is a 
simple example. 
A discrete variable can have positive integer values from 0 to 00 
and is known to have a Poisson distribution. A single sample is 
taken and has the value n. Estimate the expected value and standard 






j P I H)e dp 
 
where Fd(2 I H) is the prior distribution function, which is as yet 
unspecified. It has been argued (Jeffreys, 1948b) that, in the absence 
of any knowledge of the order of magnitude of a positive quantity, 
it is equally likely to lie in ranges corresponding to equal increments 
of its logarithm, i.e. that the prior distribution should be pro-
portional to 5t/p, in a case such as this. Eqn. 1.54 then gives, on 
putting Pa(u I II) = 1/4u. 
(1.55) 
Eqns. 1.10, 1.46 and 1.47 similarly give for the standard deviation 
= i/2 (1.56) 
B 
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On the other hand, it has also been suggested that equal increments 
of the unknown variable itself should always be taken as equally 
likely in the prior distribution. If we put P4(2 I II) as simply a 
constant, in eqn. 1.54, it is easily seen that we obtain, instead of 
eqn. 1.55, 
ji=n+1 	..... (1.57) 
With a derivation similar to that for eqn. 1.56, we then obtain 
= (n + 1) 1 /2 (1.58) 
Although it may be somewhat disconcerting that these slightly 
different answers (and indeed others also) can be obtained, depend-
ing on an arbitrary choice of the prior distribution by the experi-
menter, the essential points are that the difference between the 
answers is small compared with the uncertainty of order n ' /2 that 
exists anyway and that no reasonable choice of prior distribution 
is likely to produce any major change in the answer. The customary 
answer that is written is ii ± ,i 2 , but this may be for the con-
venience of brevity and because the difference is not statistically 
significant, rather than as a consequence of a deliberate selection 
of the 5jt/u distribution. 
A large change could only arise from the assignment of a narrow 
prior distribution. Such an assignment would only be justifiable 
on the basis of suitable evidence, such as the taking of a previous 
sample from the same distribution. This brings us back to the 
normal problem of combining the results of experimental obser-
vations, which is discussed, for example, in Section 1.5.2. When 
the observations are so combined, the initial assignment of a broad 
prior distribution before the taking of the first sample again has 
little influence on the final result. The question of the selection of 
the prior distribution is discussed further in Section 1.3.7. 
1.3.6 Further example 
Consider the following example. Two positive continuous 
variables have specified prior distributions with probabilities of 
values between x and x + ox and of values between y and y + by 
proportional to Ox/x ° and 
by/y0, 
respectively, for small Ox and by. 
An experimental measurement shows that 
L<x+y<U 	. . . . (1.59) 
where L and U are known (Fig. 1.6). What are the expected values 
of x and y on this data? The posterior probability of a value of 
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Fig. 1.6 Example with two 
continuous variables 
the first variable between x and x + ox and a value of the second 
variable between y and y + by is given by Bayes' principle as 
PAX, y) Ox Oy 
x °y ° Oy Ox 
f f:: x °y ° dy dx + J' 	x °y ° dy dx 






 dx + (1 - O)' f [x_0y_0l U_xdx y=L—x Jy=o I-  
x °y ° OyOx 
0 _9)1 fUx.e(U )1° dx(l _0)_ 1f x _ 0(L_ x) 1 _ 0  dx Jo 
(1.60) 
provided that 0 < 1. On the other hand, for 0 1, the denomi-
nator becomes infinite (see the second to last line of eqn. 1.60) and 
the probability for general values of x and y becomes zero. The 
probability may then be regarded as being concentrated along 
those portions of the axes x = 0 and y = 0 that lie within the 
bounds, x + y> L and x + y < U, provided by the experimental 
measurement, that is, from y = L to y = U for x =0 and from 
x = L to x = U for y = 0. 
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For 8 < 1, we have that the expected (posterior) value of x is 
given by 
fLfxx'_oy_odydx - Jufu_x1_e_ed 
OL-x
- 0 - 8)' f 'x_°(U - x)' ° dx - (1 - 8)-'J x°(L - x) 1° dx 
f
U_9( 
- x)1° dx - JLxI_e(L - x)'° & 
- f  
x °(U - x)' ° dx -f x °(L - x)1° dx o 
For 8= 0, that is, for prior probabilities simply proportional to 
5x and 5y, respectivly, this gives 
$'x(u_x)dx—Jx(L—x)dx 
x f(U_x)dx—f(L—x)dx 
= (U3 - L3)/3(U2 - L2) 	..... ( 1.62) 
(From symmetry, the same value applies for j.) All elements of 
equal area within the quadrilateral boundary then have equal 
probability, and eqn. 1.62 can easily be seen to give the mean 
distance to each axis from within the area. If U - L << U, for 
example, x approximates to U/2, as is to be expected. The general 
solution for 0 < 1 is 
- (
(1
320 - L320)B(2 - 0, 2 - 8) 
X 
- 
- (U2-2° - L220)B(1 - 8,2 —o) 
- (U320 - L320)r(2 - 0)['(3 - 0) 
- (U226 - L220)r(1 - 0)f(4 - 0) 	
(1.63) 
where B(f, g) is the beta function, defined as 
fI 
B(Jg)= 	t- 1 (1--t) 1 dt 	. . (1.64) 
o 
and f(h) is the gamma function, defined as 
r'(h)= fo th-le-t dt 	. . . . (1.65) 
It follows that, for integral values of h, we have IF(h) = (Ii - 1)! 
The second line of eqn. 1.63 follows, on using a standard mathe- 
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matical relationship between the beta and gamma functions, which 
is that 
B(f, g) = F(f)F(g)/f(f+ g) 	. . . (1.66) 
1.3.7 Choice of prior distribution 
When the prior distribution is not precisely defined by the 
statement of the problem, it is necessary for the estimator to select 
an appropriate prior distribution before proceeding. One principle 
that has been proposed as a guide for this purpose is that equal 
increments of the variable should carry the same probability. 
However, it has to be accepted that the choice of variables to be 
used is to some extent an arbitrary one. For example, exactly the 
same problem could be formulated in terms of two independent 
variables x and y or in terms of two independent variables r and 0, 
where x = r cos 0 and y = r sin 0, but equal probabilities for equal 
increments of x and y are not the same as equal probabilities for 
equal increments of r and 0. Hence this principle does not offer an 
unambiguous answer. Jeffreys (1948b) argues the merits of the 5a/a 
choice for the measurement of a single positive variable such as a rate, 
but we have seen in Section 1.3.6 that this choice can lead to 
serious difficulties for measurement in two (or more) dimensions. 
Our approach to this problem will be that there is no absolute 
rule but that the choice of prior probability should meet the 
following requirements, in descending order of importance: 
The prior distribution must have a precise mathematical 
form, to permit the calculation to proceed any further 
at all. 
It should as far as possible conform to the state of the 
prior knowledge, and should be broad unless there is 
adequate evidence otherwise. 
Subject to meeting (a) and (b), it should be mathe-
matically tractable. There is no point in choosing a 
mathematically difficult form when there is no adequate 
evidence to justify its use instead of a simpler one. 
These rules should lead to an accurate result whenever the experi-
mental data are adequate. 
1.4 Probabilities derived from known rates 
1.4.1 Definition of variable rate of randomly timed events 
Events of a specified type will be said to have a rate p(t), which 
is a function of the time t, when the probability of an event of that 
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type occurring in the time interval t to t + öt is, in the limit for 
small öt, given by 
öp=p(t)öt 	..... (1.67) 
If the response of a particular instrument to an event of that type 
is a function a(t) of the time t' of occurrence, only, with linear 
superposition, the expected reading at time t, after starting at zero 
at time t0 , is given by 
F(t) 
=fo 
 a(t')p(t') dt' 	. . . (1.68) 
since this is the limiting form of the sum given by eqn. 1.1, in this 
case. Eqn. 1.3 leads to a corresponding result for the variance of 
this reading, which is given by 
{a(t)}2 = f {a(t')} 2p(t') di' 	. . (1.69) 
1.4.2 Distribution of count for given time 
In any experiment in which the result is recorded on a counter 
(or scaler), a(t') has a fixed value of unity, and we get from eqn. 
1.68 an expected value z of the count (starting at time zero) given 
by 
11 = f p(t')dt' 	. 	. . . 	(1.70) o 
This equals pt, if the rate has a constant value p, corresponding to 
an average spacing between counts of i/p. From eqn. 1.69, the 
variance is identical with this, so that the standard deviation a 
is given by 
(1.71) 
It is important to note that this well known relationship applies 
whether p(t') varies with time or is constant. It is, in fact, as already 
mentioned, a property of the Poisson distribution, which we have 
discussed in Section 1.2.3 and of which this is an example, since 
it meets the requirement that there should be an extremely large 
number of 'trials', each with an extremely small probability of 
'success'. The 'trials' concerned are, of course, tests as to whether 
or not a pulse has occurred in each small interval of time within 
the counting interval, and these small intervals can be considered 
to be as numerous and short as desired, without limit, with a 
corresponding reduction in the probability for each. From eqns. 
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1.10 and 1.70, it follows that the distribution of counts it for a 
constant rate p for a counting time t is given by 
P(t) = (pt)e"'/n! 	. 	. . 	. (1.72) 
This result also applies to a variable rate p(t), provided that p is 
given the mean value of p(t') over the interval t (from eqn. 1.70). 
1.4.3 Distribution of time for given count 
In some counting experiments, the terminating count is preset, 
instead of the time, and the latter is the variable to be measured. 
In others, a train of pulses may be divided down by a counter, 
and we may be concerned with the spacings between the successive 
output pulses. For either of these situations, we are interested in 
the distribution of the time t for a given value of the count n, for 
a constant rate p. This may be derived from the Poisson distribu-
tion of eqn. 1.72 quite simply, as follows. The probability Pd(t I n)Ôt 
that the nth pulse after a specified time will occur in the interval 
t to t + öt, where öt is small, is the same as the probability that 
it - I pulses will occur in the interval t and one in the interval öt, 
because in the limit we may neglect the probability that two pulses 
will occur in the interval öt. We therefore have 
Pd(tln) bt = P_ 1 (t)pöt 
=pt1e"töt/(n - I)! 	. . (1.73) 
This gives a mean value for t, which is 
1=  fo pn h 11e_It dt/(n_ 1)! 
=n/p 	........(1.74) 
This corresponds to a divided rate Pd = p/n, as expected. The 
variance is given by 
= J pn g n+1e_P' dt/(n - 1)! - (n/p) 2 
= n1p2 	..........(1.75) 
It follows that the standard deviation, as a fraction of the mean 
time t is given by 
= (n 1 121p)1(n1p) 
= -.1/2 	 . ( 1.76) 
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The spacing therefore becomes more regular as n is increased. 
Since any mean output rate p/n can be specified and also any value 
of n, to control the fractional deviation, we have in this distribution 
a useful model for pulse trains with a controlled degree of random-
ness, varying all the way from complete randomness, with n = 1, 
to complete regularity, in the limit n —poo, p - , p/n Pd• 
1.4.4 Probability of specified sequence of pulses with known 
variable rate 
If we have a rate which is a known function p(t) of the time t 
over a time interval t = 0 to t = J and wish to determine the 
probability that pulses will appear at n specified times t 1 to t, 
during an actual experiment, this may be calculated as follows. 
Let the interval J be divided into a large number m of small 
intervals c5t. If these intervals are sufficiently small, they will con-
tain a maximum of one pulse each from the specified pattern. 
We shall distinguish those that contain no pulse by the suffix 0. 
The required probability is then given by the limiting value for 
small 5t of 
=:
H 11 - p(t0 ,) 5t0,} 	p:t,) öt5 
= exp{ 	p(to,) 5t0r} fl p(t) 5t 
= exp( -  fo p(t) dt} fi p(t) &3 	. . ( 1.77)si 
This probability is proportional to the tolerance with which each 
of the times t is specified, and is accordingly a small quantity of 
the nth order. 
1.4.5 A general theorem on expected values 
Consider an expression of the general form 
exp(—Ar - Aqtq - Arrr - 	- ...) (1.78) 
where r0 = 0 and where T,,, r, Tr ' T, . . . are defined for p>0, 
q> 0, . . . by equations such as 
rp 	>u1 	..... (1.79) 
and the distribution of the u, is of the form P(u), where 
P(u,) öu1  = pe' öu 	. . . . (1.80) 
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This is the ordinary distribution of the time between one pulse and 
the next at a constant rate p, given by putting ii = 1 in eqn. 1.73. 
The summations may be unconstrained, that is, from 0 to co, or 
they may, in some cases, be subject to constraints such as r q 
or p > s or q > 0. An extension of the method used by Parker 
and Vincent (1968) leads to the following rules for obtaining the 
expected value of expr. 1.78 above: 
There is a term for every permitted order of the suffices 
A q, r, s,. . . A permitted order is defined, for example, as 
o*p* q * r * s * 	.(1.81) 
where each of the * represents a < or an =. More 
explicitly, therefore, an example of a permitted order 
could be 
O<p <q=r<s... . . . (1.82) 
The selection of the permitted orders is, of course, deter-
mined by the constraints that have been specified as 
applying to the particular problem. 
Every term has K factors, where K is the number of < 
signs in the corresponding order. The first factor is, for 
example, 
F1 = p/(A + A q + A, + A5 ...) . . (1.83) 
where the summation in the denominator is to include 
all the coefficients, except those for which the suffix is 
specified in the order to be zero. The remaining factors 
are derived in turn by deleting the coefficients from the 
denominator in the order of their suffixes. Thus, for the 
example of eqn. 1.82, the next factor after that given in 
eqn. 1.83 would be 
F2 p/(A q +Ar +As ...) . . . (1.84) 
Where suffixes are specified to be equal, the corresponding coeffi-
cients are deleted together. Thus, again for the example of eqn. 1.82, 
the factor following that given in eqn. 1.84 would be 
F3 =p/(A5 +...) 	. . 	. . 	(1.85) 
since q = r. 
These two rules together fully specify the expected value of the 
whole summation. It may be noted additionally, however, that 
many of the terms will contain common factors and that this fact 
B* 
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can be used to put the total expected value into a more compact 
form. To prove these rules, consider first the case where all the 
represent < signs. Taking expr. 1.81 as an example, we then have 
that the required expected value is that of 
S= 
pi q=p+1 rq+1 s=r+1 
exp(—At A q tq - A, Tr - A 5;...) 
p=l 1=1 m=1 n=1 
exp{—(A + A q + . . .)(Eu1) 
(A q + A, + . . .) Uj') 
—(A, + A 5 + . . 
- .• .} 	........(1.86) 
where 1 = q —p and m = r - q and so on, and where all the Uj, 
uj ', Uk" ... are independent variables, each distributed in 
accordance with eqn. 1.80. The expected value of a single term 
in this summation is 
p+I+m+... 
T(P1 1 1 ... fO"O - FO 





=1 	 ... 	(1.87) 
P+ 4p+Aq++Aq +Ai.+...J 
When these expected values are summed in accordance with eqn. 
1.86, we obtain for the expected value of the total S 
P 
	\( 	p 	 18 
Ap+A q +...J\Aq +A,+... ... 	




This result is in accordance with rule (b). The results of the cases 
where some of the * represent = signs follow very simply. Where 
any suffix, say p, is specified to be 0, there is no summation over p, 
the value Of i,, is also zero and the coefficient 4, is eliminated 
from expr. 1.78. This is also in accordance with rule (b). Where 
any two or more suffixes are specified to be equal, the corresponding 
values of r are identical, and the sum of the corresponding co-
efficients must be treated as a single coefficient in an expression 
similar to expr. 1.78 but with a reduced number of terms in the 
exponent. Since the permitted orders, as defined, are mutually 
exclusive and include between them all permissible cases, the total 
expected value is the sum of the corresponding terms, as stated 
in rule (a). This completes the proof of the rules. It should be 
noted that, because geometrical progressions are involved, the 
terms as given in eqn. 1.87 can still readily be summed if every 
Nth term only is taken, for one or more of the suffixes, instead of 
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every term, as here. Although the rules (a) and (b) are quite straight-
forward to apply, the method is most practicable when the number 
of terms in the exponent of expr. 1.78 is quite small or when there 
are extensive constraints, as otherwise the number of terms becomes 
too large for convenient handling. Fortunately, these cases cover 
the main examples of interest, such as those of Section 4.4, where 
this theorem is used. 
As an example to clarify the use of these rules, consider the case 
illustrated in Table 1.1. This is the determination of the expected 
value of the expression 
exp(—A, - A q 1. q - A,r,) 	. (1.89) 
p=1 q=p r=1 
under the conditions given by eqns. 1.79 and 1.80. The permitted 
orders as defined by expr. 1.81 are given in the table, together with 
the corresponding term in each case. 








 + f)) ......(1.90) 
By way of further illustration of the rules, if this example was 
modified so that the summation over  was from 0 to cx, additional 
terms corresponding to 0 = .. . would be included, in which 
the coefficient 4, would not appear. 
1.5 Estimation of unknown rate 
1.5.1 Discussion 
Given a specified mean rate p and a time interval T, we are now 
(Section 1.4.2) able to calculate the expected value of the count n 
in that interval, its standard deviation and detailed distribution. 
However, the problem that most frequently arises is the converse 
one. Given that a count ii was obtained in the time Tat an unknown 
constant rate p, what value should be attributed to p and with 
what accuracy can it be claimed? This is essentially the problem 
of estimating the mean it of a Poisson distribution, given one 
sample from that distribution, that was discussed in Section 1.3.5, 
since, from eqn. 1.70, 
1z=pT 	...... (1.91) 
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In accordance with the discussion in Section 1.3.5, the value of p 
is therefore given by It = n ± n'12 or by It = n + 1 ± (n + 1)1/2, 
according to whether the probabilities in the prior distribution are 
taken to be proportional to op or to Op/p. If we follow the usual 
custom and write it = n ± n1 ' 2  (whether as the correct solution or 
as a convenient approximation), eqn. 1.91 then gives 
p—n/T±n 1 "2/T 	. . . . (1.92) 
1.5.2 Combining results of separate observations 
This subject was mentioned in Section 1.3.5 and deserves some 
further discussion. Consider a situation where a prior distribution 
function F4(p) has been postulated for an unknown constant p 
that is to be measured and where two experiments E1 and E2 have 
been carried out to measure p. Let P(E1  I p) denote a known 
function of p which is the probability that the observed result of 
E1  will occur for each value of p. Let P(E2  I p) denote the corre-
sponding probability for the result of E2 . Then, since the prob-
abilities are independent, for specified p, the probability of 
obtaining both the result E1 and the result E2 , if p is the correct 
value, may be denoted by 
P(E1 , E2  I) = P(E1 Ip)P(E2  I p) 	. . ( 1.93) 
If the results of the experiments are combined and Bayes' principle 
is then applied, the posterior probability of a value in the range 
p to p + Op is given for small Op by 
P(p)P(E1,E2Ip)Op 	
. (1.94) F(p I E1 , E2) OP 
= f Pp)P(E1 , E2  I p) dp 
On the other hand, if the experiments are considered separately, 
in turn, and the result of the first experiment only is calculated 
initially, using the same prior distribution, it gives 
P(p)P(E1  I p)  Op 
Pd(PIE1) 0P = 
	
( 1.95) 
J;Pa(P)F(Ei  I) dp 	
.  
This result must then be taken as the prior probability for the 
second experiment. (Note that, whether or not this experiment is 
physically an exact repetition of the first one, e.g. whether it is a 
count for the same or a different time, it represents a different 
experiment from the estimator's point of view, in a certain sense, 
in that it starts with this new prior distribution.) Omitting the 
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denominator of eqn. 1.95, which will cancel as a constant factor, 
we have 
Pd'(OIEl, E2) bp = 
Pd(p)P(Ej  J p)P(E2  I p) 5p 
f P,(p)P(E1  I p)P(E  I p) dp 
(1.96) 
It is clear from eqn. 1.93 that this is the same result as eqn. 1.94. 
Moreover, this rule can be extended to cover the case of any 
number of experiments. The final result is the same whether (at 
one extreme) the results of the previous experiments are used in 
turn to provide the prior probability for each new experiment or 
whether (at the other extreme) all the results are combined and 
regarded as those of a single experiment, for which the same 
original prior probability is applied. (It follows, also, that the 
result is independent of the order in which the experiments have 
been carried out.) In either case, the narrower the range of values 
of p over which the total observed results have appreciable prob-
ability (in other words, the more accurate the total experiment) 
the less does the choice of prior probability matter. 
It is instructive to consider these results in more detail for the 
case of two simple counting experiments to measure the same rate 
p, extending for times T1 and T2 , respectively. The probability that 
the first count will be r is given for any specified value of p by 
P(rlp, T1) =(pTj)'exp(—pT 1 )/r! 	. . (1.97) 
Given a prior distribution function P(p) for p, we then have for 
its posterior distribution with respect to the first experiment 
Pd(p
"d(P)(PTl) exp(—pT1) '5 	(1.98) r, T1 ) 3p
= j PdPXPT1 exp(—pT 1 ) dp 
Taking this as the prior distribution for the second experiment and 
omitting the denominator, as previously, as a constant that will 
cancel, we obtain for the posterior probability for that experiment 
Fd(p I r, T1 , s, 7'2)  op 
= Pd(p)(pTl) exp(_pTi)(pT2)s exp(—pT 2) Op 
f P(p)(pT1)r exp(—pT 1)(pT2)5 exp(—pT 2) dp 
Pd(P)Pr 
 +S exp{ —p(T 1 + T2)} Op 
= fFd PexP_PTl +T2 fldp 	
. . (1.99) 
This result can be similarly extended to cover any number of counts 
r, s, t, . . . in times T1 , T2, T3 , . . . It is important to note that this 
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result depends only on the sum of the counts r + s and the sum 
of the times T1 + T2 and that the division of the counts between 
the two (or more) experiments does not matter. The sum of the 
counts here is an example of a sufficient statistic, that is, a figure 
which for a specified purpose is just as adequate as the whole of 
the initial data from which it is derived. An estimator knowing the 
value of each count can do no better than one knowing only their 
sum. 
On the other hand, the two experiments obviously yield more 
information than would be obtained in a single one giving the same 
total count in the same total time. In the above, it is postulated 
(and therefore treated as a certainty in the probability calculations) 
that the two rates measured are the same. If this was not assumed 
to be a certainty, a failure of proportionality of the two counts 
to their respective times, outside the normal tolerances of a few 
standard deviations (Section 1.5.1) would in practice be taken to 
indicate that it was likely that the two rates measured were not 
the same, as intended, and therefore that the conditions were faulty 
in one or both experiments. Further experiments then would 
normally be carried out to determine the issue. However, for the 
combined result of any two or more of the experiments that are 
taken to be valid, the overall result of the calculations depends 
only on the sum of the counts and the sum of the times and not 
on the division of the counts between the experiments. Since the 
total count on which the estimation is based is increased with each 
new experiment carried out, the results of Section 1.5.1 show that 
there is a corresponding increase in the precision of the final result. 
1.6 Counts from decaying radioactive isotope 
For such an isotope, there is a constant probability per unit 
time, 2, that each atom will spontaneously emit a particle from its 
nucleus and change to another isotope. A similar situation applies 
to nuclei in excited states, which can emit a gamma ray and return 
to a lower energy level, in what is referred to as an isomeric tran-
sition. Such processes are of interest in connection with activation 
analysis (Section 4.2) and other work involving nuclear reactions. 
The theory that follows is equally applicable to atomic or mole-
cular processes, provided that the basic premise of a constant 
probability per unit time is valid for the decay of each atom or 
other item concerned. This constant, 2, is known as the decay 
constant for the process. If the radiation emitted is detected and 
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a count is made to determine the number no of active atoms 
initially present, the nature of the statistical error of the measure-
ments depends on the efficiency e of the counter used, i.e. on the 
probability that each decay event will actually be detected and 
counted. For example, if e is nearly unity and the count is continued 
for so long that few undecayed atoms are likely to remain, the 
statistical error must be very small. If these conditions do not 
apply, it may be comparable to the errors that we have already 
discussed in other counting situations, as the following analysis 
shows. 
If an active atom is present at the beginning of a time interval t, 
the probability that it will not have decayed by the end of that 
interval may be calculated as follows. Let the interval t be divided 
into m subintervals. For sufficiently large m, the probability that 
the atom will decay in the first of these is given by 2t/m, and the 
probability that it will not decay is therefore given by (1 - 1t1m). 
In the latter case, the same applies to the second subinterval, and 
so on, so that the probability of its surviving the whole interval 
is given by 
P(t) 	= 	(1 - At/rn)tm 
Lt  - 
= 	et (1.100) 
The corresponding probability of decay during this time is therefore 
I - e 	and the probability of decay and detection is given by 
p = (1 - e 2t)e 	. 	. . . (1.101) 
For the whole assembly of no atoms, the count distribution is 
therefore the binomial one for no and p. That is, the probability 
of a count ii is given by the binomial distribution 
Fe(fl) 
= 	 pfl(1 —p)' . 	. 	. (1.102) 
- n)! 
where r = no - ii. The mean of this distribution is given by eqn. 
1.7 as 
ii = fl op 
= n0(1 - e t)e 	. . . . (1.103) 
From eqn. 1.8, its variance is 
a 2 =n0 p(1 — p) 
= n0(l - e_At)e{1 - (1 - e t)e} 	. (1.104) 
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For e = 1 and t > 1/A, this variance is small, in relation to ii, as 
expected in that case. On the other hand, for e 4 1 or t 4 112, 
we have approximately a Poisson distribution, for which 
n(1 - e)e 
(1.105) 
This is the normal statistical error, in accordance with eqn. 1.71, 
and is the maximum standard error that can arise from the usual 
statistical fluctuations in the estimation of n0 . For intermediate 
efficiencies or times, the actual standard error may be calculated 
by means of eqn. 1.104. 
Chapter 2 
Linear Rate Measurement 
2.1 Historical 
The circuits that are now used for pulse-rate measurement have 
evolved from circuits that were developed for frequency measure-
ment in the 1930s. The original interest, as in the paper by Hunt 
(1935), was in measuring the frequencies of signals such as voice 
tones, and there was therefore much concern with such questions 
as the effect on the reading of the waveform and the harmonic 
content. There was, however, a suggestion in Hunt's paper that 
such an instrument could be used with a suitable detector for 
radioactivity measurements. Ginrich et al. (1936) published a paper 
which was specifically concerned with this aspect. Because the 
detector produced suitable pulses, the waveform problem did not 
arise, but the random timing associated with the radioactivity 
created new problems. It was found to be necessary to introduce 
a storage capacitor for smoothing, as in the modern ratemeter 
(Section 2.2) rather than to rely on the inertia of the meter move-
ment, as previously. There is, in fact, a fundamental difference in 
the design approach needed for these two classes of signal, i.e. for 
randomly timed and regular pulses, as we shall see later (Section 
3.2). The paper by Ginrich et al. was accompanied by a theoretical 
paper by Schiff and Evans (1936) concerned with the statistical 
analysis of the random fluctuations of the output. The latter paper 
derived the correct results for the expected value and standard 
deviation of the reading. At this time, the main emphasis was on 
securing adequate damping for accurate reading, but Schiff and 
Evans did point out that this damping also implied a slower 
approach to the equilibrium reading when a new input was applied. 
They also analysed the effect of the storage time constant providing 
this damping on the measurement of the decay of radioactivity. 
They were therefore touching on the fundamental problem of re- 
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conciling statistical accuracy with accurate time response, which 
is a major concern of this book. Their analysis of the averaging of 
multiple readings appears to be in error, and Section 2.6 should 
be consulted for this case. Further developments in linear rate 
meters were described by Lorenz et al. (1946), Kip et al. (1946), 
Schultz (1947) and Elmore (1948). Cooke-Yarborough and Pulsford 
(1951a) described a ratemeter with a feedback amplifier storage 
circuit. In this arrangement, the diode-pump circuit feeds into the 
virtual earth of the feedback amplifier, so that the saturation effect 
(Section 2.2) is negligible and the linearity and accuracy are very 
good for an analogue circuit. 
2.2 Ratemeter-circuit theory 
2.2.1 Basic circuit 
The basic features of a standard type of linear ratemeter such 
as that described by Elmore (1948) are shown in Fig. 2.1. The input 
pulses are typically derived from some type of nuclear-particle 
detector, usually via a suitable amplifier and possibly via discrimi-
nator, coincidence or other circuits inserted to select only the 
appropriate pulses for the particular experiment or measurement. 
These pulses are applied to a monostable circuit in the ratemeter, 
which generates an output pulse of fixed amplitude and duration 
for each input pulse that has sufficient amplitude to trigger it. 
These standardised pulses are applied to the diode-pump circuit, 
which is shown on the right-hand side of the Figure. The negative-
going step of the input waveform causes the diode D2 to cut off 
and the diode Dl to conduct, leaving the point A at the earth 
potential. The beginning of the positive-going step causes Dl to 
cut off. Both diodes then remain cut off until the potential at A 
has risen to equal v, the voltage on the storage capacitor C' at the 
time. At this point, the diode D2 conducts, connecting the capaci-
tors C and C' in series, and the potential at B is increased during 
the remainder of the step by 
Ew=(V—v)C/(C'+C) . . . . (2.1) 
This corresponds to the passage through D2 of a charge 
Aq = (V - v)C'C/(C' + C) . . . . (2.2) 
We shall assume for the present that the time taken for this whole 
diode-pump action is small compared with both the storage time 
constant T' = R(C' + C) and with the mean time interval i/p 
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(Section 1.4.3) between the input pulses. (Dead-time effects are 
discussed in Sections 4.1 and 4.2, while the effect of a delay between 
the negative step and the positive step is discussed in Section 5.5.) 
The potential v is then the potential at B before the pulse arrives. 
Since the points A and B are left at the same potential after the 
action described, the effective storage capacitance is C + C (giving 
the storage time constant T' defined above) and the corresponding 
charge stored is (V— v)C, from eqn. 2. 1, which is, of course, equal 




A 	 B 
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Fig. 2.1 Diode-pump ratemeter 
It follows from the above that the expected value of the total 
current through Dl into storage at the input pulse rate p and with 
the output potential at the value v is 
i=pC(V—v) 	..... (2.3) 
At the equilibrium value of v for the rate p, which we shall denote 
by Ve(P), this must equal the leakage current through the resistor 
R, so that 
VAPYR = pC{ V 
- 
V(P)} 	. . (2.4) 
This gives 
Ve(fi)VpT/(1+pT) 	. . . . (2.5) 
where T = RC. It will be convenient to refer to this parameter as 
the sensitivity time constant of the ratemeter. The output voltage 
will normally be displayed on a meter calibrated in rate, rather 
than voltage, giving a reading 
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= KVpT/(1 + pT) 	. . . . (2.6) 
where K is the appropriate calibration constant. If it is chosen so 
that 
KVT=l 	......(2.7) 
the reading will be exact at the bottom end of the scale, being 
given by 
r(p)=p/(l+pT) 	..... (2.8) 
In practice, it may be desirable to use a slightly higher value of K, 
so that the reading is correct at the top and the bottom of the scale 
(Fig. 2.2) and has a maximum error in the middle of the scale 
which is less (by the factor *, approximately) than the error which 
would appear at the top of the scale for the adjustment given by 
eqn. 2.7. The required linearity is obtained by keeping pT suffi-
ciently small, so that it may be neglected in the denominator, to a 
sufficient approximation. It follows immediately from eqn. 2.5 that 
the ratio Ve(p)/ V is then also small. This condition is achieved by 
using a sufficiently large capacitance ratio Q( = C'/C). We have not 
simplified the above derivation by approximating on this basis, 
since we shall use the more general result later (Chapter 5). A 
circuit in which the departure from linearity due to the variation 
of the denominator is appreciable may be said to be saturating. 
If the input rate is so high that pT > 1 and the output voltage 
approximates to V, the circuit may be said to be saturated. These 
conditions will be discussed in Chapter 5. 
It should be noted here that, for the condition v < V. the diode-
pump circuit with input rate p may be regarded as driving a mean 
current i = pCV (from eqn. 2.3) through a resistor R and a capa-
citor C' in parallel. Under these conditions, we have the relationship 
i = v/R + C' dv/dt ..... (2.9) 
This relationship between the current and the output voltage has 
exactly the form of the relationship to be expected between the 
current and the pointer deflection in a meter with a highly damped 
movement but negligible inertia. Equating torques in the latter 
case, one would have, say, 
K1 I = K2 0 + K3 dO/dt . . . . (2.10) 
where K1 , I2 and K3 are the appropriate coefficients for the 
magnetic torque, the spring torque and the damping, respectively. 
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Since the last term in eqn. 2.9 corresponds with the damping term 
in eqn. 2.10, the smoothing effect of the storage capacitance C' 
on the reading of the ratemeter is frequently referred to as one of 
damping. The standard deviation corresponding to the actual 
voltage fluctuations that occur is given in eqn. 2.24b. 
2.2.2 Modifications and practical limitations 
In the design of a practical diode-pump circuit, it is necessary 
to take the effect of stray capacitance into account. If there is a 
stray capacitance C,, to earth from the point A in Fig. 2. 1, ordinary 
electrical circuit theory tells us that the diode-pump circuit is 
effectively being driven by an input pulse of amplitude VC/(C + C) 
and as if via an input capacitance of C + C. Since an appreciable 
reduction of the effective input pulse voltage is undesirable, the 
input capacitance C must be large compared with any stray capa-
citance at the junction of the diodes. A large value of Q must 
therefore be obtained by making the storage capacitance C suffi-
ciently large. This may have the disadvantage of making the 
physical size and cost of the capacitor required inconveniently 
large. Moreover, since there is normally an upper limit to the 
magnitude of V that can conveniently be obtained with any given 
type of circuit, a large value of Q has the further disadvantage of 
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implying a low output voltage. Amplification is therefore necessary. 
A particularly elegant and satisfactory method (Cooke-Yarborough 
and Pulsford, 1951a) of obtaining a high value of Q to have good 
linearity is to use a negative-feedback amplifier (Fig. 2.3). This has 
the advantage that it not only provides the necessary amplification 
at the output terminal but also permits the use of a smaller capacitor. 
511 
- 	-1 input )Ut 
Fig. 2.3 Negative-feedback diode-pump ratemeter 
Crown copyright 
This is because the effective storage capacitance presented to 
the diode-pump circuit is given by 
C'=C1(1+A) 	..... (2.11) 
where Cf  is the feedback capacitance and where the gain of the 
amplifier is —A. The effective leakage resistance presented to the 
diode-pump circuit, for use as an equivalent value in Fig. 2.1, is 
given by 
R = .R1/(1 + A) ..... (2.12) 
which may be used in the eqns. 2.4 and 2.5 above. It may be noted 
that, for high Q, 
T'RC'R f Cf 	. . . . (2.13) 
Another common practice in working designs is to derive the 
driving waveform from a scale-of-two input circuit (Cooke-
Yarborough and Puisford, 1951a), rather than from the short-
duration monostable circuit (Elmore, 1948) which we have con-
sidered here. This has the advantage that it avoids a practical 
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difficulty that may otherwise arise in selecting the duration of the 
monostable pulse. If the latter is too long, it will cause a large 
dead-time loss of pulses at the higher rates, because pulses arriving 
while the monostable circuit is in its unstable state (or shortly 
after leaving it, also, in practice) will have no effect. On the other 
hand, if the duration is made too short, there may not be sufficient 
time for the charging actions that we have described to take place 
fully (Fig. 2.4). The latter condition is particularly likely to apply 
at the lower-rate scales, for which higher values of the feed capacitor 
C (Fig. 2.1) may be switched in, to obtain a sufficiently large value 
of the sensitivity time constant T = RC. It would be possible to 
improve the position by switching the monostable duration with 
the rate-range-control switch, but this solution is not usually pre-
ferred. The use of the scale-of-two input circuit has the advantages 
that it gives a very small dead time (simply that for one change of 
state of the circuit) and that it automatically adjusts the average 
charging time available at each step in inverse proportion to p. 
The statistical analysis of the output is made appreciably more 
complicated by the presence of the scale-of-two circuit, but it can 
be shown (Section 4.4) that the reading of the ratemeter, after 
multiplication by two to allow for the scaling factor, is, to a quite 
sufficient accuracy for all practical purposes, identical in both mean 
reading and standard deviation with a directly fed (monostable 









time from start of input pulse 
Fig. 2.4 Reduction of charge passed through Dl by premature termination of the 
input pulse 
The time constant is determined by the capacitance C, the forward resistance of the diode 
Dl and the output impedance of the source 
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Although we have referred to the circuit of Fig. 2.1 throughout 
this section, it will be apparent that everything said will apply 
equally well to a circuit with the sign of the driving-voltage wave-
form and the polarity of the diodes reversed. 
It is appropriate to mention here briefly another type of rate-
meter circuit, which is sometimes used as an alternative way of 
achieving a greater linearity (Hale, 1970). This has a storage 
capacitor and a leakage resistor, as in a diode-pump circuit, to 
remove the charge, but the input of charge is from a high-imped-
ance source, which is arranged to inject a fixed charge for each 
input pulse received (Fig. 2.5). For example, this can be done by 
injecting a fixed current via a transistor collector for a fixed time. 
The effective impedance at the transistor collector may be aug-
mented by negative-feedback control of the transistor current, if 
desired. However, the effective source impedance can never be 
infinite, and there is therefore some residual decrease in the current 
with increasing v and an equivalent input voltage V,, , such that the 
charge stored for each input pulse is proportional to V - v, as 
for the diode-pump circuit. It is possible, of course, for Ve  to be 
many times the supply voltage, under these conditions. The 
equivalent of eqn. 2.3, for this case, is 
i = p(T11R,)(V - v) 
...........(2.14) 
where Ti  is the controlled time of current flow, R i is the effective 




Fig. 2.5 High-impedance charging source 
ratemeter 
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representing the current that flows in the transistor while it is 
switched on. It follows that, over the range of output voltages for 
which this equation applies, this circuit can be regarded as the 
equivalent of a diode-pump circuit with the input capacitance 
C = T,/R and input pulse amplitude ye . 
2.3 Weighting functions 
2.3.1 Definition and properties 
In the linear ratemeter (taking the limiting case for v << V in 
eqn. 2. 1), we may say that each input pulse produces a step in the 
output voltage of amplitude VC/C. The effects of successive input 
pulses are cumulative, but, between input pulses, the output voltage 
decays exponentially with the time constant RC. The rate of fall 
of the output voltage in volts per second is therefore proportional 
to the output voltage itself. (Looking at the circuit from a slightly 
different point of view from that given in Section 2.2, one may say 
that it is this relationship that causes the output voltage to take 
up a value proportional to the rate, at equilibrium for a fixed rate, 
in the presence of the upward steps due to the input pulses.) In 
such a linear system, the output voltage at any instant is the sum 
of the contributions due to all preceding input pulses, each con-
tribution consisting of a step of the amplitude given above, fol-
lowed by its exponential decay with the time constant stated. To 
be explicit, if the times of arrival of the respective input pulses are 
denoted by t,, the reading is given by 
r(t) = E (KVC/C')exp{ - (t - f,)/RC') . . (2.15) 
where the summation is over all previous pulses and the usual 
calibration factor K has been included to convert from output 
voltage to rate reading. This gives the actual value for any sequence 
of pulses that has occurred, and shows the upward steps and 
exponential decay described above. If the individual pulse times 
are not known, but the rate is a specified function p(t) of the time, 
the expected value of the reading, when the signal has been applied 
since time t0 , is given by eqn. 1.68 as 
P(t) = 
fto 
(KVC/C')exp{ - (t - t')/.RC'}p(t') dt' 
f•t— to 
= I 	(KVC/C')exp( —t/RC')p(t - x)dr 	(2.16) 
Jo 
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where r = t - t' is the time lapse between the application of each 
part of the signal and the time of the reading that is being con-
sidered. When the input signal has a constant rate p and has been 
applied for a sufficiently long time for equilibrium to have been 





=KVTp 	........ (2.17a) 
where T = RC, the sensitivity time constant, as already defined. 
This may be compared with the more general result of eqn. 2.6, 
from which it may also be derived. The corresponding voltage is, 
of course, simply 	 ) 
i3(p=VTp 	.....(2.17b) 
The function (KVC/C')exp( - nRC') that appears in eqns. 2.15 
to 2.17 is an example of a weighting function. These functions are 
of fundamental importance in the theory of linear ratemeters, and 
we shall now proceed to consider their properties. This analysis 
will deal only with linear systems, and it will be assumed that these 
can be approached to a sufficient degree of approximation in 
practice by design methods such as those already discussed in 
Section 2.2. The weighting function of a ratemeter circuit, in the 
general case, is defined as being such that (cf. eqn. 2.15) 
r(t)=w(t—t i) 	. . . . (2.18) 
where the summation is over all previous pulses. The expected 
value of this for an input rate p(t) from starting time t 0 is then 
given by eqn. 1.68 as 
= 	w(t - t')p(t')dt' f o 
= f w(t)p(t—t)dt . . . . (2.19)  
Here, the rate function p(t) is said to be convoluted with the 
weighting function w(r) to give the function P(t). For equilibrium 
at a constant rate p, this takes the limiting value 
(2.20) 
Jo 
It will be convenient, as here, to omit the bar over the r, where 
this will not cause confusion. The weighting function therefore 
46 	Linear rate 
determines the constant of proportionality between the reading 
and the input rate, which we shall denote by K and refer to as the 
correction factor. It follows that for a correctly calibrated instru-
ment 
rW()dX 
= 1 	....... (2.21) 
For example, the correctly calibrated weighting function of expo-
nential form, having the storage time constant T', is given by 
w(r) = (1 /T')exp( - t/T'). The weighting function also determines 
the standard deviation corresponding to the random fluctuations 
of the reading, as follows. From eqn. 1.69, 
= f to {w(t - t')} 2p(t') dt' 
- to 
= I 	{w(t)}p(t - r) dv 	. . (2.22) 
Jo 
For equilibrium at a constant rate p, this takes the limiting value 
{ U(p)} 2 = p 
fo {w( r)} 2  dv 	. . . (2.23) 
If this result is applied to the exponential weighting given in eqn. 
2.15, the result is 
{o(p)} 2 = pK2 V 2C2R/2C' 
= pK2 V 2 T2/2T' 
= {r(p)} 212pT' 	. . . . (2.24a) 
where T' = RC, the storage time constant, in the limit C/C' - 0. 
It should be noted that in terms of actual voltage fluctuation at 
the output this corresponds to 
= V 2pT2/2T' 	. . . . (2.24b) 
It follows from eqn. 2.24a that the fractional fluctuation is given by 
c(p)/r(p) = (2pT') 1 /2 . . . (2.25) 
In theory, the equilibrium condition of eqn. 2.17 for the expo-
nential weighting function is never reached. It is only approached 
as the limiting condition for an infinite time. For most practical 
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purposes, the reading may be regarded as having reached equili-
brium when the remaining error is small compared with u(p). 
Because of the exponential nature of the decrease, a time of the 
order of lOT' would normally be quite sufficient. For example, at 
a rate of 10000 pulses per second with a time constant of 0-5s, 
the fractional fluctuation given by eqn. 2.25 is 001 (or a statistical 
accuracy of ±1 %). Alter the signal had been applied for a time 
equal to seven times the storage time constant, i.e. for 35 s, the 
residual systematic error would be a fraction - 000091 of the 
reading, or —0091 %, which could reasonably be regarded as 
sufficiently small in comparison. 
Since the response of an instrument obviously depends only on 
signals that have already reached it, we have only considered 
weighting functions here for positive values of the lapsed time T. 
However, when a signal has been recorded and is being analysed 
subsequently, this restriction need no longer apply, and we shall 
consider weighting functions extending into negative values of r 
in Section 2.4. 
2.3.2 Example of optimisation 
As a simple example of an optimisation problem involving 
weighting functions, consider the following. It is desired to find 
the form of weighting function w(v) which 
gives a reading which is independent of any input that 
has occurred more than T seconds earlier 
gives the minimum statistical error in the reading, i.e. 
gives the minimum ratio of the standard deviation of the 
fluctuations in the reading, expressed as a fraction of the 
mean value of the reading, at a constant input rate p. 
The first of these requires that w(r) should be zero for r> T. In 
the range 0 <r < T, let it have a value (Fig. 2.6) given by 
w(r) = W+ u(v) 	. . . . (2.26) 
where W is its mean value over that interval, so that 
f
T 
u(r) dv = 0 	.....(2.27) 
o 
From eqn. 2.20, the expected value of the reading is given by 
r(p)=p f w('r)dr o 
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so that W = lIT, for correct calibration (K = 1). From eqn. 2.23, 
the standard error a is given by 
a2 = f{W(T)1 2  dr 
= W2pT + p fo 
{U(T)}2 dv . . . (2.29) 
The ratio of error to reading is therefore a minimum for u(r) 0 
and w(r) constant, giving alp = (p7)-1/2. The rectangular weighting 
function is therefore the optimum one, according to this criterion. 
Such a weighting function is not as readily obtained in practice 
as the more commonly used exponential one, although there are 
various possible methods for approximating to it (Section 2.5). 
The normal counter-and-timer method of measuring a rate, simply 
by counting the number of pulses that arrive in a known time 
interval, is of course an example of the use of a rectangular weight-
ing function, but the reading is only available at the end of each 
counting interval, instead of continuously. However, there is one 
very important inference from this analogy, i.e. that the simple 
scaler-timer gives the optimum measurement of a fixed rate within 
a specified time interval. 
/ U(T) 
Fig. 2.6 Example of optimis-
ation 
2.3.3 Optimisation for rapid response 
It is well known, and has already been mentioned (Section 2. 1), 
that there is a relationship between the speed of response of a 
ratemeter and the (fractional root mean square) amplitude of the 
error in its reading at a given input rate. The speed of response 
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and the amplitude of the fluctuations both increase as the amount 
of damping in the circuit is decreased, i.e. as the duration of the 
weighting function is decreased. The expected value of the reading 
in the response to a step change p9 in the input rate is given by 
eqn. 2.19 as an increase at time t after the step of 
r5(t) = P. I w(r) d'r 	. . . 	. (2.30) 
Jo 
where w(r) is the weighting function. This response is therefore a 
monotonically increasing one, provided that w(r) is always positive. 
For the exponential weighting function, the step response shows 
an exponential approach to its final value. If w(r) has a region 
where it takes negative values, the step response may in some cases 
overshoot its final value (Fig. 2.7). 
Fig. 2.7 Arbitrarily chosen weighting functions with negative regions 
a Without overshoot of the final value in the step response 
b With such overshoot 
For weighting functions of a given form, the time scale provides 
a (reciprocal) measure of the speed. For example, for the expo-
nential weighting function, this is provided by the time constant. 
To compare weighting functions of different form, a convenient 
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general measure of the speed of response is required. For this, we 
may use (again as a reciprocal measure) the average delay L in the 
reading as defined by 
L=Jtw(z)di./Jw(r)dr 	. . . (2.31) 
For the exponential weighting function e_uh'T'/Tl, it follows im-
mediately that L is equal to T'. If the input rate p is subject to a 
smooth slow variation with time, with the second and higher 
derivatives small, L is the actual lag with which the reading follows 
the rate, for then p(t - r) p(t) - (dp/dt)'r for the values of t for 
which w(r) is appreciable. Therefore, the (expected) value of the 
reading at a time t which is long in relation to the duration of the 
weighting function is given by eqn. 2.19 as 
fo P( - r)w(z) dv 






- - 	t)dr o 
lcp(t - L) 	........ (2.32) 
It is evident that eqn. 2.32 represents a reading that lags with a 
delay L on the input rate, when the latter is varying in the manner 
specified. As an example (Vincent, 1963), let us now endeavour to 
find an optimum form for the weighting function according to the 
criterion that it should give a minimum fractional random fluc-
tuation of the reading (as defined by means of the standard devia-
tion o of the latter at a constant input rate) for a specified value 
of the average delay L, without giving an overshoot in the step 
response. It may be shown as follows that this optimum weighting 
function must be such that the step-function response (eqn. 2.30) 
is a monotonically increasing one, i.e. that w(r) is positive at all 
points. 
If this integral decreases in any region [with w(r) negative], it 
must reach a minimum and increase again [with w(i) positive], 
since there is to be no overshoot (Fig. 2.8). Let r 2 be the value of 
T at which the minimum is reached. Then it is always possible to 
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0. 
o 	 lj T2 T3 
1 
Fig. 2.8 Removal of negative region from a weighting function 
find r 1 <r2 and r 3 > v 2  giving the same value of the integral, so 
that 
f"13 
w(v) dv = 0 	.....(2.33) 
and also such that 
	
w(T)<O for t j <t<t 2 	. . .. (2.34a) 
w(i)>0 for t2 <t<t3 	. . . (2.34b) 
Consider a function W(T) defined as being equal to w(v) except in 
the range r 1 <v <ta, where W(T) = 0. It is clear that w(t) and 
W(T) give the same values of r(p) (eqn. 2.20), whereas W(r) gives 
a smaller value of a (eqn. 2.23). Moreover, from eqns. 2.33 and 2.34, 
f'12 	 ('T3 
tw(v) di + 	tw(r) dt 
Jtz 
> t2 	w(r) dv + v2  j w(r) A T I 	 2 
>0 ..........(2 . 35) 
C 
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Therefore L must also be less for W(T). The function W(T) is there-
fore superior to w(r) in respect of both amplitude of fluctuation 
and speed of response, as defined for the optimum that we are 
seeking. It would, of course, be possible (eqn. 2.23) to obtain an 
even smaller value of a2 /p by increasing the time scale of W(t) to 
restore the original value of L (eqn. 2.31) and reducing its amplitude 
to retain the same value of ,c = r(p)/p (eqn. 2.21). Our results so 
Ar may therefore be summarised as follows. It is clear that any 
function w(r) with a negative region can be replaced with another 
function, with a reduced negative region or no negative region, 
giving better performance. From this point, we shall therefore 
consider only w(r) > 0, which gives a monotonically increasing 
step-function response. 
For fixed p, r(p) and L, it follows from eqns. 2.20, 2.23 and 2.31 
that the weighting function for which a is a minimum may be 
found by minimising the expression 
E = p J {w(t)} 2 dt - Cp J w(r) dv - Dp J vw(v) dv 	(2.36) 
where C and D are undetermined constant multipliers and t, is a 
time beyond which w(v) is negligible. For small variations Aw(r) 
in w(v), one has f014 
i. P 	w(r){2w(v) - C - Dt} dt = 0 . . (2.37) 
For arbitrary Lw(v), eqn. 2.37 can only be satisfied if w(r) is a 
linear function of T. It is easy to see that a decreasing linear 
function is better than an increasing one. The following is a general 
proof that, of all positive functions, that which gives the minimum 
value of a for specified values of p, r(p) and L is one which de-
creases linearly from its initial value to zero and then remains at 
zero. Let 
w(r) = W(t) + u(z) 	. . . . (2.38) 
where 
W(t)=A(1 —nT 0) 	. . . . (2.39) 
(A and T0 being positive constants), for 0 <r < To, and W(n) is 
zero for all other values of T. Since w(t) > 0 for all values of v, it 
follows that u(r) > 0 for v> T0 . We then have, from eqns. 2.20, 
2.31 and 2.23, respectively, 
r(p)/p = JAT0 + fo u(n) dv . . . (2.40) 
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L)/P=*ATo 2 +Ju(.r)dr 	. . (2.41) 
and 
To 
a21p = JA2 T0 + 2A 	(1 - z/T0)u(r) A + I {u(t)} 2 dv 	(2.42) fo Jo 
Therefore 
a 21 = 2Ar(p)/p - 2ALr(p)/T 0 p - A 2 T0 
+ 2A 	(z1T0 - 1)u(t) dv +r {u(t) } 2 dv (2.43) Jr0 Jo 
In both integrals, the functions integrated are positive and have a 
minimum value of 0 when u(r) = 0. Therefore each integral has 
a minimum value of 0 when u(z) 0 for all values of r. The 
weighting function w(r) which gives the minimum value of a(p), 
without overshoot in the step-function response, for given values 
of p, r(p) and L, is therefore of the form (Fig. 2.9a) 







Fig. 2.9 Examples of weighting functions 
54 	Linear rate 
for 0 < t < To , being zero for all other values of T. Since speed of 
response and low amplitude fluctuation can be traded against each 
other, for given K = r(p)/p, by altering the amplitude and duration 
of the weighting function in inverse proportion, as discussed with 
reference to eqn. 2.35, it follows that this must also be the form 
of weighting function that gives maximum speed of response 
(minimum L) for given values of p, r(p) and c(p), under the same 
conditions. It is easy to show here, by putting u(r) 0 in eqns. 
2.40, 2.41 and 2.42, that - 
{op)1r(p)} 2 = 419pL 	. . . . (2.45) 
This may be contrasted with the exponential case (Fig. 2.9b) for 
which (eqns. 2.25 and 2.31) 
{o(p)1r(p)} 2 = 112pL 	. . . . (2.46) 
This fluctuation is slightly greater than that for the optimum case, 
but the difference is small (6% in a(p)/r(p)) and the exponential 
function has the advantage of being easily obtainable in practice, 
whereas the linear, function does not. 
If w('r) is constant, for 0 < 'r < T0 and zero for other values of 
'r (Fig. 2.9c), eqn. 2.46 is obtained again. If w(T) is proportional to 
'r, for 0 < 'r z(  T0 , and zero for other values of r (Fig. 2.9d), the 
coefficient becomes 8/9, which is appreciably greater than in the 
other cases, as would be expected with a weighting function so 
obviously unsuitable for the purpose. 
In Fig. 2.10, the optimum and exponential responses in the 
cxponential 
CL 
lop 	 optimum 
0 	 T 
Fig. 2.10 Comparison of exponential and optimum step responses for the same 
fractional standard error 
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reading are compared for a step change in the rate p, under con-
ditions calculated to give the same percentage fluctuation in the 
reading, as specified by o(j)/r(p), in the two cases. As would be 
expected, the optimum response appears to be only slightly better 
than the exponential response, although it does have the advantage 
that the correct reading is reached after a finite time. We have 
already seen (eqn. 2.29) that the case of Fig. 2.9c gives the minimum 
value of i(p)/r(p), if it is specified only that the final value of the 
reading is to be reached in a stated time after a step change in the 
rate. The rise of the integral is linear here. 
2.4 Processing of records 
2.4.1 General case 
If a recorded train of pulses is being analysed after the experi-
ment concerned and there is no requirement to minimise delay, a 
different form of optimisation problem arises. The requirements 
are then for minimum random fluctuation combined with minimum 
systematic distortion of the true curve of rate against time due to 
the convolution of the weighting function with it. These two 
requirements are again in conflict with each other, and the best 
compromise must be found. The expected value of the reading 
at time t from the start is given by eqn. 1.68 as 
	
r(t) = fo p(t')w(t - t') dt'. 	. . . (2.47) 
The standard deviation of this reading is given by eqn. 1.69 as 
{cr(t)} 2 = 	p(t'){w(t - t1)}2 dt' 	. . . (2.48) 
In dealing with a record in this way, it is, of course, permissible to 
use a weighting function w(v) that is nonzero for negative values 
Of T as well as for positive values, since this no longer implies a 
prediction (cf. Section 2.3). The integrals in eqns. 2.47 and 2.48 
must then be extended to include values of t' greater than t, as 
will be illustrated below, as well as those less than t. If w(x) is zero 
or negligible outside the range - T < z < T, eqns. 2.47 and 2.48 
may then be replaced, respectively, by 
r(t) = f
—T  
p(t - 'r)w(r) dv 	. . . (2.49) 
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and 
=  fT P(t - t){w(r)}2 di. 	. . (2.50) 
for t> T. Now consider p(t - r) expressed as a Taylor's series in 
the vicinity of the point t: 
p(t - = p(t) - rp'(t) + t2p"(t)12! - r3pm(t)/3! + ... 	(2.51) 
It is then clear that, for any symmetrical form of the weighting 
function w(r), the values of r(t) and a(t) given by eqns. 2.49 and 
2.50 are independent of the odd terms in the Taylor's series and 
are functions of the even-order coefficients only. For example, if 
p(t') is expressed with sufficient accuracy over the range t - T 
t' ' t + T by a linear function, by using only the first two terms 
in eqn. 2.51, r(t) equals Icp(t) and there is no lag in the reading. 
More generally, the even terms remain and constitute a source of 
error, i.e. a source of difference between the convoluted and Un-
convoluted value at each point of time. Such a convolution is 
inevitable in establishing a value for the pulse rate, since the 
weighting function must have a finite duration, to have any prac-
tical meaning. This systematic error will be positive if the curve 
of rate against time is concave upwards, and negative if it is 
convex. If the duration of the weighting function is too long, this 
distortion due to the second- and higher-order terms becomes too 
great. If, on the other hand, the duration is too short, the random 
fluctuations become too great, as in the previous case. An optimum 
may be sought in which the root-mean-square total error due to 
the combined effects of systematic distortion and random fluctua-
tion is at a minimum (Vincent, 1969). 
As an example of such an optimisation, consider a smoothly 
varying rate p(t) that can be represented with sufficient accuracy 
at all points by a Taylor's series expansion with terms up to the 
second order in r for all r such that I r I < T. (For a symmetrical 
weighting function, the fourth-order term is then the first one 
omitted). The quantity that has to be minimised is then from 
eqns. 2.49 and 2.50 
E2 = j-1 fo IWO - f A p(t - T)w(T) dr/ 	W(T) dr)2 
+ f
T
(t - t)(w(r)}2 dr/{f w(r) dy} 2] dt . . (2.52) 
where J is the total duration of the recorded signal. Provided that 
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the function p(t) is zero for t < T and for t J - T, this expression 





f-r= j1[{p(t) - 	 p(t - r)w(t) dr/ 	w('r) dt} 2 
Cr 
fr+ p(i) 	{w(z)}2 dt/{w(t) dt} 2] dt . . . (
2.53) 
J-T  
Since the duration 2T of the weighting function will normally be 
small in comparison with the duration J of the waveform being 
examined (if the latter is to be shown in any detail), this is not a 
serious restriction. Alternatively, the expression 2.53 may be re-
garded as an approximation valid when T 4 J. Since we have 
postulated the second-order Taylor's series expansion for p(t) to 
be sufficient, this expression may be written as 
fJ fT
J- = Jl [(I f2p"(t)w(r) dr} 2/{ 	w(r) dt} 2 O J-T 	 T 
fT
+ p(t) 	{w(r)} 2 dt/{w(r)  dt} 2]dt fT  
('I 	
f_1= [J 1 {p"(t)} 2 dt](T4/4){f -I  6X(0)dO} 2/{ 	x(0) dO} 2 fJo  
f f+ {J 	p(t) dt}(l/T) 	
{x(0)} 2  dO/{f x(0)dO} 2 (2.54) o 	 -i 	 1 
where 0 = /T and x(0) = w(r). Consider now various values of T, 
retaining the same form of the weighting function, as defined by 
x(0). Differentiating the above expression with respect to T, we 
then obtain as a necessary condition for a minimum 
f {x(0)} dO T 5 = - 	 . . . (2.55) (PIF)2{J _102x(0) dO} 2 
where p denotes the mean value of p(t) over the interval 0 to J 
and (p") 2  denotes the mean value of the square of its second 
derivative over that interval. It can be seen from the nature of 
expr. 2.54 that this must, in fact, be the desired minimum, and it 
therefore gives the optimum value of T. The mean expected square 
of the total deviation is then 
-
02x(0) dO} 2 h15 [j" {x(0)} dO'(p)4'5{(p")2}1/5 	(2 56) 
- 	 4{J'1x(0)dO}2 
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2.4.2 Rectangular weighting function 
As a particular example of the application of eqns. 2.55 and 
2.56, consider the case where x(0) is a constant (Fig. 2.12). This is 
the rectangular weighting function. It can be shown by a trivial 
modification of the argument used in Section 2.3.2, eqn. 2.29, that 
it is the weighting function that gives the minimum statistical error 
in the reading when the latter is required to be independent of any 
events occurring outside the range - T < T < T from the time of 
reading. Eqn. 2.55 then gives 
= 912{(p") 2} ..... (2.57) 
It can be seen from this equation that, if the rate is increased by 
a factor K, and the time scale of the variations in rate is unaltered 
[so that (p") 2 is increased by K, 2], the optimum value of T is 
decreased only by the factor K, 115 On the other hand, if the 
time scale is increased by the factor K, but the rates are unaltered, 
so that (p") 2 is decreased by the factor K 4, the optimum value of 
T is increased by the factor K 415 . If both changes are made simul-
taneously, with K,K = 1, so that the expected number of input 
pulses corresponding to a given portion of the waveform remains 
constant, T then increases in direct proportion to K. Putting x(0) 
equals a constant, for the rectangular weighting function, in eqn. 
2.56 and taking the square root to obtain the root mean expected 
square of the total deviation, we obtain 
{(5/4) 112(2/3) 115 2215/2}(p) 215 {(p") 2 } 1 "0  
= 0.680()2/{(p") 2 } 1110 	......(2.58) 
T 
Fig. 2.11 Exponential weighting function for zero lag 
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This particular result has been obtained previously by a less general 
method (Vincent, 1969). 
2.4.3 Exponential weighting function 
For a ratemeter with an exponential weighting function, with 
time constant T', we have a systematic error given, for K = 1, by 
r(t) - p(t) = (11T') p(t')exp{—(t - t')/T'} dt' - p(t) 	(2.59) fo 
If this expression is evaluated by expanding p(t') as a Taylor's 
series, the term - p(t) is cancelled, approximately, provided that 
t>> T', but a term in p'(t) remains, corresponding to a lag in the 
response, as well as higher-order terms. When a record is being 
analysed to recover the function p(t), such a term can be eliminated 




r(t) = (lIT') 	 p(t')exp(—(t + T' - t')/T'} dt' 	(2.60) 
o 
Then fort = t - 
fI
+T' 
r(t) - p(t) = (lIT') 	p(t')exp(—(t + T' - t')/T'} dt' - p(t) 
o 
= (I IT') 
J_T?'(t)t 
exp{—(t + T')/T'} dt 
+ (liT') I 	p"(t)t 2 exp{—(t + T')/ T'} dt/2 	(2.61) 
-T' 
provided that the second-order Taylor's series expansion is a 
sufficiently accurate approximation for all values of It I up to r 1 , 
say, which is large compared with T'. The weighting function has 
a small amplitude for values of t outside this range, and may, as 
an approximation, be taken as zero there. For t > T', the first 
term approximates to zero and the second one to (T') 2 p"(t)12. 
With these approximations, and neglecting the third- and higher-, 
order terms, we have 
r(t) - p(t) = (T') 2p"(t)/2 	. . . (2.62) 
Consider now the minimisation of the mean square total error over 
an interval t = 0 to t = J as in the previous case (Section 2.4.2) 
with J > T'. With a similar derivation to that used for eqn. 2.53 
and making the same approximations as in the derivation of eqn. 
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j I exp — (T + T')IT'}dr]dt 
= .1-1 f"{p(t)12T')  dt ........ (2.63) 
0 




2p"(t)} 2 + p(t)/2T'] dt 	(2.64) 
Differentiating with respect to T' and equating to zero, it is a 
necessary condition for a minimum (and can be seen, as previously, 
to be sufficient) that 
(T')3.T I fo
v(t)}2  dt - (T') 2J1
foixt) 
 di = 0 	(2.65) 
 
It follows that the optimum value of T' is given (in our previous 
notation) by 
.....(2.66) 
[This result differs from that previously given in the paper by 
Vincent (1969), which contains an error for this particular case.] 
The root expected mean square of the total deviation is then 
51/2 - 	 - 
(_)215{(pII)2} 1/10 = 0847(ö) 215 {(p") 2 } ° 	(2.67) 
It will be noted that for this purpose the exponential weighting 
function is quite appreciably inferior to the rectangular weighting 
Fig. 2.12 Optimum form of 
weighting function for processing 
records, according to certain 
specified criteria; and rectangular 
weighting function (dashed) 
0 
1 
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function, even apart from the fact that the former introduces a 
further systematic error due to the third-order term which is not 
present in the latter. 
2.4.4 Optimum form of weighting function 
So far, we have varied only the time scale of the weighting 
function, taking it to have a prescribed shape. As a further example, 
let us now consider the optimisation of the form of the function 
w(t), subject to the specification that it must be positive (or zero) 
for all values of T. This optimisation is to obtain the minimum 
random fluctuation, given specified values for the correction factor 
ic (desirably unity) and for the second moment J21  which deter-
mines the systematic distortion. The problem is closely analogous 
to that of Section 2.3.3, except that the second moment is involved, 
instead of the first moment associated with the delay. This analogy 
suggests a quadratic form for the solution, instead of the linear 
form of eqn. 2.39, with an argument similar to that of eqns. 2.36 
and 2.37. The following is a general proof that, for given values 
Of K and P2'  the condition that gives the minimum random fluc-
tuation is that w(r) be of the form 
w(t) = A{l - (T/7) 2} 	. . . . (2.68) 
from r = - T to r = T and 
w(r) = 0 	......(2.69) 
elsewhere (Fig. 2.12). Let 
w(r) = W(r) + u(r) ..... (2.7O 
where 
W(v) = A{1 - (t/7)2 1 . . . . (2.71) 
for - T 	T, and W(r) = 0 elsewhere, and where u(T) is any 
function of r, such that w(r) > 0. [It follows from the latter quali-





= (4/3)AT + f U(T) dr . . . . (2.72)  Co 
and 
P2 
= f T2 w(T) dr 
= (4115)AT 3 + f T 2  u(T) dr . . . (2.73) 
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and the random-noise coefficient is given by 
f= or 2/p = f {W(T)}2   dr 
f T= (16/15)A 2 T + 2A{l - ( r/T)2}u(r) A  
+ 	{u(r)}2 dv 
= 2AK - 2Ap 21T2 - (16115)A2T+ 
fJD 
{u()} 2  dr 
+ 2 A {(TIT) 2 - 1}u(r)dr 
+ 2A J {(v/T) 2 - 1}u(v) dv 	. . . (2.74) 
Since all three integrands can have only positive or zero values, 
it is clear that the function has its minimum possible value when 
u(r) 0, that is, when w(t) has the parabolic segment form defined 
for W(t). It should be noted that, for a specified value of K, eqn. 
2.54 (first equality) is of the form 
e2 =K1 p2 2 +K2 v ......(2.75) 
which is an increasing function of both P2  and v. For the optimum 
form A{1 - (z/T) 2 }, for constant K, we have that AT is a constant 
(1 for K = 1). It is then clear that, for this condition, P2  increases 
in proportion to T2 and v increases in proportion to A. The 
minimum for each is a decreasing function of the other (Fig. 2.13). 
Let EM be the minimum value of e on this curve, obtained at the 
point M*.  Then no other form of weighting function can give 
E <EM. Let the point 1' on the figure represent the corresponding 
values of P2  and v and let the point X on the curve have the same 
value of P2•  Then 
P> x . ....... (2.76) 
This demonstrates that this form of weighting function gives the 
minimum value of e in eqn. 2.54, for positive w(r). To check the 
improvement obtainable with this solution, let us evaluate the 
*As determined by eqn. 2.55 with x(0)= 1 —O 
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root mean square fluctuation derivable from eqn. 2.56 with x(0) 
= 1 - 02 . This gives 
e 	(3/4)' 2(1/15) 1110(5)215 {(p)" 2 } 1110 
= 0-661 (#)211{(p,)2}1/10 	..... (2.77) 
Whereas we have shown the rectangular weighting function (with 
coefficient 0680) to have an appreciable advantage over the ex-
ponential one (with coefficient 0847) for this purpose, the advantage 
that this optimum form (Fig. 2.12) gives over the rectangular one 
is much less. Since the rectangular form is more easily obtained in 
practice, it seems to be clearly the desirable one to use. 









Fig. 2.13 Relationship between random noise coefficient v and second moment 
2.5 Practical achievement of desired weighting functions 
The common exponential weighting function is not a difficult 
one to achieve in practice, since it only requires a capacitor to 
store charge, a leak resistance to reduce this by a constant frac-
tional rate per unit time and a means of inserting the same addi-
tional charge for each new pulse arriving, with sufficient accuracy. 
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However, for some purposes, such as the analysis of records that 
we have discussed in Section 2.4, this weighting function gives a 
performance that is appreciably inferior to the optimum. We need 
therefore to consider how other weighting functions could be 
obtained. First of all, the problem of obtaining a weighting function 
is not simply that of generating a voltage waveform of the corre-
sponding shape. What is required is a linear system which, after a 
relatively brief injection of charge (say) and a similarly brief circuit 
recovery (together comprising the dead time), is ready to deal with 
the next input pulse in the same way, whenever it occurs, and to 
add linearly the waveforms that would have been generated by 
the pulses occurring singly. Many such pulses may occur within 
the duration of the weighting function, so that there is a cumulative 










Fig. 2.14 Buildup of reading, after commencement of input-puise train 
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Obviously, the techniques that may be used will depend very 
much on the time scale in the particular case. As a simple example, 
to make the principle clear, consider the achievement of a rectangu-
lar weighting function at a relatively low rate. Let the pulses be 
passed through a discriminator as they arrive and be recorded on 
magnetic tape in a suitable form with sufficient amplitude to ensure 
their reliable reading off subsequently. If the pulses are then read 
off the tape, by means of two heads with a spacing between them 
corresponding to a delay 2T equal to the desired weighting-function 
duration, and if the pulses are counted as read at each head, the 
difference between the two readings at any time gives the count 
of pulses that have occurred in the corresponding 2T seconds. 
Since this is an integrating system, any error that was introduced 
by, say, a missed pulse would remain and the chances of this 
occurring must be minimised. It is for this reason that two counters 
are proposed rather than a reversible counter subtracting for pulses 
from the second head, since counts could be lost in the latter case 
owing to dead-time interactions between the two sets of pulses. 
To ensure that dead-time differences between the two counters 
would not matter, the dead time should be controlled by the dis-
criminator. With these precautions and with two counters of 
adequate capacity for the total number of pulses concerned, the 
method would appear to be reasonably practical. 
The simple counter timer, of course, has exactly the desired 
reading at the end of each count, but has the disadvantage that no 
further new reading is available until the end of the next count, 
so that this does not have a proper weighting function in the sense 
that we have defined it. However, it may be noted that it would 
not be difficult with modern digital techniques to operate a number 
of counter—timers (Ne , say) in an interleaved sequence, probably 
with a common output display. Although the reading would then 
change only at discrete intervals of 1 /Nth of the weighting-function 
duration, N would not have to be very large to ensure that the 
reading differed very little from that which would be obtained with 
the continuous reading of a proper weighting function. Because of 
the compactness, cheapness and reliability of modern digital cir-
cuits, this is probably the most practical solution. It is very flexible, 
being suited to both fast and slow speeds. An obvious alternative, 
if computing facilities are available to help in the analysis, is to 
use a single counter timer with a timing interval that is 1/Nth of 
the weighting function in duration. The counts can then be summed 
N at a time in groups of consecutive counts, giving N readings 
per weighting-function duration (2T, above). As already stated, it 
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Fig. 2.15 Fast rectangular weighing function circuits 
a A circuit to generate an approximately rectangular weighting function 
b Use of an amplifier to obtain a true response with adequate output amplitude 
is not necessary to have N very large, as the successive readings 
would then be highly correlated and add little new information, 
provided that T is small enough for the changes in rate to be 
followed accurately. 
For a fast analogue system, another method proposed by M. G. 
Davies has been described (Vincent, 1969). In this method, the 
initial process is that a charge is delivered into a storage capacitor 
very rapidly and allowed to leak through a resistor as in the 
standard method for producing an exponential weighting function. 
However, the output is then applied as a current drive (Fig. 2.1 5a) 
into a transmission line at one end where it is terminated by a 
resistor matching its characteristic impedance Z 0 . The length of 
the line corresponds to a travel time of T, where 2T is the desired 
duration of the rectangular weighting function, and it is terminated 
in a small resistance R. The purpose of the latter is to adjust the 
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Fig. 2.16 Formation of an ap-
proximately rectangular weighting 
function 
f fllSHllUfflSllfl 
amplitude of the reflected waveform, so that it is reduced by the 
factor (Z0 - .R)/(Zo + R) = exp(-2T/T e), where T is the time 
constant of the exponential decay, and therefore exactly cancels 
the tail of the incoming waveform (Fig. 2.16). The circuit shown in 
the Figure has the disadvantage that the desired condition that the 
attachment of the leakage resistor R to the transmission-line ter-
mination (instead of to earth) should not distort the exponential 
waveform too much is that R > Z0  and therefore that the output 
voltage is small. This could be overcome by inserting a suitable 
amplifier between the leakage resistor and the transmission line, 
providing a virtual earth for the former and a high-impedance 
current drive into the latter (Fig. 2.15b). For a somewhat longer 
time scale, a helical inner-conductor delay line or an equivalent 
lumped circuit network could be used, instead of a coaxial line. 
Such techniques have been described, in connection with other 
applications, by Glasoe and Lebacqz (1948) and by Lewis and 
Wells (1954). 
2.6 Composite weighting functions 
A particular problem occurs when an output signal is obtained 
as the sum of several others which are only partially correlated 
with each other, so that they are neither of identical waveform nor 
completely independent of each other. The difficulty is then to 
calculate the statistical fluctuations of the total output voltage. 
This problem arises in the paper by Schiff and Evans (1936), where 
they discuss the averaging of a number of successive readings of 
the same ratemeter, and also in the paper by Cooke-Yarborough 
and Puisford (1951b) on their multiple-diode-pump logarithmic 
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ratemeter (Section 5.3), with reference to the random fluctuations 
of the reading. (Although the latter problem refers to a nonlinear 
system, a treatment based on linear theory is permissible, as a good 
approximation, since the random fluctuations are of relatively 
small amplitude.) Schiff and Evans treated the contributing voltages 
essentially as independent, which could only be the case if the 
storage capacitor had been discharged after each reading, while 
Cooke-Yarborough and Pulsford used simple addition of the 
magnitudes of the random fluctuations, which would only be 
appropriate for signals of identical waveform. The correct approach 
to this problem is in fact quite simple, in principle, in such cases. 
The composite weighting function must be found, as a function 
of time, by adding the responses of the contributing circuits to a 
single input pulse in each case. The resulting composite weighting 
function may then be treated in exactly the same manner as any 
other weighting function (Section 2.3). 
! a 	T2—.j 




Fig. 2.17 Composite weighting function 
In the particular example shown, the components are equally spaced in time 
For example, to take the repeated reading case, let the weighting 
function for a single reading be 
w(r) = a exp(—r/T') 	. . 	. (2.78) 
for all t > 0, T' being the storage time constant of the ratemeter. 
Let n readings be taken at times t, t - r 1 , t —r2 , .. ., t —t,,. from 
the time of application of the signal to the circuit and let the 
corresponding weighting factors be a 0 , a1 , a2 ,.. . a_ 1 , respectively. 
The resulting composite weighting function w(T)  (Fig. 2.17) can 
be described most conveniently in a sequence of segments, as 
follows: 
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o <r <t1 w5(r) = a0 exp(—t/T') 
TI <t <t2 w(t) = (a0 + a1 exp(t 1 /T')}exp(—t/T') 
T2 <r <t3 w5(t) = (a0 + a1 exp(r 1/T') + a2 exp(t 2/T'))exp(—r/T') 
n-2 
tn _2 < T <ta _i w3(r) = { Y a, exp(t,./T')}exp(—t/T') 
r=0 
n—I 
;i <t 	w3(r) = { E a, exp(z,/T')}exp(—r/T') 	. (2.79) 
r=0 
where t0 = 0. More concisely, w(r) may be expressed as 
w3(r) = 0a, exp{—(t - 	. . . (2.80) 
where  is such that t m +1 >t tm  but 5 equal ton —1 ift;_ 1 . 
The expected value of the sum of the readings, at time t after the 
application of a constant input rate p, is then given (eqn. 2.19) by 





for t > T'. The corresponding standard deviation a(t) is given 
(eqn. 2.22) by 
{o3(t)}2 = p {w8(r)} 2 dt 
.Jo 
which, from eqn. 2.79, 
= (pT'12)[a02{l - exp(-2r 1/T')} 
• {a0 + a1 exp(v1/T')}2{exp(-2tjIT') - exp(-2t 2/T')} 
• (a0 + a1 exp(t 1/T') + a2 exp(r2/T')} 2 
{exp(-2t2/T') - exp(-2t 3/T')} 
n-2 
+ { a, exp(t,fT')}2{exp(-2r_2/T') - exp(-2r_ 1 fT')} 
r=0 
+ {n 
E'a, exp(r,/ T')} 2{exp( - 2x_ 1 /T') - exp( - 2t/T')}J 
(2.82) 
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These results can be simplified considerably if the weights are equal 
and the times equally spaced. (There does not seem to be any 
particular advantage in the extra weight given to the first reading 
by Schiff and Evans.) We now have a 0 = a1 =... = a_ 1 = a and 
'V1 =T2 -  'Vi . . . = t,_1 = UT', say. Consider the 
case where the input pulses have been applied for a sufficiently 
long time for equilibrium to have been reached before the first 
reading is taken. We then have, as a sufficient approximation, 
t = cc and 
2 a2pT' (1 - e20) ( 
US = 2 (1 - e - °) 2  k1 
- e °)2 
+(I - e -26) 2   +... + (1 - e" °)2 
e (1 - 	 "°)' 
+ 
(1 _e_20) J 
a2pT' 	~n—i 	
- °)2
coth(O/2) (1 - er8)2 + 	
- 
e 
e 	(2.83) - 2 )j r1 
For widely spaced readings, taking the limit for U = cc, this gives 
a2 = na2pT'/2. For repeated readings, after equilibrium has been 
reached, the weighting functions of the individual contributions 
are identical, apart from the different delays, and the expected 
value of the sum is given (eqn. 2.81) by nap T'. The above figure for 
a2 for U = cc therefore corresponds to the normal reduction of 
the fractional error by the factor n - 1 /2 to be expected for n inde-
pendent similar observations of the same quantity. For very closely 
spaced readings, taking the limit for U = 0, we have, on the other 
hand, a 2 = n 2a2pT'/2, the last term in eqn. 2.83 being the only 
significant one, and there is no reduction in the fractional error, 
again as is to be expected. Intermediate conditions, for finite 0, 
must be calculated from the equation. If the first reading is taken 
at only one interval UT' after the application of the input pulse 
signal, eqn. 2.83 becomes further simplified to 
a,2 
= a2pT' 
coth(0/2) (1 - e)2 	. . (2.84) 
2 	 r=1 
The corresponding value of r,, at t = nUT', is then given (eqn. 2.81) 
by 
r(nUT') = apT's (1 - e'°) 
= apT'{n - (1 - e'°)/(e° - 1)} 	. (2.85) 
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2.7 Exact distribution of readings for exponential 
weighting function 
Consider a linear ratemeter in which each input pulse increases 
the output voltage by A and in which the storage time constant 
is T'. When the product of T' and the mean input rate p is large, 
the reading may be expected to approximate to a Gaussian dis-
tribution, since a large number of events will each contribute a 
small fraction of the total reading. The mean output voltage A T'p 
(eqn. 2.20) and the corresponding variance A 2 T'p/2 (eqn. 2.23) 
then determine the whole distribution, to a good approximation, 
for a constant input rate p. It is quite clear that an approximation 
is involved, for, although the probabilities in a Gaussian distri-
bution are generally negligible for most practical purposes at, say, 
10 standard deviations from the mean, they do extend in theory 
to - co, whereas we know that the actual probability of any 
negative value is zero. The Gaussian distribution is therefore, 
strictly speaking, only the limiting form of the distribution for 
PT' > 1. 
We shall now determine the exact form of the distribution with-
out making this assumption. Let P4(v)öv be the probability for 
small öv that the output voltage has a value between v and v + öv. 
Then the probability that this voltage will happen to pass down-
ward through the value v 1  in any small time interval of duration 
5t is given by Pd(v l)v l i5t/T'. That is to say, the rate of such down-
ward transits is Pd(v1)vi/T'. These results follow because each such 
transit occurs in an interval of exponential decay of the stored 
charge, this decay having the time constant T', so that öv = vöt/T' 
is the voltage decrease in time öt. An upward transit through v 1 
can only occur in a voltage step starting from a value of v between 
v 1 and v 1 - A. The rate of upward steps through v 1 is the rate p 
of all upward steps multiplied by the probability of v lying within 
the stated range at the beginning of the step. Moreover, in the 
equilibrium condition, the rate of downward transits must equal 
the rate of upward transits. We therefore have 
Cvi 
	
Pd(v l )v j /T' = p 	Pd(v) dv . 	. . (2.86) 
when v 1 >, A, and 
V, 
 
= i 	Pd(v) A
'o I 
(2.87) 
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when v 1 <A, since v 1 cannot at any time be negative. Eqn. 2.87 
is easily solved by differentiation with respect to v 1 , which gives, 
for the differential of PAy1), 
Pd'(vt) = (pT' - l)Pd(v l)/v l 	. . . (2.88) 
This has the solution 
Pd(v)_—Kv°T'' ..... (2.89) 
where K is a constant which may be found when the whole dis-
tribution is known in terms of it. Knowledge of the relative values 
of Pd(v)  for values of v from 0 to A provides a starting point for 
the numerical determination of the rest of the distribution by means 
of eqn. 2.86. This may be done by using Simpson's rule, with steps 
AIM, where M is a suitable integer. The first point to be so deter-
mined is then at v = A + AIM. Obviously, if Pd(vJ) is the value 
being determined, it appears on both sides of the equation. This is 
easily dealt with, provided that M is large enough, by transferring 
the Simpson's rule term in PAvj)  to the left-hand side of the 
equation and amending the coefficient there accordingly. The 
resulting curve is independent of M, for sufficiently large M. All 
the values of Pa(v) obtained are relative only and include the 
unknown constant K, which can be eliminated finally by the 
requirement that the total probability must be unity. It should be 
noted that since pT' > 0, the integral J01 P(v)dv always has the 
finite value KApTI/pTl .  Some typical results are shown in Fig. 2.18. 











0 	2 	4 	6 	8 	10 	12 	14 
output voltage (Unit I step,A) 
Fig. 2.18 Some typical accurate voltage distributions at low rates 
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origin, and Pr the corresponding moment about the mean. Then 
pO'=jq O = 1 and for r> 0 
= I P,(v 1)v1' dv 1 Jo 
	




pT' v 1' 1 dv 1 	P(v)dv 
Jo  
IVr fvi 
= PT' - 	Pd(v) dv f - pT' I -- {Pd(v l) - Pd(vj - A)} chi; 
L r vi—A 	JA 	 r 
 
--
'   
	A—+pT'
rv1' 
 	()a14 T' J 
r 
P4(v 1)dv 1 
oo o r 
PT'JPd(V1 — A)dv j _PT'J_ — Fd(VI)th1 
= pT' 	
(v 1 + Af - 
Vir Pd(vj) dv 1 
= pT' {AP_ i + 	A 2p',_ 2 + (
r - 1)(r - 2) A3p',_313 
+ . . . A'' 0/r} 	........... (2.90) 
It follows from this result that 
= ApT' 	....... (2.91) 
= pT'(A 2pT' + A 2/2) 
= A2(pT') 2 + A2pT'12 . . . (2.92) 
and 
, 	j r2 
P2— - P2 
'U 1
) 
= A2pT'12 	...... (2.93) 
These agree with the known standard values (eqns. 2.17b and 
2.24b) and further higher moments may be calculated successively, 
as desired. For example, we have 
93 = pT'(Ap' + A 2 ,U11 + A 3/3) 
= A3 {(pT') 3  + 3(pT')2/2 + pT'/3} . . (2.94) 
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Using the standard formula relating the moment about the mean 
to the moment about the origin (eqn. 1.25b), we have 
= P3 - 3Pi'P' + 2(,u 
1,)3 
= A 3pT'13 	.......(2.95) 
The skewness is then given by 
.03/112 3/2 = 231213(pT') 112 
= 0.9428/(pT')1I'2 	. . . (2.96) 
Similarly, 
= pT'(Ap3 ' + 3A2 P2'/2 + A 3p 1 ' + 44/4) 
= A4{(pT')4 + 3(pT')3 + 25(pT')2/12 + pT'141 . (2.97) 
Again using the appropriate standard formula (eqn. 1 .25c), we 
have 
P4 = P4 - 4P1 'P3' + 6(p')2p' - 3(p 1 ')4 
= A4{3(oT') 2/4 + pT'14} 	..... (2.98) 
The excess kurtosis is then given by 
P41P22 - 3 = 1/pT' . . . . (2.99) 
An alternative method of obtaining the moments Pr'  would be that 
of Section 1.4.5. This is applicable, since the successive moments 
are the expected values, respectively of 
(Pi') 	Aexp(—r/T') 	........ (2.lOOa) 
00 
(P2) 	A2{>exp(_t/T')} 2 
oo 	00 
= A2 exp(—/T' - 1 q/T') 	. (2.1 00b) 
p=1 q=I 
(p3 ) 	A 3 {>exp( —r/T')} 3 
00 	00 	CO 
= A 3 exp(—i./T' - 'rq/T' - tn T') . (2.100c) 
p=1 qI r=1 
and so on. The evaluation of these expressions is simplified by the 
symmetry that exists between the p, q, r, ..., including the fact 
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Fig. 2.19 	Probability 
P(5, ,L) of exceeding 
five standard devia-
tions, in the positive 
direction, as a function 
of the mean ji of the 
low-rate distribution 
sA = PT' 
that the coefficients of r,,, tq . tr 	.. are all - lIT'. A point of 
interest is that, if the expressions are modified to read, the 
distribution concerned is that of the peaks of the voltage waveform 
and is exactly the same except that it is one voltage step A higher. 
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Fig. 2.20 The probability P(10, ) of a positive deviation exceeding 10 standard 
deviations in a Poisson distribution of mean value sri, plotted logarith-
mically as a function of jk 
Only selected points have been calculated and the curve has been drawn by hand through 
them 
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so that their lower ends represent a typical sample of the general 
voltage distribution. The moments of the distribution of the voltage 
peaks were derived in a manner similar to this latter method by 
Fowler and McLean (1959). They also verified their results with 
a Monte Carlo calculation (Sections 7.4 and 76). 
Referring again to the general voltage distribution, it is of 
interest to note that for a given value of the mean, in steps A, the 
skewness is very nearly the same as that of the corresponding 
Poisson distribution (eqn. 1.33) while the kurtosis is exactly the 
same (eqn. 1.35), although the standard deviation is less by the 
factor 2 1,'2•  For most purposes, such distributions are treated as 
Gaussian, with the known standard values for the mean and 
standard deviation, which are exact. However, it should be noted 
in Fig. 2.18 that there is visible positive skewness for values of 
pT' as high as 8. (The peak is to the left of the mean value, 8.) 
The positive value of the excess kurtosis indicates that the peak 
of the distribution is higher than it would be for a Gaussian dis-
tribution having the same standard deviation. An important effect 
of the departure from Gaussian form is that the probability of 
finding a reading higher than the mean by, say, 5 standard devia-
tions is appreciably higher than it is with a Gaussian distribution 
(Fig. 2.19). A similar effect (Fig. 2.20) applies to the Poisson dis-
tribution for low values of the mean (Vincent and Lamden, 1962), 
as might be expected from the similarity of the skewness and 
kurtosis, as mentioned above. 
2.8 Weighting functions in two dimensions 
It is possible to extend the analysis such as that used in Section 
2.4.1 into the case of two dimensions (or more, if an application 
exists). This would be relevant, for example, in making optimum 
use of the information recorded by photons or particles impinging 
on a surface. In this case, let p(x, y) be the unknown probability 
density, which is defined as being such that p(x, y)5xöy is the 
expected number of recorded points in the area bounded by the 
ordinates at x and x + ox and the abscissae at y and y + by, for 
small Ox and Oy.  As an example, let the weight to be given to a 
recorded point at (x + t, y + r) be w(rr), for evaluating p(x, y) 
where T,' = 2 + T Y 
 2 and where W(Tr) = 0 for t, >R Correspond-
ing to eqn. 2.54, we would thus have 
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o 
where A is the total area J$dxdy. Let 0 = tr/R and X(0) = w(r,). 
It is then possible to use eqn. 2.101 to derive an optimum value 
of B, for a given form of the weighting function, as defined by 
X(0), in terms of , the mean value of p(x, y) over the area, and 
j92 the mean value of (32p/ax' + 32p/ôy2)214 over the area. This 
process is similar to the derivation of eqn. 2.55. An analysis of 
this type would, for example, be relevant to the optimum size of 
the individual detectors in a multiple-detector gamma-ray camera. 
Chapter 3 
Further aspects of linear rate 
measurement 
3.1 Digital ratemeters 
3.1.1 Advantages of digital method 
A disadvantage of all the ratemeters described so far is that they 
are analogue devices and therefore subject to practical limitations 
of accuracy additional to the statistical ones. Provided that the 
input rate is sufficiently high and the speed of response required is 
not too great, the accuracy of a ratemeter permitted by statistical 
considerations may be 01 % or higher, in accordance with 
equations such as 2.45 and 2.46. However, the difficulty and cost 
of analogue circuits increases rapidly with increasing accuracy in 
this range. An alternative solution (Vincent and Rowles, 1963) is 
to use a digital system, and this is becoming increasingly attractive 
with the decreasing size and cost and improved reliability of the 
modern component devices from which such a system may be 
constructed. The digital instrument described in the Vincent and 
Rowles paper has many advantages over the analogue type, 
including the following: 
Apart from a small dead-time correction, which can be 
made quite precisely, the accuracy of the calibration of 
this type of ratemeter depends only on the frequency of a 
crystal-controlled oscillator and is therefore very high. 
The digital ratemeter is inherently linear in its action and 
completely free from any error due to saturation. 
The time scale can be extended in the design to give any 
time constant, however great, that is ever likely to be 
required in practice. This can be done without encounter-
ing the difficulties due to capacitor insulation limitations 
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and changes and consequent variations of the time-
constant and rate calibration, that would be liable to 
occur with an analogue circuit. 
The principle of this digital ratemeter is shown in Fig. 3.1. The 
unit is provided with a set of lamps on which the reading is shown 
continuously as a binary number. Apart from having the intrinsic 
advantages listed above and an output or indication that is (at 
least initially) in digital form, the ratemeter performs in an 
essentially similar manner to the ordinary analogue type, in spite 
of its different mechanism. The normal fluctuations of the output 
for randomly timed input pulses are inevitably present, in accord-
ance with the time constant chosen and the mean input pulse rate, 
as these fluctuations are consequences of the laws of statistics and 
not of a defect of the ordinary ratemeter. However, as will be 
described in more detail later, the digital ratemeter is normally 
used in such a way that these fluctuations only show, if at all, as a 
change of about ±1 in the last binary digit. Subject to the normal 
limits of meter accuracy, the reading can also be displayed by means 
of a meter, in the ordinary way, using digital—analogue conversion. 
nm w lhl5 SMM 
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3.1.2 Principle of operation 
The digital ratemeter consists essentially of a fast binary scaler 
and certain auxiliary circuits. This scaler normally counts all the 
input pulses arriving at the unit (subject, of course, to a small 
dead-time effect, as discussed in Chapter 4). The equipment also 
includes the crystal-controlled oscillator mentioned above. The 
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output frequency of this is divided by means of a second binary 
scaler, the timing scaler, and this gives an output at a lower 
frequency which may be varied by switching the number of dividing 
stages. The action of the unit may be described in terms of a cycle 
of this lower frequency. Briefly, what happens is that, once each 
cycle, a small fixed fraction 2 (for example, 1/1024) of the number 
in the scaler is subtracted from the latter, and the counting is then 
allowed to continue. It is clear that, apart from any small residual 
errors inherent in such a digital process, the subtraction of a small 
fixed fraction of the number from itself at regular intervals is 
equivalent to an exponential decay of the number. This decay 
counterbalances the rate of arrival of new pulses into the scaler, 
giving a similar action to that of the ordinary diode-pump linear 
ratemeter. If the fraction that is subtracted each time is 2_s  and the 
period between successive subtractions is T, the effective storage 
time constant T' equivalent to the product R(C + C) for the 
ordinary ratemeter (Fig. 2.1) is given by the equation 
T'=TT, ....... (3.1) 
The main scaler has 2s stages and the subtraction required may be 
achieved in a relatively simple manner that avoids the need for a 
conventional subtraction circuit. This is described in detail in the 
Vincent and Rowles paper. The flow of input pulses is stopped for 
a short time T (3 ps was used, but could easily be reduced with 
more modern circuit devices) by closing the input gate, to avoid 
any possibility of spurious interactions between the two processes. 
Only the readings of the s most significant stages are displayed by 
means of the lamps (and converted to analogue form, if an 
analogue output is required), since the readings of the other stages 
are subject to continual fluctuation. It will be convenient to con-
sider the binary number shown on the s most significant stages as an 
integer and to regard this as being followed by a binary fraction 
defined by the states of the remaining s stages, the whole being 
referred to as the binary reading b. Detailed analysis shows that 
the accuracy that can be achieved for randomly timed input 
pulses is limited only by the statistical considerations, which are 
essentially the same as for the analogue ratemeter, although the 
practical sources of error can be much greater in the latter case. 
For a fixed input rate p of regular pulses, the number to be 
counted in each cycle is given by 
(3.2) 
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Fig. 3.2 Digital-ratemeter 
readings 
a An increasing reading with 
regular input pulses at a con-
stant rate (29 = 32) as 
b An equilibrium reading under 
the same conditions 
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The ratemeter reaches an equilibrium condition in which the 
binary number 1(p) shows on the s most significant stages, where 
1(u) denotes the integral part of p. Typical plots of the binary 
reading b at a constant input rate are shown in Fig. 3.2. In equili-
brium, it is subject to a sawtooth variation, but the integral part 
1(b) stays at 1(p), with occasional peaks just reaching I(p) + 1. The 
latter peaks maintain the correct average number of subtractions, 
but are normally too brief to show on the lamps. (It should be 
noted that an exact integral value for p would imply input pulses 
actually synchronised with the timing oscillator of the ratemeter. 
The slightly different effect here is described in the reference given.) 
The normal rate reading must be obtained from 1(b), of course, by 
multiplying by a calibration factor K which, from eqn. 3.2, is 
given by 
K=l/(T5 —T) 	..... (3.3) 
When the input pulses are randomly timed, the plot of b at equili-
brium is more irregular, as shown in Fig. 3.3 (although a roughly 
sawtooth form may still be seen). This is to be expected, since 
pulses will occur at random throughout the cycle, and there will be 
a Poisson distribution with p ±,u' /2   pulses being counted in each 
cycle. The value of p is still given by eqn. 3.2, if p is taken to denote 
the mean rate of the random input pulses. Equilibrium is again 
obtained by a self-adjusting proportioning of subtractions of 1(p) 
and 1(u) + 1, but, when there is a chance succession of more 
closely spaced pulses or of less closely spaced pulses, the readings 
at the peaks may become higher or lower than this temporarily. 
A simple estimation of the order of magnitude of the variation to 
be expected may be made by comparison with the ordinary analogue 
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linear ratemeter. Eqn. 2.25 tells us that the standard deviation 
should be a fraction (2 pT') -'I ' of the reading. We therefore have 
Ub = jt/(2pT) 1 
= - 
= (p/21)1I2(l - T/T3)112 
= (/2)112(1 - T/T)112 	. 	. 	. 	. (3.4) 
where 4 =i/2s is the fraction of fullscale reading to be expected 
and the second factor is near to unity and may therefore be neg-
lected, as an approximation. It follows that 0b < 1. Although 
occasional deviations of a few times 0b  can be expected, and any 
deviation is theoretically possible, on sufficiently rare occasions, it 
must be expected that most readings will deviate from the mean 
value u only by a quantity of the order of ± 1. The chances of 
greater deviations occurring are even less when the reading is at 







Fig. 3.3 Equilibrium with 
random input pulses (with 
211 = 32) 
 
time 
3.1.3 Exact distribution of readings 
Consider a binary reading b = I + 0, where I [= 1(b)] and 2S0 
are integers (both less than 21 in an instrument where 2S > 1. Let 
P1(0)12s be the probability, in the distribution, of this reading being 
present. Let /2 denote the mean number of input pulses counted per 
cycle and let p > 1. We wish to investigate the distribution function 
P(0) for values of I such that I I - p I is small, specifically, such 
that (J - ) 2/ 1. [It will then be found that P(0) is a very 
rapidly decreasing function of I!- p 1, as is to be expected by 
comparison with the analogue ratemeter, so that its exact form for 
larger values of I 1— y I is of little consequence.] If n is the actual 
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number of input pulses that occurs in a particular cycle, the con-
sequent change in b is given by 
Al, = (n - 1)12' 
=(pJ)/2'+(nu)/2' . . . . (3.5) 
The standard deviation of n about its mean value z is p j "2 and 
under the conditions that we have postulated Ab << 1 for all 
changes except for a minority that are, in the limit, of negligible 
probability. It follows that the majority of the changes that occur 
will not involve a change of!, except for some originating in small 
regions of 0 near to 0 and to 1. These regions vanish in the limit 
for 2S>> 1. In an equilibrium condition, the mean rate of changes 
in the reading that cause it to pass upward through a particular 
reading b0 = I + 00 must equal the mean rate of changes that cause 
it to pass downward through that reading. The first term in eqn. 3.5 
gives to every change a fixed component in the direction which will 
reduce the difference between the reading and p. On the other hand, 
the second term is random and may be positive or negative, with 
expected value zero, from a given reading b. The effects of this term 
will nevertheless influence the relative number of changes passing 
through a given reading b0 , in each direction, if there are greater 
probabilities in the distribution for initial readings on one side of 
b0 than there are for those on the other. It should therefore be 
possible to use the equilibrium requirement to derive a gradient for 
P1(0) in the vicinity of 00. This may be done as follows. In this 
region (which may be regarded as indefinitely small, in the limit, 
for the conditions postulated) take, for 0 = 00 + A0, 
P1(0) = P1(00) + P1'(00)A0 . . . . (3.6) 
The probability that n - I will be negative and will give rise to a 
downward transit through b0 is given by 
1-1 	 (I—n-1)12 
PD = (ize/n 1 2'){ E PJ(00 + AB) + P1(00)12 
n=O 	 AO=1/2' 
+ P1(00 + I12S - n/25 /2} ....... (3.7) 
To simplify the writing out of this equation, the summation over 
AU with zero upper limit (I - n - 1 = 0) is used here to denote 
the cases, for a change of only 1/2' in the reading, where this 
summation vanishes altogether. (There is just one term in it when 
Co 
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the upper limit is 1/2.) The corresponding upward probability is 
given by 	
CO 	 (n-1---1)12 
Pu = 	(jf'e/n !2')( 	E P1 (00 - 0) + P1(00)12 
n=I+1 	 A01/2 
+ P1(00 - n12s + I/2')/2} 	.......(3.8) 
These equations require two comments. First, it is convenient to 
count a change that starts from or ends at I + 00 as f a transit. 
This need not be justified further, since such changes have a 
negligible part of the total probability in the limit jz>> 1. Secondly, 
the terms included for values of n which involve a change of I do 
not take account of this change. This is justifiable, since the 
probability of such changes (the factor jfe"/n!) has already been 
seen to be negligible in the limit 2' > 1, for given 0, and these terms 
therefore vanish in that limit. Eqns. 3.6-3.8 give immediately 
OD 
- u = 	(?e_z/n !2s){(I - n)P1(00) + (I - n)2p1(0 )/2s+ 
1) 
= (I - jt)P 1(O0) + (12 - 2111 +'U2 + p)P1l(0o)/2s 
(I - t)P1(00) + liP l (0)/2S+l 	 .. (3.9) 
Therefore, for this difference to be zero, in the limit for (I - 
P11(00)/P1(00) = 2s+ 1(11 - 1)/li 	. . . (3.10) 
For 4' = 4u/2s,  this gives 
d/dO loge P1(0) = 2(ji - I)/t/ 	. . . (3.11) 
It follows that P1(0) lies on a single exponential curve, for each 
value of I, and that its logarithm is a linear function of 0. Let 
Pd(b) = P1(0), when b = I + 0, for any value of I. Since the 
transitional regions for which eqn. 3.11 may not apply vanish, in 
the limit, as we have already seen, there will be an abrupt transition 
from each such exponential curve to the next, at their common 
point at an integral value of b, when Pd(b) is plotted against b 
(Fig. 3.4). When log e Pd(b) is similarly plotted, it displays a 
sequence of straight line segments, each covering a range of unity 
in b (Fig. 3.5), and, from eqn. 3.11, we have, for any positive 
integer m, 
109P(I4, + m) = l0gPd(1p) + (2/) (11 - J - r) 
= logPd(I) + (2/){mjz - ml,, - m(m - 1)/2} 




1(p)-I 	1(p) 	I(p)+I 	I(p)+2 	I(P)+3 
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where I, denotes I(p) and K is a constant. This result may easily be 
shown to apply for negative as well as positive values of m. It then 
follows that for any integral value of b 
l0gPd(b)=K—(l14)(b_p_.l12) 2 . . (3.13) 
and 
Pd(b) = e" exp{ - 	_.0  - 1/2)} . . (3.14) 
Fig. 3.4 Typical distri-
bution Pd(b) for q, = 10 
(with p - = 0.4) 
If eqn. 3.14 applied for nonintegral values of b, it would represent a 
Gaussian distribution with the standard deviation (/2)h/ 2  which 
we have already seen in eqn. 3.4. It follows that the actual distri-
bution must consist of a sequence of exponential segments, each 
covering a range of unity in b and ending at a point on this Gaussian 
curve at each end. (This curve would pass through the cusps of 
Fig. 3.4.) In the logarithmic plot (Fig. 3.5), the linear segments of 
the actual distribution form a sequence of contiguous chords of the 
parabola (not shown) representing this Gaussian curve and are 
tangential to a lower similar parabola (shown dashed). The value 
of K must be chosen so that the total probability in the actual 
distribution is unity. If the actual distribution and the Gaussian 
distribution are both plotted for unity total probability (Fig. 3.4), 
the latter makes a very good approximation for the former. It will 
be noted that the midpoint of the Gaussian distribution is at 
p + f, rather than p. This is understandable, since the subtraction 
rate depends on 1(b) which, on average, is less than b. It is com-
pensated for automatically in the instrument, since the reading that 
is displayed or converted (to analogue form) is also 1(b). Vincent 










Fig. 3.5 Logarithmic plot of the distribution Pd(b)  for 0 = 1•O and it - I() = 0.4 
and Rowles (1963) made some simple experimental tests of the 
distribution of the integral reading 1(b) and obtained results in 
accordance with the theory to about 5 % accuracy in the stindard 
deviation. 
3.1.4 Other digital ratemeter systems 
Because of its similarity to the above instrument in some respects, 
it is of interest to consider here the frequency meter described by 
Wood (1963), although it was designed for use with regularly 
spaced pulses and not with the randomly timed ones that are our 
main concern here. The intended application was for use with 
transducers used in measurement and control that generate an 
electrical signal of frequency dependent on the quantity being 
measured. (Wood quotes a vibrating cylinder pressure transducer 
as an example.) This frequency meter depends for its action on a 
reversible binary counter, which counts as positive incoming pulses 
derived from the transducer signal. The subtraction input is 
obtained from a binary rate multiplier, which is controlled by the 
reversible counter and therefore gives a subtraction rate pro-
portional to the reading of the latter. The action is therefore 
similar to that in the previous case, with an exponential approach 
to an equilibrium reading corresponding to the input rate. The 
problem of any potentially undesirable interaction between add 
and subtract pulses arriving about the same time is taken care of by 
means of a coincidence circuit, which then inhibits both. An 
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auxiliary circuit also suppresses the inputs for as long as add and 
subtract strictly alternate. These circuits, together with a further 
arrangement for phase-locking the two trains of input pulses, 
ensure that a steady reading is held at a constant rate of input 
pulses. 
Although such circuits may seem to be relatively complicated, 
Wood makes the point that an ordinary scaler—timer arrangement 
normally includes two full scalers (since the accurate timing 
interval required is obtained by dividing down the frequency of a 
crystal oscillator), and there is therefore not such a great difference 
in the number of components required. Moreover, modern 
techniques of circuit design and construction make it much easier 
to use greater numbers of active component devices and more 
complex circuits, if this is needed to obtain the performance 
desired. Bellomy (1965) proposed a digital ratemeter for random 
input pulses with a similar basic action to the two above. He 
describes the action in terms of digital differential-analyser 
techniques, which, however, are not necessarily substantially 
different from the others in their detailed hardware implementation. 
For example, he suggests the use of a reversible counter, which was 
also used by Wood. 
3.2 Inverse-time-interval ratemeters 
Because of the fundamental importance and wide application of 
rate measurement, many attempts have been made to improve on 
conventional methods. One such (Gopalan and Rajagopal, 1961) 
was based on the inverse-time-interval ratemeter. This type of 
ratemeter was originally designed for use in physiological and 
other experiments giving regular or nearly regular pulses, rather 
than the randomly timed ones that we are mainly concerned with. 
Obviously, there is no difficulty in principle in recording the time 
interval between successive pulses quite accurately and in display-
ing this. However, if the experimenter wishes to have a reading in 
terms of the rate per unit time rather than of the time interval, he 
will require it to be proportional to the reciprocal of the latter. 
Analogue circuits for this purpose have been developed for example 
by Andrew and Roberts (1954), Manzotti (1956), Berwin (1960) and 
MacNichol and Jacobs (1955). Such circuits are well suited to the 
purposes for which they are intended, since they respond in the 
minimum possible time (one interval) to any changes in rate, but 
they are limited in accuracy to some extent by the use of the analogue 
88 	Further aspects 
inversion process. However, with modern digital-logic techniques, 
an accurate digital reciprocal can readily be obtained (James et al., 
1972), and could also be accurately converted into analogue form, 
if desired. 
It is clear that, with randomly timed input pulses, such a rate-
meter would give such widely varying readings that they would be 
meaningless. Gopalan and Rajagopal (1961) suggested that this 
type of instrument could be used if it was preceded by a suitable 
scaler. The output pulses are much more regular than the input 
pulses (Section 1.4.3), and are therefore more suitable for this type 
of ratemeter. For a large scaling factor N, the fractional fluctuations 
in the time interval (eqn. 1.76) are of the order of N 112 . This 
method of operation is therefore quite feasible. The authors also 
claimed that such a combination would have advantages in per-
formance over standard ratemeters. Detailed analysis (Vincent, 
1964b), shows that although this type of ratemeter may have useful 
properties for certain purposes with random input pulses, it does 
not offer any escape from the related limitations of speed and 
accuracy already found for the standard type of instrument 
(Section 2.3.3). From eqn. 1.73, the probability of a time interval 
in the range t to t + öt between the output pulses of a counter 
with scaling factor N is given by 
PN(t)*51 = pNIN -1 e't t/(N— 1)! . . . (3.15) 
If the reading is Kit, in which K is a calibration constant, its mean 
value is given by 
Nif P = KJp_2 e1tdt/(N_. 1)! 
= Kp/(N— 1) 	.......(3.16) 
The corresponding standard deviation is given by 
C r2 = {K 2p?/(N_ 1)!}ft1_3 etdt - K 2p2/(N— 1)2 
0 
= K 2p2/(N— 1) 2(N-2) ........ (3.17) 
The fractional standard deviation is therefore given by 
= (N-2) -1 /2 	. . . . (3.18) 
It follows that, if an accurate reading is to be obtained, N > I. 
We therefore have a situation closely analogous to the scaler-timer 
or rectangular-weighting-function case (Section 2.3.3). In the 
latter, a time interval is specified, and the count within it has an 
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expected value proportional to the rate. In the present case, it is 
the count that is specified and the time that is measured. The 
reciprocal of the time is then taken to indicate the rate. Since the 
fractional Standard error equals or approximates to N 112 in both 
cases, we may expect the two methods to give basically similar 
results. In both, the simplest arrangement is to make the measure-
ment over one interval (time T or count N) and to display it over 
the next such interval. In both, a faster response can be obtained by 
means of a more complex system that permits renewal of the read-
ing at shorter time intervals. For the scaler-timer units, this would 
consist of a number N of counters with overlapping time intervals 
T which are delayed with respect to each other in equally spaced 
steps of TIN, (Section 2.5). The result displayed is always that of the 
latest count completed and the overall effect is equivalent, in the 
limit for large N, to that of a simple rectangular weighting function. 
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Fig. 3.6 Inverse-time-interval ratemeter action (for N = 8) 
a Simple action 
b Rapid-response modification 
The corresponding fastest response, in the inverse time interval 
ratemeter case, would be obtained with a reading proportional to 
the reciprocal of the time interval between the last input pulse 
(Fig. 3.6) and the one N pulses earlier than that. Although either 
of the fast response systems, described, for the scaler—timer or for 
the inverse-time-interval ratemeter, would require equipment of 
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some complexity, there seems to be no conclusive reason why they 
could not be implemented in practice, if required. For example, 
with a low input rate, either system could be programmed on to a 
small fast digital computer provided with a suitable clock input 
and dealing with the input pulses in real time. The correspondence 
of the results in the present case with those for the rectangular 
weighting function may be seen as follows. For the fastest response, 
each reading is based on N intervals between pulses and is then 
displayed for one pulse interval. The average delay between input 
and display may therefore be considered to be (N + 1)/2 pulse 
spacings or 
L = (N + 1)12p 	. . . . (3.19) 
We therefore have, from eqn. 3.18, 
rIr = (N-2) 112 
= {(N + 1)12(N - 2)pL} 112 . . . . (3.20) 
This may be compared with the optimum case of eqn. 2.45, which 
gives 
eYrIr = (419pL) 112 	 . 	 . 	 . 	 . 	 . (3.21) 
It may also be compared with the rectangular weighting function 
case of eqn. 2.46, for which 
= (112pL)112 .....(3.22) 
It will be seen that the present case gives a result that is somewhat 
inferior to either of these. However, it does agree with the rect-
angular weighting function result in the limit for large N. An 
interesting and possibly useful feature of the scaler and inverse-
time-interval-ratemeter combination is the fact that it behaves 
differently from the conventional ratemeter when considered over 
a range of input rates p. For the conventional instrument, the 
speed of response remains constant, while the standard fractional 
error varies as p - 1/2 For the present instrument, it is the accuracy 
that remains constant, while the speed of response varies as i/p. 
This property could well prove useful for some applications. 
3.3 Low-level counting 
This is a case in which statistical fluctuations are inevitably 
important. Some background is unavoidable, no matter how many 
precautions are taken to reduce it, and, when a weak source is 
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being counted, the background rate Pb  may exceed the true rate 
í3 due to the source. The actual mean rate during the source count 
is, of course Pt = Pb + p3 and the value of p3 is obtained from the 
equation 
P3 = Pt - Pb 	..... (3 . 23) 
where Pb  is measured with the source well removed. If times T and 
Tb are used respectively for the source and background counts, we 
have that the standard error o of p3 is given (eqns. 1.70 and 1.71) by 
a32 = p/T + Pb/Tb ..... (3.24) 
If T + Tb = T, which is fixed, it is easily shown that the choice of 
7', and Tb for minimum a3 is given by 
T:/Tb  = (Pt/Pb)"2 .....(3 . 25) 
The minimum is a broad one and, if Pb . p3 , it is satisfactory to 
make 7', and Tb  equal, as is well known. This gives, in the limit, 
a5/p3 = (2/p3) (Pb/T)"2 	. . . . (3.26) 
One possible disadvantage of this conventional method is that the 
result will obviously be in error if the background count changes 
during the experiment, and in particular, between the source and 
background counts. For this reason, experimenters working with 
weak sources normally take great care to keep their background as 
low as possible and as constant as possible, e.g. by keeping well 
away from other counting experiments or equipment that may 
emit radiation. For example, in Carbon 14 counting, for archeo-
logical-dating purposes (Libby, 1955; and Aitken, 1961), shielded 
chambers with thick wails of old steel armour plate (pre 1945) 
may be used. These absorb the great majority of external radiation 
and have the great advantage that their own activity is both low 
and constant. The materials used in counters, vessels and fittings 
must also be carefully checked by separate experiments. Eqn. 3.26 
shows that a low background is desirable from the point of view of 
statistical error as well as to avoid inaccuracy from changes or 
experimental errors. A number of interleaved source and back-
ground counts may be made as a further precaution against 
errors, while the background may also be monitored by a separate 
counter sufficiently near to be subject to substantially the same 
changes. 
Bradley and Marks (1965) have proposed that a modulation 
system of counting be used to avoid errors due to background 
changes during the experiment. For example, (Marks, 1964), two 
D* 
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detectors may be used (Fig. 3.7) and the source transferred 
mechanically, and as rapidly as is possible, from one to the other 
at regular intervals during the experiment. The source is placed as 
close as practicable to the counter in use and is shielded as much as 
possible from the other one. A dummy source container and 
source may replace the actual source, when it is removed. These 
have as closely as possible the same atomic constitution as the 
source container and source, without the radioactivity of the latter, 
and thus largely neutralise errors due to any shielding or scattering 
effect of the source on the background radiation. The essential 
principle of modulation is that the corrected source count is to be 
deduced from the difference of the counts, that is (assuming that an 
integral number of complete cycles occurs) 
= {(n, 1 + a,2) - (flbj + nb2)}/T . . ( 3.27) 
where a, 1 is the total source count on the first detector 
n,2 is the total source count on the second detector 
b1 is the total background count on the first detector 
is the total background count on the second detector 
and T is the duration of the experiment. 
The efficiency to be used in calculating the source strength from 
p is, of course, the mean of the efficiencies of the two counters, as 
they are used. If the conventional equipment described above was 
source 
phase reference 
Fig. 3.7 Example of modulation counting system 
The motor action Is Intermittent, with the source at one or other detector for most of the 
time. Shielding Is not shown 
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provided with two detectors, instead of one, and each was used in 
turn to count background, while the other was counting with the 
source, there would clearly be no essential difference between this 
and the modulation method, as so far described. Eqn. 3.26 then 
becomes eqn. 3.28 (assuming equal efficiencies in the two counters) 
since the counting time available is effectively doubled. 
= (2pb1T)1121pS 	. 	. . 	. (3.28) 
The modulation equipment clearly has the practical advantage that 
the changeovers between counts are made rapidly and accurately. 
It is undoubtedly capable of greatly reducing errors due to back-
ground changes, since these are unlikely to synchronise with the 
modulation cycle (although this could, of course, happen if they 
were from another similar equipment that was operated in the 
vicinity). 
In their equipment, as described in detail by them, Bradley and 
Marks take the output pulses from each detector and apply them to 
a ratemeter. The outputs of the two ratemeters are applied in 
opposition to a tuned circuit filter and then to a phase-sensitive 
rectifier. They have claimed that this system is also capable of 
giving advantages of signal/noise ratio against the random 
fluctuations of the background as well as against lasting back-
ground changes. Analyses due to Vincent (1966a) and Dudley 
(1966) have failed to substantiate this claim. In fact, they indicated 
that the performance in this respect is slightly inferior to that 
given in eqns. 3.28 above, by the factor *7t2" 2 = l•lll in a/p3 , 
owing to the reduced weight given by the tuned circuit to pulses 
occurring near the changeover points in the cycle. The optimum 
condition is uniform weighting, as discussed in Sections 2.3.2 and 
2.4.2, and the tuned circuit gives a weighting of cos 0, where U is the 
phase angle difference between the occurrence of each pulse and 
midpoint in time of the halfcycle (source or background) in which 
it occurs. While the factor 1l1l is not very large, it seems un-
necessary, as it could be avoided by giving equal weight to all 
pulses occurring during each halfcycle. This would not present any 
serious practical difficulty. The undoubted advantage of the 
modulation method is that it would provide protection against 
local background changes, under unfavourable conditions where, 
for economic or other reasons, the experimenter could not 
completely avoid these. It would also provide protection 
against cosmic-ray background changes, e.g. due to sunspot 
activity. 
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34 Deconvolutjon in rate measurement 
In some experiments with radioactive tracers, the result obtained 
is a plot of counting rate against time, recorded, for example, as a 
fluid containing the tracer flows past a certain point in the system. 
In such cases, there is frequently a maximum counting rate that is 
obtainable, owing to limits set by considerations of safety and 
economy on the amount of tracer initially used. There may then be 
a difficult compromise between achieving adequate time resolution 
(freedom from systematic distortion) and achieving adequate 
accuracy in the presence of the usual statistical fluctuations, as 
discussed in Section 2.4. It has been suggested (Watson and Pilgrim, 
1965) that this problem could be overcome by first using a ratemeter 
with an appropriate weighting function (e.g. an exponential one 
with a suitable time constant) to smooth out the fluctuations due to 
the individual input pulses and then using a further process to 
compensate for the distortion in the curve of rate against time 
introduced by the ratemeter weighting function. Since the distorting 
process is one of convolution (eqn. 2.19), the compensating process 
may be referred to as one of deconvolution. 
If the first line of eqn. 2.19 is used for the case of an input signal 
that has been applied to a linear ratemeter with an exponential 
weighting function for a time long compared with the time constant 
we have in the limit (and for K = 1) 
I.: 
P(t) = (1IT,)J 	
et')h'T' p(t')dt' 	. 	. (3.29) 
- 
It follows from this that 
	
fdF(t)/dt = [(1/T)e_(_t')/T' p(t)]t't_ (lIT') 2 	e t_tT' p(t')dt' 
= {p(t) - 	 (3.30) 
Consequently, 
p(t) = T'dF(t)/dt + F(t) 	. . . . (3.31) 
Given the convolution of the rate p(t) with the weighting function 
(1/T')exp(—v/T'), eqn. 3.31 gives a straightforward means, in 
principle, of recovering the rate p(t). Unfortunately, however, the 
reading that is available to be used in the deconvolution process is 
not the expected value F(t) but is the actual reading r(t), which is 
obtained (eqn. 2.18) when the convoluting function w(r) is applied 
to a function which (ideally) is zero at all times except that it has a 
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unit impulse at the time of each input pulse. (By a unit impulse, we 
imply the limiting case of a function which has an integral of unity 
but is of negligible duration and therefore of very large amplitude.) 
It is clear, therefore, that if the deconvolution process envisaged 
could be carried out under ideal conditions, the result obtained 
would not be the rate p(t) but would in fact be the original train of 
input impulses, so that no progress at all would have been made. 
This can be confirmed from eqn. 3.31. Since the output of a linear 
ratemeter with an exponential weighting function of time constant 
T' is ideally comprised of a sequence of equal upward steps, with 
an exponential decay of time constant T' between the steps, the 
result obtained by means of eqn. 3.31 would at all times be zero, 
except at a step, where there would be an impulse. In practice, other 
smoothing effects would be present, such as that due to the upper 
frequency limit of any amplifier used, and if the rate was sufficiently 
high and such effects were sufficiently pronounced, a smooth 
processed curve would still be obtained. This smoothness would, 
however, depend entirely on these residual effects and not at all on 
the original smoothing, 'compensated out' in this way. It follows 
that the same result could be obtained directly, simply by using a 
ratemeter with a weighting function to give the same smoothing 
as these residual effects (Vincent, 1966b; Watson and Pilgrim, 
1967; and Vincent, 1967a). 
In fact, any such linear processing applied to the original signal, 
whether by means of a ratemeter, in one stage, or by means of a 
ratemeter followed by a deconvolution process, in two stages, must 
have a weighting function. An optimum found for this weighting 
function according to given criteria, as in Section 2.4, is therefore 
equally applicable, regardless of the number of steps. It follows, 
therefore, that a deconvolution process cannot lead to better 
results than can be obtained directly by means of a ratemeter with 
a well chosen weighting function. The only application of decon-
volution that seems likely to have occasional use in rate measure-
ment is to improve the time resolution in the odd case when too 
long a time constant has inadvertently been used. The improved 
time resolution is then achieved, of course, at the expense of 
reduced statistical accuracy, in accordance with Section 2.4. Since 
further smoothing is more easily applied than deconvolution, it 
would seem better to commence with too little smoothing, if in 
doubt when making a record, rather than too much, and to provide 
additional smoothing in processing, if required. 
Chapter 4 
Dead time and derandomisation 
4.1 Dead time 
4.1.1 General discussion of effects 
When events are truly random in their timing, as is the case for 
the nuclear disintegrations of a radioactive isotope, the time 
interval between two consecutive events can have any value down 
to zero. However, owing to the speed limitations of the detector 
and the electronic instruments following it in a counting channel, 
there is always a finite minimum time after each event recorded 
within which a second event cannot be recorded. This insensitive 
time is known as the dead time of the channel. It will be appre-
ciated that dead time in practice may vary to some extent with a 
number of circumstances, such as the amplitude of the pulse that 
has arrived. Nevertheless, it is often a valid and useful approxi-
mation to take the dead time as having a fixed value D, following 
each pulse counted. This is known as a Type I dead time (Feller, 
1948, and Smith, 1958) and is the model that corresponds most 
closely with the actual conditions in the majority of channels. 
Another model that is sometimes considered is the Type II, in 
which the dead time D extends from every input pulse, whether 
it is counted or suppressed, and we shall discuss some aspects of 
this. 
The theory of dead-time effects is associated with the branch of 
statistics known as renewal theory, on which there is an extensive 
literature (Smith, 1958). 
4.1.2 Type I dead time 
When events are occurring at random at a constant mean rate, 
and this rate is being measured by counting the events in a measured 
time T, it is possible to correct for a Type I dead time D with an 
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accuracy that is limited only by the accuracy to which D is known, 
as follows. Let the count recorded be n. Since the mean input rate 
is constant, it does not matter what intervals the sensitive time is 
divided into (whether by dead time or otherwise, Section 1.2.3) so 
long as the correct total is recorded. This total is, in fact, given by 
T'=T — nD 	.....(4.1) 
Strictly speaking, this is still only an approximation, in the sense 
that there is a finite possibility that the last dead time may extend 
beyond the end of the counting interval T, in which case T' may 
have a value up to T - (n - l)D. (Its expected value is easily seen 
to be approximately T - nD + pD2 12). However, the fractional 
error due to this difference decreases as the counting interval T 
is increased, and is so small in all ordinary counting situations as 
to be completely negligible in practice, being less than one count 
and therefore a small fraction of the random error due to the 
normal standard deviation of the count (Section 1.4.2). The mean 
rate p may then be estimated from the sensitive time T', that is, 
as for an experiment in which n counts are recorded in time T' 
without appreciable dead time. From eqn. 1.92, this gives the 
estimated rate as 
p = 	= n/(T— nD) = p'/(l - p'D) . 	(4.2) 
where p' = n/ T is the observed rate. Although this accurate formula 
is available for making the correction, it is still preferable to keep 
the dead time small for accurate counting, since: 
any uncertainty in the value of D remains the source of 
an error which is likely to be less if D is smaller 
the reduction of the sensitive time by the dead time pro-
duces a proportional reduction in the count n and a 
corresponding increase in the fractional statistical error 
as given by eqn. 4.19. 
Eqn. 4.2 may be rearranged as 
p' =p/(l +pD) 	. 	. . (4.3) 
The relationship is shown in Fig. 4.1. It will be seen that as p is 
increased p' asymptotically approaches a fixed value of 11D. The 
physical explanation for this is that at very high input pulse rates a 
new count and the consequent initiation of a new dead-time inter-
val will occur very rapidly after the end of each dead-time interval. 
Since an' exact correction formula for Type I dead-time error is 
available, and is very easily applied, there seems to be no necessity 
or justification for using approximate alternatives. 
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P 	(unit l/D) 
Fig. 4.1 Apparent rate p' = p1(1 + pD) against true rate p, for Type I dead time 
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In some types of pulse-height analyser, the dead time of the 
instrument is dependent on the number r of the channel in which 
the count is recorded. (This is an incidental feature arising 
from the method used to make the pulse-height measurement.) 
For such an analyser, if the count in the rth channel is ii, 
and the corresponding dead time is D,, eqn. 4.1 is replaced by 
= T - r Dr . Since the dead time is equally applicable to all 
channels, whichever channel receives the pulse causing it, there is 
no distortion of the pulse-height spectrum arising from this 
characteristic. 
4.1.3 Count distribution with Type I dead time 
The effect of dead time on a count is to modify the nature of the 
distribution as well as the mean rate of the pulses actually counted. 
It is no longer an exact Poisson distribution. The following deri-
vation gives an exact result for the modified distribution. The 
probability of counting n pulses in time T' with mean input rate p 
and with negligible dead time is given by the usual Poisson formula 
(eqn. 1.72) as 
P,,(T', 0) = e_1T(pT!)f1n (4.4) 
where the 0 denotes a probability with zero dead time. The prob-
ability that a sequence of n pulses will arrive in a time interval 
less than a given value T' is the same as the probability that ii or 
more pulses will arrive in that time, and is therefore given as 
X(T',0) = e_T'ffpT)f/n! + (pT')" 1/(n + 1)! + . . .} 
n-I 
= 1 - 	(pT')'/r' ...... (4.5) 
r=o 
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This is the same as the probability that n pulses will be counted in 
a time less than T with dead time D after each pulse counted, where 
T= T'+ (n - l)D. . . . . (4.6) 
since n - I dead times must be added to the sensitive time. It is 
therefore established that this latter probability is given by 
X(T,D)=X(T—nD+D,O) . . . (4.7) 
This result is valid for all T and D that give a positive value for 
T' = T - (n - 1)D. All other values of T and D must have 
X. (T, D) = 0, since the required n - 1 dead times cannot be con-
tained in the interval T. The maximum value of n for specified T 
and D is therefore that which satisfies (ii - l)D < T < nD. Now 
the probability that n pulses will be counted in a time less than T, 
with dead time D, less the corresponding probability that n + 1 
pulses will be counted in less than the same time, is the probability 
that exactly n pulses will be counted in that time and with that 
dead time. We therefore have 
P(T, D) = X(T, D) - X +1(T, D) 
= exp[—p{T— nD}] >pr{T._flD}r/r! 
—exp [—p{T-- (n - 1)D}] E p'{T— (n - l)D}'/r! 
r=0 
(4.8) 
where the first term is to be replaced by I if nD> T and the whole 
is to be replaced by zero if (n - l)D> T. With reference to the 
first equality in eqn. 4.8, note that the first term in each expression 
for F(T, D), including the only term in that for the maximum 
value of n, cancels the second term for the previous value of n 
in the sum '! J P(T,D). Since P0(T,D)= exp(—pT), and since 
X, (T, D) = 1 - exp(—pT), this confirms that the sum of the 
probabilities is unity, as expected. It should be noted that the exact 
formula for P(T, D) is comprised of two finite series (containing 
n + 1 and n terms, respectively) and that this enables the prob-
abilities to be calculated for low n with a relatively small amount 
of computation. For larger n, it may be easier to use another 
formula, which may also be derived fairly simply and directly 
(Vincent, 1961) and is as follows: 
P(T, D) = exp {—p(T - nD)}p(T - nD)/n! 
+{Be/(n— 1)!) I e'(l —y)''dy . (4.9) 
Jo 
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whereB = p{T— (n - 1)D} and 4) = D/{T— (n - 1)D}'. This solu-
tion has the advantage that for small values of D, which are usually 
the ones of the greatest interest, in practice, the integrand approxi-
mates to I for all those values of n, near B, where the factor 
B"e B/( - 1)! has an appreciable value. The integral is therefore 
easily obtained to a high accuracy in this region. (It approximates 
to 4).) It can be confirmed mathematically that the values given in 
eqns. 4.8 and 4.9 are identical.t 
It is regarded as good practice to ensure, when possible, that 
all dead times following the first dead time in a channel are smaller 
than it. With this arrangement, the first dead time takes complete 
control and is the only one that needs to be accounted for. Without 
it, the situation becomes more complicated, as can easily be seen 
by considering various possible spacings of input pulses. When the 
first unit is a scaler, with dead time D 1 and scaling factor N, it 
suffices that D2 <ND 1 , where D2 is the dead time of the following 
unit. In modern practice, this is usually easy to arrange, since N 
can generally be increased at no great cost by adding extra stages 
to the scaler until the requirement is met. If, for some reason, it is 
not met, there is a probability XN(D2', D1) - X2N(D2', D 1) that 
exactly one scaler output pulse will be lost owing to the second 
dead time, a probability X2N(D2' , D) - X3N (D2 ', D 1 ) that two will 
be lost, and so on, where the XN are defined as in eqn. 4.7 and where 
D2 ' = D2 - D 1 . The total expected loss, for every pulse recorded 
by the following unit, is therefore XN(DI', D 1) + X2N(D2' , D 1) 
+ X3N(.. .) +. . . The terms after the first may be neglected, in the 
normal practical situation for small dead-time loss, in which 
pD2 < N. The factor necessary to correct for the loss is, therefore, 
to a sufficient approximation, 1 + X(D' , D 1 ). 
4.1.4 Approximation for large count (Type I) 
A relatively simple treatment gives the approximation for a large 
count (ii > 1), which is sufficiently accurate for many practical 
purposes. For this case, we need to use the expected value and 
standard deviation of the spacing between successive counted 
pulses. From eqn. 4.3, the former must be given by 
i,=D+l/p ...... (4.10) 
This result also follows from the consideration that after the fixed 
dead time D the expected value of the interval before the next pulse 
is lfp, from eqn. 1.74. Clearly, the variance of the spacing is the 
* Except that = 1 for the maximum value of n only. (r 	.2o 2&i, 
t This proof was given in an unpublished note by J. B. Parker, 1970. 
Dead time 	101 
same as the variance of the latter interval, which from eqn. 1.75 
is given by 
a 2 = 1/p 2 	..... (4.11) 
It follows that for a count n the expected value of the counting 
time t, is given by 
= n(D + lip) ..... (4.12) 
Its standard deviation is given by o = n 1 " 2 /p and the fractional 
standard deviation is therefore 
a,/=n 112/(l +pD) . 	. . . (4.13) 
Because of the large number n of spacings that contribute to the 
total, the distribution must be a Gaussian one, to a close approxi-
mation. Moreover, the fractional standard deviation that applies 
to t,,, for a given value of n will also apply to n for a given counting 
time T, say. (The fact that n is an integer does not matter, since 
we are considering here approximate distributions for large n, for 
which a difference of the order of unity is negligible.) We can see 
that the same fractional standard deviation will apply from the 
following argument. If the sequence of randomly timed input 
pulses leads to a count WT in the time t, where nT = T/(D + lip), 








=nT+ ( T nT 	 (4.14) 
Therefore
tn - - T 	 . (4.15) 
nr 	T 
An approximation is made in the first line of eqn. 4.14 in that the 
statistical fluctuation in the count within the time interval T - 
is neglected. This is a quantity of the order of ()h1'4. This error 
is negligible in the limit FT  > 1, in comparison with a,, which is of 




a.= ()1I2/(l ±pD) = () 1I2(1 - p'D). . (4.16b) 
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It will be noted that this standard deviation is less than the value 
that it would have for D = 0. The Type I dead time introduces a 
greater degree of regularity which in the limit for pD > 1 gives 
equally spaced counts at intervals D, as already mentioned in 
Section 4.1.2. This reduced standard deviation does not, of course, 
lead to a greater accuracy in the measurement of p. We have from 
the definition of nT  given above that 
TT = pT/(l + pD) ..... (4.17) 
and 
dn/dp=T/(1+pD)2 . . . . (4.18) 
It follows that the fractional standard deviation in the value of p, 
due to the statistical error in the presence of Type I dead time, is 
given by 




- n i ' 2 J(l +pD)2  nT  
(1+pD) 	T jp 
= ()_112 (4.19) 
The accuracy in the measurement of p, with regard to the statistical 
error, is therefore a function of the expected value of the number 
of pulses actually counted, only, and does not depend on the value 
of D (except in the sense that for a given rate p and total counting 
time T the value is a decreasing function of D). This result for 
the accuracy in the measurement of p is to be expected, since the 
amount of live time is accurately known, for a count with Type I 
dead time, as already discussed in Section 4.1.2. The reduced value 
of the standard deviation given in eqn. 4.16 may also be derived 
from the distribution of eqn. 4.9. In the latter equation, the second 
term on the right-hand side vanishes in the limit for a large count. 
The first term may then be simplified to a Gaussian form by using 
approximations appropriate to a large count. 
4.1.5 Type II dead time 
In the case of Type II dead time, it is easy to predict the expected 
fraction of the input pulses to be counted, since all pulses will be 
counted that follow the preceding pulse at a time interval greater 
than the dead time D. It follows from eqn. 1.72, with n = 0 and 
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t = D, that the probability that no counts will have occurred in 
any specified time interval of duration D is C-PD. Therefore the 
rate p' of actual counts is related to the input rate by 
p' = pc- PD 	..... (4.20) 
However, the exact amount of dead time in an experiment cannot 
be determined directly from the count, as for Type I, since some 
of the dead intervals will be renewed by suppressed input pulses 
and will therefore extend beyond D from the pulse counted. The 
statistical relationship given in eqn. 4.20 must be used instead. 
Whereas the Type I observed count rate increases with input rate 
up to a saturation value given by p' = 1 /D, as described in Section 
4.1.2, it can be seen by differentiation of eqn. 4.20 that in the 
Type II case p' reaches a maximum value (Fig. 4.2) at the input 
rate p = 1 fD and thereafter decreases asymptotically to zero with 
increasing p. This is understandable, since gaps between input 
pulses that exceed D in duration must be expected to become rare 
at large mean input rates. For given p and D, of course, p' is 
always less for Type II. The solution of eqn. 4.20 for p, given p' 
and D, can be obtained numerically or graphically (Fig. 4.2). 
Obviously, it must be known initially whether p is less than l/D 
(the more common case) or greater than 11B. 
A good example of a Type II dead time occurs right outside the 
nuclear physics field, in relation to the counting of solid particles 
carried by a fluid as they pass through a typical counter for this 
purpose (Pisani and Thomson, 1971). The assumptions used in this 
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Fig. 4.2 Apparent rate p' = pe ° against true rate p, for Type 11 dead time 
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The particles enter the sensing volume of the counter 
with random timing at a constant mean rate p. 
Each particle spends a constant time D in the sensing 
volume. 
Only one count is recorded when a sequence of particles 
is so spaced that their times in the sensing volume overlap 
without any gap. 
This is a standard Type II situation and the authors were able 
to show that their results, calculated on this basis, gave better 
agreement with experiment than previous theoretical results. 
4.1.6 Approximation for large count (Type II) 
Consider the space between two counted pulses with a Type II 
dead time D and a mean input pulse rate p. Since the second pulse 
has been counted, it must have been preceded by an input pulse 
interval greater than D. Such an interval is at the end of every space 
between counted pulses. The input pulse marking the commence-
ment of that interval may have been the last pulse counted or it 
may have been the last of a sequence of r suppressed pulses follow-
ing the last pulse counted. It follows that r may be any positive 
integer, or zero. The spaces preceding the r suppressed pulses are, 
of course, less than D, in accordance with the definition of the 
Type II action (Section 4.1.1). Figure 4.3 illustrates the conditions 
that may exist. 
no suppressed pulses 
time 
one suppressed pulse 
time 
three suppressed pulses 
time 
Fig. 4.3 Various possible sequences with Type II dead time 
The left-hand side of each rectangle represents the pulse arrival time. The dashed-line 
rectangles represent the suppressed pulses 
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The probability that a space greater than D will occur between 
two input pulses is e as we have already seen (Section 4.1.5), 
so that the probability of obtaining r input pulse spaces less than 
D followed by one greater than D is (1 - e_ )re_. Given that 
an interval has exceeded D, the expected further time before the 
next input pulse is i/p by the normal argument (Section 1.4.3), so 
that the expected value of the whole interval is D + 1/p. The 
expected value of the total of the r other intervals is 
I° rpe_"dt V J 
0 	
r0- eThfeD 
r=1 J 0pe_h)t dt 
f
D
=e ) tpe"dt 
o 
= e0/p - i/p - D . 	. . . (4.21) 
[The first step here uses the summation 	rx' 1  
where x = 1 - e').] It follows that the expected value of the 
total spacing is simply e"/p. This result is in accordance with our 
estimate of the mean count rate given by eqn. 4.20. It will be 
convenient to estimate the variance of the total spacing as the 
variance of the final interval plus the variance of the sum of the 
other intervals. The former is simply the variance of the time 
before the next input pulse after the interval has exceeded D, which 
is by the normal argument 1/p 2 (eqn. 1.75). The latter is obtainable 
as follows. For a given value of r, using t to denote the successive 
time intervals, we have 
F 	 - 
(E t) = r(t2) + r(r .- 1)i)2 	. . . (4.22) S=1 
The total variance is therefore given, making use of eqn. 1.25a by 
1.0 
a2 = 1/p2 + ( f t 2pe"t dt)r(1 - 	le-" 
r=I JO 
CO I'D 
+ 	(I tpe"t dt)2r(r - 1)(1 - 
r=1 Jo 
- (e"0/p - 1/p - D) 2 
fD 
= 1/p2 + ePD t2pe' dt + (e0/p - i/ - D)2 
o 
= e2/p2 - 2De1D/p 	•••••••(4.23) 
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[The first step here uses the summations 	i 	= 0 - 
and r(r - 1)x 2 = 2(1 - x) 3 .] Eqn. 4.23 with a different 
derivation was given by Parzen (1962). From the expected value 
eiDfp of the spacing between counted pulses, as derived from eqn. 
4.21 and stated just below that equation, it follows that the expected 
time for n pulses to be counted is given by 
T. = ne/p 	.....(4.24) 
From eqn. 4.23, its standard deviation is given by 
at = n112(e2"/p2 - 2De/p)112 	. . (4.25) 
The fractional standard deviation is therefore 
at/=n h I'2(1 _2pDe_1D) 2 	. . (4.26) 
It follows as in Section 4.1.4 that for a counting time T the frac-
tional standard deviation of the count n is the same, that is 
= ()_112(1 - 2pDe")112 	. . (4.27) 
As was found in the Type I case, there is a first-order decrease in 
o,,. Again, as in that case, this does not lead to greater accuracy 
in the determination of P. From eqn. 4.20 
(4.28) 
and 
d/dp = T(1 - pD)e' 	. . . (4.29) 






= (n—T) - ' 12
(l - 2pDe")12 T(1 - pD) (iP-) 
= ()_112(1 - 2pDe")112/(1 - pD) 
=() 1 "2(1+p2D2/2+p3D3/2+...) . . (4.30) 
In contrast to the Type I case, this represents some deterioration 
of the accuracy of the measurement of p for a given expected value 
nT of the count, although only a slight one for most practical 
purposes, as it is of the second order in pD. The difference between 
this and the Type I case is, of course, that the exact amount of live 
time on which the estimate of p is based is not precisely known here. 
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4.2 Dead time with varying rates 
4.2.1 Dead-time correction with exponentially decaying rate 
This was analysed by Das and Zonderhuis (1971), in connection 
with the measurements made in activation analysis (Kruger, 1971). 
This is a method of studying the isotopic constituents of a material 
by exposing it to neutron irradiation and measuring the gamma 
radiation due to the induced radioactivity, which may decay 
appreciably during the measurement. We are only concerned here 
with the counting-rate measurement. The decay constant A is 
assumed to be known with adequate accuracy, as is normally the 
case for this purpose. The aim of the measurement is therefore 
simply to determine the true counting rate Po at its commencement, 
as accurately as possible. In their paper, they considered only the 
case where the total dead-time fraction is entirely due to short-
lived radio nuclide from which the radiation is being measured. 
(It will be appreciated that, in this method, radiation from other 
nuclides with different decay constants could also be present. Such 
radiation could be separated from the desired radiation by, say, 
pulse-height analysis, but if it contributed to the dead time it would 
still introduce complications and further unknown parameters into 
the calculations that follow.) The dead time D considered is of 
Type I. If Po  is the true rate of input pulses at the beginning of the 
counting interval, the rate at time t from then is given by 
p(t) =poe_t ..... (4.31) 
From eqn. 4.3, the corresponding counting rate as measured with 
dead time D will be 
p'(t) = 
	
. 	. 	. 	. (4.32) 
1  
If the total duration of the count is T and PT denotes p(T), the 
expected value of the count is given by 
T poe tdt 
J O 1 + p0De' 
(1 +p0D 
= ± loge 	(4.33) 
AD 
This can be written as 	
I +p0D )) 
Po(' - e_AT 
[loge + poDeT 
j 2— 	a 	poD(l_e_AT) 
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The factor to the left of the braces represents the result that would 
be obtained without dead time, and the factor in the braces gives 
the effect of the dead time. The dead time may therefore be com-
pensated for by dividing by the latter factor. It will be noted that 
this factor is a function of p0D and AT only. It becomes unity if 
p0D=O and (1 + p0D)' if AT=O and is insensitive to variations 
of AT if p0 D is small. Using eqn. 4.2, p0D may be calculated 
from p0 'D, the initial dead time fraction, which may be observed 
on a meter provided to show p'D. The decay constant A must be 
known, for the purposes of this experiment, as already stated, 
while T is under the control of the experimenter. The paper there-
fore gives tables for correcting the observed count for dead time 
by a factor which is a function of p0 'D and of AT. The paper also 
considers the effects of errors in the measurement of p0 'D, although 
it may be noted that, at least in principle, one could obtain an 
accurate value of Po  without this parameter, by solution of eqn. 
4.34, if all the other parameters, including D, were known with 
sufficient accuracy. Under these conditions, a practicable method 
of solution would be by reiteration, using the first (uncorrected) 
value of Po  to calculate the factor in the braces and then using this 
factor to obtain a better value for Po,  and so on. A few iterations 
should suffice. In addition to the sources of error considered in the 
paper, there must be the usual statistical error in a count of ran-
domly timed pulses, and this may be evaluated as follows. From 
eqn. 4. 16b (applying this in turn to successive small subintervals 
that together comprise 7), 
= f 	
p0e_dt 
Jo (1 +po De-  )t) 3 
if 	1 	 1 	1 
2AD1(l +PTD) 	(1+po D)2j . . (
4.35) 
It follows from eqns. 4.33 and 4.35, with approximations for 
p0D 4 1 in the last step, that 
	
if (y1/2f 1 	/1+p0 D\ 
AD 
n -  
((PO - POD +(po2- 
1 AD(l + p0 D) 2(1 + PT D)2 I 
(I - (Po +p)D/2}(fl) -112 	. . . (4.36) 
This shows that there is a decrease in the fractionaj standard 
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deviation of n, of the first order in D, in comparison with the 
lossfree case. From eqns. 4.31 and 4.33, 
- 	dñ1 d 	/ 1-i- p0D 
	
d = AD dpo 
	+po De-  T/ 
1 / D 	De- AT 
= D 1 + p0D - 1 + poDe_AT) . (4.37) 
It follows from eqns. 4.33, 4.36 and 4.37 that 
ci,, 	cr(dfl\ 	n 
Po - n \dp0J Po 
1 1 	1+po Dl"2 = (n) 112 -log 1 
+PTDJ 
1(PO - p)D + (po2 - pr2)D2/21"2 
tD(1 +p0 D)2(1 +pD) 5 
1 (_POD - PTD 
/k),Dkl+poD 	 b))  
(n) - 1/2{1 + 
(Po  —pr) 2D2/24} . . . (4.38) 
This shows that there is an increase in the statistical error in the 
measurement of Po,  of the second order in D, in comparison with 
the fixed-rate case, even though the dead time concerned is of 
Type I. This may be attributed to the fact that although the total 
dead time is known from the count n, the distribution of the dead 
time intervals throughout the counting time (and therefore as 
between times with differing counting rates) is not exactly known 
and is subject to statistical fluctuation. It will be noted that the 
increase is not a large one, even under the most extreme conditions 
tabulated by Das and Zonderhuis, that is, for Pr  negligible and 
POD = 06. Our analysis has therefore confirmed that, while an 
increase of this nature does actually exist, the ordinary n 112 
formula for the fractional standard error in the measurement of Po 
should apply with sufficient accuracy for most practical purposes. 
Eqn. 4.38 greatly simplifies if Pr  is negligible, giving in the limit 
for pD 4 1, 
O.PIPo = 
(j)_1/2{(4 + 	log(1 + po D)) 	(4.39) 
With reference to the question of the effect of counting efficiency 
on the nature of the statistical fluctuation, as discussed in Section 
110 	Dead time 
1.6, it should be noted that the above analysis is based on the 
assumption that the conditions for a Poisson distribution apply, 
e.g. that the counting efficiency is not too high. These conditions 
should apply with sufficient accuracy in the majority of practical 
cases. 
4.2.2 General case 
In nuclear experiments such as those using pulsed particle 
accelerators, the correction for dead time is complicated by the 
variation of the rate during each cycle. If the nature of this variation 
is known, but not the mean rate, the rate is of the form p0f(t), 
where f(t) is a known function and Po  is an unknown constant. 
From the measured mean count per cycle, Po  may first be calculated 
without dead-time correction, using the divisor Jjf(t)dt, where T 
is the duration of a cycle. The latter divisor may then be replaced 
(eqn. 4.3) with a new divisor $[f(t)/{1 + Po  Df(t)}]dt, using this 
value of Po'  and so on. A few iterations of the process should give 
a consistent result. 
4.3 Derandomisation 
4.3.1 Derandomisation by means of a stack 
The use of a scaler described in Section 3.2 is an example of 
derandomisation, because the output pulses from the scaler are 
more regular than the input ones. Another method of derandom-
isation is to use a stack in a data store (Alexander et al., 1959). 
The application of this is in cases where the events concerned are 
not identical and some digitised parameter is to be recorded for 
future reference (in contradiction to our normal assumption, which 
is that all pulses are treated as identical, except in their timing). 
The operation of the store is controlled by means of an index 
register, which is a two-way shift register. There is always one and 
only one 1 in this shift register, the other stages being at 0 (Fig. 
4.4). The position of the 1 in the register gives the index setting, 
which is initially zero. At regular intervals, tests are made to check 
whether there is any data stored, but the setting zero indicates that 
there is none, and there is no output from the store while the index 
register remains on that setting. 
When an input signal is received, the parameter to be recorded 
is digitised into binary form and presented to the store. Under the 
control of the index register, the store accepts this into the next 
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free word location. That is to say, it accepts it into word position 
one if the index setting is zero, position two if the setting is one, 
and so on. The index register is also shifted in the 'up' direction, 
so that its setting increases by one. In all settings except zero, the 
data store supplies an output word, from the last position filled, 
when tested for data, and the index register is shifted 'down' one 
place when this is done. The tests for output of data are, of course, 
made at a suitable fixed rate, appropriate to the recording medium 
(e.g. magnetic tape) that is being used. In this way, the problem 
of the dead time of a slow recording device may be avoided. If, 
through their random timing, it is necessary to record several 
events in rapid succession, the store can deal with this, with a much 
shorter dead time, due only to its own and associated electronic 
circuits. 
The index setting increases as the amount of data stored builds 
up and decreases again as it is read out. Depending on the rate of 
the events being recorded, there is always some danger that a new 
event may find the store full, with the index register in its Sth or 
last position, and in this case all that can be done is to generate 
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then be fed into a separate counter, which records only the total 
number of missed events, and not their individual parameters. In 
theory, any input pulse rate less than the specified output rate can 
be accommodated, provided that the store contains sufficient loca-
tions. The relationship between the store size and the fraction of 
events missed, for various rate ratios, was calculated by Alexander 
et al. as follows, for equilibrium conditions, at a constant rate p. 
Let P(j)  denote the probability that the index will be at j just 
before it is tested in each cycle, and let Fe(n) be the probability 
that n new events will have occurred during the time interval T 
since the last test. We then have at once, by the usual Poisson 
formula (eqn. 1.72), 
Fe(fl) = ...........(4.40) 
where j.t = pT. The probabilities F(j) are related by a number of 
equations of a form determined by the changes that can occur in 
one complete cycle. For all values of j from 0 to S - 1, where S is 
Fig. 4.5 Derandomiser losses 
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the maximum number of events that the store can hold, these 
equations have the form 
j±1 
P(j) = 	Pi(k)Pe(i + I - k) + Pt(0)Fe(j) . (4.41) 
k=1 
The summation refers to the cases where the initial index k is one 
or more, so that the cycle commences with a reduction by one. 
The last term refers to the case of zero initial index, for which there 
can be no such reduction. By taking successively the equations for 
j = 0 to S - 1, the S ratios P(l)1P(0), P(2)/P,(0), to P(S)/P(0) 
may be obtained immediately. The actual probabilities may then 
be calculated, since YS Sj=o r ,Q) = I. Since an event is recorded at 
the beginning of each cycle, except when the initial index is 0, the 
efficiency of recording is given by 
E3(z) = { 1 - P(0)11p 	. . . (4.42) 
This efficiency and likewise the fractional loss 1 - E5(p) are 
functions of S and i only. The latter is the mean number of input 
pulses per cycle, which clearly should not exceed unity. Fig. 4.5 
shows the fractional loss plotted as a function of jt for various 
value of S. The greater the value of S. the nearer t may approach 
to unity without appreciable loss. 
4.3.2 Delay in storage 
It is of some interest and value to know the mean value of the 
index position in which each event is recorded. This may be 
obtained by the following extension of the theory given by Alex-
ander et al. If there are j pulses stored just before the end of a 
cycle, one will be taken out at that time. Therefore, if there are 
any input pulses during the following cycle, the first one will go 
into the jth position, subject only to the qualification that, for 
j = 0, the position is the same as for j = 1. If there are k input 
pulses during that cycle, the positions occupied will bej to] + k - 1 
and the mean index number will be 
i=j+(k—l)12 ..... (4.43) 
This is subject to the further qualification that, if k S - j + I, 
the result is always the same as from k = S - j + 1, since the extra 
pulses are lost when the store is full. (An empty store must again 
be treated here as for j = 1.) The expected value of the index is 
then given by 
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S 
= 0 - F(0)} 1 {P(0) + P(l)}[ E k(k + 1)Pe(k) + S(S + 1) 
k =0 
S 	 S 	 S—J+1 
{1 - Pe(k)}]12+{1 —P,(0)} 1 k(2j+k1) 
k=0 	 j=2 	k=0 
s—i+l 
Pe(k) + (S +j)(S -j + 1){ 1 - 	Pe(k)}]12 
k=0 
S 
={1 —P(0)} 1 [(P,(0)+P(1)}{S 2 +S— E (S2 +S—k 2 —k) 
k=0 
S 	 s—j+1 
Pe(k)}+ >PO){S 2 —j 2 +S+j 	(S 2 +S—j 2 +j 
1=2 	 k=0 
—2jk - k 2 + k)P(k)}]12 .........(4.44) 
It should be noted that this mean indexing number provides limits 
on the mean time delay td in the recording of each event, as follows. 
IT>Id >(i-1)T 	. . . . (4.45) 
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In the latter, with service at regular intervals T, it is clear that a 
'customer' entering at the ith position will receive service at a time 
between (i - l)T and iT later. Hence the mean time delay before 
receiving service is as given by the inequality 4.45. (The actual 
removal of the data from the store occupies a negligible part of the 
cycle, in practice, in the present instance.) In the present case, we 
are concerned with a stack, instead of a queue. However, this only 
affects the order of service, that is first come first served or first 
come last served. Any change in order whatsoever can be brought 
about by interchanging 'customers' two at a time, and, since the 
advance gained by one is exactly that lost by the other, this makes 
no difference to the mean delay. Hence the inequality 4.45 applies 
to this case also. Fig. 4.6 shows some typical results for the upper 
limit of this mean delay, plotted for the same range of values of /4 
and S as the losses in Fig. 4.5. It should be noted that if the input 
events occur at a constant rate p, they are uniformly distributed 
in time over the cycle. It follows that under conditions where few 
events are lost the delays are uniformly distributed also, so that 
the mean delay is (1 - 1 12)T. If the losses are appreciable, the 
earlier events in each cycle will be recorded and the later ones lost, 
so that this mean delay will increase, but by less than half a cycle. 
4.3.3 Limiting results for large store 
In the limit, for an infinite store capacity, the loss must be nil 
and the storage rate must equal p, provided that z < 1. When the 
results of eqn. 4.44 are plotted for various storage capacities, it is 
found that the mean indexing number at any given input rate 
asymptotically approaches a fixed value as the storage capacity is 
increased. This is understandable, since the higher index number 
storage positions will receive little use, once adequate storage has 
been provided to keep the losses low. Since this is the normal 
condition of practical interest, and also leads to a simple formula, 
we shall now proceed to determine this asymptotic value. It is 
given by 
OD 
=Jt',(j) + 1'(0) + 11/2 	. . . (4.46) 
where the values of the PR(j) are defined by eqns. 4.40 and 4.41. 
The first two terms here give the mean initial indexing position, 
while the last term represents the mean increase in the index 
. 1 k(k - 1)P(k)12ju due to the number of pulses stored (eqn. 
4.43). The value of I,,, in eqn. 4.46 may be evaluated as follows. 
From eqn. 4.41, 
E 
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CO 
i2P1(j) = Pt(0)Pe(1) + Ft(1)Fe(1) + Pj(2)Pe(0) 
• 22{Pt(0)Fe(2) + Pt(l)Pe(2) + Pt(2)Pe(1) + P:(3)Pe(0)} 
• 32{Pt(0)Fe(3) + Pt(1)Pe(3) + Pt(2)Pe(2) + Pt(3)Pe(l) 
• Pr(4)P.(0)} 
+ 	. 	. 	. 	. 
CO 
= F(0) >JJ2Pe(j) + P(l) j 0J2Pe(i)
00 
	
+P 	 2 e   	(j 2)2P(j) 
= (p2 + jz)P(0) + 	 + p + 2(k 	jz 1) 
k=1  
+ (k - 1)2}P(k) 	........(4.47) 
Hence 
0 = (p2 + p)P(0) 	- p + 2kp - 2k + 1}P(k) (4.48) 
It is now necessary to use the previously mentioned fact that for 
a sufficiently large store there are no losses and therefore in the 
limit P(0) = I - p. (This result can also be derived mathematically 
by summing jP(j), instead of j2P(j),  as in eqn. 4.47.) We then 
have, from eqn. 4.48, that 
oo 
kP(k) = {(p2 ± p)(1 - p) + (p2 - p + 1).U}/(2- 2p) 
k=1  
= p(2 - p)/2(l - p) 	......(4.49) 
Hence 
1mp(2 p)/2(l — u)+ I —p+p/2 
= 1 + p/2(l - p) 	.......(4.50) 
This is in agreement with the computed results for eqn. 4.44 (Fig. 
4.6). Since this is very simple to calculate and provides both a 
general upper limit and a good approximation for the case of most 
practical interest, it should suffice for most purposes. With random 
arrival of events at a constant rate, the mean delay is given by 
IT= {1 ±p/2(l — p) — 1/2}T 
= T12(1 - p) 	......(4.51) 
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In this section, no attempt has been made to give any general 
account of queuing theory. For this, the reader is referred to Cox 
and Smith (1961) or Takács (1962). 
4.3.4 Application to identical pulses 
A simplified version of the above circuit can also be used when 
the pulses concerned are treated as identical, in the sense that no 
parameter of each event is to be recorded for future reference. In 
this case, the shift register may obviously be used alone, without 
the word store, and there is no distinction between a stack and a 
queue, since we are only concerned with the number of events in 
store at any given time and not with the order in which they enter 
or leave. The loss analysis of Section 4.3.1 still applies, as does 
also the delay analysis of Sections 4.3.2 and 4.3.3. This method 
has been suggested by Kemplay and Vernon (1967) as a means of 
passing rate information through a channel (actually, magnetic-
tape recording) where limited time resolution would have caused 
losses of randomly spaced pulses when the spacings happened to 
be small. Their work was concerned with medical use of radio-
isotopes under conditions where only a single measurement was 
practicable (Kemplay and Vernon, 1968) and it was therefore 
necessary to record the maximum amount of information during 
this one measurement. While this method is effective, as suggested, 
it can be shown (Vincent, 1968a and b) that, if a much simpler 
ordinary scaling circuit is used instead, the rate information may 
still be conveyed with negligible distortion and also with much 
smaller dead-time losses in the following channel. In the latter 
respect, the scaler has a two-fold advantage. Its output pulses are 
not only more regular (Section 1.4.3) but also fewer in number, 
by the scaling factor. The improvement obtained may be evaluated 
as follows. 
An output pulse will be lost if and only if it falls within the time 
interval T after the previous one. This is exactly the case that 
was discussed at the end of Section 4.1.3 and the appropriate 
correction factor, for low dead-time loss, is therefore approxi-
mately 1 + XN(T - D 1 , D 1 ), where D 1 is the dead time of the 
scaler. The fraction of pulses lost is then 
I - {1 +XN(T— D I , Dl)} 1 X N(T—D l ,DI) (4.52) 
Since D 1 can be very small, in practice, and since the stack dead 
time was neglected in that analysis, we may evaluate eqn. 4.52 
with D 1 = 0, as a basis for comparison. The product pT required 
to do this (eqns. 4.5-4.7) is then given by z, the mean number of 
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input pulses per cycle in the stack case. The results are also plotted 
in Fig. 4.5, for N = 4 and 8, for comparison with those for the 
queuing circuit, over which it has a very considerable advantage 
in this respect. 
It is also necessary to consider whether the use of a scaler before 
recording implies any appreciable loss of accuracy in rate measure-
ment. If the rate is finally measured (e.g. on replay with magnetic-
tape recording) by taking the time between one scaler output pulse 
and another a known number of scaler cycles later, the full original 
accuracy is retained. (Tape speed errors, which would apply equally 
to the queuing circuit, need not be considered here.) If the scaler 
output pulses are simply counted for a measured time interval, 
there is a maximum uncertainty of ± (N - 1) in the number of 
original input pulses corresponding to the same time interval. This 
may be seen as follows. Let the number of original input pulses 
be ii and let the number of scaler output pulses be R. Then 
n=N(R—l)+1+Dj +D2 . . . (4.53) 
where D 1 and D2 refer to the beginning and end, respectively, and 
each can have any integral value from 0 to N - 1. Under normal 
conditions, i.e. with large counts, the N values may be taken as 
equally probable. In this case 
n=NR+D 	.....(4.54) 
where D = D1 + D2 - (N - 1) and ranges from - (N - 1) to 
+ (N - I), with probability (N - I D 1)/N 2 . The corresponding 
variance is therefore 
a 2 = (N2 - 1)16 	. . . . (4.55) 
This must be compared with the normal variance a 2 = n in the 
count n We have already seen in Fig. 4.5 that quite a small scaling 
factor N, such as 4 or 8, suffices to make a very large reduction in 
the dead-time losses. Moreover, n must be large for good statistical 
accuracy, regardless of whether a scaler is used or not. For example, 
for 5 % accuracy, n would need to be 400. A scaler with N = 8 
would only cause an increase from 5 % to 507 %. For greater 
counts and higher accuracies, the increase would be even less sig-
nificant. Similar considerations apply if the final measurement is 
made by means of a ratemeter instead of a counter—timer. This 
case is analysed in detail in Section 4.4. The conclusion is that the 
increase in the fractional standard error will be very small provided 
that N2 <<pT', where T' is the ratemeter storage-time constant. 
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This condition is also one that would normally apply for any 
accurate measurement. 
4.3.5 Derandomisation of input to a multiscaler measuring a time 
distribution 
The store of a pulse-height analyser is essentially a multichannel 
counting device, and it was soon realised that it could be used for 
recording other distributions besides those in pulse amplitude. An 
important example is the distribution of counts in time (Chase, 
1961). This was achieved originally by putting the input pulses 
into a circuit that gave an output pulse amplitude that was a linear 
function of time. In modern practice, it is done more logically and 
accurately by switching the input pulses into each channel in turn. 
However, there remains the problem that it is not practicable and 
economical to provide in each channel of a multiscaler the same 
speed of response and short dead time that is obtainable in a good 
quality single scaler. Since counting rates of interest are often 
exponential functions of time, or approximately so (e.g. in optical 
or nuclear experiments), the distortion due to dead time can be 
serious, especially in the initial channels. 
Williams et al. (1971) have described an interesting method of 
dealing with this problem (Fig. 4.7). In their equipment, the input 
pulses are fed directly into a fast scaler A of 4 binary stages. The 
reading of this is compared continuously with that of a second 
scaler B, and if the two readings are different a gated oscillator is 
switched on and increases the count on B at regular intervals. The 
first such increase of each sequence occurs rapidly, as soon as the 
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Fig. 4.7 Two-scaler derandomiser 
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of the gated oscillator, are so chosen that any channel of the 
multiscaler can count the pulses without loss, being slightly greater 
than the dead time, with a sufficient margin. The output of the 
derandomiser is therefore fed into each channel in turn and all the 
pulses are counted, subject only to the relatively small dead time 
of the derandomiser itself. 
There are two potential sources of inaccuracy in this method 
that need consideration. There is a slight risk that the scaler A 
will reach a count 16 ahead of B, in which case apparent equality 
will be restored and 16 pulses lost. Williams et al. measured this 
loss of counting efficiency experimentally and were able to show 
that it was only appreciable at high input-pulse rates approaching 
the natural frequency of the gated oscillator in a continuous 'on' 
condition (Fig. 4.8). An analysis of this loss is given in Section 
8.5.4, where it follows from the analysis of the parallel-boundary 
test for determining quickly whether a constant rate is above or 
below a critical value. There is also some risk that because of their 
being delayed in the derandomiser some pulses may be recorded 
in the wrong time channel. Williams et al. state that this only 
becomes appreciable in the same limiting condition of high input-
pulse rate, and also point out that the error would normally be 
one channel at the most. 
It will be noted that there is a general similarity between the 
aims in this case and those for the problem discussed in Section 
4.3.4. It is therefore natural to enquire whether the use of a scaler 
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4.8 Measured loss of counting 
efficiency 
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for an experiment that can only be performed once, the scaler 
does offer a valid alternative. In this case, if a sufficiently large 
number of pulses is to be counted in each channel to give reason-
able accuracy, the additional error arising from the scaler is neg-
ligible, as discussed in Section 4.3.4. However, Williams et al. state 
in their paper that they were considering experiments that could 
be repeated many times without any change in the conditions, so 
that it was possible to accumulate results in each channel in that 
way. This makes a vital difference as regards the usefulness or 
otherwise of a scaler input, as it permits operation with a relatively 
low expected count per channel at each repetition. This is an 
unfavourable condition for scaler input. 
If the data are accumulated over a large number of repetitions 
of the experiment, with an average count per channel per repetition 
that is small compared with N, the following very simple argument 
enables a comparison to be made. Assume that the count on the 
scaler is random at the time that each channel is reached. This is 
a desirable condition to prevent any bias as between channels and 
is obtainable from the random fluctuations in previous channels 
or from previous experiments without reset. The effect of the scaler 
is then simply to suppress N - 1 out of N pulses at random from 
the total count in each channel. The count in each channel there-
fore has a Poisson distribution with a fractional standard error 
which, for any given experiment and number of repetitions, is 
N 112  greater than it would be without the scaler. 
4.4 Scaler—ratemeter combination 
4.4.1 Limits with monotonically decreasing weighting function 
We have now encountered three examples of systems in which 
a useful purpose is served by placing a scaling circuit before a 
ratemeter, in Sections 2.2.2, 3.2 and 4.3.4, respectively. It is there-
fore of considerable interest to analyse the variations of the reading 
in such a system. We shall do this in two stages. In the present 
section, we shall find some general results that are applicable to 
any such system in which the ratemeter has a monotonically 
decreasing weighting function. In the next section, we shall follow 
this with a more detailed analysis applicable to the exponential 
weighting function ratemeter only. 
For the general case (Vincent, 1968a), we shall consider a rate-
meter with a weighting function w(r) that commences with a 
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positive step and is monotonically decreasing thereafter. We wish 
to compare the reading of such a ratemeter receiving the original 
input pulses directly with the reading, multiplied by N to give the 
appropriate overall calibration factor, of an identical ratemeter 
receiving exactly the same sequence of input pulses as divided 
down through a scaler of factor N. Let r1 , T2, T3 . . . be the re-
spective time intervals, at the time of reading since the last, second 
last, third last.. . pulses into the scaler. Let q be the number (less 
than N) of these input pulses that the scaler has received since it 
emitted its last output pulse. Let Rd be the reading concerned in 
the direct case and let R(q) be the corresponding reading (multi-
plied by N) of the ratemeter fed via the scaler, for a particular 
value of q. Then 
00 Rd = 	w(r,) 	......(4.56) 
and 
00 
R5(q)=N Z W(tNp+ q+l) . . . . (4.57) 
P=0 
Since w(x) is a monotonically decreasing function of r, and since 




	 W(tN p+q+1+s) 
r=1 p0s=0 
00 
<qw(0)+N E W(r,41) 
P=O 
<qw(0) + R(q) 	.......(4.58) 
Also, for similar reasons, when all values of s are replaced by N, 
q+1 	 c N 
Rd = 	w(c) + 	W(tN p+q+1+s) 
r=I 	 p=0s=1 
co > (q + l)w(tq +i) + N 	W(rNp+ q +l) 
00 > —(N—q— l)W(rq +1)+NW(tNq+p+1 ) 
>—(N—q-1)w(0)+R 3(q) 	. . . (4.59) 
The two inequalities 4.58 and 4.59 may be combined as 
R5(q) + qw(0) - (N - l)w(0) <R d <R5(q) + qw(0) (4.60) 
It should be noted that the above results do not require the rate p 
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to be constant and they are, in fact, applicable for any sequence 
Of input pulses whatsoever. An alternative way of stating the result 
of 4.60 is 
R d  =R,(q) + (q - N12 + 1/2)w(0) ± (N - 1)w(0)/2 (4.61) 
where the last term denotes absolute limits rather than a standard 
deviation. We have therefore established a maximum possible 
difference between the two readings, in each direction, in terms of 
N and the amplitude of the initial step w(0) in the weighting 
function. If q is unknown, so that it may have any value within 
its range of 0 to N - 1, the corresponding limits are given by 
Rd = R(q) ± (N - 1)w(0) 	. . . (4.62) 
If the output waveforms of the ratemeters are considered in detail, 
they consist of an upward step at each input pulse followed by a 
steady decay until the next pulse. The scaler ratemeter shows a 
step at every Nth step of the direct ratemeter, but of N times the 
amplitude, when plotted on the same rate scale. Since q is N - 1 
immediately before each scaler output pulse and 0 immediately 
after, it follows from the inequality 460 that each of the larger 
steps always completely brackets the smaller step from the other 
ratemeter with which it coincides (Fig. 4.9). 
IMM 
scaler 	 direct 
ratemeter 	 ratemeter 
Fig. 4.9 Relationship 
of scale r-ratemeter 
reading to direct rate-
meter reading for the 
same train of input 
pulses 
N=4 
4.4.2 Exponential weighting function 
In this case (Parker and Vincent, 1968), as in the previous one, 
eqns. 4.56 and 4.57 apply. However, the weighting function (for 
= 1) is now given by 
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We wish to evaluate the expected value and standard deviation of 
R3(q) and also the standard deviation of the difference R5(q) - Rd 
for the same train of input pulses in the two cases, this train having 
a constant mean rate p. The expected value of the scaler-ratemeter 
reading, with a factor N in the calibration to allow for the division, 
is that of 
00 (N/T')exp(-1 p+q+i/T') 	. . 	(4.64) 
where the r are defined as for eqn. 1.78. From eqn. 1.87, this 
expected value is 
ao 
( 	
)  Np+q+ I  
R8(q) = (N/T') 
P=O P + lIT'  
=NF1I +'IT'(l _F1 N) 	. . . . (4.65) 
where F1 = {I + (pT') 1  } j. For direct counting without a scaler, 
N = 1 and q = 0, and the result of eqn. 4.65 simplifies to p, as is 
to be expected, since by using the coefficient NIT' in the expression 
4.64, we have assumed exact calibration (ic = 1). For any N, if the 
value shown in eqn. 4.65 is averaged over all q (from 0 to N - 1), 
it also gives p. Under the normal conditions of practical interest, 
N/pT' is small and it is useful to evaluate the result of eqn. 4.65 as 
an approximation on this basis. To the first order in N/pT', the 
expected value of the reading is 
R5(q) = (11T')[pT' - q + (N - 1)/2 
+ (pT')- 1{(N2 - 1)/12 - (N— q - l)(q + 1)/2}J (4.66) 
Comparing this with the standard result p and neglecting the term 
in (pT') 1,  the term - q may be explained roughly on the basis 
that q is the number of original input pulses that have been received 
by the scaler and by the direct ratemeter but have not been passed 
on by the former to the ratemeter in the combination. It is possible 
to explain the term (N - 1) likewise on the basis that all the input 
pulses that have been passed on to the ratemeter by the scaler have 
suffered an average delay of 4(N - l)/p, which has correspondingly 
reduced the time during which their contribution to the reading 
has decayed. Since this delay is small compared with the time 
constant T', the fractional correction needed is +(N— 1)/pT'. The 
mean value of - q + +(N - 1) is zero averaged over the range of q. 
It should be noted that the expected value given in eqn. 4.66 is 
the same as the mean value between the limits given in eqn. 4.61, 
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if one puts w(0) = l/T' and neglects the higher-order terms. To 
find the standard deviation, it is first necessary to find the expected 
value of the square of the reading, i.e. that of 
(N/ T') 2 { 	exp(—r p+q+l/T')} 2 
P=O 
CO 	 OD 
=2(N/T')2 E  Y exp(—T NP+q+j/T'--TN, +q+l/T') 
p.=o r=p+l 
co + (NIT t)2 	exp(-2rNp+ q +1) 	..... (4.67) 
From eqn. 1.87, this expected value is 
CO 00 
	
\Np+q+1 (7+  P 'N2(N/T')2 	
ii ( + 2/T') 	lIT') p=o 
/ 	
\Np+q+1 
+ (NIT ')2 
p=o'p+ 2/T') 
= (NIT /)2{F24l/(1 - F2N)}{1 + 2F1N/(1 - F1N)} . ( 4.68) 
where 1 = r —p and F2 = {1 + 2(pT')'}. (Note that the use of 
F1 and F2 here corresponds with the coefficients 1 and 2 of (pT')' 
and not with the usage in Section 1.4.5). When the square of the 
mean value, as given by eqn. 4.65, is subtracted from this, we 
obtain for the variance 
2 
(N\2 2_(N__l)(p1_2N - 1) - F1_(2N_2_2)(F2_ - 1) 
Cr = 	 (F2_N - 1)(F1" - 1) 2 
(4.69) 
For direct counting without a scaler (with N = 1 and q = 0), this 
simplifies to p/2T', the standard result. In the general case, it is 
again of interest to obtain an approximate value for small N/pT'. 
Taking a sufficient number of terms to start with (four for each 
factor of each term of the numerator), it is straightforward, al-
though somewhat laborious, to show that this variance is given 
approximately by 
(T') 2{fpT' - (N 2 - 1)18pT' + (N - q - 1)(q + 1)/pT'} 
(4.70) 
It will be noted that this variance differs from the standard value 
of p/2T' only by a quantity two orders smaller in N/pT', a negligible 
difference for most practical purposes. However, there will be some 
cases, in practice, in which q must be regarded as an unknown, 
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with equal likelihood of its N possible values, 0 to N - 1. In such 
cases, from equs. 4.66 and 4.70, the variance is given approximately 
by 
N—I 
a2 (7-) 2[pT'12 + (11N) Y {—q + f(N-.- 1)}21 
q=O 
(T') 2{pT'/2 + (N2 -. 1)/12} 	. . . . (4.71) 
It is clear from a comparison of this result with that of eqn. 4.70 
that the uncertainty in the value of q, when it applies, is by far 
the main source of additional variance. Nevertheless, the increase 
in the variance is still likely to be quite small in most cases of 
practical interest, as already mentioned in Section 4.3.4. For 
example, as stated there, division by a small factor N, such as 4 or 
8, greatly reduces the losses due to any subsequent source of dead 
time in the channel. Accuracy to, say, better than 5% would 
require pT'> 200 (from eqn. 2.25). Eqn. 4.71 shows that for 
PT' = 200 and N = 8, the effect of the uncertainty in q is to raise 
the standard error only from 5% to 513%. Consider now the 
expression 
R(q) = R(q) - Rd 	. . . . (4.72) 
where Rd denotes the reading that would be obtained at the same 
instant with the same train of input pulses fed directly into the 
same ratemeter. The expected value of .R(q) is given by the 
difference of the expected values as 
q)=NFj 1/T'(1F1 '')_p 	. . (4.73) 
To find the variance of R(q), it is first necessary to calculate the 
expected value of its square. We have 
OD 
{R 0(q)} 2 = (11T )2{  Y Nexp(—rNp + q +l/T') - 	exp(—;/T')} 
P=O 
= N2/(T') 2 { exp( Np+q + 
P=O 
00 	00 
- 2N/(T')2 E Y exp( — tNp+q +l/T' - rrIT') 
p=o r1 
CO 
+ l/(T')2 { 	exp(—r,/T')} 2 	..... (4.74) 
The first and last terms are given by eqn. 4.68 (simplified with 
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N = 1 and q = 0, in the latter case). To evaluate the middle term, 
it is necessary to find the expected value of 
00 	 CO 
exp(—r Np+q+l/T'--t,IT') 
p=o r=1 
OD 	 CO 
= E exp(—T NP+q+1/T' —t,/T') 
pO r=Np+q+1 
' Np+q 
+ E E exp(—;/T' rNp+q +11T). (4.75) 
p=O r=1 
From eqn. 1.87, this expected value is 
Fq 	 coNp+q 
2 
1 FN1 F 
_ V V pNp+q+1—rpr 
1 	 2 
2 F' 	
p—O r=I 
F1NP++l{F2/F1 - (F21F1)NP+i+l} 
- (1 - F2N)(1 - F1) + 
	
1 - F21F1 
F 2 
	 2 
q+1 p p 
1 




- (1 - F2")(l - F1) (F1 - F2)(1 - FIN) - (F1 - F2)(1 - F2N) 
- 	F1q1 	 F2q-1  
- (1 - F1)(l - FN) - (1— F2N) 	......
(476 ) 
Note that the last step in this equation makes use of the relation-
ship between F1 and F2 existing by virtue of their definitions. 
From these definitions 
F11(1 - F1) 	= pT' 	. . . . (4.77a) 
F21(1 - F2) 	= pT'12 	. . . (4.77b) 
F1 F21(F1 - F2) = pT' 	. . . . (4.77c) 
F1 2 - F2 ' = (pT') 2 	. . . (4.77d) 
Eqns. 4.68, 4.74 and 4.76 give for the variance of R(q) 
21 
a 2 = (T') 2 
 
1-f - F2  + (1 - F2N)(l - F1 N) 
	
F2 	2F2 F,______________ 
+ 1 - F2 + (1 - F2)(1 - F1) - (1 - F1 '')(1 - F1 ) 
_________ 	 i\ 2 1 
+ 1 F2N - (
T'_ i_FiN) j 	. . . . (
4.78) 
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Neglecting higher powers of 1/pT', it is again straightforward, 
although laborious, to show that 
(T') 2(N - 1)124pT' 	. . . (4.79) 
(A simple computer program for algebraic manipulation proved a 
welcome aid for such calculations.) We may summarise the results 
of eqns. 4.66 and 4.79 by writing 
- R(q)} = q - (N - 1)/2 - (N2 - 1)112pT' 
+ (N - q - l)(q +l)/2pT' ± {(N 2 - 1)124pT'} 1 /2 	(4.80) 
This may be compared with the absolute limits given by eqn. 4.61, 
which may be written as 
T'{R 4 - R5(q)} = q - (N - 1)/2 ±(N - 1)/2 	(4.81) 
It is therefore clear that the normal range of variation is well 
within the absolute limits and that this is increasingly true the 
greater the value of pT'. In terms of Fig. 4.9, this means that for 
this particular case (a constant rate p such that pT' ' N2), each 
step in the reading of the direct ratemeter that coincides with one 
from the scaler ratemeter is not merely bracketed within the latter 
step but is also closely centered in it. 
Chapter 5 
Logarithmic ratemeters 
5.1 Need for logarithmic characteristic 
When used with reactors, and in other instances, ratemeters 
often have to cover a very wide range of readings. For this purpose, 
a logarithmic scale, in which the pointer movement is proportional 
to the change in the logarithm of the rate, is very desirable. One 
obvious method of achieving such a response, in principle, is to 
apply the output of a linear ratemeter to a logarithmic circuit 
element, such as a diode, in the appropriate part of its voltage/ 
current characteristic. This method is successfully used at higher 
flux levels for the measurement of neutron flux by means of 
direct-current channels, i.e. channels in which the current is 
supplied from ionisation chambers as sensors. However, in this 
case, the current is derived from a very large number of neutron 
detection events and is relatively free from the statistical fluctuations 
which are more important in the pulse channels that are our main 
concern here. For the latter, the logarithmic element method has 
some limitations. 
Consider a linear ratemeter with an exponential weighting 
function of time constant T' feeding into an amplifier with a 
logarithmic characteristic. For a linear ratemeter with constant 
input rate p, the standard deviation of the fractional fluctuations 
about the mean is (2pT') 1 "2  from eqn. 2.25. The standard error 
in the logarithm to base e is therefore (2pfl 1/2, corresponding to 
04343(2pT') - 1/2 of a decade, provided that pT' > 1. (The logarith-
mic scale is normally calibrated in decades in actual rates, e.g. 
at. . . , lOs , 2 x 103 , 5 x iO, lOt,.. . pulses per second). There is 
a difficulty which is immediately apparent in this simple approach. 
Since p changes by many orders of magnitude over the scale, the 
statistical error also shows very large changes. It is therefore 
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Input 	diode amplifier 
pump 	 and meter 
Fig. 5.1 Logarithmic ratemeter with variable storage-time constant 
difficult to make a suitable compromise in the choice of T'. If it is 
made large enough to keep the fluctuations reasonably small at the 
low end of the scale, the response is slower than it need be at the 
high end. Conversely, if T' is reduced, to give a faster response at 
that end, the random fluctuations become excessive at the low end. 
It is clear that T' needs to be changed with the rate being 
measured. An excellent way of achieving this is to use the multiple 
diode-pump circuit of Cooke-Yarborough and Puisford (Section 
5.3) which permits the time constant to be changed smoothly in any 
desired manner with the rate. Another method that has been 
employed is to use the nonlinear element that provides the 
logarithmic characteristic to vary the time constant also. This may 
be done by placing it in parallel with the storage capacitor as a 
leakage path for the latter (Fig. 5. 1), but the method is less flexible. 
The time constant at different rates cannot be adjusted indepen-
dently, as in the multiple diode-pump circuit. Moreover, if an 
0 
time 
Fig. 5.2 Exponential excursion from a constant value 
Logarithmic rate 	131 
exponential increase in rate occurs, starting from a previous steady 
value, there is a marked lag in the response (Fig. 5.3) followed by 
a rapid recovery towards the correct value. If the output is being 
differentiated to give a growth-rate measurement, the latter shows 
a large initial overshoot as a consequence, which is very undesirable. 
This effect may be regarded as associated with too great a change of 
time constant with input rate. The use of the multiple diode-pump 
circuit enables this change to be controlled. 
5.2 Analysis of diode leakage path case 
This case has been fully analysed by Barrow (1957), using the 
following method. The relationship between the voltage v across 
the diode, the current 14 through it and the input current i(t) is 
given by 
C(dv/dt) + 1d = 1(t) 	.....(5.1) 
The logarithmic characteristic of the diode* may be expressed as 
v = A loge (Bi d) 	......(5.2) 
When this is substituted in eqn. 5.1, it gives 
1(t) = ACd/dt{logBi a)} + 1d 
= (AC/i 4)di4/dt + 1 d 	.. . . . (5 . 3) 
To solve this equation, put 1d = liz. Then 
ACdz/dt + i(t)z = 1 	.....(5.4) 
For an input current which is a specified function i(t) of the time, 








exp{( - 1/AC) I i(w)dw} 	. . 	(5.5) 
J 
* This treatment is based on the characteristic of a valve diode, which (ideally) 
gives zero current at infinite reverse voltage. A semiconductor has a 
characteristic which is similar, but displaced with respect to current, so that 
there is zero current at zero voltage. A constant current from a high-
impedance source could therefore be used to compensate for this difference. 
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The correctness of this solution may easily be verified by substitut-
ing it in eqn. 5.4. Consider the application at time t = 0 of an input 
current transient of the form 
1(t) = i0 e 	......(5.6 
In this case, eqn. 5.5 gives 
z(t) = [z(0)exp(i 0 /rzAC) + (lfcAC)(Ei (i 0 ?t/cAC) - Ei(i0 1ccAC)}] 
exp(— i0 e8t fcLAC) 	.....(5.7) 
where Ei(x) denotes the exponential-integral function (Erdélyi, 
1953), a transcendental function defined by 
Ei(x) = fx(e'lt)dt . . . . . . (5.8) 
00 
Eqn. 5.7 applies for both positive and negative a. Where the argu-
ment of the function El is positive, the Cauchy principal is under-
stood. This has the effect of excluding from the integration in eqn. 
5.8 a small interval of the r axis centered on the origin. The 
exponential-integral function has been well tabulated (National 
Bureau of Standards, 1940). Eqn. 5.7 can be rewritten as 
i0/id(t) = exp(— Ke)iOe/id(0) - KEi(K) + KEi(Ke)} (5.9) 
where K = i0 /cAC. A condition of particular interest is that in 
which the exponential transient commences at t = 0 from an 
initial equilibrium condition for which id(t) = 1(t), with i0 = id(0) 
(Fig. 5.2). In this case, 1d  and therefore v can be plotted as 
functions of at for different values of K The results are shown in 
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for the lower values of K, that is, for the higher rates of growth in 
the exponential transient. 
5.3 Multiple-diode-pump logarithmic ratemeter 
Cooke-Yarborough and Puisford (1951b) described a logarithmic 
ratemeter in which a good approximation to the desired logarithmic 
response was obtained by summing the outputs of a sequence of 
diode-pump circuits, which receive the same input pulses and 
which saturate in turn as the input-pulse rate is increased. In this 
system, there is a constant factor k by which the sensitivity time 
constants of the consecutive circuits differ, so that (referring to the 
sensitivity time constant of the most sensitive circuit as T 1 ) the 
output is of the form 
N—i 
V = V E A,p k'T 1 1(1 + pk'T1) . . (5.10) 
where the A, are individual weighting factors for the outputs of 
the N circuits in the summation. If these all have a common value 
A, it is easily seen, as follows, that an increase in p by a factor of k 
will increase v by AV, provided that pT1 1 and pk_NT1  4 1. Let 
P2 = kp1 . Then the corresponding output voltages are related by 
N—i 
	
v 1 =AV 	p 1k'T 1 1(l + p1k'T 1 ) 
r=0 
N 
=AV 	p2 k'T1 /(1 + p2 k'T) 
r=1 







logarithm of rate 
Fig. 5.4 Response curves for successive diode-pump circuits 
Crown copyright 
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Therefore, provided that p is within the accurate working range of 
the instrument, as specified by the inequalities given above, the 
output characteristics must have a nearly logarithmic form with a 
small cyclic error with a period of lo& k. If we write p = Po e' and 
plot the terms in the summation as a function of 1, the results 
appear as shown in Fig. 5.4. It can be seen in Fig. 5.5 that the 
addition of the successive curve gives a total output that is very 
close to being linear on the logarithmic scale, ignoring for the 
moment the inevitable deviation at the ends of the scale. Since 
Po e'k71 	1 	1 	1 
1 +pe'k'T1 - = - 1 +p0 e'k'T1 
1 _PO _ 1 e - 'krT, _ ' 
2 	1 +p01e'k'T11 	
(5.12) 
each contributing curve is skew-symmetric about its point of 
inflexion, that is, about the point / = - log(p 0 kT 1). It follows 
that when the curves are added the errors in the logarithmic scale, 
with reference to the point of inflexion of any one of them, are 
zero at intervals of 1/2 log1c from that point (Fig. 5.4). The error 
curve must be a smooth periodic function (with period log e k in 1) 
passing through these zeros, and it is not therefore surprising to 
learn that it has been shown (Howlett, 1951), that the fundamental 
predominates in its Fourier components. The error therefore 
approximates to a sinusoidal function of the logarithm of the rate. 
Howlett shows that the maximum value of this error, at each peak, 
is given in terms of the logarithm to base e by 
Em = 47r exp(-2n 2/logk) . . . (5.13) 
This relationship is shown in Fig. 5.6. A value of k of 10 is likely 
to be suitable in practice, because it gives a sufficiently small 
periodic error for most applications and it also facilitates the choice 
of components to provide the appropriate time constants. This 
value was therefore used by Cooke-Yarborough and Puisford, who 
calculated from eqn. 5.13 that it contributed a maximum error 
corresponding to 0238 % of the reading. They did consider 
increasing k, at the expense of some deterioration in this accuracy, 
in order to reduce the number of circuits needed. However, this 
would be less important with modern circuit techniques, which 
permit cheaper, more compact and more reliable, circuits. So far, 
we have considered only the periodic error that occurs in the middle 
region of the instrument scale. Near the ends of the scale, there is 
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Fig. 5.5 Overall response of multiple diode-pump ratemeter 
Crown copyright 
an additional and greater error due to the absence of significant 
terms in the summation. Cooke-Yarborough and Puisford showed 
that an arbitrary increase in A, of 15% for the two end circuits 
increased the range of for which the error could be kept within an 
acceptable limit (1 % in p). Apart from this, the same A, was used 
for all the circuits. 
A special advantage of this method, which has not been widely 
discussed, is that the variation of the speed of response and 
(statistical) accuracy with input-pulse rate can be varied as desired 
by suitable design. The reason for this is that, at any given input 
rate, many of the circuits are either saturated or giving a relatively 
small contribution to the output. A relatively small number, 
mainly one or two, are making the main unsaturated contribution 
to the reading and it is these that determine these qualities. At any 
given input rate, it is known which circuits these will be and their 
storage time constants can therefore be chosen to give the required 
qualities. The basic limitation, as in linear ratemeters, that speed 
can only be obtained at the expense of statistical accuracy, and 
vice versa, of course still applies. The original analysis of the 
fluctuations given by Cooke-Yarborough and Pulsford did not 
allow for a change in the effective storage time constant of each 
circuit as it saturates and a correct analysis, to a suitable order of 
approximation, was first given by Offner (1963). Vincent (1967b) 
gave a simple physical explanation of the change in the time 
constant, yielding results in accordance with Offner's, and also 
gave some simple design rules for the estimation of the statistical 
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time - Constant ratio , k 
Fig. 5.6 Relationship of peak periodic error to time-constant ratio k 
error as a function of the input rate in the design of such instru-
ments. Further confirmation of the correctness of the effective 
time constant conception was given by Vincent and Parker (1969) 
in a paper which gives the exact distribution (by an integral 
equation suitable for computation) of the output voltage of a 
single saturating diode-pump circuit with random input (Section 
5.4). 
For engineering reasons that were given in Section 2.2.2, the 
actual design used incorporated a scale-of-two input circuit. 
The effect of this can be allowed for in eqns. 5.10 to 5.12 simply 
by using the divided rate, which is half of the total input rate. 
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However, the effect on the random fluctuations of the output 
requires rather more consideration, which is given in Section 5.6. 
5.4 Exact output voltage distribution of saturating 
diode-pump ratemeter 
The analysis of the action of the diode-pump ratemeter circuit 
given in Section 2.2 leads to the general result (eqn. 2.3), regardless 
of whether the circuit is working in a nearly linear condition or not, 
that 
i=pC(V—v) ..... (5.14) 
where i is the expected value of the current through the diode pump 
P is the mean rate of randomly timed input pulses 
C is the storage capacitance 
V is the input pulse voltage 
and v is the output voltage at the time concerned. 
It may therefore be argued that the term - pCv in this equation 
indicates that the working diode-pump circuit presents to the 
storage capacitor an effective resistance of l/(pC), which is in 
parallel with that of the resistor R (Fig. 2.1). This implies an 
effective storage time constant given by 
T" = (C + C){(l/R) + pC} 1 . . . (5.15) 
This time constant would undoubtedly govern the movement of the 
output voltage towards its equilibrium value (whether above or 
below that), at a fixed input rate, and it would therefore seem 
reasonable to use it in calculating the fluctuations. It will be seen 
that it is reduced from T' = R(C' + C), the nominal storage time 
constant which applies correctly at low p, by the factor 1/(1 + pT), 
where T = RC. It can be seen from eqns. 2.2 and 2.5 that this is 
also the factor by which the charge stored per input pulse is reduced 
at the equilibrium output voltage for the mean input rate p. 
Allowing for both these modifications, we obtain from eqn. 2.23 
the following result for the standard deviation corresponding to 
the random fluctuations of the output reading at equilibrium 
VC 2 	1 2 
 (-2(,
R(C' + C)V= 	+ C (1 + PT 	+ pT)j 
= K2 V 2pT12(Q + 1) (1 + pt)3 . . . (5.16a) 
T 
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This corresponds to a voltage fluctuation given by 
a 2 =V2pT/2(Q+l)(l+pj1)3 . . . (5.16b) 
The approximate equivalent of this result (although differently 
expressed) was first obtained by Offner (1963) using a Volterra 
integral equation of the second kind. Offner's paper corrected the 
original analysis of the output fluctuations given by Cooke-
Yarborough and Puisford (1951b) with their description of their 
logarithmic ratemeter. The correction allows for the first-order 
effect of the saturation on the output voltage. It is, however, 
possible to calculate the exact distribution of the output voltage 
(Vincent and Parker, 1969), as follows. (We have used a similar 
argument in the simpler linear case of Section 2.7.) 
The expected equilibrium value of the output voltage has already 
been calculated (eqn. 2.5) as 
V e(P) = VpT/(l + PT) 	. . . . (5.17) 
Let Pd(v j) 6v be the probability for small 5v that the actual output 
voltage v in the equilibrium condition lies between v 1 and v 1 + öv 
at any time. Then, as in Section 2.7, the rate of downward transits 
through the value v 1 is Pd(v l)v l /T', where 
= R(C + C) ...... (5.18) 
An upward transit through v 1 can only occur in a voltage step 
starting from a value of v between V m and v 1 where, from eqn. 2.1, 
Vi=V m +(V_V m)C/(C'+C) . . . (5.19) 
Therefore 
V. = Vi - CV/(C 1  + C)}/{1 - CAC + C)} 
= Vi - ( V— v 1 )/Q 	...... (5.20) 
when Q = C'/C. We therefore have, as in Section 2.7, 
IV-Pd(vl)vl/T' = p 	Pd(v)dv . . . . (5.21)  
when v 1 Vf(Q + 1), and 
Pd(vl)vl/T' = p fo Pd(V)dV 	. . . (5.22) 
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when v 1 < V/(Q + 1), since v cannot at any time be negative. 
Eqn. 5.22 is solved, as previously, to give 
Pd(v) = Kv T' 	 ....(5.23) 
where K is a constant which may be found when the form of the 
whole distribution is known. 
Knowledge of the relative values of Pd(v) for values of v from 
0 to V/(Q + 1) provides a starting point for the numerical deter-
mination of the rest of the distribution by means of eqn. 5.21. All 
the values of Pd(v) obtained are relative only and include the 
unknown constant K, which can be eliminated finally by the 
requirement that the total probability must be unity. In the cal-
culation described in the paper, M values of v were taken, ranging 
from VIM to V, in steps of VIM. Each corresponding value of 
Pd(v), in turn, was calculated from the lower ones, using Simpson's 
rule for the numerical integration required by eqn. 5.21, as de-
scribed for the solution of eqn. 2.86. It was confirmed that the 
distribution did not change with a change of M, for suitably 
large values of M, and it was also observed that the result was 
stable in the sense that the form of the main part of the distribution 
was independent of the initial distribution assumed in the left-hand 
tail, except for low values of pT, for which this tail was a short one. 
The total computing time required for each distribution was 
typically about 20 s on the Stretch (IBM 7030). 
In this paper (Vincent and Parker, 1969), it is shown that it is 




I1r' (Q + 1 + r/pT) = (Q + l)'" (uQ + V)'Pd(u)du 	(5.24) 
where jz,' is the rth moment about the zero point, defined by 
f141 =Urpd(U)dU ....(5.25) o 
Since the right-hand side of eqn. 5.24 can be expanded terms of 
1r' itself and lower moments, it is possible to determine all the 
moments in turn in an analytical form. In this way, it was possible 
to determine exact values for both the standard deviation a and 
the skewness of the distribution, respectively, as follows. a is 
given by 
V2pT 	
(526) a2 _ 
- (1 + pT) 2 {2Q(1 + p7)+ 2 + pT}  
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The skewness (Section 1.2.5) is defined as p31a 3 , where p3 is the 
third moment about the mean of the distribution and is given by 
2(y - 2xy + x)xV 3 
= (3y +3y2x— 3yx+x)(x+ 1)3(2xy+2y—x) 
(5.2 
where x= pTandy = Q + 1. 
Fig. 5.7 A typical set of exact distributions for the saturating diode-pump rate-
meter 
Q=8 
Figure 5.7 shows some typical distributions obtained by numerical 
solution of eqns. 5.21 and 5.22. The main parameters of a more 
comprehensive set of distributions are given in Table 5.1. The 
following comments summarise the results: 
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Table 5.1 Output voltage distribution parameters with saturation 
a a 
Q pT Mean* approx. actual Skewness 
4 0•5 0.3333 0•1217 0.1238 0•0510 
4 1 0•5000 0.1118 01147 -0.2564 
4 2 0.6667 0•0860 0.0891 -0•4938 
8 0.25 0.2000 00843 0.0848 03015 
8 0•5 03333 0.0907 0.0916 00207 
8 1 0.5000 00834 0.0845 -0•2058 
8 2 0.6667 0.0641 0.0654 -0-3766 
8 4 0.8000 0•0422 0•0431 -0.4925 
16 0125 0.1111 0.0508 0.0509 0.4640 
16 0.25 0.2000 0.0613 0.0615 0•2124 
16 0•5 0•3333 0.0660 0•0663 0.0079 
16 1 0.5000 0•0606 0•0611 -0.1555 
16 2 0.6667 0.0467 0.0471 -0.2771 
16 4 0•8000 0.0307 0•0310 -03583 
16 8 0.8889 0.0179 0.0182 -0.4073 
* The mean and the standard deviations a are given as a fraction of the input voltage V 
The mean value is given by eqn. 2.5 of our earlier 
analysis. 
It can be seen from eqn. 5.26 that the exact standard 
deviations are in all cases greater than, but very close to, 
those values given by the approximate formula, eqn. 
5.16b, and that this formula is a good approximation 
down to the lowest values of Q that are likely to find any 
practical use. 
The value of skewness is given by eqn. 5.27, from which 
it can be deduced that this value is positive for low 
values of p  and negative for high values, passing through 
zero near pT = 05, which is the value at which eqn. 5.16 
makes a a maximum. These characteristics can be 
observed in Fig. 5.7. The usual displacement of the mode 
from the mean in a skew curve is found. 
For a given value of pT (from eqns. 5.26 and 5.27), 
the skewness decreases and the standard deviation 
approaches more closely the value given by eqn. 5.16 as 
Q is increased. 
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5.5 Scale-of-two input circuit 
In practical ratemeters, it is common to use a scale-of-two 
circuit, operated by the input pulses, to generate the necessary 
rectangular input waveforms, as discussed in Section 2.2.2. How-
ever, the introduction of the scale-of-two circuit slightly modifies 
the statistical conditions, since a diode-pump action is completed 
only on every second input pulse. It also slightly modifies the 
circuit action of the diode pump, since there is a small change in the 
rate of discharge of the storage capacitor of the latter when the 
ineffective step (that is, the step that does not charge the storage 
capacitor) occurs in the input waveform. We shall now investigate 
these effects. 
The effect of placing a scaler in front of a linear ratemeter has 
been described in Section 4.4. It was shown there that there is a 
small and definite upper limit in the change that this can make in 
the reading (after adjustment for the scaling factor). In the linear 
ratemeter circuit, the output voltage is always required to be a 
small fraction of the voltage of the rectangular input waveform, 
and the input capacitance must consequently be a small fraction 
of the storage capacitance. In these circumstances, as we shall 
confirm from our study of the more general (saturating) case, the 
electrical action of the circuit is not affected by the duration of the 
input waveform, and the statistical effect discussed in Section 4.4 
is the only one that needs consideration. However, for the saturat-
ing circuit there are two effects. The first of these (Vincent and 
Parker, 1969) may be described as the statistical effect, due to the 
fact that only every second pulse is effective, and the second 
(Vincent and Parker, 1970), as the electrical effect, due to the fact 
that the input pulse is extended into a waveform of greater and 
variable duration. It will be convenient to deal with the statistical 
effect first, and for this purpose we may consider a diode-pump 
circuit receiving a short driving pulse at every second input pulse. 
The argument that was used in Section 4.4 was based on a com-
parison with the reading of a direct-input ratemeter receiving 
exactly the same sequence of pulses. In what follows, this is 
extended to the non-linear (saturating) case, for the standard type 
of diode-pump ratemeter with an exponential weighting function. 
For the purpose of making the comparison, a nearly equivalent 
direct-input ratemeter will be found. The parameters of this latter 
ratemeter will be distinguished by the suffix d. Although we are 
mainly interested here in scale-of-two, in practice, it will be con-
venient to discuss the general theory for scale-of-N, where N is any 
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integer. The symbol q will be used to denote the count on the 
scaler at any instant (from 0 to N - 1) and it will be assumed that 
the charging waveform transmitted from the scaler to the diode-
pump circuit is such as to increase the stored charge just at the 
time when the scaler recycles to q = 0. 
* * * * 
I 
-1 	I ±1 
I 
1 I +H 
I 
I 	-1 -H 	I -'H -I 
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time  
Fig. 5.8 Actual and hypothetical pulse sequences 
Asterisks identify recycling points 
a and c represent the same actual pulse sequence 
b and d represent associated hypothetical sequences 
In this illustration, N = 4 
It follows from eqn. 2.1 that each input pulse to the saturating 
diode-pump circuit with the direct input may be regarded as 
introducing a voltage increment of Vf(Qd  + 1), while at the same 
time attenuating the previously existing voltage by the factor 
QdI(Qa + 1). (This latter factor approximates to unity in the linear 
case.) This attenuation factor, together with the ordinary ex-
ponential decay with time constant T', fully accounts for the 
contribution from each input pulse and the total reading is simply 
the sum of these contributions. It follows that if we replace any 
individual pulse by a hypothetical earlier input pulse the calculated 
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reading will be decreased thereby. Similarly, replacement by a 
later pulse will increase the calculated reading. Consider a case 
where q = N - 1. This means that the scaler has received N - 1 
input pulses since it last recycled (Fig. 5.8a). Consider also a 
hypothetical train of input pulses having the same recycling times 
but having all the intermediate pulses closely bunched after the 
recycling times (Fig. 5.8b) having been moved successively in the 
appropriate direction. (Pulses before the first recycling time are 
deleted.) This will give a lower reading on the direct input circuit. 
Moreover, this reading is equal to the one that would be obtained 
from single pulses at the recycling times only, each making a 





 + ... + I 




into a diode-pump circuit having the same storage time constant T' 
and a parameter Q corresponding to Qd  such that 
QI(Q5 + 1) = tQa/Qd + i)}N 	. . . (5.29) 
We shall therefore assume the parameters Q3 and T' for the diode-
pump circuit with the scaler input. The amplitude given in eqn. 5.28 
does not depend on the initial voltage stored, which is assumed to 
be taken into account by the attenuation processes already des-
cribed. It will be noted from eqn. 5.29 that the N pulses in one case 
produce the same attenuation of the initial voltage as the one 





= V/(Q8 + 1) 	...... (5.30) 
This is precisely the contribution obtained in the diode-pump 
circuit having the parameter Q5 with an input waveform of ampli-
tude V. For q = 0 (Fig. 5.8c), an identical result is obtained 
(Fig. 5.8d), but in this instance the pulses are delayed and the 
reading is increased. (Additional pulses are added before the first 
recycling point, if necessary, to bring the total number up to 
N - I). These results may be stated as follows. 
For any given sequence of input pulses, the reading of a diode-
pump ratemeter with the parameters Q3, T' and V, operating with 
a scale-of-N input circuit, is lower than the reading of a ratemeter 
with the same T' and V but no scaler and with Qd  given by eqn. 
5.29, when q is N - 1. It is higher when q = 0. It follows that at 
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each recycle it passes from a lower reading than the direct ratemeter 
to a higher one. As would be expected, the relationship between 
the two Q values given in eqn. 5.29 is, for large Q, approximately 
Qd = NQ-' 	..... (5.31) 
When N = 2, the readings are alternately higher and lower than 
each other, for successive input pulses. The relationship between 
the two readings is illustrated in Fig. 5.9. It is clear that the direct 
ratemeter voltage t'd can never exceed the scaler—ratemeter voltage 
v8  in this case by more than one voltage increment of Vd, since the 
difference decreases after each step, with the common decay time 
constant T'. Moreover, the difference in the opposite direction can 
never exceed the same value, since the single step on the direct 
ratemeter that follows each common step time must always carry 
V4 higher than v (as already proved) and could occur immediately 
after the common step time. 
hdr I 
time 
Fig. 5.9 Output waveforms for N = 2 
reading of actual diode-pump circuit, which has scale-of-2 input 
 -- - - - reading of postulated circuit used for theoretical comparison 
It follows that the difference between the two readings never 
exceeds one voltage increment on the direct ratemeter in either 
direction. This result is true for any sequence of input pulses 
whatsoever, and it follows that for any constant mean rate p the 
output voltage distribution for the ratemeter with the scaler input 
must closely approximate to that for the other scaler. (It will be 
noted that here, in contrast to the treatment given in Section 4.4, no 
allowance for the scaling factor is required, since this has been 
taken account of here by the lower sensitivity corresponding to the 
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larger capacitance ratio Qd.)  Since the storage time constants are 
the same, that is, I's' = T41 , it follows from eqn. 5.31 that, for 
any N, 
Td 	7'fN ......( 5 . 32) 
where Td and T are the sensitivity time constants of the two 
ratemeters, as defined in Section 2.2.1, and that the two mean 
readings are nearly equal for a constant input rate p. 
When the duration of the input waveform to a diode-pump 
circuit is determined by the spacings between successive pulses 
into its scale-of-two input circuit, instead of being kept short, as 
we have assumed so far, the nature of charging action for the 
storage capacitor at every second input pulse is not altered thereby, 
for any given value of the stored voltage, and the above theory 
applies in full. However, the theory of the discharging (leakage) 
action must be modified as follows. Referring to the circuit of 
Fig. 2. 1, it can be seen that the storage capacitor is charged after a 
positive step in the input waveform that leaves the diode D2 
conducting. With a short driving waveform, it stays conducting 
until just before the next positive step, and the leakage is to be 
calculated on this basis, with both C and C' supplying charge to the 
leakage resistor R. With the modification under discussion, the 
negative step occurs at some random time within the discharging 
interval, and at that time the diode D2 is cut off. Current from the 
capacitor C cannot then flow through R and the storage time 
constant becomes RC', instead of R(C' + C) = RC'(l + 11Q) as 
before that step and as throughout in the previous case. The fall of 
the stored voltage after each new input of charge therefore consists 
of two parts (Fig. 5.10). Both of these are exponential, but the 
second one, having the shorter time constant, commences with an 
abrupt change to a slightly greater slope, at the beginning of the 
driving waveform. Since the average durations of the two intervals 
are the same, it is to be expected that a circuit having a fixed 
time constant of a suitable mean value, driven by a short pulse 
at every second input pulse, should have very nearly the same 
performance. 
The probability of a time interval in the range t1 + öt 1 between 
input pulses at a mean rate p is p exp(—pt,) ôt 1 and likewise for t2 
to t2 + 5t2 is p exp( —pt 2) 5t2 . The fractional fall in voltage over 
the two intervals is given by 
X= 1 - exp{—t 1 fR(C' + C)}exp{—t 2/RC'} . (5.33) 







Fig. 5.10 Output-voltage waveform showing the 2-part exponential decay ob-
tained with drive from a scale-of-2 stage 
whereas the corresponding fall with a constant time constant RC" 
over the same two intervals would be 
Y = 1 - exp{ - (t 1 + t2)/RC"}. . . . (5.34) 
If RC" is given the value which is the harmonic mean of the two 
time constants, that is 
RC" = 2.RC'(C' + C)1(2C' + C) 
R(C' + C12) .....(5.35) 
it is straightforward to show that the expected value of the differ-
ence in the fractional fall is a small fraction 118Q2pT' ( 118Q3pT) 
of the expected value of the fractional fall (which is adequately 
close for the present purpose). Also that the variance of the differ-
ence is a small fraction, approximately 1116Q 2 , of the variance. 
The equivalent mean time constant should therefore give very 
closely the same distribution of output voltage. 
P 
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Our overall conclusions are therefore as follows, if a diode-
pump circuit receives a short driving pulse at every second original 
input pulse and has the parameters Q,, T' and V [capacitance ratio, 
R(C' + C) and drive voltage, respectively] its output voltage 
distribution may be very closely approximated to, even under 
saturation conditions, by a similar circuit with direct input and with 
the parameters Q, T'and V, where Q a/(Q + 1) = {Q/(Q + l)}1'2 
and with the same rate of input pulses. As an approximation 
for large Q,, this gives the results Q 2Q and 
T_RCf2 ......(5.36) 
If the driving voltage waveform is taken instead from the scale-of-
two stage itself (which, as explained earlier, is the normal purpose 
of including that stage), the only further modification needed is 
that the time constant Td' of the equivalent direct input ratemeter 
should be calculated as 2RC'(C' + C)1(2C' + C) instead of T' = 
R(C' + Q. This decrease in the storage time constant leads to a 
slightly lower mean reading for given values of Q3 and  Qa,  cor-
responding to a sensitivity time constant T, as applicable to 
eqn. 2.5, with the value 2RC'(C' + C)1(2C' + C)Qd replacing 
.R(C' + C)/Qa . A very good approximation is then obtained for 
values of Q of, say, 10 or higher. It should be noted that eqn. 5.36 
still applies as an approximation for large Q,. 
The analysis of eqns. 5.33 to 5.35 is included here for complete-
ness, to cover those cases (e.g. at one end of the range in a multiple 
diode-pump ratemeter) where a relatively low value of Q may be 
required. However, it demonstrates that the effect of the change in 
time constant is very small, except for such lower values of Q. It 
may also be noted as a practical point that at higher values of Q the 
reverse current conductance of the diode D I in Fig. 2.1 (an effect 
which we have not considered so far, as it should be small and in 
most respects unimportant to us here) could modify the action 
described by cutting off the diode D2 before the nagative step. 
Since the change of slope is in any case small, for such values of Q, 
this modification is of little importance. 
5.6 Output fluctuations for multiple-diode-pump ratemeter 
5.6.1 Theory 
We are now in a position to calculate these fluctuations for the 
instrument as a whole, with approximations for Q, > 1 (Offner, 
1963, and Vincent, 1967b). Consider the case where there is a 
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constant input rate of pulses through a scale-of-two input circuit. 
Let each of the diode-pump circuits be considered as if replaced by 
the equivalent direct input one, as discussed in Section 5.5, with 
effective capacitance ratio Qd = 2Q and sensitivity time constant 
Td = T/2. For small fluctuations around the mean reading, as 
implied by the large value of Q. the output voltage step at each 
input pulse is given approximately by eqns. 2.1 and 2.5 as 
V/Qd(l + pTa) V12Q(l + pT.,) 	. . (5.37) 
From the derivation of eqn. 5.15, it is clear that the effective value 
of the discharge time constant under the same conditions is 
T'/(l + pT8) 	 . . 	 . . (5.38) 
Over the range of output voltages for which they apply, these 
equations define a voltage response function for each input pulse, 
and these functions can be summed over all the circuits to give a 
combined response function at any specified input rate p. It will be 
convenient to allow for a voltage amplification factor A, from the 
rth circuit to the final output, in order to cover possible cases where 
this is not the same for all the circuits. The combined response 
function is then given for N circuits by 
v N  (A\ exp(—r/T,.") 
W(T) = - 
	\Q,) 1 + PTY 	
. . (5.39) 
2,=1 
From eqn. 2.23, the standard deviation corresponding to the 
random fluctuations of the output voltage is given by 0r(p), where 
= p J' { w(r)} 2dr 
f0 r=1.,-1QrQs
c N N A A exp(—r/T,")exp(---r/T 3")dt pV2 V' 
	(1 +pT,)(1 +4pT,) 
N N A A 
i Q, Q3 
[{(1 + pT,)/Q,T,} + {(1 + pT,)1Q3 T,}1 1 
(1 +fpT,)(1 +.4pT,) 
NN 
II 
A,A,[{Q3( 2  + PTr)IpTr} + {Q,(2 + pT5)1pT}]' (5.40) 
(1 +pT,)(1 +pT) 
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This is equivalent to the result obtained by Offner (1963), but has 
the advantage of being slightly more general, as it does not pre-
suppose that the relative weights given to the outputs of the various 
circuits are necessarily determined only by their respective leakage 
resistance. Assuming a relationship of the form 
= c(T,) ° 	.....(5.41) 
and assuming for the present that A, has the same value A for all 
the circuits, we get 
2°V2A2 N N 
{cr(p)}2 = 2cxp
° 'I 
[(pTy °{(2 + pT,)/pT,} + (4pT,) °{(2 + pT)1pT}J 1 
0 + 4pT,) (1 + +pT5) 
(5.42) 
For values of p within the central working range of the instrument, 
pT1 is very large and pT,,. is very small. It follows that the double 
summation in this exprsion must be to a close approximation a 
periodic function of log, p, the period being L, where L is defined by 
L=log(T,_ j/T,) .....(5.43) 
in the geometrical progression of sensitivity time constants i., so 
that L = loge k in the notation of eqn. 5.10. It will be noted that an 
increase of p by the factor k = eL gives exactly the same set of 
terms in the double summation, except that very small terms 
corresponding to r = 1 and s = 1 (finally) are added, while other 
very small terms corresponding to r = N and s = N (initially) are 
removed. Moreover, calculation by a digital computer of the value 
of the summation in a selection of typical cases, within the central 
working range of p as defined above and for various values of L 
and 0, shows the following: 
The periodic fluctuation with p is very small and is, in 
fact, negligible as regards the accuracy normally expected 
in a statement of the magnitude of a random error (a 
few percent. of that magnitude). 
The value of the summation is proportional to L - 2 , to 
a close approximation. 
Both these results are to be expected for small values of L, for 
which the following approximation applies: 
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2°V2A2
p E J{Or(p)} 2 2 ° 	 ' 	L 
{e_ ° (1 +e')+ e_0tI(1 + e)} 1 
(1+eLz)(1+e) 	
dydz 
2° V 2A 2 çc 
= 2ccL2p8 J_j 
{e_Ou(l + e_v) + e_Ot (1 + e_u)} 
du dv 
(1 + em) (1 + ev) 
= {2° V 2A 2/(cL 2p°)} {F(0)} 2 ......(5.44) 
where the continuous variables y and z replace r and s, respectively, 
and where u = Ly and v = Lz. The noteworthy feature is the 
relatively large value of L up to which the error in this approxi-
mation is still negligible, up to e = 10 or more. It follows that 
or(P) can be calculated quite simply for any value of p, given F(0). 
Within the truly logarithmic range of this type of ratemeter, it is 
characteristic that the output reading increases by VA for each 
increase L in the logarithm of the rate, as discussed in Section 5.3. 
Within this range, assuming the fractional error 4 in the reading 
to be small (as it must be in all cases of practical interest), it is 
possible to calculate this error as follows: 
= aT(o)LIVA = {2 0/( c pO)}hI' 2 F(0) . . (5.45) 
mmmiogilmmmmmmmmimmummmmmmmummmmmmmmmmnmmmmmmmmmmmummmmEum 
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Fig. 5.11 Function F(0) 
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The double integral can be evaluated to determine F(0) for 
o =0 as (loge 2)112.  It is symmetrical about the value 0 = f. Both 
these properties are demonstrated in the paper previously quoted 
(Vincent, 1 967b). The function F(0) is plotted in Fig. 5.11. It will be 
seen that the variation with 0 is quite small, from a minimum value 
of about 0-8184 at about 0 = 023 or 077 to a maximum value 
(within the range considered) of 08325 at 0 = 0 and I. This total 
variation is again negligible for practical purposes and the function 
may, therefore, be replaced in actual use by the constant 0825, 
which is within 1 % of all values shown. 
5.6.2 Application to design 
It is particularly instructive to consider eqn. 5.45 with respect 
to the parameters of the individual diode-pump circuits. It is 
characteristic of this type of instrument that if the mean input 
pulse frequency p is increased slowly, at a rate that is 
uniform with respect to log e p, each circuit first contributes little 
to the output, then in its turn contributes the most rapidly rising 
output and finally makes a nearly constant contribution as it 
approaches saturation. If eqn. 5.17 is expressed in terms of 
I = logp, it becomes: 
v'(l) = V{T re'I(2 + 7. e')} . . . . (5.46) 
and it is easily shown (c.f. eqn. 5.12) that (d/dl)v' (1) is a positive 
function of 1 and is symmetrical about the point / = log(2/T,), at 
which point it has a maximum value. It will be convenient to refer 
to the corresponding value of p, that is, 21T, as the centre frequency 
of the rth circuit and to denote it by Pr  Inserting this value of p in 
eqn. 5.45 gives a corresponding value of 0 which is 
Ir 	{2 °I(XP 1-°)} 112 F(0) = (Tr1IcL) 112  F(0) 
which from eqn. 5.41 
Qr "2 '(0) 	..........(5.47) 
0•825(C'rfC'r') 112 	......... (5.48) 
It is therefore possible to graph the general form of the accuracy 
characteristic very simply and quickly by plotting the.rpoints 
Pr, & and drawing a fair curve through them. Moreover, since the 
main contribution to the fluctuation at any given input rate comes 
from relatively few of the diode-pump circuits and, in particular, 
from the diode-pump circuit for which the centre frequency is 
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nearest, it is to be expected that this method should be insensitive 
to changes in U and A over the range, at least for gradual changes. 
In this connection, in view of the significance of 0 in relation to the 
variation in accuracy over the range of the instrument, there 
would seem to be a little point in making abrupt changes in it. 
Also, if the instrument is to have a truly logarithmic characteristic, 
the A, should all have the same value, except that A 1 and AN may 
be made slightly greater than the others (for example, by 18%) as 
shown by Cooke-Yarborough and Pulsford (1951b), in order to 
extend the accurate logarithmic characteristic as far as possible, 
for a given number of diode-pump circuits. 
10 	100 1000 IQ000 100,000 1000.000 
P 
Fig. 5.12 Percentage random fluctuation 100 (p) plotted against pulse input 
rate p for a case where 0 has constant value 05 and all the A, are equal 
5.6.3 Comparison of simple plot with exact formula 
Figs. 5.12 and 5.13 show typical results from a number of 
examples. In each figure, the curve shown was drawn through 
closely plotted points calculated by means of the exact formula 
(eqn. 5.40), to give the true fractional random fluctuation O(p), 
where 
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Fig. 5.13 Percentage random fluctuation lOOçb(p) plotted against p for a case 
where 0 increases from 0.3 to 0•7 over the range and where all the A are 
equal 
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where 
VT (l) = v>{A , Tr e'/(2 + T, e')} . . . (5.50) 
and is the total output voltage for the steady mean input rate p in 
terms of 1 = lo g p. In each case, N = 6. The individual points 
marked on each figure are plots of p,., using the simple cal-
culation of eqn. 5.48. It will be seen that these provide an excellent 
plot of the true fractional fluctuation from the centre frequency of 
the first circuit to the centre frequency of the last, in each case, in 
spite of the changes in 0 in Figs. 5.13. 
5.6.4 Conclusions 
For a logarithmic ratemeter of this type, an estimate of the true 
fractional random fluctuation over the working range of the 
instrument can be made with quite adequate accuracy by drawing 
a fair curve through the ,d points P, 0,. corresponding to the N 
diode-pump circuits, where p, = 217', and çb,. = 0-825(C,1 C,')' 1'. In 
these formulas, 7',. is the sensitivity time constant of the rth circuit, 
Cr is its input capacity and C,' is its storage capacity. Provided that 
there are no unnecessarily abrupt changes in certain parameters 
from one circuit of the instrument to the next, such a plot can be 
very accurate. 
Chapter 6 
Period meters and excursion 
detection 
6.1 Growth-rate measurement 
When the power level of a reactor is increasing or decreasing, 
an important quantitative measure of the rate at which it does so 
is the fractional change per unit time, or growth rate, sometimes 
referred to as the reciprocal period, of the power variation. This 
parameter may, in principle, be regarded as a constant, under given 
conditions, although the change in power level may itself eventually 
change a relevant condition such as the temperature distribution. 
The physics of reactor processes has been described by Keepin 
(1965). The power may be measured by means of a direct-current 
channel, with an ionisation chamber measuring the neutron flux, 
or by means of a pulse channel, with a counter detecting individual 
neutrons. Our interest here is mainly with the latter case. We then 
have a pulse channel in which, over the range of times concerned, 
the rate is of the form 
p(t)=po e t 	..... (6.1) 
The parameter a in this equation is the reciprocal period of the 
rate variation. (The period, or time to increase the rate by the 
factor e, is clearly given by P = l/.) Differentiation of eqn. 6.1 
gives 
(dl dt)p(t)/p(t) = (d/dt)loge{p(t)} 
(6.2) 
Growth rate can therefore be measured by the rate of change of 
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the output of a logarithmic ratemeter. A similar problem in prin-
ciple arises in the measurement of the decay of a radioactive 
source, in which case the growth rate a is always negative. If the 
particles being detected arise from a single isotope, the growth rate 
is a= —2, where 2 is the decay constant characteristic of that 
isotope (Section 1.6). If mixed isotopes are contributing to the 
measured pulse rate, the modulus of the growth rate decreases 
with time as the proportions of the more rapidly decaying con-
stituents decrease. For historical and experimental reasons, various 
other parameters have been used instead of a, such as period 
(P = 1/a), doubling time (0693/a) and (for decay processes) half-
life (0693/2 = —0693/a). However, we shall usually find it most 
convenient to use a itself, although the instrument measuring it is 
usually referred to as a period meter, rather than a reciprocal 
period or growth-rate meter, for brevity. 
6.2 Accuracy limits in estimation of growth rate 
Consider a rate p which is of the form given by eqn. 6.1 from 
t = 0 to t = T, where Tis the time interval on which a single period 
measurement is to be based. The parameters Po and a are unknowns 
and a has to be estimated, given that Po  lies in the range 0 to oo 
with prior probability proportional to 5p 0/po and a lies in the 
range - to oo with prior probability proportional to & The 
data given are that pulses have occurred at stated times t 1 to t,, 
within the interval T. Then, on substituting the value of p(t) from 
eqn. 6.1 in eqn. 1.77, the probability that values in the ranges p0 
to Po + op0 and a to a + Oa will occur and will give rise to this 
pulse configuration is given by 
P4(p0 , a) 0t 1 0t2 .. . Ot OOo Oa 
= (K/p 0)exp{ _po(eT - 1)/a} IT Po exp(at) 
0t 1 0t2 . . . 0t1, 
0Po ba 
= Kp0"1 expt—p0(eT - 1)/a}exp(ant) 
0t1 0t2 . . . 5t 0Po  Oa 	.......(6.3) 
where ta = 	1t8)/n and where K is a constant. The expected 
value of a for this distribution is then given by Bayes' principle as 
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- - 
J 5p0n_1 exp{_po(e8T - 1)/cc}exp(ccnt a) dp0 dcc 
a— 
J 	J Po 	exp{ 
_po(e8T - 1)/cc}exp(cxnt 0) dp0 doe 
fco cc" 1 exp(ccnt0) 
d 
J_w (eT_1) 	cc 




1 f (ex - 1)" dx (6.4) 
(7)  
f_cO (ex_1)n dx  00 
where x = aT and y = t,,/T. An immediate point of interest from 
this exact result is that n and ta  are sufficient statistics, i.e. that 
additional information concerning the times t, beyond these two 
values would not help in the estimation. It is clear that the standard 
error in the estimation of cc could also be derived from the value 
of a2, which would be obtained by an equation similar to eqn. 6.4, 
but with the index n + 1 in the numerator changed to n + 2. 
Since n and ta  are sufficient statistics, and since n is normally 
large in practice, it would seem reasonable to base the estimate of 
cc on the approximate relationship between ta  and cc for large n. 
(It is important to note that under these conditions it would no 
longer matter whether the prior probability for Po  was taken as 
proportional to c5Po/po or simply to 6p0 .) For specified Po  and cc, 
the expected value of n is given by 
fo T 
	 - 
11= p0 e"dt 
	
= po(eT_1)/ cx 	.....(6.5) 
The expected value of t is given by 
f tpo ea' dt 
- fTtd 
- TeaT/a - (eaT - 1)/cc 2 
- 	(eaT - 1)/a 
=T/(1—e"')-1/cc 	. 	. . 	. (6.6) 
158 	Period and excursion 
The variance of t is given by 
c72 = 1 2 - (1) 2 
- f't 2poe tdt - 
 f poetdt o 
= [t 2e t/cz] - [2te8T/cz2] + [2e8t/cc3] 
_______ - (1) 2 (eXT - 1)/cc 
= {T 2e T - 2T?T/cL + 2(e T_ 1)/cc2}/(e2T_ 1) 
- {Te 2T - (e8T - l)fcc} 21(eT - 1) 2 
= {(e 8T - 1)2/cc2 - T2eT}/( e T - 1) 2 	. . (6.7) 
It follows that for the average of n pulses 
0.2 = (11n){1/cc2 - T2e_T/(1 - e- aT)2} 	. (6.8) 
The corresponding fluctuation in the measured value of cc is given 
by a standard error of 
0.2 	a 2(ô1/) 2 	. 	. 	. 	. 	(6.9) 
The approximation sign here is necessary because of the nonlinear 
relationship between 1 and cc. It follows that the smaller the errors 
concerned are, i.e. the greater the value of n, the better this approxi-
mation should be. We then have, from eqn. 6.6, that 
= ca2{11cc2 - T2e_ 2Tf(1 - eT) 2}_ 2 
	
= (a2/n){1 - cc 2 T 2e_ T/(1 - e 1)2y' 	(6.10) 
As is to be expected, this is a symmetrical function of cc. The result 
can be put entirely in terms of T, Po and cc, using eqn. 6.5 and the 
approximation that, for large n, we have n/n 1. In this form, it 
agrees with the result obtained with a considerably different 
approach (Vincent et al., 1964), in which it was assumed that the 
interval T was divided into a large number m of equal subintervals, 
each containing a large number of pulses, and that cc was estimated 
by the appropriately weighted least-squares fit of a straight line to 
the plot of the logarithms of the counts against time. This method 
of analysis may be regarded as more obvious and conventional, 
but less fundamental, than the present one. Eqn. 17 of the paper 
corresponds to eqn. 6.10 above. This equation gives an optimum 
standard of accuracy against which the performance of any actual 
period meter may be judged. 
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6.3 Comparison with accuracy of present methods 
From eqn. 6.10, it is possible to plot (aj)n112 as a function of 
cT (Fig. 6.1), where rJx is the fractional standard error in the 
C 
	
I 	 2 	 3 
cc T 
Fig. 6.1 Relationship between the fractional standard error a./(X and the number 
of periods oT in the measurement interval 
measurement of a and cLT is the number of periods covered by the 
measurement interval. This may be done by writing the equation as 
(o/x)n 112 	{1 - x2T2e_2n/(1 - e_T)2}_'2 . ( 6.11) 
The figure enables this fractional error to be found in terms of n 
and the measuring interval in periods. Alternatively, using the 
relationship n = ñ and eqn. 6.5, and using p  to denote the maxi-
mum value of p(t) within the interval T, we obtain, for positive a, 
Pm P0 T 	..... (6.12) 
and 
T)112{1 - ( cc2 T2 + 2)e _UT + e_22T}_l'2 
(6.13) 
In this latter form it closely corresponds to eqn. 17 of the paper by 
Vincent et al. (1964), with which, as already mentioned, it is in 
agreement. If cc is negative and I  I is substituted for cc in eqn. 6.13 
4 
C,) 
E 2-  
00 
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Fig. 6.2 Statistical errors in 
b growth-rate measurements 
c' is the standard deviation of the 
growth rate a, for two equal counting 
	
C 	 I 	 I 	 I 	intervals. a is the minimum possible 
0 2 	4 	6 8 10 standard deviation for the same total 
I UT I 	 time. JaTl is this total time measured in 
b periods 
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it is easily shown that this result still applies, as is to be expected 
from considerations of symmetry. It is shown plotted against I ocT 
in Fig. 6.2a. 
A precise current practical method of measuring o within a time 
interval T (Section 6.5) is to divide the interval into two equal 
parts and to count the pulses in each, say n 1 and n2 . oc is then 
estimated as 
cz=(2/fllog(n2/n1) 	. . . . (6.14) 
It is therefore of interest to know how the accuracy of such a 
measurement compares with the optimum. This accuracy is easily 
found, as follows. The counts each have a Poisson distribution, 
with fractional standard deviations (ii 1)/2 and (i12) 112, respec-
tively. Therefore, as an approximation for large n 1 and n2 , using 
eqn. 6.5, 
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(l)2 	(4/T2)(1/n 1 + 1/fl 2) 
(4/T2)cc/po(eTI2 - 1) + u/p o(eT - ?T 2)} (6.15) 
Therefore 
('Ici)(Pmk)"2 	2{(e8Th'2 + 
1)e T/ 2 /c 2 T2(eTh!2 - 1)1 1 /2 
(6.16) 
In this equation, Pm = poeT, for positive a, and the equation can 
again easily be shown to apply for negative a also, in this form, 
provided that I a I is used instead of a. This result was also obtained 
in the reference given and is also shown plotted against IaTI for 
comparison in Fig. 6.2a. The curve in Fig. 6.2b shows the ratio 
of this standard error a' to the standard error crc, in the optimum 
case, as a function of I xTI. It can be seen that for small values of 
I a  I, corresponding to a fraction of a period, this ratio is approxi-
mately constant. Its actual limiting value at zero I oeTj can be 
derived from eqns. 6.13 and 6.16 as 2/.J3 = 1155. The ratio 
increases slowly with JaTj over the first few periods and more 
rapidly for greater values. Whereas the optimum error continues 
to decrease slowly with I ccTj beyond this region, the error for the 
count-ratio method reaches a minimum at I xTI = 486 (corre-
sponding to a count ratio of 11.4) and increases steadily beyond 
that point. This is understandable, since with a given maximum 
count rate Pm' the count in the other half of the measuring interval 
will decrease with I a TI for sufficiently large I ccTI, with a corre-
sponding decrease in its accuracy. 
6.4 Effects of dead time on count-ratio growth-rate measurement 
The expected value of the count over an interval with an ex-
ponential change of rate in the presence of Type I dead time has 
already been found in Section 4.2.1 and by analogy with eqn. 4.33 
we have the following results, in which p denotes p(T12) and PT 
denotes p(T), for small values of D: 
11 1  = (l/xD)log{(1 + pD)1(1 + p0D)} 
((Pc - po)kc}{1 - (D12)(P + Po)) 
• . (6.17) 
This first-order approximation applies, of course, whether the dead 
time is Type I or Type II. Similarly 
{(Pr - p)/cL}{l - ( D12)(,pr  + PX 	
. (6.18) 
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Therefore 
{(Pi' P)I(P - Po)) {1 - (D12)(p T  Po)} 
e2Tl2{1 
- ( xD12)(5 1  + n2)} 	. . . . (6.19) 
It follows that as a first-order approximation for large n1 and n2 , 
but small D and ccDQi1 +'W, one may estimate c by 
c = (21fl109(n2/n j) + cD(n 1 + n2)/T . . (6.20) 
From this, c is given by 
21og(n2 /n 1 ) 	 . 	 . 	 . 	
. (6.21) T—D(n 1 +n2) 
This result is in agreement with that obtained in a paper by 
Vincent (1964c). With a precisely known Type I dead time, a more 
exact solution could in theory be obtained by using an iterative 
computing procedure to solve the simultaneous nonlinear equations 
in Po  and : 
n i = (1/ccD)log ( 1 
+p0De2"2\ 
	(6.22) 
1 +p0D  
and 
( 1 +po DeT \ 
= (1/oD)log 
1 + Po De2 Thf 2) 	
. . (6.23) 
However, in most practical cases, the accuracy with which D is 
known is unlikely to be sufficient to justify this additional trouble. 
As indicated by the use of the measured values n 1 and n2 in the 
equations, rather than the expected values El and ñ, the result 
is subject to a normal statistical error, as given by eqn. 6.16, 
although the actual value of the error may be somewhat modified 
by the effect of the dead time (cf. Section 4.2.1). 
6.5 Digital period meter 
As mentioned in Sections 5.1 and 6.1, growth rate may be 
measured by differentiating the output of a logarithmic ratemeter, 
and this is a standard method of obtaining it. However, when the 
greatest possible precision is required, a method often used (Section 
6.3) is to count the input pulses for two successive equal time 
intervals and to calculate the growth rate from the logarithm of the 
ratio of. the counts. It is possible to make both the measurement 
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and the calculation required for this automatic, using a digital 
period meter (Vincent et al., 1964). In this instrument, the channel 
pulses are counted at regular intervals, for the major part of each 
interval. At the end of the interval, the logarithm of the count is 
calculated digitally by means of a special logic circuit arrangement 
and the logarithm of the previous count is subtracted from it. 
The timing is arranged and the answer is displayed in such a way 
that it reads inverse period in s 1 . Logarithmic rate can also be 
obtained from the digital-period-meter circuits. An interesting dis-
cussion of digital ratemeters and period meters has been given by 
Kenny and Schultz (1969). 
A digital period meter such as this has negligible error in the 
time scale, which is obtained from a crystal-controlled oscillator, 
and in the computation of the logarithm. The main sources of 
error are the statistical error and the dead-time error. If the (count 
rate)/(power level) ratio can be chosen, as by placing the detector 
in a suitable part of the reactor, it is necessary to choose this so 
as to obtain a suitable compromise between the statistical error 
and the dead-time error, as the former decreases and the latter 
increases with increasing rate. The latter could be reduced by 
using the fastest counting channel possible. A further easement is 
obtainable from the fact that the dead time is a systematic error 
and can be corrected for (Section 6.4); but it is, of course, still 
desirable to obtain the smallest practicable dead time, to reduce 
the residual uncertainty. 
6.6 Rapid recognition of significant increase in count rate 
6.6.1 Basic theory 
When a linear ratemeter is receiving a train of randomly timed 
input pulses at a constant rate p, its reading is continually fluc-
tuating about its mean value icp in the manner discussed in Chapter 
2. As shown in that chapter, the amplitude of the fluctuations 
increases with the speed of response of the ratemeter. There is 
therefore a fundamental difficulty in detecting rapidly a genuine 
increase in the rate. Such detection is of importance if, for example, 
a pulse channel is being used to monitor the neutron flux in a 
nuclear reactor for safety purposes. The conventional approach 
to this problem is to use a period meter on the channel and to 
give a warning or to initiate an automatic safety action, as required, 
if the growth rate goes outside specified limits. (These may be 
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both positive and negative, although the positive one is, of course, 
normally the one of greatest safety concern.) This is a logical 
approach to the problem, but it does not necessarily follow that 
it ensures the greatest possible speed of response compatible with 
adequate freedom from spurious alarms. The purpose of the 
present section is to analyse this problem and to seek the optimum 
solution. It follows the paper (Vincent, 1960). 
Consider an excursion in which there is a constant mean rate 
of pulse arrival Po until a time given by t = 0, and thereafter a rate 
At) = Po{i +f(t)} 	. . . . (6.24) 
If detection of the excursion occurs at a time t = J, the increase in 
the output reading at that time for a ratemeter with a response 






0 w(r)f(t)dt= 	p0 w(J—t)f(t)dt 	. (6.2) 
The significance of this increase is given by its ratio to the standard 
deviation ci of the reading at the steady rate Po• This standard 
deviation is given by eqn. 2.23 as 
ci2 
= J p0{w(v)} 2 dr 	. . . 	. (6.26) 
A reasonable criterion for adequate significance is that the increase 
in the reading should reach a specified minimum value Ka, where 
K is a suitable factor. Let y denote the ratio of the increase, as 
given by eqn. 6.25, to a, and let us investigate the maximum value 
of this ratio, for any given value of J, as the weighting function 
is varied. Let w(J - t) = w'(t), say. It is obvious that w'(t) should 
be 0 for t <0 (that is, for r > J), since any weighting given to 
pulses occurring before the excursion starts would only increase 
the standard deviation without affecting the increase in the reading 
and would therefore decrease the significance of the latter. The 
standard deviation is then given by 
U2 = f-'pO{W1(t))2  dt 	. . . . (6.27) 
We then require to find the form of w'(t) which will give the 
maximum value of y for any given Po, J and f(t), where 
= 	 W'(&(t)dt} 2 
Po f {w'(t)} 2 dt 	
. . (6.28) 
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Any function w'(t) from t = 0 to t = J can be put in the form 
w'(t) = Af(t) + ö(t) 	. . . . (6.29) 
where A is a constant and ö(t) is such that 




A =I f(t)w'(t) dii {f(t)} 2 dt 	. . (6.31) 
Jo  
Substituting this value for w'(t) in eqn. 6.28, we obtain 
= [ff(t){Af(t) + ô(t)} dt] 2 
Po 	J {Af(t) + c5(t)} 2 dt 
	
A 2[5{f(t)} 2  dt}2 	
(6.32) 
= A2 1ft 2  dt+ f(t)}2 dt f -' o 
Since {5(t)}2 is always positive, it follows that its integral must be 
a minimum and that the above expression must be a maximum 
when (t) 0. That is, the required function w'(t) is one that is 
proportional to f(t) from t = 0 to t = J. We then have, for the 
optimum weighting function 
f J = {f(t)}2 dt (6.33) 
o 
This shows that for any given value of Po  and for any given excur-
sion, as specified by the functionf(t), the maximum ratio y obtain-
able by varying the weighting function w(r) for a given value of J 
is an increasing function of J. At the minimum time J for a 
significant increase, therefore, eqn. 6.33 becomes 
fo
/ 
K321p0 = 	{f(t)J 2 dt 	. . . . (6.34)  
The problem still remains, of course, of ensuring that the optimum 
weighting function, or one sufficiently close to it, is applied in any 
particular case. Nevertheless, eqn. 6.34 is very useful in that it 
provides an optimum with which the performance of any actual 
equipment may be compared. Moreover, since eqn. 6.32 contains 
only a second-order term in 6(t), the fitting of the weighting 
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function to f(t) does not need to be very exact in order to obtain 
a close approach to the optimum performance. For example, if 
we take 3t/2 as a crude approximation to et - 1 from t = 0 to 
t = 1 (Fig. 6.3), the reduction in the ratio for v2lpo fromthe optimum 
is only about 1 %. Since f(t) is normally a rising function of t, in 
the cases of interest, it is to be expected that a falling function 
w(r) of r will be best, in general, for the weighting function. [This 
follows because w(r) = w(J - t) = W(t), which should be pro-
portional to f(t), as found above.] 
LN 
Fig. 6.3 Linear approximation to exponential rise 
Although the shape of the weighting function is not too critical, 
it is important to note that it must be matched in duration as well 
as in shape. Moreover, the appropriate duration depends on the 
nature of the excursion and will not normally be known in advance. 
In these circumstances, it is possible to ensure the choice of a near-
optimum duration by using a multiplicity of circuits, with a suitable 
range of durations, not too widely spaced, and taking the response 
of the fastest of these. Since the shape of the weighting function 
is not too critical and the normal exponential weighting function 
is easily obtained by means of a diode-pump circuit, we shall 
consider the performance of an instrument composed of such 
circuits as a practical example. (Although an exponential weight-
ing function does not have a finite overall duration, its time 
constant may be similarly selected in a particular case, to match 
the excursion that has occurred.) 
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6.6.2 Exponential rise example 
To get an idea of the performance of the multiple-diode-pump 
excursion-detection circuit, it is helpful to choose a specific form 
of excursion and to calculate the results for it. We shall use 
f(t)=e5t — 1 	.....(6.35) 
In this case p(t) = Po for t < 0, while, for t > 0, 
p(t)=p0 e5t 	..... (6.36) 
This represents the sudden commencement of an exponential rise 
from a fixed rate (Fig. 5.2) and is the example that was also used 
by Barrow (Section 5.2). If such an excursion is applied to a linear 
circuit with weighting function A e_'T', where A is an amplitude 
constant and T' is the storage time constant, the expected value 
of the steady initial reading r0 is given by eqn. 2.19 as Ap 0 T'. 
Also from eqn. 2.19, we have that the increase in the expected 
value of the reading is given by 
r(t)/r0 = (Ap o T')'{ fo p0Ae t_5)e_T/T' dz + ft po Ae_T'  dt} 
= (1 +T') 
e_u/T' + ( +
T') 
e5t 	. . . . (6.37) 
Note that this ratio is 1 at t = 0 and has zero initial rate of rise. 
From eqn. 2.24a, the standard deviation of the reading before the 
excursion is a fraction (2p 0 T') 112  of the mean reading, and we 
therefore have that, for a margin of K5 standard deviations, detec-
tion will occur at a time t = J given by 
1 + K3(2p0 T')
2 = (I :2) 




Since r(t)/r0  is a monotonically increasing function of t for any 
positive value of c, as may easily be verified by differentiation, 
there is always one and only one solution to this equation. Although 
there are three parameters Po'  a and T' involved, it can be seen 
that a change of a, keeping the dimensionless parameters p ola and 
cT' constant, amounts only to a change of time scale and does not 
alter the essential form of the problem, as specified by the latter 
parameters. If the value of ciJ is plotted against cT' (Fig. 6.4), it 
is found to have a minimum at a value of ccT' which varies with 
p0/cK52 . This minimum value of V may then be plotted as a 
function of p0/oK52 (Fig. 6.5). It represents the best result that 
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Fig. 6.4 Determination of optimum time constant for a diode-pump circuit with 
exact bias 
can be obtained with an exponential weighting function instead 
of the ideal one tailored to the particular excursion. For the latter 





eat - 1)2 dt 	. . . . (6.39) 
and therefore 
K32 (o/p0) = 	- 2)2 - + cJ 	. . (6.40) 
When the values of ocJ given by this equation are compared with 
those shown in Fig. 6.5, they are found to be so close that it would 
be impracticable to show them separately, over the range of values 
of p0/cxK32 that it covers. This implies that a set of such circuits, 
with sufficiently closely spaced values of T' over the appropriate 
range, and adjusted to detect for a specified value of K, such as 
10, will do so in very little more than the optimum time for that 
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Fig. 6.5 Minimum value of LxJ for the ratemeter circuit with exact bias plotted as a 
function of p01oK,2 
The dashed line shows the value of aT' at which this occurs 
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value. This is in accordance with the fact, already noted, that the 
exact shape of the weighting function should not be too critical. 
6.6.3 False-alarm rate 
So long as we are dealing with voltages that are derived from 
a large number of events, each making a small contribution, so 
that the distribution is Gaussian, the requirement of a departure 
from the mean of a suitable number K, of standard deviations is 
quite sufficient to ensure that chance spurious detections will be 
extremely rate. Table 6.1 shows the probability P(K,) of a positive 
deviation exceeding K, standard deviations in a Gaussian distri-
bution, for some selected values of K,. For K,>> I, this probability 
is given by 
P(K,) exp(_K,2 /2)/(21r) 112K, 	. . (6.41) 
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Table 6.1 Probabilities of positive deviations exceeding K3 standard 
deviations in a Gaussian distribution 
K3 P(K3) 
1.6 05 x 10 
3.3 05 x 10 
49 * 0•5 x 10 
65 05 x 10 10 
80 0•5 x 10- ' 
10.0 08 x 10 23 
* Nearest values for precise P(K5) 
If T. is the minimum time for which the chosen value of K3 must 
be exceeded to operate the indicating device, and p1 is the mean 
rate of false alarms, we have 
p1 T. < P(K5) 	 . . . . . (6.42) 
This follows because all time intervals with output levels more 
than K3  standard deviations above the equilibrium mean that 
operate the indicator must exceed T. in their duration. Moreover, 
any other time intervals with output levels at more than K3 standard 
deviations high which do not operate the indicator have the effect 
of increasing the degree of inequality. Tm may be short enough 
in practice to represent a negligible increase in the delay J, but 
can still represent an extremely low theoretical false-alarm rate 
(i.e. one in many years) because of the very low values of F(K3) 
that are available. The occurrence of high peaks in a random-noise 
voltage is discussed further in Section 7.3. 
6.6.4 Qualifications for low rates 
If the necessary condition p0 T' > 1 for a Gaussian distribution 
does not apply, we have the situation that has been analysed in 
Section 2.7. In this case, it is easy to show, by taking an extreme 
example with p0 T' < 1, that a margin of, say, 10 standard devia-
tions will not suffice to ensure a low probability of false alarms. 
Consider, for example, p0 T' = 0005. The rate Po  is then so low 
in relation to T' that the great majority of pulses will be isolated 
events, with their output contributions decaying to a negligible 
value in each case before the next one appears. As shown in Section 
2.7, the mean reading r(p) and the standard deviation a(p) are still 
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given exactly by Ap 0 T' and A(p 0 T'12) 112 , respectively. Hence in 
this case 
r(p) + 10a(p) = 0005A + 05A 
= 0505A 	. . . . (6.43) 
This is just over half the response to a single input pulse and will 
therefore clearly be exceeded for every input pulse that arrives! 
This extreme situation will not apply for greater values of p0 T', 
but there will be an intermediate situation, for which the criterion 
of K. standard deviations will not suffice, for those values of p0 T' 
that are too low to give a good approximation to the Gaussian 
distribution. Ideally, the margin should be controlled in such a 
way that the probability of its being exceeded has a constant value 
as p0T' changes. For example, this probability could be 08 x 10- 23 
corresponding to K5 = 10 in the Gaussian case. The theoretical 
basis for calculating this margin is given in Section 2.7. 
6.6.5 Experimental verification 
The theoretical methods of excursion detection described in 
Sections 6.6.1 to 6.6.4 have been given some experimental verifi-
cation (Vincent and Lamden, 1961). The multiple-diode-pump 
excursion detector was built and was arranged so that each circuit 
was automatically provided with a margin or bias against triggering 
the indicator that varied with the initial steady input rate Po  in a 
suitable manner (Fig. 6.6), in approximate accordance with eqn. 
6.38. For exact accordance with this equation the bias required 
would be Ap 0 T'K(2p 0 T') 112 = AK5(p0 T'12) 112 volts. For simpli-
city, the parabolic law required for the bias was approximated to 
by applying a bias that was a linear function of the output voltage 
Ap 0 T' of the circuit concerned. The difficulty at low rates discussed 
in Section 6.6.4 was taken care of by applying an arbitrary initial 
bias which also assisted in achieving the required approximation 
to a parabola over a range of higher rates. Specifically, this initial 
bias was (nominally) 625A at p0 T' = 0 and the linear rate of 
increase was such as to make the plot of bias tangential to the 
exact curve for K5 = 10 at p0 T' = 3125 (again, nominally). Adjust-
ments to the nominal values were made as closely as the experi-
mental conditions permitted. 
The successive time constants were spaced approximately by the 
factor 10. The individual circuits were arranged so that the first 
one to pass its own bias level would trigger the indicator. The 
time constants in the biassing circuits were kept sufficiently short 
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Fig. 6.6 Bias voltage applied, as a function of input-pulse rate 
Specifically, the bias voltage, in units of 1 step, A, is plotted against poT' 
to enable them to adjust themselves fairly accurately to slow 
changes in Po'  at permitted growth rates, but long enough to give 
a negligible offset to the response of the main circuits to fast 
transients. (Ideally, from the instrument designers' point of view 
only, it would be preferable if the rate at the detector could be 
kept constant during a controlled change of power, e.g. by moving 
it, or an absorber, in an appropriate manner to compensate. 
However, such an arrangement would not be likely to be an 
acceptable one in most practical situations.) The instrument was 
tested for both speed of response and false-alarm rate. 
The speed of response tests were carried out using an electronic 
random-pulse generator (Section 7.3) which could be made to 
produce a nearly exponential excursion in rate on demand, by 
means of a pushbutton switch. Tests were carried out over a wide 
range of values of p0 /cc (Fig. 6.7) and comparisons were made 
with a standard reactor period-meter trip circuit (AERE type 
1508A) which was in use at that time. The latter was set to trigger 
at ot = Q•14 (7s period). To make sure that the comparison was 
not biassed in favour of the excursion detector, its biassing circuit 
time constants were reduced to 1 s, making it artificially insensitive 
to excursions with Lx less than about 033 (3s period). In spite of 
this, the superiority of the performance of the excursion detector 
is marked, especially for the shorter periods, and its response is 
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Fig. 6.7 Comparison 
of the performance of 
the excursion detector 
with that of a standard 
reactor period-meter 
trip circuit (AERE type 
1508A) 
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The probability per century of a false alarm from purely statis-
tical causes was theoretically extremely small and obviously could 
not be experimentally verified. What was done was to reduce the 
fixed and linear components of the bias for all the circuits in the 
same proportion to reduce the effective value of Kto which the 
main part of the bias curve approximated. The values of K 5chosen 
were 60, 6-5, 70, 75, 80, 90 and 10. When the logarithm of the 
reciprocal false-alarm rate was plotted against Ic, a rapidly rising 
characteristic was obtained (Fig. 6.8). This was extrapolated 
linearly by a least-squares fit and it gave a false alarm rate of 
about one per 300 years at K= 10. It is therefore clear that the 
main source of false alarms in practice would not be the statistical 
effects but would be the effects of bursts of electrical interference, 
against which stringent protection would be necessary by the 
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Fig. 6.8 Experimental 
plot of false-alarm rate 
p, against bias setting 
KOS 
-' limits only 
techniques available (Ficchi, 1964, Harrison, 1965, and Taylor, 
1971). Since the instrument is only doing what it is designed to do 
in responding to such an input, the spurious response must be 
regarded as the fault of the channel supplying it rather than of 
the instrument itself (assuming, of course, that the interference 
neither originates within it nor is picked up by it). This problem 
is common to all pulse-channel systems, and naturally the more 
sensitive the instrument the greater the problem. 
Chapter 7 
Relationships to random-noise 
and pseudorandom sequences 
7.1 General 
The sequences of randomly timed pulses that are the subject of 
this book have a number of interesting connections with a variety 
of other random phenomena. For example, if the pulses at an 
adequate rate are applied to a suitable electrical circuit, they 
generate ordinary random (Gaussian) noise in the circuit (Section 
7.2). In fact, the measurement of this noise is a useful method for 
the measurement of very high pulse rates, especially in nuclear 
reactor work. Conversely, such Gaussian noise, if of adequate 
bandwidth, can be used to generate randomly timed pulses at a 
specified rate, each pulse occurring when the noise voltage exceeds 
a set high level (Section 7.3). 
A train of randomly timed pulses can be used to generate binary 
and other random numbers speedily and reliably and with accur-
ately defined probabilities (Section 7.4). Such numbers can be used 
for Monte Carlo computer calculations and other purposes, for 
which there is a considerable demand. Conversely (Section 7.6) a 
sequence of truly random numbers can be used to simulate satis-
factorily the generation of randomly timed pulses. Pseudorandom 
numbers can (with some qualifications) be used likewise, and their 
generation and properties are discussed in Section 7.5. 
7.2 Campbell's theorem and Gaussian noise 
If very short impulses are applied at a very high rate to a circuit 
of finite bandwidth, with random timing, the circuit response is 
the same as for white noise; that is, for random noise with a 
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uniform spectral density. This is true to a close approximation at 
any frequency which is low in comparison with both the mean 
rate of pulse arrival and the reciprocal of the pulse duration. The 
first account of this theory was given by Campbell (1909) and it 
has been used extensively since in the discussion of such phenomena 
as shot noise in electronic amplifiers. An early and important 
account of such phenomena has been given by Moullin (1938). 
More recent books on this subject are those by Bell (1960) and 
Ziel (1970). An extensive theoretical treatment has been given in 
a long paper by Rice (1944), which is a classic in this field. The 
distribution of the output voltage becomes, in the limit, a Gaussian 
one and this is always taken as such in practical cases such as 
amplifier thermal and shot noise. If such noise is applied to a 
narrowband pass filter, the output closely approximates to a sine 
wave at the midband frequency. The amplitude and phase, how-
ever, vary appreciably, over times of the order of the reciprocal 
bandwidth (Fig. 7.1). 
The input pulse to the circuit may be one of voltage or of current, 
provided that the appropriate response is specified. For example, 
consider a circuit which responds to a short input-current pulse 
conveying a total charge of unity with an output voltage at time 
T later of v 1 (t). If each pulse conveys a charge q, instead, the 




Fig. 7.1 Envelope fluctuations of narrowband noise 
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rate p of input pulses, it follows with exact analogy to eqn. 2.20 
that the mean output voltage is given by 
v(P)=Pqjvi (r)dt 	. . . . (7.1) 
With a similar analogy to eqn. 2.23, its standard deviation is given 
by 
= pq2 fo 
{VI(T)}2 dt 	. . . (7.2) 
In the simple shot-noise case, for a diode with an accelerating field, 
q = e, the charge on the electron (1602 x 10 - ' 9 C). Since the 
output has a Gaussian distribution, eqns. 7.1 and 7.2 suffice to 
define that distribution. 
Campbell's theorem also states that the fluctuating output of the 
circuit corresponds to a white-noise input current with spectral 
density 2pq2 . For a circuit with a transfer impedance that is a 
function Z(f) of the frequency f, this means that 
{a(p)} 2  = 2pq2 jZ(f)I }2 df 	. 	(7.3) 
0 
The equivalence of eqns. 7.2 and 7.3 is in accordance with a 
standard relationship between the impulse response and the transfer 
impedance of a circuit and also with Parseval's theorem in Fourier 
analysis (Jeffreys and Jeffreys, 1962). In the narrowband case, it 
is possible to consider the distribution of the envelope amplitude .R 
(Fig. 7.1) at any time as an alternative to that of the instantaneous 
value of the voltage. The appropriate distribution (Rice, 1944) is 
the Rayleigh distribution, in which the probability of a value 
between A and A + 5.R is given in terms of o = o 1,(p) above by 
Pd(R) oR = (R/r 2)exp(—R2/2u2) OR 	. . (7.4) 
This is the limiting value for large p, corresponding exactly with 
the Gaussian distribution for the instantaneous voltage. 
The electronic signals originating in neutron detectors in a 
nuclear reactor normally have to be transmitted over cables of 
some length, because of the need for shielding around the reactor 
and for a suitable site for the control room or instrument room. 
Moreover, the environment at the detectors themselves is not 
usually a favourable one for amplifiers or other electronic instru-
ments. It is as a general rule easier to amplify and transmit a 
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limited range of frequencies in a signal than to do this for the 
whole signal from its direct-current to highest frequency com-
ponents, and this is particularly true in these circumstances. In 
the absence of direct-current amplification, there will be no mean 
signal, but eqn. 7.2 shows that the rate can then be measured by 
means of the mean-square value of the fluctuating component. 
This technique, which has obvious advantages from the practical 
point of view, is quite widely used and is known as Campbelling. 
Since the square of the instantaneous output voltage is fluc-
tuating rapidly down to zero and up again, it is necessary to inte-
grate and average this with a suitable weighting function, to obtain 
a mean value. There will be some random fluctuation in this 
measurement, and the need for a suitable compromise between the 
requirement for accuracy and that for speed of response will arise 
as in the ratemeter case (Section 2.3). Consider uniform weighting 
over a time interval T. The expected value of the integral is then 
proportional to T. For two sufficiently long time intervals T1 and 
T2 , the deviations may be regarded as independent, even although 
they are successive. This follows because, over the greatest part of 
each interval, the output voltage is not appreciably correlated with 
any voltage in the other interval. It follows that, for sufficiently 
long intervals, such variances must be additive and therefore the 
total variance must be proportional to the total time T. Rice (1944) 
has given a general formula for the standard deviation a(T) of 
the integral over a time interval T. This does not assume large T 
and is (his eqn. 3.9-9) 
1 r° 	1sin2m(f +f2)T sin 2ir(f1 _f2)Tld d 
j j° w(f1)w(J) L 2(f +12)2  + 2(ff) 2 j 12 f1 
(7.5) 
where w(f) is the spectral density of the output voltage, e.g. it is 
2pq2 { I Z(f) 1 }2 in eqn. 7.3. From an examination of this expression, 
it is clear that if two systems A and B are compared which have 
identical frequency spectra except for different scales of frequency 
[so that w B(Ff) = wA(f), where F is a fixed factor], then 
B(T) = cTA(FT) 	..... (7.6) 
It follows that for a sufficiently long time interval T 
°B(T) = F112 o A (T) 	. . . . (7.7) 
Since the change of frequency scale for the spectrum referred to at 
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eqn. 7.6 implies a corresponding change in the frequency scale of 
the transfer impedance of eqn. 7.3, we have that 
ZB(Ff) = ZA(f) 	..... (7 . 8) 
It follows from eqn. 7.3 that 
= F{a4(p)} 2 	. . . . (7.9) 
This is the mean value of the squared voltage of which we are 
considering the integral. Eqns. 7.7 and 7.9 therefore show that, 
whereas the expected value of the integral increases in proportion 
to F, its standard error increases only in proportion to F112 . The 
fractional standard error is therefore proportional to F 1/2•  This 
shows that the practical easement obtained by reducing the fre-
quency scale is at the expense of accuracy for a given pulse rate. 
In his next equation (his 3.9-10), Rice also gives a simplification 
of eqn. 7.5 for an ideal narrowband filter in the form 
= w02 T(fb —fe) 	• . (7.10) 
where w0 is the spectral density of the voltage within the band, so 
that the mean value of the integral is given by 
m(T)=w O T(fb —f) 	. . (7.11) 
and fa and  fb  are the lower and upper frequency limits of the ideal 
passband, respectively. It follows from eqns. 7.10 and 7.11 that 
the fractional standard error in this. case is given by 
a(T)/m(T) = T - 	 (7.12) _f)_1/2 . . . (
All these results suggest that for maximum accuracy in Campbelling 
with a given input pulse rate p the width of the passband should 
be as great as possible. This is consistent with the fact that any 
restriction of the bandwidth represents a loss of information. It is, 
of course, assumed nevertheless that the low-frequency limit of 
the band is sufficiently high to attenuate adequately all frequency 
components of the variations in the rate being measured. Other-
wise, the effect would be one partly of ordinary rate measurement, 
rather than true Campbelling. The fractional standard error of 
eqn. 7.12 may be compared with the corresponding figure for an 
ordinary ratemeter with rectangular weighting of duration T, 
which is p 2 T 2 (eqn. 2.29). Since the bandwidth (in Hz) 
required to pass adequately defined pulses at a mean rate p (in 
pulses/s) is considerably higher than p, the advantage of Campbell-
ing with respect to signal-channel design is apparent. The same 
relative advantage would apply with exponential instead of rect-
angular weighting functions. 
G 
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7.3 Generation of randomly timed pulses 
The occurrences of high peaks in a true random-noise voltage 
(such as amplified thermal or shot noise) can be made effectively 
quite independent of each other by using a sufficiently wideband 
noise and a correspondingly high discriminator level. The time 
range over which there is any appreciable correlation between the 
voltages at different times must vary inversely as the bandwidth, 
for a spectrum of any given form, from basic dimensional con-
siderations. Eqn. 3.3-11 of Rice's paper (1944) gives for the 
expected number of zeros per second 
	
= fff2w(Ddfl/2 	
. . . (7.13) PZ 	
f 000 w(l)df j 





ll 5Sfb 	.......(7.14) 
for fb >> f,,. Eqn. 3.6-11 of the same paper gives that the expected 
number of peaks per second reaching a voltage v 1 , where v 1 /o, is 
large and positive (o denoting the standard deviation of the 
voltage fluctuation), is approximately 
Pi = (p/2)exp(—v 1 2/2cr 2) 	. . . (7.15) 
Eqn. 7.15 shows that the bandwidth may be increased, with a 
corresponding decrease in the range of time over which correlation 
extends, but without a corresponding increase in the rate Pi'  if the 
discriminating level v 1 is increased appropriately at the same time. 
When the bandwidth has been increased sufficiently in this way, 
only a negligible proportion of the peaks passing v 1 can be suffi-
ciently close to each other for there to be any appreciable correla-
tion between them. 
Bendat (1958) shows that the autocorrelation function of the 
output of an amplifier with a single lowpass-filter response has an 
exponential decay with a time constant equal to (1/21r) times the 
reciprocal of the bandwidth when its input is white (spectrally 
uniform) noise. (For an amplifier with the response of a single 
tuned stage, the corresponding function has the form of a damped 
cosine wave with the decay-time constant similarly related to the 
half-bandwidth). It follows that if the peaks counted have a mean 
spacing of, say, 10 times this time constant, or more, the majority 
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of these peaks are almost completely independent of each other. 
It follows from these results that a wideband noise source and 
a discriminator can be used to generate pulses that occur at random 
with a constant rate per unit time (Lamden, 1961). The rate may 
be adjusted by changing the discriminator bias v 1 . The logarithm 
of the rate is a parabolic function of v 1 and may therefore be 
regarded as approximately a linear function of v 1 over a small 
range of the latter, which corresponds to large range of Pi 
This was used in the equipment described in the paper, to generate 
approximately exponential excursions in rate by means of linear 
excursions in v 1 . Because the rate is such a sensitive function of the 
bias voltage, it is desirable to monitor the noise voltage and to 
control it by feedback when a constant rate is required. Another 
and probably better possibility here would be to monitor the pulse 
rate, during such time as it was required to be constant, by means 
of a diode-pump ratemeter, and to provide feedback from that. 
The dominant time constant (e.g. the storage time constant of the 
ratemeter) in such a loop can be made very long, to reduce the 
statistical fluctuations to negligible proportions, since the loop has 
to counteract only slow thermal and aging effects. (Mains supply 
fluctuations should not be important, with a modern highly regu-
lated power supply.) In addition to the possibility of some drift 
in the rate, another departure from the ideal situation in practice 
is the inevitable existence of dead time in the discriminator. A 
cathode-ray tube test for this is described in the paper, and a 
sample photograph shows a brief dead time of zero rate following 
each pulse and abruptly reverting to the normal constant rate. The 
duration of this dead time was about 3 /is, but could be much less 
with modern techniques. It is not a very serious disadvantage for 
most purposes, provided that it is small compared with the reci-
procal of the pulse rate. 
Ribeiro (1967) has discussed the possibility of using the repre-
sentation of continuously varying functions of time by random 
pulse rates as a convenient means of analogue computation. For 
example, a coincidence or AND circuit would then be used for 
multiplication and an OR circuit would be used for addition. An 
equipment using such principles would be referred to as a stochastic 
computer. However, there are limitations of accuracy and other 
difficulties in the implementation of such a method, and it would 
appear to be basically undesirable to use a method that unneces-
sarily introduces error from statistical scatter into a computing 
system (unless, of course, that system is a model of a biological 
or other actual system having similar properties). 
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7.4 Generation of truly random numbers 
7.4.1 Introduction 
Throughout this book, we have been largely concerned with 
achieving the maximum degree of accuracy or certainty in measure-
ment, in spite of the unavoidably random nature of the phenomena 
involved. In the present section, we are concerned with what is in 
a sense the opposite problem, that of achieving the maximum 
degree of randomness. The generation of random numbers has 
long been a problem of scientific interest. Initially, the main source 
of interest seems to have been the experimental verification of 
results obtained from the theory of probability. For example, 
taking ten tosses of a coin as an experiment, one might repeat 
this experiment many times, in order to demonstrate the binomial 
distribution for the number of heads obtained in each trial. More 
recently, intentional randomness has been used for such purposes 
as agricultural sampling (Fisher, 1935). In such work, it is necessary 
to subdivide fields in a manner that avoids regularity, which may 
lead to error from the effects of previous working, and also to 
avoid unintentional bias due to arbitrary personal choice by the 
experimenter. A truly random allocation is therefore best for such 
purposes. Outside the scientific field, there is, of course, a con-
siderable demand for random numbers for lotteries and other 
games of chance. The earliest studies of probability theory were 
largely concerned with these. 
However, the most outstanding modern use of random numbers 
is a scientific one, that is, for Monte Carlo calculations. In Monte 
Carlo work (Hammersley and Handscombl, 1964), a problem 
exists which can be modelled theoretically, if probabilities are 
included as well as deterministic relationships. For example, in 
the theory of a specified nuclear reactor, it may be possible to state 
a probability per unit length of path for the absorption of a neutron 
moving at a given speed through a given part of the reactor, 
although it is not possible to say whether a particular neutron will 
actually be absorbed or not. There is a similar probability that the 
neutron will cause a fission, producing more neutrons. The overall 
effect is then obtained (Parker, 1972), by simulation of the whole 
model on a computer, using a large number of representative 
neutrons, rather than by analysis, which may be too difficult or 
laborious. Even in completely deterministic problems, it may some-
times be found that the answer is the same as the expected answer 
for a Monte Carlo model, which can then be simulated as such, if 
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this is easier than a direct analytical approach to the original 
problem. 
The avoidance of the analytical problem is, of course, obtained 
at the expense of a large amount of computation, since (taking the 
nuclear reactor mentioned above as a typical example) enough 
neutron histories must be calculated in detail to give an accurate 
average picture of the reactor as a whole, free from excessive 
statistical error due to the chance outcomes for the sample of 
individual neutrons traced. The random numbers used are required 
to provide the necessary probabilities. For example, given a neutron 
moving from a specified point with a specified velocity, and a 
known probability per unit length of that path of a certain type 
of event happening to it, a random number may be called for, say 
in the range 0 to 1, and used (in a similar method to that described 
in Section 7.6.2) to determine at what point along the path the 
event is taken to have occurred for that particular neutron. It is 
clear that Monte Carlo methods require a large supply of random 
numbers, as well as a large amount of computation, but their 
value lies in their ability to bypass otherwise insoluble analytical 
problems. 
A surprisingly early application of Monte Carlo techniques was 
due to Kelvin (1901), but their main development occurred in the 
1940s, with particular reference to neutron physics problems such 
as that mentioned above (Meyer, 1956). Lord Kelvin encountered 
difficulties in taking numbered pieces of paper at random from a 
jar and eventually tossed coins and shuffled cards to obtain the 
random numbers that he wanted. Other experimenters (Durbishire, 
1906, Weldon, 1908, and Yule, 1922) have used dice and a variety 
of special mechanical devices. Decimal digits can be obtained by 
tossing a regular icosahedron, with each digit shown on two of the 
20 faces (Fig. 7.2). Such methods can in some cases present prob-
lems of accuracy, unless sufficient care is taken. That is to say, 
there may be a bias, giving a greater probability of some numbers 
rather than others. This occurs, for example, in deliberately loaded 
dice, but even in the most carefully made one there must pre-
sumably remain some small residual asymmetry. (Moreover, as a 
practical point, the filler in the marking holes may differ from the 
material of the main body in density, as well as colour.) However, 
quite apart from any doubts that may exist as to their accuracy, 
such mechanical methods have the obvious major disadvantages 
that they are not automatic and can only produce the numbers 
at a rate that is quite inadequate for modern purposes such as 
digital computation. 
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Fig. 7.2 Regular icosahedron (20 
faces) for obtaining random decimal 
digits 
Each digit may be allocated to two diametric-
ally opposite faces, for better equalization of the 
probabilities. This permits theoretical symmetry, 
In spite of marking effects, and should also 
provide some compensation for any displace-
ment of the centre of gravity from the geometrical 
centre, e.g. due to an internal void or flaw 
0 	 IN 
Random numbers obtained under conditions of adequately con-
trolled accuracy have been considered to be of sufficient value to 
justify their publication in tables (Kendall and Smith, 1939, and 
Rand, 1955). However, it is arguable that repeated use of the same 
table is in itself a departure from true randomness and if this 
occurs within the calculations for one problem there is a very real 
danger that the unwanted correlations may produce errors. The 
Rand tables were made much larger than any previous ones, in 
an attempt to overcome this difficulty, and were supplied on 
punched cards, as an alternative form for rapid access. However, 
they were soon overtaken by the demands of modern electronic 
computers for both quantity and speed in the supply of random 
numbers. For this reason, nearly all Monte Carlo work with such 
computers since then has been carried out using pseudorandom 
numbers (Section 7.5). These have the general appearance and 
many of the properties of random numbers, although they follow 
a sequence which is completely predictable, given the algorithm 
chosen. Pseudorandom numbers have their own defects and limita-
tions, which we shall consider in Section 7.5, but we shall continue 
here to discuss the difficulties in the generation of truly random 
numbers. 
The Rand numbers were not generated by a mechanical device 
but by means of a recycling electronic counter, receiving a large 
and randomly varying number of pulses from a gas-tube noise 
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source. The scaling factor of the counter was 32 and it was re-
cycled for 1 s, during which time it received an average of about 
100 000 input pulses and generated one digit. 20 of the 32 possible 
readings were used to indicate digits, with two for each digit, and 
the other readings were rejected. The recycling method is a basically 
sound one with the correct precautions and choice of parameters. 
However, the Rand equipment was found to be subject to some 
drift, up to 1 or 2%, in the relative probabilities, due to difficulties 
of an engineering nature. (Some engineering aspects of random-
number generation are discussed in Section 7.4.8.) The probability 
accuracies were therefore improved by adding the digits in pairs 
(mod 10), although this process has the disadvantage of intro-
ducing a corresponding small degree of correlation between digits 
with a common original component. 
The same basic technique, sometimes referred to as the 'elec-
tronic roulette wheel', was used in the truly random-number 
generator ERNIE, which was constructed for prize draws for 
Premium Savings Bonds. Thomson (1959) gave a careful analysis 
of its accuracy, which included a very useful general theory of 
the recycling counter method (Section 7.4.3). More recently, it has 
been pointed out (Vincent, 1970 and 1971), that there are major 
theoretical and practical advantages including faster output, better 
accuracy and the elimination (with suitable precautions) of engi-
neering sources of error, in the use of binary digits as a starting 
point. This was demonstrated with an equipment shown at the 
1971 Physics Exhibition and later with a circuit (Maddocks et al., 
1972), small enough to go on a single printed-circuit card. These 
equipments showed no measurable inaccuracy in the probabilities 
or correlation between digits. Inaccuracies of the order of a few 
parts in iO would have been detectable in the tests made. Although 
there has been a general emphasis in the literature on the difficulty 
of maintaining the accuracy of the probabilities in truly random 
number generators, and consequently on the inadvisability of using 
them (see, for example, Hammersley and Handscomb, 1964, and 
Newman and Odell, 1971), these recent developments have made 
it quite practicable to incorporate into a computer or similar 
equipment a compact, fast and accurate generator of this type, if 
so desired. Havel (1968) and his colleagues have developed fast 
random binary digit generators, using the recycling counter prin-
ciple, in normal electronic instrument form, and have used them 
for such purposes as controlling a rectangular waveform to provide 
(after suitable filtering) a very accurately controlled Gaussian noise 
source for use with an analogue computer. 
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Fig. 7.3 Recycling counter or 'electronic roulette wheel' 
7.4.2 Theory of recycling counter method (binary case) 
The essential feature of this method (Fig. 7.3) is that a counter 
with a scaling factor of N, say, receives input pulses from a random 
source, normally for a fixed time. The number n of pulses counted 
is large compared with N, so that the counter recycles many times 
in each counting interval. Its final reading r is used to give a 
random number in the range 0 < r < N, while the number of com-
plete cycles is ignored, for this purpose. Because of the random 
nature of the source, the count n is characterised by a distribution 
function P(n) which gives the probability that each value of n will 
occur. If the counter is initially set to zero, its reading at the end 
will be the least positive residue of n (mod N); that is, the remainder 
on dividing n by N. This may be expressed by writing 0 < r < N 
and 
rn (mod N) 	.....(7.16) 
Intuitively, it would seem that if the expected value of n is large 
in relation to N, and if its distribution is suitably spread over a 
large number of possible values, the resulting distribution of r 
should be nearly uniform. This is, in fact, confirmed by detailed 
analysis. The distribution of r is given by 
P(r)=>P(Nq+r) . . . . (7.17) 
A general method of estimating the uniformity of this distribu-
tion has been given by Thompson (1959). However, a very simple 
proof exists for the special case of a Poisson distribution with 
N=2,  and because of the particular importance of this case 
(Vincent, 1970) we shall consider it first. Let i denote the 
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mean value of the Poisson distribution, so that, from eqn. 1.10, 
P(n) = 	 . . 	. 	. (7.18) 
For N = 2, the only remainders r possible are the binary digits 0 
and 1, corresponding to even and odd counts, respectively, and 
the difference between their probabilities is, from eqn. 7.17, 
d=2(—l)P(n) 	. . . . (7.19) 
From eqn. 7.18, therefore, 
d=e 2 ' 	.....(7.20) 
Since e 2 is about 10_ 13  for a value of JL as low as 15, this case 
offers a means of obtaining a very high accuracy with quite low 
counts. It is important to note that although it is difficult in practice 
to avoid some drift in the value of i, due to various physical 
causes, this has an extremely small effect on the probabilities of 
the 0's and l's. Moreover, for this reason, a drift in the mean 
counting rate over successive measuring intervals can be corrected 
by feedback, as shown in Fig. 7.5b, without any harmful effect 
and before it becomes excessive. Provided that the pulses being 
counted are quite independent of each other from one counting 
interval to the next (as they must be, for example, when they arise 
from separate spontaneous nuclear events in a radioactive source), 
this system not only gives an extremely small difference in the 
probabilities but also ensures that there is no correlation between 
the successive digits generated. 
For other values of N, the mean square fractional deviation z 
of the probabilities PN(r) from their desired value 1/N may be used 
to measure the departure from uniformity of the distribution. This 
is given by 
Z = 	 _ 2 	{PN(r) - 11N) 2 
N-I 
=N 	E.2 	(say) 	..... (7.21) 
r=O 
For the binary case, we have 
z = d 2 	......(7.22) 
From eqn. 7.20, it follows that, for the binary case with a Poisson 
distribution, 
z = 	 (7.23) 
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7.4.3 Theory of recycling counter method (general case) 
In Thompson's general analysis of the problem (1959), the 
probabilities P(n) are taken to be the Fourier coefficients a of a 
periodic function F(x). If such a function has period 1, its Fourier 
coefficients are given by 
an = fo, F(x)exp( - 2irinx) dx . . . ( 7.24) 
 
Conversely, the periodic function is given in terms of its coefficients 
by 
co F(x) =a exp(27rinx) 	. . . (7.25) 
Using these relationships, it follows that 
CO 	 I 
F(x) = 	F(u)exp{2min(x - u)} du . (7.26) 
-co.Jo 
Hence for any integer r 
N—I 
(11N) 	F(s/N)exp(— 27rirs/N) 
S=O 
N—i i ('I 
= (1/N) 	F(u)exp{2itin(s/N - u) —2irirs/N} du 
S=O n= — co Jo 
00 	
('1 	 N—i 
= 	
j 
F(u)exp(— 2irinu)(1/N) 	exp{27ris(n - r)/N}du = 
J F(u)exp(— 2minu) 	(forq any integer) nNq+r 0 
OD 
= 	aNq+T 	.......... (7.27) 
The simplification here to a single summation is possible because 
the summation over s gives zero unless n - r is a multiple of N, in 
which case it gives N. It follows from eqn. 7.17 that if a = P(n) 
for positive or zero n, and a = 0 for negative n, 
N—I 
PN(r) = (11N) > F(s1N)exp(-27rirs1N) . . (7.28) 
S=O 
where F(x) is defined by 
00 F(x) = >P(n)e2zx 	. . . . (7.29) 
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The term for s = 0 in eqn. 7.28 is F(0)/N = 11N. It follows from 
eqn. 7.21 that 
N—I 
Er = (1/N) 	F(s1N)exp(-27rirs1N) . . (7.30) 
s=I 
From eqn. 7.21, the departure of the distribution of the reading 
r from uniformity may be measured by 
N—I 
z = N 
r=O 
N—I N—i N—I 
= (11N) E E E F(s/N)F(t/N)exp{ - 2xir(s + t)/N} 
r=O sI t=1 
N—I 
= 	F(s/N)F(1 - s/N) 
S=1 
N—I 
= 	F(s/N)I 2 (7.31) 
3=1 
The simplification to a single summation here follows because the 
summation over r gives zero unless s + t = N, in which case it 
gives N. The last line follows from eqn. 7.25, which shows that 
F(x) and F(1 - x) are conjugate-complex. A further consequence 
of this is that the summation in eqn. 7.31 is comprised of pairs of 
equal terms, apart from the term in s = N12, which occurs only 
when N is even. For the Poisson distribution, 
00 
F(x) = 
= exp{—p(l - e2')} 	. . . (7.32) 
Insertion of this function into eqn. 7.31 confirms eqn. 7.23 for 
N = 2. For N = 3, we obtain 
z = 2e_3L (7.33) 
For higher values of N, it is convenient to make use of an approxi-
mation suggested by Thompson which depends on the fact that, 
for It > N, the case of practical interest, the other terms in eqn. 
7.31, are negligible in comparison with the equal pair for s = 1 
and s = N - 1. (This is easily seen from eqn. 7.32.) We may there-
fore write 
z 2 Iexp{ —p(l - e2'')}I 2 
2 exp{-4jz sin 2 (iv/N)} 	. . . (7.34) 
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For example, for N = 4, this gives 
(735) 
7.4.4 Calculation of z for number formed of random digits 
It is often useful to consider random numbers in the range 
0 < r < N as digits to radix N and to build up other random 
numbers from them. For example, binary, ternary or decimal 
digits might be used. In such cases, it is obviously desirable to 
know how the value of z for the final distribution is related to that 
for the original digits. This may be calculated as follows. If an 
L-digit number to radix N has a digits 1, b digits 2, and so on up 
to s digits (N - 2) and t digits (N - I), say (whatever the value of 
N), the number of 0's must be L - a - b ... - s - t. There are 
L !/ a! b! . . . s! t! (L - a - .. . - t)! such numbers to radix N alto-
gether for given a, b,. . ., s and t. Let the probabilities of obtaining 
the digits 1, 2, . . . (N - 1) and 0 be, respectively, (E1 + 1/N), 
(E2 + 1/N), . .. (EN _ i + 1/N) and (E0 + 1/N). If z refers to the 
original digits and z' to the resulting number, we have 
	
L L—a 	L—o---... —s 
z l =NL > 
o=O b=O t=O 
[L!/{a!b!...s! t! (L—a—... —t)!}] 
{(E 1 + 1/N)a(E2 + 1/N)".. . (EN _ i + 1/N) ,  
(E0 + 11N)'_" 	- 1/N'} 
= (1 + z)L - 1 	...........(7.36) 
The last step here is obtained by expanding the square as three 
terms and summing for each. The first and second terms simplify 
because they contain E,, which is zero. Since z is always 
small in the cases of practical interest, it is a good approximation 
to write 
Lz 	..... (7.37) 
In some cases, it may be desirable to reject some of the numbers 
that are formed, to limit the range to a specified value. For example, 
random binary digits might be used ten at a time to generate 
decimal numbers in the range 0 to 1023 (= 210 - 1), when only 
0 to 999 was required. In this case, the numbers 1000 to 1023 
would be rejected automatically when they occurred and the next 
number examined, and so on. A useful upper limit for z in such 
cases may be found as follows. Let 0 to N' - I be the initial range 
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and 0 to N" - 1 be the final range. Let z' and z" denote the corre-
sponding values of z and E,' and E," the corresponding deviations 
from 11N' and 1/N", respectively. Let 0 denote the probability of 
obtaining a number in the required range. Then 0 is given by 
N-I 
0 = (N"/N') + 	Er' 	 . . (7.38) 
r=0 
It follows that 0 = N"/N'. By a simple application of Bayes' prin-
ciple, it follows that, for the selected numbers r, 
	
E," + 1/N" = 0 1 (E,' + 1/N') 	. . . (7.39) 
From eqn. 7.38, we then have 
N-1 




z" - N" 	(E,")2 
,=0 
N-1 	 N-1 
= N"0 2 E {E,.' - (11N") 	Eq'} 




N' - 1 
N110 
-2  E (E,') 
r 
~ (N"1N')0 2z' 
:5 (N'/N")z' 	(approximately) 	. . . (7.41) 
Although we have taken a specific selection of the N" numbers out 
of the N' here (r = 0 to N" - 1), in order to simplify the notation 
it is clear that the same approximate upper limit would apply to 
any selection of N" numbers from the total of N'. 
Although there are considerable advantages in generating binary 
digits initially, so that N' is then a power of two, there is an inci-
dental point here to be noted for other cases. In such cases (e.g. 
initial ternary digits, say) it can arise that the lowest adequate 
value of N' (i.e. a power of three for ternary digits) is such that 
N'> 2N". In that case, it is clearly economical to select 2N" instead 
of N" of the N' numbers and to allocate identical final values for 
pairs of numbers. Eqn. 7.41, with 2N" substituted for N", is then 
still applicable for the 2N" numbers. A further improvement results 
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from the pairing, as follows. Since, for any pair, say E1 and E2 , 
we have 
2N"(E1 2  + E22) - N"(E1 + E2) 2 = N"(E1 - E2)2 . (7.42) 
which is positive, the inequality 7.41 thus modified sets a fortiori 
an upper limit for the final z obtained. Similarly, for the case of 
groups of three numbers, with initial digits greater than three, it 
would set the upper limit with 3N" replacing N", and so on. 
7.4.5 Comparisons of speed and accuracy 
For modern applications of random numbers, it is important 
that their generation should be both fast and accurate. In com-
paring various possible methods of generation, we shall assume 
that the independent randomly timed pulses used are available at 
a fixed maximum rate. This is a realistic assumption for a radio-
active source generator, since there is a maximum counting rate 
that may be obtained in practice from a given source, by placing 
it as near to the detector as possible. Moreover, considerations of 
safety and convenience in use normally set a limit to the source 
strength that is desirable. Similarly, for the method using an elec-
tronic white-noise generator, we have already seen (Section 7.3) 
that the requirement for independence of the successive pulses 
counted can be met with a suitable amplifier if the mean counting 
rate in pulses per second is less than the amplifier bandwidth in 
hertz by a suitable factor. All these considerations lead to a 
maximum counting rate p as a reasonable condition on which to 
base the comparison. 
Eqns. 7.31 and 7.32 show that the accuracy can be increased by 
increasing the mean county. However, for a given value of p, this 
can only be done by a proportionate increase in T and a corre-
sponding reduction in the rate at which the random numbers are 
•being produced. Accuracy is therefore gained at the expense of 
speed, or vice versa. However, from Sections 7.4.3 and 7.4.4 above, 
it is clear that numbers in a given range could be generated by a 
variety of routes using different scaling factors N. It is therefore 
important to compare these and to find the optimum value for N. 
Consider first the comparison between direct generation, using a 
scale-of-N' counter, where N' = N' and the required range is 0 to 
N' - 1, and indirect generation, using L digits to radix N for the 
same purpose. From eqn. 7.34, we then have for the direct case, 
with mean county ' , 
z = 2 exp{ - 4jt' sin  (7r/N')} . . . ( 7.43) 
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From eqns. 7.33, 7.34 and 7.37, we have for the indirect case, with 
mean count ,u 
z 2L exp{ —4p sin 2(ir/N)} . . . ( 7.44a) 
except for the binary case (N = 2, eqn. 7.23) for which 
z = L exp{ - 4jz sin 2(7t/N)} 	. . . (7.44b) 
For the small values of z which are of practical interest, the term 
in 1og2L or log0L in logz is small compared with the term in p, 
and we may write that for the same value of z by the two routes 
p' sin2 (it/N') 	/2 sin 2 (it/N)} 	. 	. 	. (7.45) 
The rate of number generation by the direct method is p1k', while 
the rate of indirect generation is 
N) sin , 2  it 
p/Liz 	
jz'(log N')sin 2(it/N') 	. 	
. . (7.46) 
It is therefore of considerable interest to see how the function 
(logN)sin2(7r/N) varies with N. This is shown for some selected 
values of N in Table 7.1. Clearly, for large N, it decreases more 
Table 7.1 Values of the function (log e N) sin2 (it/N) 










rapidly with increasing N than in proportion to 11N. These results 
show that when N' is a power of 2 or 3 it is advantageous to con-
struct the desired random numbers from binary or ternary digits, 
rather than generate them directly. If N' is a power of 4, either 
N = 2 or N = 4 will give the same rate. 
For digital computer purposes, the case where N' is a power of 
2 and N equals 2 is likely to be particularly convenient. However, 
we shall also consider the general case of a range 0 to N" - 1, 
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where N" is not a power of N, so that rejection of some numbers 
is required, as discussed in Section 7.4.4. There are two effects to 
be considered in this case. One effect is the increased upper limit 
for z" given by the inequality 7.41 (although it does not necessarily 
follow that z" is actually greater than z'). For small z and p > 1, 
this increase does not affect the validity of the approximation given 
by eqn. 7.45. The other effect of the rejection is that the rate of 
generation given by eqn. 7.46 must obviously be reduced by the 
factor N"/N' to allow for the average proportion of the numbers 
rejected, giving N"p/N'Lp. Normally, one would aim to choose 
values keeping the ratio N"/N' as near to 1 as possible. For example, 
for numbers in the decimal range 0 to 999, the values N = 2 and 
N' = 1024 would give efficient generation. Although the rate of 
generation N"p/N'Lp depends partly upon the maximum ratio 
N"/N' that is available with the radix chosen, there is clearly a 
general advantage in using a small radix rather than direct genera-
tion. Various practical considerations, in addition to their suit-
ability for computer work, point to binary digits being the best 
source of numbers, rather than ternary, in spite of the small 
theoretical advantage of the latter. These considerations will be 
dealt with in the sections that follow. 
7.4.6 Effects of dead time 
Since a counter used for random-number generation inevitably 
has some dead time, it is important to know the effect of this on 
the equality of the probabilities, especially when a high counting 
rate is being used to generate the numbers as fast as possible. The 
first-order effect of a dead time D for the cases N = 2 and N = 3 
may be found quite simply as follows. If there are r pulses that 
have occurred at random over a time interval of duration T, there 
is a probability (r - 1)D/T that each pulse has fallen in the dead 
time of one of the others and a total probability r(r - l)D/T that 
one pulse has been suppressed in this way. (The probabilities that 
two or more pulses have been suppressed are of higher order in 
D/T and are therefore neglected here. It does not matter, for this 
approximation, whether the dead time is Type I or Type II.) If 
P(r) denotes the normal probability of a count r in a Poisson 
distribution with mean p = pT (as for zero D, see eqn. 1.72) and 
P(r) denotes the probability that r pulses will actually be counted 
in the presence of dead time D, we have 
P(r) P(r)J1 - r(r - l)D/T'} + P(r + 1)((r + 1)rD/T) 
P(r) - (p2D/T)F(r - 2) + (p2D/T)P(r - 1) 	(7.47) 
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This result applies for all values of r down to 0, provided that 
P(r) is given the value 0 for negative r. Moreover, assuming that 
ji> 1 and j 2D/T 4 1, we have that either r2D/T 4 1 or r2/p2 > 1. 
In the former case, the conditions for the approximation in eqn. 
7.47 apply and the equation is valid, while in the latter case all the 
probabilities concerned are extremely small and may be neglected. 
With this understanding, the equation is valid for all r from 0 to 00. 
Consider now the probability of an even number of pulses occurring 
in the binary case (N = 2). This is given in terms of the difference 
dofeqn. 7.19 by 
OD 
P'(2s) = I + d( - 	 . . (7.48) 
S=O 
The difference is therefore reduced by the factor (1 - 2p2D/T) and 
the parameter z by the square of this. The first-order effect of the 
dead time is beneficial. For N = 3, using primes to denote values 
with dead time, we have deviations E (eqn. 7.21) given by 
00 
= E P'(3s + 1) - 1/3 	. . . (7.49a) 
00 
= >P'(3s + 2) - 1/3 	. . . (7.49b) 
00 
= E P'(3s) - 1/3 	. . . . (7.49c) 
The sum of the deviations E or E' is always zero. From eqn. 
7.47 and from the definition of z (eqn. 7.21), we have 
z' = z + 3(U2D/T)2{(Eo - E2)2 + (E1 - E0)2 + (E2 - E1)2 ) 
..............(7. 50) 
That is to say, there is no first-order effect on z in this case. 
Although we have assumed a fixed value of D, so far, in any given 
count, it may be more accurate in some cases to consider the dead 
time as a region of time r = 0 to Dm , say, during which there is a 
probability P(r) that the next pulse following may be suppressed. 
The value of Dm  and the nature of the function P(r) would, of 
course, depend on circumstances, such as the distribution of input 
amplitudes to the discriminator concerned. It then follows by an 
argument similar to the above that, for small 6r, there is a prob-
ability r(r - 1)öt/T that one of the pulses will fall in the time 
interval t to r + 5z after another and a corresponding probability 
r(r - 1)P(r)6t/T that one pulse will be suppressed in this way. 
Integration over r then gives a total probability of suppression 






which may be expressed in terms of an equivalent fixed dead time 
D given by 
f '-D = F(t) dr 	. . . 	(7.51) o 
We may summarise all the above by saying that small dead times 
(as compared with the theoretical case of zero dead time) have a 
beneficial effect in random-number generation by the binary route 
and a neutral effect for the ternary route. The effects of larger dead 
times may be found by calculating a variety of specific examples, 
using eqn. 4.8 or eqn. 4.9 to compute the exact distribution in each 
case. From a fairly large number of examples, the following results 
were obtained (Vincent, 1971). For all values of N> 3, the param-
eter z always increased with D. For N = 3, the zero initial effect 
was confirmed, but z was found to increase with D for any value 
of the latter above zero. For N = 2, an initial downward slope in 
accordance with eqn. 7.48 was confirmed. A logarithmic plot of 
loge jdl in a typical case is shown in Fig. 7.4. 
In all cases, this curve was found to start with a nearly uniform 
slope at the initial rate, corresponding to an exponential decrease 
Fig. 7.4 Plot of loge Idl against D/T for /h = 8•0 
The sign of d is marked against each portion of the curve 
Relationships 	197 
in the difference d. This difference continues to decrease to about 
pD/T = 028, with the slope of the logarithmic curve becoming 
very steep towards the latter point and the values of d extremely 
small. Because these values had to be calculated as the difference 
of two sums, each approximating to 1/2, limitations of computer 
accuracy were encountered at this point, for the larger values of 
p used. However, in all cases, where conclusive results were 
obtained, d changed sign in this vicinity, showing that it had 
passed through zero. It should be noted that p is the mean number 
of input pulses per cycle, not the mean number actually counted, 
which is appreciably less for such high values of D. For higher 
pD/T, the pattern of alternating and increasing positive and nega-
tive regions shown in the figure seems to be typical. In no case 
calculated did the results clearly suggest that d had passed through 
a minimum and returned to a higher positive value without passing 
through zero, although some of the results for higher values of p 
were admittedly indecisive because of the limitation of computer 
accuracy 
7.4.7 Improvement of accuracy by addition (mod N) 
If we have a source or sources of truly random numbers in the 
range 0 to N - 1 which are not sufficiently accurate, in the sense 
that the N probabilities differ too much from their desired value 
of 11N, the accuracy can be greatly improved, at the expense of 
some loss of output rate, by adding the digits together two or more 
at a time (mod N). (It would, of course, be possible to avoid the 
loss of output rate by using each original number more than once 
in different combinations, but this would have the undesirable 
effect that the resulting sums would no longer be strictly inde-
pendent of each other in those cases where there was a common 
component.) The improvement in accuracy can easily be seen for 
the case N = 2, as follows. Consider the sum (mod 2) of two bits 
that have been selected randomly and independently. Let the 
probability differences that are applicable (eqn. 7.19) be denoted 
by d' and d", respectively. Then the probability P8(0) that the sum 
will have the value 0 is given by 
P(0) = *(l + d')(l + d") + *(l - d')(l - d') 
= f(l + d'd") 	.......(7.52) 
This is equivalent to a probability difference c] for the sum which 
is given by 
d = d'd" 	......(7.53) 
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It is important to note that this result can be used to provide greater 
reliability, instead of greater accuracy. If the accuracies indicated 
by d' and d" are each already adequate for a particular application, 
before the addition, and a reliable adding circuit is used, it does 
matter if one of the sources fails (i.e. by giving a constant output) 
or deteriorates, giving a large value of d' (or d"). This follows 
because under all conditions Id'I < 1 and Id"I ( 1 (with each equality 
sign corresponding to a complete failure to a constant output) and 
therefore 1d3 1 < Jd9 and 1d3 1 < Id"I. Provided that the independence 
of the successive bits has been established, eqn. 7.53 applies to the 
addition of bits from the same source, as well as to that of bits 
from separate sources. If R bits are added that are characterised 
by the common probability difference d, we have for the sum, 
from eqn. 7.53 
d5 =dR (754) 
It is clear that this can represent a very large reduction in the 
probability difference, in return for the reduction of the output 
rate by the factor hR. It is worth noting that for a perfect instru-
ment (from eqn. 7.20) this would be exactly equivalent to simply 
increasing the time for a single count by the same factor. That is 
to say, the mean count ju = pT would be increased to It' = pRT, 
instead of adding R bits each requiring a time T for generation, 
in order to obtain the same improvement in accuracy. However, 
as we shall discuss at length in Section 7.4.8, there are various 
electronic engineering considerations which could, if neglected, 
lead to a performance inferior to the theoretical one, in practice. 
The addition of digits is of interest as a possible further precaution, 
which would have the effect of reducing any inaccuracy, whatever 
its source, assuming only correct operation of the addition circuit, 
which should be very reliable. We shall now consider the more 
general case of addition (mod N). In this case, let E denote the 
difference between each probability PN(r) for the sum r of two 
digits and its desired value 11N, and let primes and double primes 
be used to distinguish the corresponding values for the digits. 
Then, since ".E3' = ' E" = 0, we have, using E,'_, to 
denote Es", where t r - s (mod N), 
N-I 




This result can be used to calculate z for the ternary case, for 
which we have 
EO = E0'E0" + E1 1E2 1' + E2 'E1 " . 	(7.56a) 
E1 = E2 1E2" + E0'E1 " + E1 'E0" 	 . . 	(7.56b) 
E2 = E1 'E1 " + E2 1E0 1' + E0'E2" . . 	(7.56c) 
We therefore have from eqn. 7.21 that 
z = 3[{(E0 ')2 + (E1 ')2 + (E2 ')2}{(E 0")2 + (E1 ")2 + (E2")2 ) 
+ 2(E1 'E2 ' + E2 'E0' + E0 1E1 ')(E1"E2" + E2t'E0" + E0"E1 ")] 
=z'z"/2 	.............(7.57) 
It is not difficult to see that there cannot be a similar result to this 
for N> 3. This follows because the number N 2(N - 1)/2 of cross-
product terms appearing in the expansion of z is then always less 
than the complete set, N2(N - 1)2/4 in number, appearing in the 
expansion of z'z". However, it is still possible to find an upper 
limit for the errors, from eqn. 7.55, as follows. Let Em , Em ' and 
Em" denote the greatest values of IE,I, IE'I and IE"I, respectively. 
Then 
Em  < NE. 'E 	.....(7.58) 
Since Em' 4 1/N and Em  and Em" 4 11N, for conditions of practical 
interest, the addition process greatly reduces the error in the 
probabilities, that is, by the factor NE,,,' or NE.", at least, depend-
ing on which comparison is made. 
7.4.8 Engineering aspects of random number generation 
From the results obtained in the preceding sections, it is clear 
that there are considerable advantages in random-number genera-
tion in starting with binary digits. Although the use of ternary 
digits would have a small theoretical advantage from the point of 
view of speed and accuracy of generation for a given input-pulse 
rate (Table 7. 1), it would be less compatible with normal computer 
technology and would have the further disadvantage that, for an 
appreciable proportion of dead time, which is likely to be encoun-
tered when one is trying to achieve the highest possible output rate, 
the accuracy deteriorates. This is in contrast to the binary situation 
(Fig. 7.4), in which the accuracy improves with an increasing pro-
portion of dead time, up to about pD = 028 or p'D = 022. We 
shall therefore discuss the practical aspects of random-number 
generation with reference to the binary route. 
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The binary digit generator shown in Fig. 7.5a uses a radioactive 
source and detector. The purpose of the first discriminator is to 
reject amplifier noise and to pass only larger pulses arising from 
the intrinsically random nuclear events. The timing-control unit 
opens the gate into the counter for the desired time interval. It 
also opens the output gate for a short time after each counting 
interval to pass a 0 or a I from the first stage of the counter into 
the digital computer. (Only the first counter stage is essential; 
additional stages may be inserted to monitor the total count n in 
each cycle, if desired.) Synchronisation control could be from the 
computer to the random bit generator, or in the opposite direction, 
depending on the detailed design of the equipment. Fig. 7.5b shows 
a binary-digit generator using a random-noise source. The purpose 
of the first discriminator is to control the pulse rate at a suitable 
level by passing only those peaks of the noise exceeding the set 
amplitude. Since this rate is rather sensitive to drift in the original 
noise intensity, the amplifier gain or the discriminator setting, a 
feedback loop such as that shown, incorporating, say, a diode-
pump ratemeter, may be desirable to keep it roughly constant. 
(The desired equality of the probabilities for 0 and I is obtained 
accurately over a wide range of values of the rate.) The functions 
of the timing-control unit are the same as in Fig. 7.5a. 
It is worth noting, to commence with, that the theoretical 
accuracy of binary-digit generation can easily be made so great 
as to be beyond any possibility of experimental verification in 
practice. To show a difference d between the 0 and I probabilities 
in a statistical test as a deviation of K standard deviations would 
require the analysis of a total of ii,, bits, where nb is given by eqn. 
1.8 as 
nb = K2/d2 	.....(7.59) 
Putting K equal to only 2 and taking d = 10b05, corresponding 
to it = 12, gives ii,, = 4 x 1021. It would take over 120000 years 
to generate this number of bits, even at the unlikely high rate of 
iø bits/s. A theoretical value of d of about this order or less must 
therefore be regarded as quite adequately low for any conceivable 
practical purpose. However, although there is no serious problem 
in this respect, nor with regard to dead time, there are various 
types of instrumental design faults which could lead to appreciable 
errors, and we shall now proceed to consider ways of avoiding 
these. 
A typical source of such an error is asymmetry of the counter 
with respect to dead time. If, for example, the counter recovers its 
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Fig. 7.5 Forms of recycling-counter random-digit generator 
sensitivity more quickly after a transition to the 0 state than for 
one to the 1 state, it will spend a slightly greater proportion of its 
time in the latter state, with a correspondingly greater probability 
of being left in that state when the timing gate closes at the end 
of the counting interval. Fortunately, this is easily dealt with. 
Whether the source of pulses is a radioactivity detector or an 
electronic noise generator, there will be one or more discriminators 
in the channel before the counter, to select only the required pulses 
and to provide the counter with an adequate driving pulse for each 
of these. It is normal practice for the discriminator to have a longer 
dead time than the counter (in either of its states, which should 
not differ greatly in this respect). If this practice is followed, the 
discriminator controls the dead time of the channel and the counter 
cannot receive a second pulse spaced from the first one in the 
critical time interval where the counter might respond in one state 
but not in the other. 
A similar situation applies with respect to pulse amplitude. The 
function of the discriminator is to test the amplitude of its input 
pulses. It is designed to make no output response at all, if the 










Fig. 7.6 Discriminator action 
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pulse, if it is adequate (Fig. 7.6). The latter pulse should operate 
the counter with an ample margin. However, since the discriminator 
pulses are not perfectly rectangular, and since the gate closure is 
not absolutely instantaneous, it is possible that if the gate closes 
just as a discriminator pulse is reaching it, a part of that pulse 
may get through with subnormal amplitude as well as duration 
(Fig. 7.7). Such a subnormal pulse could possibly trigger the 
counter in one state but not in the other, owing to an accidental 
assymetry in the sensitivity between the two states. This effect is 
also easily remedied, by placing a further discriminator after the 
timing gate (Figs. 7.3, 7.5 and 7.8). The outcome does not then 
depend on the initial state of the counter. 
Another possible cause of trigger sensitivity error in the counter 
would be the failure of the type of discriminator used to give a 
perfect all-or-none action in all circumstances, that is, to emit 
always either a full-size normal pulse or none at all. Such a failure 
could occur, for example, with an unsuitable discriminator design, 
when the discriminator itself was triggered with a pulse that was 
barely sufficient in amplitude. Obviously, the first precaution to be 
taken against this is to choose a discriminator of suitable design, 
and experimental tests with good discriminators show that such 
substandard output pulses must be very rare, if they occur at all. 
For example, experiments were carried out using a pulse generator, 
with its output modulated by added random noise, as a test 
instrument.* The output at a rate of iO pulses/s was applied to 
* The author is greatly indebted to Mr. J. Redfearn, of AWRE, for carrying 
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Fig. 7.7 Discriminator output pulse reduced by gate closure 
AERE discriminators type 2133 and 2126, which were set to accept 
about 40% of the input pulses. In each case, approximately 106 
discriminator output pulses were recorded within two adjacent' 
channels of a pulse-height analyser, without a single pulse appearing 
elsewhere. 
The use of two (or more) suitably adjusted discriminators in 
sequence greatly improves the position, since, if the first is arranged 
to trigger the second with an adequate margin of amplitude, it is 
very unlikely that a subnormal output pulse from the first will be 
exactly at the critical level where it might cause a subnormal output 
pulse from the second. (It is usual in such arrangements to put the 
discriminator with the longest dead time first. The channel dead 
time is then controlled by this discriminator only. With any other 
order, the overall dead-time effect will be more complicated, as 
mentioned in Section 4.1.3.) A further possible precaution would 
be to make the scale-of-two circuit as symmetrical as possible, 
using matched components, symmetrical layout and dummy output 
circuits, as necessary, to maintain the symmetry. Such symmetry 
is obviously easier to achieve in a binary counter than it would 
be in, say, a ternary one. However, it is better to avoid the need 
for precise control of the symmetry, if at all possible, since it is an 
important advantage of the rest of the binary systems that we have 
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described that their performance does not depend upon the exact 
value or critical adjustment of any of their components. 
Although a radioactive source and detector provides an ideal 
source of pulses from the theoretical point of view, in that the 
events concerned are perfectly random (apart from dead time, 
which does no harm in the binary case), an electronic white-noise 
source and discriminator can provide a much more compact and 
convenient pulse source. Moreover, provided that the bandwidth 
is sufficient (Section 7.3) to give negligible correlation between 
pulses spaced by the discriminator dead time or more, the output 
pulses from the discriminator may be regarded as independent. 
Using such a system, an extremely compact random-bit generator 
(Fig. 7.8) was designed (Maddocks et al., 1972), with very satis-
factory results. Although we assumed in the theory of Sections 
7.4.2 and 7.4.3 that the scaler was reset to zero after each count, 
to make the case discussed explicit, it is clear that this is not essen-
tial, provided that conditions are otherwise correct, and it was 
therefore possible to omit any reset circuit from the compact 
generator, as a simplification. On the other hand, although the 
compact generator operated entirely satisfactorily, under normal 
laboratory conditions, without any feedback control of the random 
pulse rate, such control would be desirable in a more variable 
environment and can be achieved quite adequately by means of a 
simple diode-pump ratemeter feedback circuit (Fig. 7.5b), control-
ling the reference voltage from the pulse train into the input gate. 
Such a circuit has, in fact, been added, since publication of the 
noise source 
and 





manostoble 	 output gate 
SN74121 SN7400 
inpuigote 	 scale-of -2 
SN7400 I 	SN 7474 
reference 
voltage contro 
Fig. 7.8 Compact random-bit generator 
The timing is controlled so that the Input gate is always open, except for a short Interval 
during which the reading of the scale-of-2 circuit is taken, via the output gate 
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paper. The maximum bit rate from the compact generator was 
5000 bits/s, but it seems likely that this rate could be increased by 
two or more orders of magnitude by redesign with a suitable 
choice of components. 
A number of different circuits based on the above principles 
have been constructed, and no significant indication of any 
departure from exact equality of the 0 and 1 probabilities has been 
found in any of the tests performed on any of the outputs. As 
mentioned in Section 7.4.1, a departure of only a few parts in io 
Table 7.2 Probability test and run test for the compact generator* 
Number of 0's 	761316 	Deviation = 0.86 standard deviations 
Number of l's 762384 
Length of run Observed Expected Deviation/ 
(all D's or all count of count of SD 
l's) runs runs 
1 380333 380488 —0.36 
2 190285 190244 0•11 
3 94716 95122 —1.41 
4 47790 47561 1.08 
5 23894 23781 0.75 
6 12030 11890 1.29 
7 5872 5945 —0.95 
8 2926 2973 —0.86 
9 1574 1486 228 
10 777 743 1.24 
11 386 371•5 0.75 
12 190 185•8 0.31 
13 104 92.9 1.15 
14 44 46.4 - 0-36 
15 28 23.2 0.99 
16 13 11•6 0.41 
17 or 18117 
8 5.8 109 
more -15 0•7 
0.99 
19 
20) 2 ) 1) 
n = 760977 
Observed 	Theoretical 
Mean run length 	 2.0023 2 
Variance of run length 	20144 	 2 
* Operated in this case with p = 20 and an output rate 2500 bits/s 
206 	Relationships 
would have been detectable in one case. Table 7.2 shows a sample 
of the results for the compact generator. The expected count for 
each length of run was calculated as n,p, where n was the total 
number of runs and p was I for a run of one bit, I for a run of 
two bits, and so on. The corresponding standard deviation in each 
case was calculated as {fl rp(l —p)} 112 . 
7.5 Pseudorandom generators 
7.5.1 Computer subroutines for pseudorandom numbers 
Because of the difficulties that were encountered in the early 
attempts at the accurate generation of truly random numbers, 
pseudorandom numbers have been largely used instead in digital 
computations. These have the general appearance and many of 
the properties of truly random numbers, although their sequence 
is, in fact, exactly predictable, given the algorithm used. They may 
be generated by means of a subroutine written for the purpose 
using the ordinary facilities of the computer. Normally, each new 
number is generated from the one immediately preceding it, and 
in this case it is quite clear that the subroutine must eventually 
produce a cyclic sequence. This follows because there is only a 
finite set, of numbers with the number of digits used and conse-
quently a number must eventually be repeated, if the sequence is 
long enough. When this happens, the whole sequence from the 
last occurrence of this number must then repeat itself. 
Suitable algorithms for this purpose are not as easy to find as 
might at first appear. Usually, for the sake of speed, the algorithm 
must be kept fairly simple. An early example, which at first sight 
looks quite promising, is the mid-square method, suggested by 
Neumann (1951). In this method, a number of L digits is selected 
initially, L being even. This number is squared, and the middle L 
of the 2L digits of the square are taken as the next number, and 
so on. This process is illustrated in Table 7.3. For convenience, a 
decimal example is given, although the numbers in a computer 
would, of course, normally be in binary. 
A sequence of numbers obtained in this way may appear to be 
quite random, but the following argument shows that there are 
weaknesses in the method. If the method is working as intended, 
there will be a probability of 1 % at each step (starting from an 
unspecified initial number) that a number of the form yzOO will 
appear. There will also be an equal probability of a number of 
the form OOab. It may therefore be expected that one or other of 
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27 6991 69 
48 8740 81 
76 3876 00 
15 0233 76 
00 0542 89 
00 2937 64 
these forms will appear after a number of steps of the order of only 
50. It is easily seen that both forms are self-perpetuating. The 
former gives a short recurring cycle of yzOO, while the latter gives 
rapidly decreasing OOab leading to 0000, which then continues 
indefinitely. 
The method that is most commonly used currently is the con-
gruential method, in which the algorithm used is of the form 
x,, I AX,. + B (mod C) 	. . . (7.60) 
where A, B and C are fixed integers. For the general case with 
B 0 0, this method is referred to as the 'mixed congruential'. C is 
normally a power of 2 for a binary computer (or a power of 10 
for a decimal computer) and is normally chosen to correspond 
with the computer word length, so that the residue (mod C) can 
be obtained simply by discarding the overflow resulting from the 
arithmetic operation, instead of requiring a separate division. The 
initial integer x0 can usually be specified by the programmer in 
his call for the subroutine, to permit a greater variety in the 
sequences used. The normal requirement, at least as a standard 
starting point for obtaining any other random distribution, is to 
obtain a sequence of random numbers U, uniformly distributed in 
the range 0 to 1. This can be done by using the integers x, as the 
numerators of binary fractions of the form 
= x,/C 	..... (7.61) 
It should be noted that the exact value U, = 0 is included in the 
possible values here, but not u, = 1, the nearest possible value 
being (C - 1)/C. 
Provided that certain restrictions apply to the choice of the 
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parameters of eqn. 7.60 (Hull and Dobell, 1962), the repetition 
cycle of the process can have its maximum value of C. The simpli-
fied special case of B = 0, requiring a multiplication only, does not 
comply with these restrictions, but it can be shown that for the 
binary case, with C = 2's', say, it is possible to ensure a cycle of 
length 212 by choosing A such that 
A ±3 (mod 8) 	. . . (7.62) 
This is known as the 'multiplicative congruential' method and is 
widely used. The cycle can still have a very considerable length. 
For example, for N = 32, this would be 230  io numbers. Work 
by Coveyou (1960) and Greenberger (1961) has shown that there 
can be appreciable correlation between successive numbers gen-
erated by congruential methods and they have suggested further 
restrictions on the choice of parameters for the purpose of reducing 
this correlation. To save time in computation, a value of A may 
be chosen which, while complying with all the restrictions discussed 
above, also has a simple binary form, such as 2 + 1, for example, 
in the mixed congruential case. The purpose of this is to enable 
the multiplication to be carried out rapidly (under the control of 
a machine language subroutine) by means of shifts and additions, 
rather than by means of the standard multiply command. Because 
of the number of requirements that have to be met, it is not usual 
for the programmer to be given control of any of the parameters 
of the algorithm, other than the starting number, although he may 
have a choice of more than one subroutine to call on. [An extensive 
bibliography on methods of generation has been given by Sowey 
(1972).] 
More recently, Marsaglia (1969) has made an advanced analysis 
of the properties of the sequences of numbers U, obtained by means 
of the multiplicative congruential method by considering each 
n-tuple (Ur , U,1, U,2, .' Ur +n _i) as a point in the unit cube of 
n dimensions. He then finds that all these points lie on a relatively 
small number of parallel hyperplanes, instead of being uniformly 
distributed over this hypercube, as desirable. He concludes that 
this property would be an undesirable one for some Monte Carlo 
calculations and could possibly produce unrecognised faulty results. 
In a critical survey of Monte Carlo techniques, Halton (1970) 
stated that truly random-number generators were needed instead 
of pseudorandom ones, and that much improvement of existing 
engineering designs for the former was required. We have discussed 
in Section 7.4 methods by which such an improvement can be 
obtained. 
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7.5.2 Feedback shift register sequences 
An alternative method of generating a sequence of pseudo-
random binary digits is by means of a shift register with feedback 
(Fig. 7.9). In such an arrangement, the 0 or 1 bits move along the 
register simultaneously in the usual way, one stage forward at a 
time for each shift pulse input. At each step, the 0 and 1 digits 
which appear at a selected set of stages are combined logically, 
in the circuit shown, to form a 0 or 1 bit which is the input to the 
first stage of the register and which determines the state of that 
stage after the next shift pulse. The last stage of the register is 
normally included in the set that provides inputs to this logic 
circuit. This is because additional shift-register stages beyond the 
last one contributing an input do not affect the sequence generated. 
Their only effect would be to provide further delayed outputs of 
the sequence. It is a property of feedback shift registers that the 
sequence must eventually reach a repeating cycle. This follows, as 
in Section 7.5.1, because the number of possible states is finite and 
because each state uniquely determines the sequence that follows it. 
Shift-register sequences may be divided into two main classes, 
linear and nonlinear. In a linear system, the output of the logic 
circuit is the sum (mod 2) of the outputs of the stages concerned. 
This can be achieved by combining outputs two at a time (and 
likewise the sums that result) with exclusive-OR logic circuits, as 
shown in Fig. 7.10. The output of an exclusive-OR circuit as a 
function of its inputs is shown in Table 7.4. The properties of 
linear-feedback shift registers (Golomb, 1967) are closely associated 
timing 	I 





Fig. 7.9 Feedback shift register (with 8 stages) 
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Fig. 7.10 Example of linear feedback circuit 
Table 7.4 Function of the exclusive-OR circuit 
Input 	 Input 	Output sum d2) 
o 	 0 
o 1 
1 	 0 
1 1 
with the algebraic properties of their characteristic polynomials, 
which have the form 
N 
f(x) = 1 - 	C 1 x 	. . . . (7.63) 
1=1 
where N is the total number of stages in the register and where C 
is 1 if the ith stage contributes to the sum (mod 2) and 0 if it does 
not. In the linear case, the maximum possible length of the sequence 
forming one complete cycle is 2' - 1 steps. This follows because 
there are 2' possible states of an N-stage register and because the 
state of all 0's is a self-perpetuating one, giving a degenerate cycle 
of one step only. Golomb shows that the length of the actual cycle 
in steps is the smallest positive integer p such that 1 - xP is divisible 
(mod 2) by the characteristic function f(x). If this smallest integer 
is 2" - 1, the sequence is referred to as a maximum length sequence. 
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Maximum-length sequences have the following interesting 
properties 
Each contains 2N 1 ones and 2N -1 - 1 zeros. 
Every possible sequence of N bits, except all zeros, occurs 
exactly once. 
In every cycle, there are exactly 2' 1  runs of all 0's or 
all l's. Half of these have length 1, one quarter have 
length 2, one eighth have length 3, and so on, with equal 
numbers of runs of 0 and 1 in each case. This rule applies 
down to one run of 0's of length N - 2 and one run of 
I's of the same length. One run of 0's of length N - I 
and one run of l's of length N then complete the list. 
The autocorrelation function C(q) of the sequence is unity 
at zero displacement (or, of course, at any number of 
complete cycles also) and has a small constant value 
elsewhere. In this context, this function is defined as 
C(q) = (41p) 	(a, - 112)(a, +q  - 1/2) . . (7.64) 
where p= 	- 1, where the a, are the respective p bits 
in the sequence and where r + q is to be understood as 
r + q (mod p). 
The theory of linear-feedback shift registers is closely associated 
with that of methods of constructing error-correcting codes, which 
has been extensively treated by Peterson (1961). The aim in the 
design of such codes is the systematic introduction of redundancy 
(as in sending 4 bits of information with a 7-bit code) so that errors 
introduced in a message transmitted over a noisy binary communi-
cation channel may be corrected, or at least detected, if not too 
numerous. 
In nonlinear systems, the logic circuit combines the bits that are 
presented to it by the shift register in a manner that requires 
products as well as sums of these bits in the mod 2 algebraic 
expression for its output bit. Such products are introduced by 
logical functions such as AND or the ordinary (non-exclusive) OR. 
For example, the output of an AND circuit is shown in Table 7.5. 
It can be seen at once that the output bit in this case is the product 
of the two input bits. Nonlinear systems (Golomb, 1967) have 
much greater variety and flexibility than linear systems and are 
correspondingly less amenable to analysis. A simple comparison 
of the variety available in the two cases may be made as follows. 
In the linear case, if one includes those circuits in which there is 
H 
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Table 7.5 Function of the AND circuit 
Input 	Input 	AND Output 
no feedback from one or more of the last stages, there are for an 
N-stage shift register N coefficients C,, as shown in eqn. 7.63, 
each of which can be either 0 or 1. This gives a total of v = 
possibilities. Since there are N inputs to the logic circuit, it can 
also receive v = 2' possible input combinations. In the nonlinear 
case, it is possible to find a logic circuit that will give any desired 
set of outputs specified against the list of these input combinations. 
It is therefore possible to find a total of 2" such circuits having 
distinguishable effects. This is a very rapidly increasing function 
of N, as shown in Table 7.6. 
Table 7.6 Number of distinct non-linear feedback circuits 
N 	v=2 " 2" 
1 	2 4 
2 4 16 
3 	8 256 
4 16 65536 
5 	32 429 x 10" 
It has been suggested, e.g. by Golomb (1967), that pseudo-
random sequences from feedback shift registers could be used as 
the basis of alternative methods of generating pseudorandom 
numbers to the computer methods described in Section 7.5.1. 
There appears to be no indication that they would be any less 
suitable than those computer methods, but the latter have the 
obvious practical advantage that they can be implemented by 
means of programming on any normal general-purpose digital 
computer, without any requirement for additional hardware, and 
this no doubt accounts for their predominance to date. There is a 
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striking correspondence between the properties (a)-(d) listed above 
for maximum-length linear sequences and those of truly random 
sequences. For example, (a) corresponds to the equal probabilities 
of the 0 and 1 digits, (b) to the equal probabilities for any specified 
sequences of N digits, (c) to the probabilities for runs of different 
lengths in a truly random sequence and (d), without the cyclic 
qualification, to the similar property of truly random sequences. 
(The latter correlation function is unity at zero displacement and 
has zero expected value with n-' /2 standard deviation, elsewhere, 
for an n-digit length.) On the other hand, the cyclic property is, 
of course, completely foreign to a truly random sequence. More-
over, the probability that a truly random sequence of appropriate 
length would, for example, have the exact proportions of runs of 
various lengths as specified in (c) would be extremely small and 
such an occurrence would therefore be highly uncharacteristic. 
Some run lengths would, in general, occur more often while others 
might not occur at all, in a sequence of 2' - 1 bits. Similar remarks 
apply to the properties (a) and (b). These results suggest that if 
such markedly uncharacteristic effects are to be avoided, in the 
generation of a sequence of L-bit numbers in this way, by means 
of an N-stage shift register, to simulate truly random numbers, it 
is desirable for N to be sufficiently large for 2' 
2L• N should also 
be sufficiently large to avoid recycling before the end of the 
required sequence, and, indeed, preferably as large as practical 
circumstances permit. 
7.6 Digital simulation of randomly timed pulses 
7.6.1 Actual pulses in real time 
Digital methods of generating randomly timed pulses from 
sequences of random or pseudorandom numbers may be required 
for computation, simulation or test purposes. We shall discuss 
here the generation by these means of actual pulses occurring 
randomly in real time. Such pulses could be used, for example, 
for simulation on an analogue computer or as the output of a 
piece of test equipment. In Section 7.6.2, we shall discuss the 
corresponding situation in a digital computation, where the re-
quirement is not to produce actual pulses but to introduce into 
the calculation data that represents the occurrence of such pulses 
in the situation to which the calculation refers. If a sequence of 
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Fig. 7.11 Comparison circuit 
The l's complement of the number to be recognised is applied to the preset inputs 
a probability of an output pulse as each number appears of 112L 
by means of a circuit (Fig. 7.11) which tests to see if that number 
equals a specified L-bit number. Each bit of the number is presented 
to an exclusive-OR (addition mod 2) circuit which has as its other 
input the complement of the corresponding bit in the specified 
number. The outputs of the OR circuits are all presented simul-
taneously to an AND circuit and if they are all at 1 (showing equality 
of the random and the specified number) there is an output pulse 
for that cycle. A further L bits are then received and tested (either 
by the serial to parallel conversion of L new bits or by means of 
L separate random bit generators) and so on. If k such combina-
tions of bits are arranged to be similarly accepted, the probability 
per cycle becomes k/2" and the mean rate k/2 L Ti , where T is the 
time interval for one cycle. This can be done by means of a digital 
comparator (Vincent, 1964a). Such a comparator (Fig. 7.12) 
receives two L-bit binary numbers in electrical form and indicates 
which is the greater or indicates that they are equal. For the 
present purpose, one input would be set to k and the device would 
be used to show if the other (random) input was in the range 
o to k—I. 
There is an obvious difference between the physically generated 
pulses described in Section 7.3 and those obtained in this way, in 
that the latter can only appear at the appropriate time in each 
cycle, normally at regularly spaced intervals. However, provided 
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L - bit A input 	 4 
I 	I 
L—.A=B 
Fig. 7.12 Digital com-
parator 
that these spacings are short in duration compared with the mean 
time interval between the output pulses, this should have very 
little effect on the results obtained under most circumstances. This 
desirable condition can be obtained by using a sufficiently short 
cycle time with a low probability per cycle. Fig. 7.13 is a diagram 
showing a sequence of pulses obtained by such a method. It is an 
interesting and useful reminder of the form in which input informa-
tion reaches the majority of instruments described in this book. 
The particular sequence given illustrates the nature of the problem 
of excursion detection (Section 6.6). It represents a constant rate 
until about half-way through, and an exponential excursion there-
after. 
Exactly the same process of pulse generation can, of course, be 
used with bits derived from a pseudorandom sequence (e.g. from 
a feedback shift register, as in Section 7.5.2) instead of a truly 
continuing scale of time 
Fig. 7.13 Example of a random pulse train 
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random one. However, in this case, certain qualifications are 
necessary concerning the results that will be obtained. The sequence 
of pulse spacings must inevitably repeat itself after a certain time, 
in accordance with our discussion in Section 7.5. Also, it can no 
longer be taken for granted that the distribution of pulse spacings 
will show no significant departure from the desired exponential 
form. A possible method of improving the randomness, when 
testing only for equality with a single L-bit number, is to use a 
changing number for that purpose. This number can be derived 
from a binary scaler counting the shift pulses (Holford, 1969) or, 
more satisfactorily, from another random binary sequence genera-
tor, both being given L or more shifts between the successive 
comparisons. In either case, if the numbers of shifts in the two 
repetition cycles are prime to each other, a second major advantage 
is that the resultant repetition cycle can be greatly increased in 
duration. 
7.6.2 Simulation of randomly timed pulses in digital computation 
In this case, the requirement is not to produce real pulses but 
to generate numbers representing the times of occurrence of pulses 
in a sequence characteristic of random occurrence at a specified 
rate. These numbers are then used as data in the calculations, 
which proceed to evaluate the effects of pulses occurring at those 
times on the system concerned. This system could, for example, 
be a linear ratemeter (although in that case we know how to 
determine most of the main performance characteristics analytically 
already, as in Chapter 2) or it could be some more complicated 
system less amenable to analysis. Such a calculation is an example 
of a Monte Carlo calculation (Section 7.4.1), although it may be 
a relatively simple one. For the purpose of generating these pulse 
times, a method of exactly the same type as that described in 
Section 7.6.1 could be used. An L-bit binary number would then 
be generated for a test for every one of a large number of small 
equal time intervals covering the range of time concerned. When-
ever this number was found to lie in the range of, say 0 to k - 1, 
by means of a normal computer inequality test, a pulse would be 
allocated to the corresponding time. However, this method, al-
though simple in concept, would not normally be used in practice 
to generate the exponential distribution of time spacings required, 
because it is too uneconomical in the use of random numbers. 
For this purpose, there is a much more efficient general method, 
which may be used to obtain any probability distribution from a 
source of random numbers uniformly distributed in the range 0.0 
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to 10. Let the required distribution of the variable be specified by 
the probability Pd(x)6x of its having a value between x and x + ox 
for small Ox. Then to conform with this (Fig. 7.14), the probability 
of a value less than x must be given by the cumulative distribution 
function 
F(x)=JPd(x)dX 	. 	. (7.65) 
Since Pd(x) 0, this function is monotonic increasing. 
Now if we have a variable uniformly distributed in the range 
o to 1, the probability that it will have a value less than u, where 







tribution function F(x) 
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where F 1 (x) denotes the inverse function, so that u = F(x). This 
clearly has the required cumulative distribution function F(x) and 
therefore the required probability distribution Pd(x). 
The exponential distribution which we require is one in which 
the probability Pd(t)öt is zero for t <0 and is given for t > 0 by 
Pd(t) öt = pe t 5t 	. . . . (7.67) 
This gives, from eqn. 7.65, 
F(t) = fto pet dt 
= 1 - ......(7.68) 
Therefore, from eqn. 7.66, 
t= { - 109e(1 —u)}/p 	. . . . (7.69) 
A practical point is that in an actual calculation u could have any 
value in the range 0 < u < I, but not u = 1, since that would make 
the logarithm infinite. If u is obtained by taking an L-bit random 
binary number and deriving a corresponding binary fraction by 
treating it as the numerator of a binary fraction with denominator 
2', this point is automatically taken care of, since the maximum 
numerator is then 2' - 1. Assuming that 2L is sufficiently large 
and that the calculation being performed is not one which gives 
undue weight to the relatively rare long time intervals, a good 
representation should then be obtained. As in Section 7.6.1, either 
truly random or pseudorandom numbers could be used. The latter 
could be obtained from an ordinary pseudorandom number-
generating subroutine in the computer with due precautions to 
prevent log0 being called for. The comments of Halton (1968) 
and of Marsaglia (1969) on possible limitations in the use of 
pseudorandom numbers have already been mentioned at the end 
of Section 7.5.1. 
Chapter 8 
Some special problems 
8.1 Radioactive-decay analysis 
8.1.1 General background 
In activation analysis or similar work, an experimenter may 
wish to determine the strengths of two or more components in a 
radioactive source which cannot be separated from each other by 
differences in their characteristic radiations (such as a or y ray 
energy) but which do have differing decay constants A. In this case, 
it may be possible to separate the components of the decay curve, 
to give an estimate of each, by means of the latter difference alone. 
If the decay constants differ sufficiently, a relatively simple method 
(Halliday, 1950) may suffice, as follows. The rate is measured by 
counting over successive time intervals for a sufficiently long time 
to ensure that the shorter-lived components present have decayed 
to the point where their contribution to the rate is small in com-
parison with that of the longest-lived one. The logarithm of the 
rate is then plotted against time, as in Fig. 8.1. A straight line may 
then be fitted to that part of the plot where only the longest-lived 
component is appreciable and used to determine the strength of 
that component. Its contribution to each count may then be 
calculated and subtracted, after which a new logarithmic plot may 
be made for the remaining components, which may be similarly 
estimated in turn. 
Although this process may yield satisfactory results under favour -
able circumstances, it is clear that subjective elements enter into 
it, even when some standard method of estimation such as weighted 
least squares is used to place each straight line. For example, an 
arbitrary decision must be taken as to which points to include for 
the estimation of each line, bearing in mind that each linear seg-
ment joins the next one in a smooth curve and that all the points 
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region containing shorter.-lived 
components yet to be calculated 
0I 
o 
region due mainly to 







Fig. 8.1 Simple method of decay component analysis 
are subject to normal statistical error. Consequently, the method 
does require fairly large differences in the values of )L for it to be 
effective. Various more systematic methods of estimation are 
possible and have been described in detail and evaluated experi-
mentally by Monk et al. (1963). Another method has been des-
cribed by Perkel (1957). However, instead of these various methods 
of fitting, it is theoretically possible to make a straightforward 
calculation of the expected value and standard deviation of each 
component, for the counts recorded, by means of Bayes' principle. 
The resulting formula involves calculation requiring the use of a 
digital computer, but it does represent a fundamental approach to 
the optimum and is free from any requirement for subjective or 
arbitrary decisions. It covers any arrangement of counting intervals 
and does not require any successive approximations. We shall 
therefore discuss this theory in Section 8.1.2. It appears to be 
particularly suitable for extracting an estimate of the utmost 
accuracy possible, using relatively small counts. For larger counts, 
the computing requirements might be difficult or excessive, and 
we discuss in Section 8.1.3 a simplified approach which should be 
accurate for that case. 
8.1.2 Application of Bayes' principle 
Consider the case where a radioactive source contains two active 
isotopes (only), with decay constants A. and 4'  where the initial 
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rates of counts for these two components are a and b, respectively, 
at a detector which does not distinguish between them (e.g. by 
pulse-amplitude analysis). We are given the inormation that 
counts have been recorded at times t 1 to t in the counting interval 
o to J or, alternatively, that counts K(j) have been recorded in 
time intervals t'_ to tJ, where t0 ' = 0 and tN ' = J, and we wish 
to determine expected values for a and b, when A. and 1,, are 
known. Let the prior probabilities of values in the ranges a to 
a + 5a and b to b + 5b be respectively proportional to öa and 6b. 
It will be convenient to write a for A. and fJ for Ab . Using the 
information on the time of each individual count, we obtain, by 
Bayes' principle (Section 1.3) and eqn. 1.77, 
J 	a exp{— (ae t + be t) dt} fl {a exp(—ct)... 
J 





exp{_-f(ae" + be t) dt} fl {a exp(—oct) 
J=1 
+b exp(—t)} da dbflöt 
+bexp(—flt)}dadbflöt 





- fexp(_B0b)f0exp(_A0a) 	H(n,r)a1b'dadb 
rO 
- fc exp(—B0b)  f 000 exp(—A a) E H(n, r)db"_' da Ar=0 
(r + 1)!(n - r)!H(n, r) 
r=o 
" r!(n - r)!H(n, r) 
r=O 
- 	
(r + 1)G(n, r) 
r 0  
- A 0 E G(n, r) 
(8.1) 
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where 
A 0 = (1 - e)/cc 	 (8.2a) 
B0 =(1 —e)/fl (8.2b) 
A j = exp(—cLtj) 	.....(8.3a) 
B = exp( - flt) 	..... (8. 3b) 
H(n, r) is the coefficient of ar  in the product fl which appears 
in both numerator and denominator and G(n, r) is defined as 
G(n r) = r!(n - r)!H(n, r) 	• . . (8.4) 
n!A orBohI_J 
G(n, r) may be calculated by means of the equations (which are 
easily derived from eqn. 8.4) 
G(l, 1) = A 1 /A 0 	 . . . . (8.5a) 
G(l, 0) = B1 1B0 	 . . . . (8.5b) 
and 
G(q, r) = (f.) ()G(q - 1, r - 1) + ( q ) (12) G(q - 1, r) (8.6) 
BO 
All the G(q, r) for any given value of q may be multiplied simul-
taneously by any common factor without affecting the final answer. 
This may be necessary to keep the range of orders of magnitude 
within the capacity of the computer. 
Although the formula of eqn. 8.1 should give the maximum 
possible accuracy, it would normally be regarded as too laborious 
to record and use the exact time of each event, even by automatic 
means. We shall therefore now consider the alternative mentioned 
above of using the counts K(j) recorded in N time intervals with 
j = I to N. In this case, again by Bayes' principle, 
	
r f   a 	{,K(i)exp(_,)} da db 
5 	{K(J)Xp( - ji)} da db 
= f f, a 11 [a(exp( - ca11') - exp( - ot')}/c 
f
000 
10 JJ [a{exp(—ca")—exp(--xt')}/cc 
+ b{exp( - flt") - exp( - fitj)}/fiJ'Dexp( - A 0a - Bob) da db 
+ b{exp( - fits") - exp( - fltjI)}/fl]K)exp( - A 0a - B0b)da db 
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= i: f a exp(—A 0 a - B0 b){fJ (A/a + B'b)} da db 
f° J' exp(—A 0 a - B0 b){fl (A/a + B'b)'"°} da db 
(r+1)G(n,r) 
...... (8.7) 
A 0 Y G(n,r) 
r=0 
as in eqn. 8.1. In eqn. 8.7, yj represents the expected value that 
would apply to the count in the jth interval if a and b were known 
and is given by 
jzj = a{exp( - t") - exp(— t')}/ + b{exp( - t") - exp( - flt/)}/fl 
..........(8.8) 
where tJ', represents the start of the jth interval, so that t/' = 
Other definitions required are 
= {exp(—xt")—exp(—ixt j')}/z 	. . (8.9a) 
B' = {exp( - fitJ') - exp( - flt')}/fl 	. . (8.9b) 
-N 
n = 	KQ) 	....... (8.10) 
1=1 
A 0 and B0 are as defined for eqn. 8.1, while the coefficients H(n, r) 
and the corresponding functions G(n, r) are derived from the con-
tinued product shown (now containing repeated factors) as in that 
equation also. This result appears to be quite suitable for calcula-
tion on a digital computer, for moderate values of n, although it 
would be too laborious without one. The standard deviation can 
readily be obtained as well as the mean, using 




. . (8.12) 
A 0 2 E G(n, r) 
r=0 
Eqn. 8.12 is derived in an exactly similar manner to eqn. 8.7. The 
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equations for b and b2 corresponding to eqns. 8.7 and 8.12 can, 
of course, be obtained similarly as 
(n - r + l)G(n, r) 
= r=0 	 . 	. 	
. (8.13) 




B02 > G(n, r) 
r=0 
It is straightforward to extend all of these results to cover cases 
with more than two components, although the computation that 
would be required becomes more formidable. For example, if we 
consider the case of eqn. 8.7 modified to include three components, 








G(n, r, s) 
where 
r!s!(n - r —s)!H(n, r, s) 
G(n, r, s) = 	n. vArD_ 	
. (8.16) 
and where H(n, r, s) is defined as the coefficient of abs in the 
expansion of the product 11 (4'a + B'b + C'c)D, CO is de-
fined similarly to A 0 and B0 in eqn. 8.2 and C/ is defined similarly 
to A' and B' in eqn. 8.9. Corresponding to eqn. 8.16, we have 
the equation 
G(q, r, s) 
= (f.) (j_) 
G(q - 1, r - 1, s) + () (_) G(q - 1, r, s - 
BO  O 
+ (q—r—s) C' G(q — 
1, r, s) 	 (8.17) - RL) 
We have not included the effects of dead time specifically in any 
of these calculations, but provided that the time intervals chosen 
are all short in comparison with the reciprocal decay constant of 
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the fastest decaying component, there should be no objection to 
allowing for a known dead time by correcting the count for each 
interval by means of the standard simple relationship of eqn. 4.2. 
The condition given here can be relaxed to the extent that if the 
time intervals are not chosen to be all equal, it should suffice that 
each interval should be short in comparison with the reciprocal of 
the apparent or equivalent decay constant over the interval. It 
should also be possible to make background corrections to the 
counts, in the normal way, before using them in the calculations. 
However, the standard deviations could then be appreciably greater 
than those indicated by equations such as eqns. 8.11 and 8.12, 
unless the proportions of background counts was relatively small, 
since eqn. 8.12 does not provide for any uncertainty in the actual 
values of the counts K(j), themselves, although it gives a precise 
account of the statistical uncertainties in the estimates made from 
those counts. Although eqn. 8.7 and the following equations simi-
larly derived are based on the assumption that the N counting 
intervals taken together exactly cover the whole of the interval 
o to J, it would be easy to modify them for the case where part 
of the time was not used. For this purpose, it would only be 
necessary to change A 0 and B0 so that A 0a + Bob would still 
represent the expected value of the total count, for known a and b, 
over all the counting time actually used, and to note that tJ' = 
t_1 would no longer necessarily apply. A similar modification 
would apply for three or more components. Eqn. 8.1 may be 
treated similarly, to cover the case where events are not being 
recorded continuously over the whole of the interval 0 to J. 
8.1.3 Approximate method for large counts 
In Section 8.1.2, the probabilities of various counts for different 
component strengths were calculated precisely, using the Poisson 
distribution, this being the exact distribution that is applicable. 
It is not uncommon for the Gaussian distribution to be used as 
an alternative to the Poisson, as a means of simplifying the equa-
tions. However, these remain difficult and inconvenient to handle 
when the variance is assumed to equal the unknown mean. We 
have seen in Section 1.2.4 that the 'reversed' Gaussian distribution 
FRG(fl, jz) = exp{—(p - n) 2/2n}f(2irn)
112  . . (8.18) 
is a valid alternative to the normal Gaussian distribution (eqn. 
l. 17b) 
FG(n, jz) = exp{—(n - p)2/2jz}f(2xj.z)" 2 . . (8.19) 
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as an approximation for large n for the Poisson distribution 
Pp(n, i) = j/'e/n! 	. . . . (8.20) 
It will be convenient to consider here an example with three com-
ponents, the extension of the theory to more than three components 
(or its application to two components) then being obvious. With 
the prior distribution as in Section 8.1.2, we have that the proba-
bility, from eqn. 8.18, of values in the ranges a to a + öa, b to 
b + 5b and c to c + öc, together with counts K1 = K(1) to KN = 
K(N) is given by 
P(Kl,...,KN Ia,b,c)Wa5bôc 
=+ Bb + Cc - K)2/2K}] W 6 öb 5c 
	
j=i 	 (2irK)"2 
(8.21 
where W here is the unspecified constant in the prior probability 
and where A, B and C are defined in the same way as A' and 
B' in eqn. 8.9. In practice, the variance of each count may be 
greater than K, for various reasons. For example, if each K is 
obtained from a greater actual count by a subtraction to allow for 
an accurately known background rate, it is this actual count, 
rather than K that determines the variance. Also, if the counts 
K are not consecutive and each has its own separate background 
count associated with it, to allow for possible background changes, 
it is necessary to allow for the contribution to the variance from 
the background count itself, as well. The variance for other sources 
of experimental error, such as fluctuations of counter efficiency, 
may also be included, if known. Eqn. 8.21 then becomes 
P(Kl ,...,KN Ia,b,c) 
= fl [exp(—(A 1 a + Bb + Cc - KJ)2 /2c7J2 }] 
j=1 	 (27r)112a 
• 	....... (8.22) 
where cr is the sum of the appropriate variance terms in each case. 
The fact that only a part of the variance depends upon K, or yj 
is, of course, a further justification for using a fixed value a j2  based 
on K and other experimental data. Eqn. 8.22 may be written as, 
say, 
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F(Kl ,...,KN Ia,b,C) 
N 
= {(21)I2 fi aj}1 
J-1 
exp{—(ka 2/2 + kbb b2/2 + kc2/2 + kabab + kbC bc + k 0 ca) 
N 	 N 	 N 
- A,Kaf - BKb/a 2 - CKckJ2 
1=1 	 i—I 	 jI 
K/20,/ 1 	.........(8.23) 
where the k are derived from the sums of the appropriate coefficients 
obtained by expanding the squares in eqn. 8.22. Partial differentia-
tion with respect to a, b and c shows that the maximum of the 
exponential (with kac k a  etc.) is given by 
N 
k,a + k0bb + kac C = 	.4j Kj/a12 . . (8.24a) 
1=1 
kba a + kbbb + kbCc = 
	
BK/tr 2 . . (8.24b) 
kca a + kcbb + kc = 
	
CKj/cr 2 . . (8.24c) 
The eqns. 8.24 may be solved to obtain values a1 , b 1 and c 1 , say. 
The probability given by eqn. 8.23 is then a symmetrical function 
of a - a1 , b - b 1 and c - c 1 . (Since it is negligible, except for a 
limited range of positive values of a, b and c near a1 , b 1 and c 1 , 
respectively, and is in any case an approximation, there is no 
anomaly here in the fact that a, b and c cannot be negative.) 
Applying Bayes' principle, it follows immediately that 
JJJ
co aP(Kl,..., KN I a, b, c)da dbdc 
f0,0 f 0,0 JP(Kl,...KNIabc)dadbdc 
= a1 	............(8.25) 
Likewise, b = b1 and ë = c1 . The result may be regarded, from 
consideration of eqn. 8.22, as one of weighted least squares, since 
the negative exponents are added in the multiplication of the cx-
ponentials and their modulus is then minimised. It may also be 
regarded as one of maximum likelihood, since the maximum of 
KN I a, b, c) is found. It should be quite accurate, when 
the counts are sufficiently large, within the limitations imposed by 
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the other sources of experimental error. The theoretical accuracy 
for the calculation using eqn. 8.22 can, in fact, be precisely calcu-
lated, as follows. Consider, for example, r., the standard deviation 
for a. Then, from eqn. 8.24 
IN 
I 	A,Kj/a/ 	ICab 	kac 
a = 1k —1 
IN 








= I k  I - ' 	- I B kbb kb C 
1.1 O•J I I C1 k C , 
where 
Ik 	kab kac i 
	
k = kbo kbb kb C I 	. . . . (8.27) 
I kca k cb kcc 
It follows from this that 
N 	A 1  kab kad 
12 I 
= 1kJ2 	 I B kb b kb C 	 . (8.28) 
j=1 	I 	 I 
IC1 k C , kI 
8.2 Deconvolution of channel spread 
8.2.1 General discussion 
In the use of pulse-height analysers and similar instruments, a 
situation may arise in which counts which ideally should appear 
in certain channels become spread into the adjacent channels. It is 
then often desired to compensate for this effect by a computing 
process of deconvolution, to achieve a return, or at least a partial 
return, to the original spectrum, as it would be recorded without 
this source of error. It should be pointed out that this is not the 
same theoretical situation as that covered in Section 3.4. In that 
case, it was the weighting function for each pulse that was spread 
in time. The process was theoretically reversible, although an 
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improvement in response could only be achieved at the expense 
of a corresponding loss of accuracy, in accordance with the laws 
given in Section 2.4. In the present case, it is the actual pulse counts 
that are spread over the channels, in accordance with the distri-
bution that applies in the particular case. 
Numerous methods of deconvolution have been proposed and 
used with varying degrees of success. The problem is a complicated 
one, and the degree of success achievable is highly dependent on 
the nature of the original data and the convoluting function con-
cerned. For example, if the greatest part of the original spectrum 
consists of individual peaks with only occasional close pairs that 
overlap with each other after convolution with the spread distri-
bution, deconvolution is easy. Likewise, if the spread distribution 
has a convenient sharp peak or step, good results may be easily 
obtainable by a process of successive approximations (after taking 
differences between successive readings in the case of a step). The 
results obtainable in these favourable cases should not lead one 
to underestimate the difficulty of obtaining a satisfactory general 
solution to this problem. The most unfavourable situation is that 
in which the distribution function is broad and smooth, without 
any sharp peaks or steps, and in which the original spectrum is 
more or less continuous, with significant peaks close to each other 
and without blank intervals. 
No computing process can increase the quantity of information 
in the,data used (Shannon and Weaver, 1949). This suggests that 
any in the effective number of independent channels 
achieved by deconvolution processing will be at the expense of a 
large increase in the error. For an example by way of comparison, 
if an analogue signal could be doubled in bandwidth by suitable 
processing, it would follow that the ratio of the standard random 
error to the range of signal voltages available would become the 
square root of the original value of that ratio. This represents a 
very substantial increase in that error. In Section 8.2.2, a rather 
idealised example is taken as an illustration of the fact that similar 
considerations apply in the channel counting field which concerns 
us here. This case is idealised in the senses that it is assumed that 
there are a large number of channels on either side of the region 
under consideration and also in that it is assumed that the spread 
distribution is the same in all cases. The latter assumption ignores 
two considerations that may apply in practice. The first is that 
there may be a systematic change in the distribution function from 
one end of the spectrum to the other. (The theory covers this, as 
an approximation, if the change is not too rapid.) The second is 
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that the form of the distribution function may depend to some 
extent on the exact position of the true centre with respect to the 
boundaries of the channel within which it falls. This change is 
likely to be less drastic if the distribution function is broad and 
smooth, extending over many channels. 
In theory, the problem is essentially the same as that of Section 
8.1.2, but the number of unknown variables is so great as to make 
the approach used there quite impracticable. It will be noted also 
that the problem is essentially one of the solution of simultaneous 
linear equations, or of matrix inversion, and that method could 
clearly be used in any particular case with specified figures, provided 
that the number of measured counts was sufficient. (This would 
apply, for example, if the true spectrum was known to be empty 
at either end of the range of measurement.) However, the method 
given in Section 8.2.2 is relatively simple and has the advantage of 
giving some insight into the nature of the loss of accuracy incurred. 
As already stated, it is not intended to be more than an illustrative 
example. 
8.2.2 Effect of deconvolution on random error 
If n represents a count in a Poisson distribution, with standard 
error n, 1/2,  and n,, likewise (with nb1"2), and if the best available 
estimate of n is n - b, this can be much inferior in accuracy to 
having a direct count of n. The standard error in the former case 
is (ii, + nb)1"2 = (n5 + 2nb) 112 and n, 1 "2  in the latter and these will 
have a large ratio if nb > n,. This simple example gives a clear 
illustration of the fact that there may be a serious loss of accuracy 
when a desired count can only be obtained as a sum with one or 
more other counts, even although there may be known linear 
equations available to give an algebraic solution. This situation 
applies when one has a spectrum of counts (as in the channels of 
a pulse-height analyser, for example) in which random errors in 
the system have caused some spread of counts from each true 
channel for the input concerned into adjacent channels. Some such 
spread is almost inevitable, in practice, if the channel widths are 
sufficiently narrow, due to such extraneous factors as amplifier 
noise, differences in positions of occurrence of events within 
detectors, and so on. It will be convenient to refer to a source of 
events that should be recorded within the same channel as mono-
energetic, regardless of whether the parameter being displayed by 
the spectrum is energy, pulse height, flight time or some other. 
Consider the case where there is a large total number of channels 
in the spectrum and where any monoenergetic source is assumed 
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to give the same pattern of spread into adjacent channels, regard-
less of its position in the spectrum and ignoring any effect of its 
precise position within the particular true channel. Such a spread 
pattern may be represented by a polynomial P(z) in z, including 
both positive and negative powers of z. The former represent spread 
into a higher numbered channel and the latter into a lower one, 
with a change of unity in the index of z representing one channel. 
Let 
P(z) = P'(z) H (1 - O L + 9z)fl(l - 41j + 4jz 1) (8.29) 
where 0 1 and Oj are each less than 1. The continued products 
represent factors which we wish to remove by a process of decon-
volution. Since powers of z represent a shift only and do not affect 
the spread, it should be noted that the product ni T, fl 1 includes 
any polynomial in z that is composed entirely of real binomial 
factors. The deconvolution process necessary to temove a factor 
in 0 may be represented by 






If c, represents a count in the original or partially deconvoluted 
spectrum and c,' its value after the next stage, we have that the 
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(8.31) 
At this point in our analysis, no further progress can be made 
unless we make some assumption regarding the nature of the 
spectrum concerned. It is obvious, for example, that if the true 
spectrum consists of well-spaced monoenergetic components the 
analysis will present no problem at all. At the opposite extreme, 
which has the advantage of providing a standard measure of 
achievement in deconvolution, we can consider the situation where 
all the counts are large and of the same order of magnitude, but 
where there is a true variation from one channel to another which 
is small compared with the count but large compared with the 
standard error of the latter. (This implies that the count is a large 
quantity of the fourth order. This is not unreasonable, as very 
large counts, say > 104 , are often used in practice.) In this case, 
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the effect of the deconvolution step is to increase the variance by 
the factor, common to all channels, 
/l\ 2 ( 	GO\2 fO 	V\6 	 1 
o) I l ~ ) + e) + o) + •J_120 
•••••• (8.32) 
It follows similarly that there is a corresponding increase factor 
1/(1 - 24) for the removal of a factor in 4, SO that the overall 
increase factor is given by 
or 21C = 
 (T- _20) (T-- 2) 
m+n 
n / = 	(__
- 2c) 
(say) 	. . . . (8.33) 
I 
(where c is the average count per channel) on expressing this result 
as a single product. The logarithm of this is given by 
m+n 
log(a21c) = 	{2 + (20(k)2  /2 + (2;)/3 + .. .l 	(8.34) kI 
Now if we take any distribution polynomial in which the sum of 
the coefficients is unity, and convolute it with a further factor 
1 - + rz or 1 - + ccz 1 , the second moment of the distribution 
becomes 
I=I'+x(l—x) 	
. . (8.35) 
where I' represents the second moment without this extra convo-
lution step. It follows that if I,,, represents the second moment for 
a monoenergetic source in the measured spectrum, and I j,, that for 
the same source in the fully processed spectrum (that is, decon-
voluted as specified above), then 
m+n 
— 'p = i k(l - k) 	 (8.36) 
k1 
Comparing this with eqn. 8.34, it follows immediately that 
a 21C > exp{2(Jm  — Ip)} 	 . (8.37) 
This is a general result applicable to deconvolution by any spread 
polynomial at all that can be factorised into real binomial factors. 
It obviously implies that a very large increase in the standard error 
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8.3 Events related in time 
8.3.1 Coincidence counting 
Many nuclear events lead to the effectively simultaneous emission 
of two particles or photons (e.g. a beta ray and a gamma ray) and 
if two suitable detectors are used it is possible to detect both par-
ticles for a certain proportion of the events. This provides a 
powerful method of distinguishing such events from other back-
ground events that may give rise to unwanted counts. This is 
especially true if the tolerance in time within which the coincidence 
is accepted as genuine can be kept small (e.g. down to 10 s, say) 
by the use of a suitably designed circuit (Orman, 1970). If one 
channel has a count rate Pi and another has a count rate P2 and 
a coincidence circuit is arranged to indicate coincidences between 
them with a tolerance T in either direction, the rate of purely 
random coincidences between them for p 1 T 4 1 and P2  4 1 is 
given by the well-known relationship 
Pr 	2Tp 1 p2 	..... (8.38) 
Since this is proportional to T, while the rate of true coincidences 
is independent of T, the ratio of true count to background can be 
maximised by making T as small as possible. 
In some cases, there may be a small but measurable delay 
between two events. The first event may leave a short-lived product, 
which itself decays, giving rise to the second event. Since the life 
of the product may only be a small fraction of a second, there is, 
in these cases, no possibility of separating out the product (e.g. 
chemically or physically, as might be done for products lasting 
hours or more) to enable its decay curve to be followed separately. 
However, if a coincidence circuit with a small tolerance T is used, 
such that T is not too large in relation to 1/2, where 1 is the decay 
constant of the product, and if the coincidence rate is measured 
as a function of a delay r introduced into the connection from the 
first detector, the coincidence rate is found to be given for r> T 
(Fig. 8.2) by a relationship of the form 
(8.39) 
where Po is a constant. The decay curve can therefore be followed 
and measured by counting with a sequence of different delays in 
this way. A disadvantage of the method is that, since the count 
is taken only for one short range of delays at a time, all events at 
other delays are lost and the counting efficiency is low. The ideal 
solution would be to count at all delays simultaneously. This can 
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time from first pulse 
Fig. 8.2 Delayed coincidence counting 
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be done for the slower time scales,* for which a circuit can be 
arranged to record the time of an event and recover to a state of 
readiness for the next with an acceptable dead time. However, for 
the faster time scales, this would require a multiplicity of coinci-
dence circuits and delays to provide the channels in parallel, which 
would normally be prohibitively expensive. An alternative solution 
is to record the first delayed event only after each initial event. 
This method is described in Section 8.3.2. 
8.3.2 Pileup correction 
In certain experiments on radiative lifetimes (Coates, 1972) an 
excitation pulse is applied and the time to the detection of the first 
photon detected is then measured and recorded. This process is 
repeated many times and in this way a spectrum is built up of 
counts in time channels, each channel representing a small range 
of times of detection of the first photon. A problem arises that, 
unless the probability of detection of a photon in each cycle is 
very small, there is an appreciable reduction of the counts for the 
later channels because of their suppression when an earlier photon 
occurs in the same cycle. The same effect can occur in nuclear 
experiments, e.g. a neutron time-of-flight experiment ur in a multi 
—and Sandie, -970 whenever the equipment records only the first 
event after the start. It is referred to as pileup distortion and may 
be analysed as follows. Let p(t) denote the true rate, as a function 
* For the type of work described in Section 8.3.2. 
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of time, at which events would be recorded in the absence of this 
distortion. Then from eqn. 1.77, putting n = 1 and J = t 1 , the 
apparent rate is 
p'(t 1) =p(t 1 )exp{— 	p(t)dt} 	. . . (8.40) fo 
The unwanted distortion is represented by the exponential factor 
on the right. The solution of this equation for the true rate p(t2), 
say, is given by 
f:2 
p(t2) = p'(t 2){1 - p'(t) dt 1}' 	. 	. (8.41) 
o 
The equivalence of eqns. 8.40 and 8.41 may be verified as follows. 
From eqn. 8.40 
fll 
p'(t 1)/p(t 1 ) = exp{ - p(t) dt} 	. . (8.42) o 
Therefore 
d/dt 1 {p'(t 1 )fp(t 1 )} = — exp{— 
fo 
 p(t) dt}p(t 1 ) 
= —p'(t 1) ...... (8.43) 
Therefore 
f12 
p'(t2)/p(t2) = p'(0)/p(0) - 	 p'(t 1) dt 1 
o 
f'12 
= 1 - I p' (t 1)dt 1 	. . . (8.44) 
.Jo 
For counts recorded in a succession of time channels, Coates (1972) 
removes the distortion as follows. Let n, represent the actual count 
in the ith channel after a total of N cycles, and let these counts 
be taken as sufficiently large to represent the mean count (with 
respect to normal statistical error), with adequate accuracy in each 
case. Then the true probability that one or more detectable events 
will occur in each channel time (i.e. true in that the effect of sup-
pression by the earlier channels has been corrected) is given by 
i-1 
F, = n 4/(N - 	iii) 	. . . (8.45) 
J= 1 
This equation is the equivalent of eqn. 8.41 for discrete channels. 
(Note that the statistical error in the estimation oVi is only that 
associated with the count n, since the denominator represents the 
FL 
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actual number of occasions on which the existence of a pulse in 
the ith channel was tested.) The true figure that is actually required 
is the expected number jy j of such events in that time, and this is 
related to P1 by (eqn. 1.10) 
P1 = 1 - exp(—p) 	. . . . (8.46) 
so that 
Pi = - 109e(1 - F1) 
	
= F, + 1pi 2  + ip,3  + ... 	. . . (8.47) 
These corrections are quite straightforward. However, Coates also 
points out that in practice the problem may be complicated by 
variations in the intensity of the source during the course of an 
experiment. The effect of such variations is to increase or decrease 
the value of p(t), by the same factor over the whole range of t, 
from one part of the experiment to another, over the whole time 
of the experiment. Coates gives a method of compensating for this 
by monitoring the average number a of photons counted per cycle 
and using this to make a further correction. An alternative solution 
to the intensity fluctuation problem is offered by the method of 
Williams and Sandle (1970). Their method for correcting for the 
suppression effect of earlier pulses is to add a circuit that detects 
whenever two. or more events have occurred in the same cycle 
and suppresses the count completely for that cycle. When such a 
circuit is applied, the time J in eqn. 1.77 is fixed, being the total 
counting time for each cycle, and we have instead of eqn. 8.40 
f
p"(t 1 ) = p(t 1)exp{ - (t) dt} . (8.48) o 
Since the exponential on the right does not contain t 1 , this method 
avoids the need for any further correction for pileup distortion. 
Moreover, although the value of the exponential, and therefore 
the efficiency of the counting, may vary with the source intensity, 
such variation has no effect on the compensation of the pileup 
distortion. The method is therefore particularly useful for experi-
ments in which the source intensity is liable to fluctuate widely. 
8.4 Display of pulse-count spectra 
In pulse-height analysis (Chase, 1961), electrical pulses are classi-
fied in accordance with their peak voltage. The range of voltage 
to be studied is divided up into a number of small contiguous 
regions or channels (typical numbers would be 100, 256, 512 or 
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1024), and a count is kept during each experiment of the number 
of pulses in each channel. Usually the pulse amplitudes are related 
to the energies of particles arriving at a nuclear detector, for 
example a semiconductor detector and amplifier, or a scintillator, 
photomultiplier and amplifier, and in such cases the pulse-height 
spectrum defines the energy spectrum, with due allowances for the 
characteristics of the detector and the gain of the amplifier. Some 
notable improvements in the techniques used and in the speed and 
resolution attained in such analysis have been made recently by 
Kandiah (1971). In the multiscaler mode of use, the store of the 
same instrument may be used simply to provide a multiplicity of 
counting channels, e.g. to count neutrons arriving after various 
times of flight, as mentioned in Section 8.3.2. 
In all these cases, if the input pulses are randomly timed, each 
input channel (r) receives counts at a rate Pr  for a time t. As dis-
cussed in Section 1.4.2, the count ii, in each channel is subject to 
an uncertainty of +n,11'. To monitor the progress of the counting 
during an experiment, it is often useful to display the spectrum on 
a cathode-ray tube. The count in each channel and the number of 
the channel (increasing serially with the pulse voltage or flight time) 
are converted to analogue form and control the Y and X coordi-
nates, respectively, of a spot on the cathode-ray-tube face. In some 
cases, the ordinate is best a linear function of the count, but in 
others this may be found to have two disadvantages, as follows: 
When the range of counts over the spectrum is very 
great, it may be impossible to adjust the Y gain setting 
to show the smaller ones adequately, without sending 
the larger ones off the face of the tube. 
When one is examining a spectrum which shows varia-
tions over the range of channels, it is rather confusing 
that the differences between one channel and the next 
due to statistical error vary with the magnitude of the 
count, increasing with the latter (Fig. 8.3). This makes it 
appreciably harder for an observer to distinguish signifi-
cant variations between channels from random ones. 
A possible way of overcoming the difficulty (a) (and possibly the 
most satisfactory one in extreme cases) is to use an ordinate pro-
portional to the logarithm of the count. However, this method still 
leaves difficulty (b), although the Y variation due to the statistical 
error then decreases with the count amplitude, instead of increasing. 
An alternative method (Hooton, 1967, and Best, 1968), is to use 
an ordinate proportional to (n,)"2 . This gives a considerable degree 
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Fig. 8.3 Comparison of means and standard deviations in various types of dis-
play, for the same three mean counts 
of improvement with respect to (a) and it makes the statistical 
fluctuation uniform over the face of the tube. This can be seen 
most simply as follows. The fractional fluctuation in each count 
is given by n,' /2  In, = 1/flr 1 "2 . When the count n, is displayed, it 
appears as an ordinate of height 
K{n,(l ± 1 Iflr112))'' 2 	1r 1 (1 ± 1 12flr112) 
- pl/2 ± K /2 . . . (8.49) 
where K is the constant relating the height of the ordinate to the 
square root of the count. Since the fluctuation term is independent 
of the count, the fluctuations appear uniform over the face of the 
tube, and it is much easier to determine which differences between 
nearby channels are likely to be significant and which are likely 
to be merely the result of statistical fluctuation. 
8.5 Rapid methods for ascertaining whether count rate 
is excessive 
8.5.1 Method of Cooke-Yarborough and Barnes 
The problems that arise in dealing with rates that are known 
to be constant, to a sufficient approximation, are in general rela-
tively simple ones. However, one problem of some interest and of 
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considerable practical importance is that of quickly determining 
whether a rate is above or below a specified value. This require-
ment occurs in contamination monitoring. One example is the 
hand monitoring of staff who have been working with radioactive 
substances. The value concerned is then the maximum that is 
allowed without further cleansing to meet health and safety require-
ments. Since this is usually a routine carried out several times each 
day, and since the majority of the measurements show a rate well 
below the tolerance level, it is important that this condition should 
be verified as quickly as possible, to save wasting time. Likewise, 
if the rate is well above that tolerable, warning is needed as soon 
as possible. 
Cooke-Yarborough and Barnes (1961) described the system 
normally used at that time, which they referred to as the rectangular 
boundary test. In this system, the incoming pulses were counted, 
in effect, by charging a capacitor in equal steps, and preselected 
count and time limits were set to terminate the measurement (Fig. 
8.4). The count limit was set equal to the expected count at the 
time limit T at the tolerance rate p, and the actual rate was taken 
to be above or below this in accordance with whether the count 
limit or the time limit was reached first. Cooke-Yarborough and 
Barnes plotted a curve, referred to as the operating characteristic, 
giving the probability of a 'high' decision against the actual rate p 
(Fig. 8.5a). (It will be seen that there is an appreciable probability 
of a wrong result near p, but that this probability decreases to 
count limit 
time 
20 — 	 limit 
EIJ 
014 Fig. 8.4 Rectangular- 
time 	 boundary test 
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very small values further from pa.)  They also used Monte Carlo 
methods to plot the average sample time against the rate p, this 
being the average time needed to reach one or other limit (Fig. 
8. 5b). The probability of a 'high' decision is given (cf. eqn. 4.5) 
byeqn. 1.72 as 
n—i 
P(p) = 1 - 	 (1 yj)re_PT/! 	. . . (8.50) 
ro 
where n = pE T. The probability that the count n will be reached 
in a time between t and t + ôt is given by eqn. 1.73 as 
Pd(t In) öt = p"t" 1e_lt 5t/(n - 1)! 	. . (8.51) 
The integral of this expression from T to oo equals 1 - P(p), as 
is to be expected. The sample time is t, if t < T, and T otherwise. 
The average sample time may therefore now be calculated as 
= fT + 	t'e"dt/(n - 1)!"/( 	) p 
o Jr
n 	 n—i 
= - {1 - (pflre_PT/r!} + T 	(pT)"e_PT/r! . (8.52) 
P 	r=O 	 r=O 
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As would be expected intuitively, eqn. 8.52 shows that the average 
sample time closely approximates to T for a value of p which is 
low enough to make it almost certain that a count for time T 
would be less than n, and closely approximates to n/p for a value 
of p which is high enough to make it almost certain that a count 
for time T would be greater than n. It will be noted that the 
corresponding probabilities appear in eqn. 8.52 as the coefficients 
of T and of nip, respectively. 
This method has the serious disadvantage that the samples having 
low counts, which form the great majority, all take the maximum 
time T. Cooke-Yarborough and Barnes proposed a new system 
which gave a greatly improved performance in this respect and 
which they referred to as the parallel-boundary test. This was 
similar to the sequential probability ratio tests that had been used 
by Wald (1947) and others for monitoring the proportion of 
defective items in manufactured products. In the parallel-boundary 
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Fig. 8.6 Parallel-boundary test 
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expected value pt at the ctitical rate p. The measurement is 
terminated with a 'high' decision when the count exceeds the 
expected value by a preselected number and with a 'low' decision 
when it falls short of that value by another preselected number 
(which may, of course, be the same, if so desired). This test has 
the advantage that it is unlikely to take a long time, unless the 
actual rate is very close to the critical rate. To avoid taking an 
excessive time under such conditions, a time limit may be super-
imposed and a decision may then be taken by calculating the mean 
rate up to that time or, more simply, by classing such cases as 
high or as low. 
The parallel boundary test has the great practical advantage 
that it can be implemented in hardware with comparable ease to 
the rectangular boundary test. A diagram explaining the principle 
of the latter, as given by Cooke-Yarborough and Barnes, is shown 
as Fig. 8.7. Two capacitors are needed and both are initially dis-
charged for each test. The first receives a constant charge Q for 
each input pulse (methods for this were discussed in Chapter 2) 
and is connected to a trigger circuit which changes state after 
n = pT pulses have been received. This requires that the trigger 
voltage V 1 be adjusted to suit the capacitance C1 and other para-
meters involved so that 
V1 = nQf C 1 	.....(8.53) 
The second capacitor (C2) receives a constant current I which is 
adjusted in relation to the trigger voltage V2 of a second trigger 
circuit, so that 
V2 = TI1C2 	.....(8.54) 
This causes the circuit to change state at time T from initiation. 
• 	•-p--G charge 
'It3'hI9h 	
current ____________ to 
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Fig. 8.7 Basic circuits for rectangular-boundary test 
a Counting circuit 
b Timing circuit 
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discharging 
Current I 
to t high' indicator 
charge 0 	 (preset voltage rise Vh 
per pulse  
to low' indicator 
(preset voltage fall V1 I 
Fig. 8.8 Basic circuit for parallel-boundary test 
The equipment is arranged to display an appropriate indication 
as to which trigger circuit has operated first. 
The parallel-boundary test equipment (Fig. 8.8) uses a common 
storage capacitor C. The charges Q are inserted as in the previous 
case, while the voltage on the capacitor is simultaneously reduced 
by a constant output current I = nQ/T. Some typical forms of the 
output voltage are shown in Fig. 8.9. It can go negative or positive, 
and a trigger circuit set to a specified voltage level can operate in 
each case. It is convenient to specify these levels by means of the 
corresponding numbers of counts J and K, say, for the high and 
low cases, respectively. Then the corresponding trigger levels are 
given by 




0 0 - - ze44~- 
time 
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Fig. 8.9 Parallel-boundary difference voltage 
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and 
V,=KQIC 	.....(8.56) 
A time limit is superimposed, as in the previous case, giving three 
possible alternative decisions, 'high', 'low' or 'time-limited'. It will 
be apparent to the reader that all the functions of both types of 
equipment described above could readily be carried out nowadays 
by means of digital logic circuits instead of analogue circuits. 
However, there was a need for the most economical choice in such 
widely required equipment. 
Cooke-Yarborough and Barnes give some typical plots of the 
operating characteristic and of the average sample time as a 
function of the actual rate, showing the advantages to be expected. 
The operating characteristic is similar to that for a rectangular-
boundary test, but the average sample time falls off rapidly both 
above and below the critical rate. These results were obtained by 
Monte Carlo methods and showed close agreement with theoretical 
results obtained by Kiefer and Wolfowitz (1956) for a somewhat 
similar problem, that of deciding between two alternative hypo-
theses, one being that the rate has a specified value slightly above 
the critical rate and the other than it has a specified value slightly 
below that rate. It is, in fact, possible to make a precise direct 
calculation of the operating characteristic and of closely spaced 
upper and lower limits for the average sampling time, for the 
parallel-boundary test, as follows. 
8.5.2 Exact calculations for parallel-boundary test 
Since the counts have only integer values (Fig. 8.10), the lower 
boundary will only be reached at discrete times separated by 
intervals of i/p a . In the figure, the time scale is marked off in 
intervals of this time. The critical rate is represented by the line 
r(t) = p,t, through the origin, while the upper and lower boun-
daries are J counts above this and K counts below it, respectively. 
Let P(r, s) be the probability that the count will have the value 
r at the end of the sth interval. Then 
F(O, 0) = 1 ..... (8.57a) 
Pc(r, 0) = 0 ..... (8.57b) 
for r > 0 and 
s+J-2 
P(r, s) = 	P(l, s - l)Pp(r -) 	. . (8.58) 
l=s—K 
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14 	K 	"1 	time s (unit I/Pc) 
Fig. 8.10 Parallel-boundary-theory diagram, showing a sequence ending at the 
time limit T 
where P(l, s) is zero for negative 1 and P(m) is zero for negative 
m and where 
P(r 	= pr_Ie _P/(r —1)' .... (8.59) 
where p = p/pa . Let m = r - 1. It follows that P(m) is the proba-
bility of increasing the count by r - I during the time interval 
i/p,, in accordance with the usual Poisson distribution (eqn. 1.72). 
The probability of a count passing the upper boundary during the 
sth interval is given by 
s+J-2 
Ph(s) = 	P(1, s - 1)P(i) . . . (8.60) 
where i = s + J - l and 
i—I 
P,(i) = i - > P(?fl) 	. . 	. . (8.61) 
M -0  
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The corresponding probability that the count will pass the lower 
boundary at the end of the sth interval is simply 
P1(s) = P(sJJ - K, s) 
= P(sJ - K, s - l)P(0) . . . (8.62) 
The total probability of a high result in a test terminated at time 




Ph(s) 	. . . . (8.63) 
The corresponding probability of a low result (including the case 
where the lower boundary is crossed just at the time limit) is 
P(p) 
=
PI(s) 	. . . . (8.64) 
The corresponding probability of a time-limited result is 
n+J-1 
F(,p) = 	E 	P(1, 	ii) . . . (8.65) 
This can, of course, be added to either P(p) or P(p), if so desired. 
It is clear that 
P(p) + PL(p) + P(p) = 1 	. . (8.66) 
because these three probabilities cover the three possible outcomes 
of the test. Since, in the nature of such tests, the counts used are 
not very large, the amount of computation required for these 
calculations is quite modest, by current standards. An upper limit 
for the average sampling time can easily be found by assuming 
that all passages through the upper boundary occur at the end of 
the interval concerned, giving 
12 = ( l/p)[nP(p) + 	 s{Ph(s) + P,(s)}] 	(8.67) 
S=1  
A lower limit can similarly be found by assuming that all these 
passages occur at the beginning of each interval, giving 
11 = t2 - P(p)/p 	. . . . (8.68) 
Since the difference between t and 12 is small, either provides a 
close approximation for the average sampling time. It would be 
logical to use 12, as being the overestimate and marginally simpler. 
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8.5.3 Ideal monitoring case 
Cooke-Yarborough and Barnes defined the ideal test as one 
which would terminate as soon as a decision could be taken with 
an allowable probability of error, although they did not follow 
this up, but sought a less complicated test because of practical 
considerations. It is of some interest to analyse what the ideal 
criterion would be, in accordance with their definition. To be 
explicit, consider a specified rate Pt  and specified probabilities P 1 
and P2 . Let it be required that the decision p < Pt can be taken 
with a probability less than P1 of error and that the decision 
- > P can be taken with a probability less than P2 of error. 
Either decision is to be taken at the earliest time that is in accord-
ance with these requirements. P1 is normally very small and P2 
may be larger, but each may take any value in the theory that 
follows. To apply Bayes' principle, we shall assume as in Section 
1.5 that over all values of p that are relevant the prior probability 
that the rate is between p and p + 5p is given by Kc5p/p, where 
K is a constant. This implies, of course, that we are treating each 
measurement as an independent entity and not making use of any 
previous experience that there may have been with the same 
individual or the same monitoring station. Since the records of 
previous tests would show a great majority of low decisions, in all 
normal situations, this assumption errs on the safe side, if at all. 
With this assumption, the posterior distribution, knowing the 
count recorded, may be calculated in the usual way. 
For a specified rate p, the probability of a count n in time t is 
given by the Poisson law as (jit)"e_ t/(n!). We then have for the 
posterior probability 
K(pt)e'' 5p/n!p 
Pd(p) 5p = 	K(pt)"e t dp/n!p 
Jo 
and, for n? 1, 
= tt)" 1e' t öp/(n — 1)! 	. 	. (8.69) 
The probability that p > Pt is then given by 
r- t(pt)'e" t dp/(n— 1)! 
= e_x{1 +x+x 2/2!+x3/3!...+f 1 /(n-1)!} (8.70) 
where x = p 1 t. Note that this function is a decreasing function of 
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t, for given n, and an increasing function of n, for given t, as is to 
be expected. Its similarity of form to that of the second term in 
eqn. 4.5 is also of interest. 
However the experiment is devised, there must be some proba-
bility, albeit a small one, that it will give a wrong decision. The 
acceptable probability P1 that the measurement should wrongly 
indicate p <PC  is likely to be very small, since there is then a 
failure to warn of danger. If, during the experiment, it is found 
for the first time that 
F1(p) <P1 	..... (8.71) 
the conclusion that p <PC  has been reached, with the required 
degree of certainty, in the minimum possible time. For this con-
dition to apply for small F1 , it will be necessary that n < pt (eqn. 
8.70). It follows that for any value of p greater than PC  we have 
n < pt. The function Pd(p) defined by eqn. 8.69 is one that decreases 
rapidly with increasing p for pt > n. Consequently, the probability 
that a rate much above the critical value will be falsely indicated 
as below it is extremely small. 
The acceptable probability F2 that the measurement should 
wrongly indicate i > PC is likely to be greater than P1 . However, 
the following results apply whatever the relative values are. If, 
during the experiment, it is found for the first time that 
F(p)> 1 - P2 	. . . . (8.72) 
the conclusion that p > p, has been reached with the required 
degree of certainty in the minimum possible time. Although the 
possible consequences of an error would be less serious in this case, 
it can be seen that the probability of a false high decision with an 
actual rate well below the critical one is again extremely small. 
It will be noted that the function P(p), as given in eqn. 8.70, has 
the initial value of 1 at t = 0, but this does not, of course, indicate 
a high rate, since the requirement n > 1 has not been met and the 
probability is undefined for n = 0. On the other hand, if no pulses 
at all have occurred, it can be foreseen that a low rate is going 
to be indicated as soon as the inequality 8.71 is satisfied for n = 1; 
that is, from the time that 
exp(—pt) = .......(8.73) 
or 
t = - 0ogeP 1)/p 	.....(8.74) 
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Fig. 8.11 Operation of ideal monitoring test, showing one high-rate and one 
low-rate sequence 
This follows because the actual time of the first pulse is going to 
be greater than this and because the exponential in eqn. 8.70 is a 
decreasing function of t. Fig. 8.11 shows the method of operation 
of the te&t in two typical cases. 
8.5.4 Analysis of two-scaler derandomiser 
The theory of Section 8.5.2 provides a basis for the analysis of 
the action of the two-scaler derandomiser of Williams et al. (1971) 
(Section 4.3.5). We shall consider every input pulse that is recorded 
by the scaler A as belonging to a sequence. A new sequence is 
initiated when a pulse comes in and finds the circuit in the rest 
condition, with the two scaler readings equal. This pulse results 
in an immediate increase of one in the reading of the scaler B, 
but further increases can then only occur at intervals D, where D 
is the period of the gated oscillator. The time of this initial pulse 
will be taken as the zero time reference for each sequence, and the 
sequence will be regarded as comprised of this initial pulse plus 
r others, where r may have any value in the range 0 to oo. A 
sequence is terminated without loss (by far the most probable 
outcome under normal conditions of use) when an interval (s - l)D 
to sD is without an input pulse and takes the record of the sequence 
(Fig. 8.12) through the lower boundary, for which K = I in the 
notation of Section 8.5.2. At this point, equality of the readings 
of the scalers A and B has been restored by the appropriate number 
of additional counts of B, which have been duly recorded in the 
following multiscaler channel, and the circuit has fully reverted to 
its rest condition. 
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time,s (unit, one cycle at Input to counter B) 
Fig. 8.12 Theory diagram for two-scaler derandomiser 
Normal sequences without loss lead back to the origin. Rare sequences with loss lead 
back to the origin or to a point just above it 
A sequence is terminated, with a loss of N counts (where N is 
the scaling factor of each scaler), when enough input pulses are 
received in an interval (s - 1)D to sD to carry the record of the 
sequence through the upper boundary at J = N - 1. Since such 
termination will be relatively rare, in the cases of practical interest, 
we shall as an approximation neglect any difference in the con-
dition of the circuit after termination with loss and that after 
termination without loss, and shall treat all sequences as having 
started after reversion to the rest condition. The probability of a 
passage through the lower boundary at the end of the sth interval 
is then P1(s), as given in eqn. 8.62, while that of a passage through 
the upper boundary during the sth interval is Ph(s), as given in eqn. 
8.60. Since any sequence must eventually reach one or other 
boundary, we have 
OD 	 00 
I = P1(s) + E Ph(s) 	. . . (8.75) 
The mean number of input pulses in a sequence (including the first 
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one, but neglecting any excess above the number required to reach 




sP1(s) + E (N + s)Ph(s) 	. . (8.76) 
The mean number of pulses lost is given by 
00 
= N E Ph(s) 	. . . . (8.77) 
The efficiency of the counting is therefore 
a = 1 - ... (8 . 78) 
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