ABSTRACT Kernel-based clustering methods can capture the non-linear structure and identify arbitrarily shaped clusters, so they have been widely used in machine learning tasks. Since the performance of kernel methods critically depends on the choices of kernels, multiple kernel learning methods are proposed to alleviate the effort for kernel designing. The conventional multiple kernel learning methods learn a consensus kernel by linearly combining all candidate kernels, whereas ignoring the influence of the noises. To improve the robustness of multiple kernel learning methods, in this paper, we analyze the local and global noises and design regularized terms to characterize them respectively. Then, we propose a novel local and global de-noising multiple kernel learning method which can explicitly extract the local and global noises to recover the clean kernels for multiple kernel learning. After that, a block coordinate descent algorithm is presented to solve the optimization problem. Finally, the extensive experiments on benchmark data sets will demonstrate the effectiveness of the proposed algorithm.
I. INTRODUCTION
Kernel-based clustering algorithms, such as kernel k-means, have the ability to capture the non-linear inherent structure in many real world data sets and thereby usually achieve better clustering performance than linear partition methods [1] . In real world applications, we can construct various kernels by applying different kernel functions. However, the performance of clustering highly depends on the choice of kernels [2] . Unfortunately, it is still a challenge to determine a suitable one among an extensive range of possible kernels for the given data and task in advance. It is more difficult especially in the unsupervised learning tasks such as clustering, because of the absence of labels. To overcome this difficulty, many unsupervised multiple kernel learning methods have been proposed [2] - [8] , which aim to learn a consensus kernel from a user-defined pool of kernels.
Conventional unsupervised multiple kernel learning methods learn a consensus kernel by linearly combining a set of candidate kernels. For example, Kumar et al. [9] provided a multi-view spectral clustering method which linearly
The associate editor coordinating the review of this manuscript and approving it for publication was Chao Tong. combined spectral embeddings to get the final clustering. Gönen and Margolin [10] proposed a localized multiple kernel k-means method for cancer biology applications. Liu et al. [8] proposed a multiple kernel learning method by learning the optimal neighborhood for clustering.
The above methods concentrate on combining all candidate kernels, whereas ignore the robustness of the methods. However, in real world applications, the kernels are often contaminated by noises. For example, since the original data may contain noises and outliers, the kernel constructed with these data will also be contaminated. In addition, even though the data is clean, improper kernel functions may also introduce noises. To alleviate the effort of noises, recently, some robust multiple kernel learning methods [6] , [11] , [12] are proposed. These methods focus on the noises caused by the corrupted instances, whereas cannot capture the noises induced by kernel functions well. Note that, some multiple kernel learning methods assign larger weight on the more appropriate kernels can capture the noise induced by kernel functions to some extent. However, in these methods, the weight is imposed on all elements of the kernel matrix, and it is a bit too rough. For example, some inappropriate kernels may have a very low weight in these methods, which means all elements including the useful parts in the kernel matrix will share the same low weight and will not be helpful to the kernel learning.
To handle noises more comprehensively, in this paper, we propose a novel Local and Global De-noising Multiple Kernel Learning method. We observe that the kernel matrix may contain two kinds of noises: one is caused by contaminated instances, and the other is caused by inappropriate kernel functions. Figure 1 illustrates our observations. Figure 1(a) shows the original data set and Figure 1 (b) presents a good Gaussian kernel, where the yellow color means the kernel value is large and the blue color means the kernel value is small. For the first kind of noise, once an instance is contaminated by noises (see x 2 in Figure 1(c) ), both the corresponding row and column of the kernel matrix will be also contaminated (see Figure 1(d) ). Since this kind of noises only affects a part of kernel matrix (i.e., only one row and one column of the kernel matrix), we call them local noises. From Figure 1 In this paper, we take these two kinds of noises into consideration, and explicitly extract them to recover clean kernels for multiple kernel learning. For the two kinds of noises, we first stack noise matrices into tensors and then analyze their structures and design regularized terms to characterize them, respectively. In our method, we integrate the de-noising and multiple kernel fusion into a joint learning framework, for the reason that, on one hand, capturing the noises may improve the kernel learning, and on the other hand, learning a consensus kernel may guide to detect noise more accurately. Since the objective function is a joint learning framework and contains complex regularized terms, the optimization is difficult. To solve it effectively, we first relax the objective function and then present a block coordinate descent scheme to optimize it. At last, we compare our method with the stateof-the-art multiple kernel clustering methods on benchmark data sets, and the experimental results demonstrate the effectiveness of our method.
The remainder of this paper is organized as follows: Section II introduces some related works. Section III presents the notation and preliminaries. Section IV introduce our robust multiple kernel learning methods. Section V shows the experimental results. Section VI concludes this paper.
II. RELATED WORK
Multiple kernel learning has been actively studied [4] , [8] , [10] , [13] , [14] . Based on the availability of class labels, multiple kernel learning can be categorized into two classes: supervised algorithms and unsupervised methods. In supervised learning, labels of instances are available, which can be helpful to learn a consensus kernel from multiple kernels [13] , [15] - [19] . For example, Liu et al. [16] integrated radius information into multiple kernel learning to improve the kernel learning performance; Liu et al. [19] extended extreme learning machine to multiple kernel learning leading to a multiple kernel extreme learning machine.
Although supervised multiple kernel learning has been extensively studied, unsupervised algorithm is more challenging due to the absence of class labels. In unsupervised learning, some methods extend single kernel based clustering method into multiple kernel setting. For example, Zhao et al. [20] proposed a multiple kernel fuzzy clustering method by introducing a matrix-induced regularization; Kang et al. [21] provided a self-weighted multiple kernel learning algorithm and applied it to a graph-based clustering method. Since kernel k-means is a popular clustering method, many unsupervised multiple kernel learning methods have been developed in the framework of it. For example, Tzortzis and Likas [4] developed weighted multiple kernel k-means and multi-view spectral clustering, respectively. Yu et al. [2] proposed a multiple kernel k-means where the kernel combinational coefficients are optimized automatically. Huang et al. [5] presented a multiple kernel k-means method and extended it to fuzzy k-means. Liu et al. [22] proposed a multiple kernel k-means method which focused on integrating incomplete kernels and then they extended it to multi-view clustering [23] . Recently, Liu et al. [24] improved the work in [23] for efficiency consideration. Zhu et al. [25] proposed a multiple kernel k-means for incomplete kernels which took the local structure among data into consideration.
Due to the connection between kernel k-means and spectral clustering, the latter has also been extended to deal with multiple kernels [1] . Kumar and Daumé [26] presented a co-training approach for multi-view spectral clustering by bootstrapping the clusterings of different views. They [9] also proposed two co-regularization based approaches for multi-view spectral clustering by enforcing the clustering hypotheses on different views to agree with each other. Huang et al. [14] aggregated kernels with different weights into a unified one for spectral clustering. By resorting to the spectral method, Gönen and Margolin [10] also proposed to solve a multiple kernel k-means associated with two-layer weights. Similar to [10] , Liu et al. [7] first presented a multiple kernel k-means method which considered the kernel correlations, and then depending on the results in [1] , they transfer the kernel k-means to spectral methods and obtain the clustering results from eigenvalue decomposition. Liu et al. [8] proposed a multiple kernel learning method to enhance the representability of the optimal kernel and strengthen the negotiation between kernel learning and clustering.
The above methods do not consider the noises on the kernels. To alleviate the effort of noises, some robust multiple kernel learning methods [6] , [11] , [12] are proposed. Xia et al. [11] proposed a robust multi-view spectral clustering method which learns a consensus matrix from a set of probabilistic transition matrices. Note that, they extracted the sparse noises on the transition matrices instead of the kernel matrix. However, the noises on the kernel matrix are often more sophisticated so that a sparse constraint is too simple to characterize the complex noises. Different from [11] , Du et al. [12] and Zhou et al. [6] tried to characterize the noises on the kernel matrices directly. Du et al. [12] present a robust multiple kernel k-means method using 2,1 loss. Zhou et al. [6] extracted the structural noises caused by corrupted instances. Nevertheless, these methods focus on the noises caused by the corrupted instances, whereas cannot capture the noises induced by kernel functions well.
III. NOTATIONS AND PRELIMINARIES
Since this paper will involve some tensor and matrix operations, we first introduce some necessary notions and preliminaries about them in this section.
An m × n matrix is denoted as M ∈ R m×n , and its (i, j)-th element is denoted as M ij . A tensor of order N is denoted as T ∈ R I 1 ×···×I N . The element of T is denoted as T i 1 ···i N . The mode-n vectors of the tensor T are the I n dimensional vectors obtained from T by varying index i n while keeping the others fixed. The unfolding matrix T (n) = unfold n (T ) ∈ R I n ×(I 1 ×···×I N ) is composed by taking the mode-n vectors of T as its columns. The unfolding matrices along the n-th mode can be transformed back to the tensor by T = fold n (T (n) ).
The mode-n product of a tensor T ∈ R I 1 ×···×I n ×···×I N by a matrix M ∈ R J n ×I n , denoted by T × n M, is an N -order tensor C ∈ R I 1 ×···×J n ×···×I N , with entries:
The Frobenius norm of the matrix M is denoted by M F and
. Similarly, the Frobenius norm of the tensor T is denoted by
. T 0 is the 0 norm of T which means the number of non-zero elements in T .
Given the tensor T , its Tucker decomposition [27] can be denoted by:
where S ∈ R r 1 ×···×r N is called the core tensor, and U i ∈ R I i ×r i is composed by the r i orthogonal bases along the i-th mode of T .
IV. LOCAL AND GLOBAL DE-NOISING MULTIPLE KERNEL LEARNING
In this section, we present the framework and algorithm of our local and global de-noising multiple kernel learning.
A. FORMULATION
Given a data set with n instances, we construct m kernels K (1) , · · · , K (m) which are n×n matrices. The task of multiple kernel learning is to learn a consensus kernel matrix K * ∈ R n×n from K (1) , · · · , K (m) .
As introduced before, the candidate kernels K (1) , · · · , K (m) may be contaminated by two kinds of noises: local noises, the noises only appear in a small amount of elements of the kernel matrix and is often induced by outliers or corrupted instances; global noises, the noises which appear in most of the elements of the kernel matrix, and is often induced by inappropriate kernels. To obtain the clean consensus kernel, we will handle these two kinds of noises respectively.
For the local noises, we know that, if the j-th instance is corrupted with noises, both the j-th row and the j-th column of the kernel matrix are simultaneously contaminated (See Figure 1(d) ). To extract this kind of noises, we use a row-wise sparse matrix E (i) ∈ R n×n to capture the noises on the rows of the i-th kernel. Naturally, the transpose E (i)T is a column-wise sparse matrix which captures the noises on the columns. As a result, the symmetric matrix E (i) + E (i)T denotes the local noises on the i-th kernel. For the global noises, we also introduce m noise matriceŝ E (i) ∈ R n×n to capture them. Since these noises are caused by kernel functions, the noise matrices of the kernels calculated by the similar kernel functions will have the similar structure (see Figure 1 (e) and Figure 1(f) ). To characterize the similarity, we stack the m noise matricesÊ (i) into an n × n × m tensorÊ. Since the rank of a tensor reflects the relativity of all the slices in the tensor, we make the noise tensorÊ low rank to characterize the similarity of the m noise matrices.
Up to now, we introduce some noise matrices and noise tensor to capture the local and global noises. Then we will introduce the formulation of our multiple kernel learning method. Since we use a tensor to capture the global noises, for the simplicity of notation, we also stack the candidate kernels into an n × n × m tensor K, where the i-th slice of K is K (i) . Similarly, we stack E (i) s into a tensor E and denotes E T as the tensor obtained by stacking E (i)T s. At last, we replicate the consensus kernel matrix K * m times and also stack them into an n × n × m tensor K * where each slice of it is K * . Since E + E T denotes the local noises andÊ denotes the global noises, the cleaned kernel tensor can be characterized by K − (E + E T ) −Ê, i.e., the cleaned kernels are obtained by subtracting the noises form the candidate kernels. To learn the consensus kernel, we wish to minimize the disagreement between the consensus kernel and all the cleaned kernels. So we minimize the following formulation:
where the constraints make sure that the consensus kernel K * is a valid kernel matrix which is symmetric and positive semi-definite. The regularized term 1 (E) makes the local noise matrix row sparse and 2 (Ê) makes the global noise tensor low rank. λ 1 and λ 2 are two balancing parameters. Figure 2 illustrates the framework of our method. Now we introduce the regularized terms. For the 1 (·), since we wish to make E (i) row sparse, we apply the famous 2,1 -norm on the E (i) , which leads to 1 
For the low rank regularized term 2 (·), we use the similar regularized term as in [28] and [29] . In more details, given the tensorÊ ∈ R n×n×m , its Tucker decomposition is written as follows:Ê
where S ∈ R r 1 ×r 2 ×r 3 , U 1 ∈ R n×r 1 , U 2 ∈ R n×r 2 , and U 3 ∈ R m×r 3 . r i (i = 1, 2, 3) is the number of orthogonal bases along the i-th mode ofÊ. To make the tensorÊ low rank, we wish its core tensor as sparse as possible, i.e., we minimize S 0 .
Besides constraining the sparsity of the core tensor, we should also constrain the size of the core tensor. Considering the unfolding matrixÊ ( 
, the size of core tensor can be constrained by 3 i=1 rank Ê (i) according to [28] and [29] . To sum up, the low rank term in our formulation can be defined as follows:
where t is a tradeoff parameter and is set to 10 as suggested in [28] . Taking 1 (·) and 2 (·) into Eq. (3), we get the objective function of our local and global de-noising multiple kernel learning method:
Note that the key of our formulation is the explicit characterization of the local noises E + E T and the global noisesÊ, which makes it more robust. By optimizing Eq. (6), we can de-noise and learn the consensus kernel jointly.
B. OPTIMIZATION
In this subsection, we introduce how to optimize the objective function Eq. (6).
1) RELAXATION
Note that the 0 -norm and rank norm in Eq. (6) are nonconvex and discontinuous, and make it hard to solve. We thus relax them as a log-sum form [28] to simplify the optimization.
Instead of optimizing Eq. (6) directly, we optimize the following relaxation problem:
where P 1 (S) =
is the approximation of 0 -norm on S where S i 1 i 2 i 3 s are all elements in S and is a small constant (we fix it to 2 −52 as the default value in
denotes the j-th singular value ofÊ (i) . It is easy to verify that P 2 (·) approximates the rank norm. Now we present a block coordinate descent scheme to optimize Eq. (7), i.e., we optimize the objective with respect to one variable while fixing the other variables.
2) OPTIMIZEÊ
When K * and E are fixed, taking the Tucker decomposition ofÊ into Eq. (7), Eq. (7) can be rewritten as:
where
To solve Eq. (8), we introduce three auxiliary tensors M i (i = 1, 2, 3) and apply Alternating Direction Method of Multipliers (ADMM) [30] to optimize it.
We first rewrite Eq. (8) as following equivalent formula:
The augmented Lagrangian function of Eq. (9) is:
where P i s are Lagrange multipliers, µ is a positive scalar, and ·, · denotes the inner production. Then we introduce how to solve S, U i , M i and update P i for i = 1, 2, 3.
a: SOLVING S
When optimizing S with other variables fixed, we rewrite Eq. (10) as:
. (11) where
2+3µ . Since for any tensor D and any orthogonal matrix U where U T U = I, we have
by mode-i producting U T i on each mode we can rewrite Eq. (11) as:
Taking P 1 (·) into it and setting the derivative of it w.r.t S i 1 i 2 i 3 to zero, we can get the closed-form solution: S = D b, (Q), where D b, (·) is the thresholding operator defined as:
where c 1 = |x| − and c 2 = c 2 1 − 4(b − |x|).
b: SOLVING U i
When optimizing U 1 with other variables fixed, we will optimize the following subproblem:
by unfolding the Frobenius norm, we obtain:
The second equality is because that we have
when U i (i = 1, 2, 3) is orthogonal according to Eq. (12). Due to Eq. (1), we have
Therefore, we can rewrite Eq. (15) as:
where 
where tr(·) is the trace of a matrix. Therefore, B 1 , U 1 takes the maximum value when R T U T 1 L = I, which means
For efficiency consideration, we use the randomized truncated SVD [31] throughout this paper. The optimization of U 2 and U 3 is similar.
c: SOLVING M i
When optimizing M 1 with other variable fixed, we need to optimize the following formula:
Note that Eq. (21) is similar to Eq. (13), we use the similar method to solve it. First, we get F (1) by unfolding F by the mode-1, and calculate its SVD decomposition
, where D a, (·) is the thresholding operator defined before. At last, we calculate M 1 = fold 1 (V 1 M V T 2 ). The calculation of M 2 and M 3 is similar.
We update the Lagrange multipliers P i (i = 1, 2, 3) as follows:
and update µ = 1.2µ. After using the ADMM algorithm, we obtainÊ = S × 1 U 1 × 2 U 2 × 3 U 3 . Since the kernel matrix is symmetric, we wish the noise matrix on the kernel is also symmetric. So we get E (i) s as m slices ofÊ, and updateÊ (i) = Ê (i) +Ê (i)T /2. Finally, we stack them back toÊ.
3) OPTIMIZE E
When K * andÊ are fixed, Eq. (7) can be decoupled into m independent subproblems, where each subproblem involves only one E (i) . Consider the i-th one:
It is easy to verify that G is symmetric.
We introduce a diagonal matrix H, where its j-th diagonal element is
, and E
is the 2 -norm of the j-th row of E (i) . Then we try to minimize the auxiliary function:
min
By setting its derivative w.r.t. E (i) to zero, we obtain (25), we obtain
Since G is symmetric, we can obtain the result by solving Eq. (26) as:
Theorem 2: Applying Eq. (27) to update E monotonically decreases the objective function Eq. (23) .
Proof: The detailed proof is similar as that in [32] .
4) OPTIMIZE K *
When E andÊ are fixed, Eq. (7) can be rewritten as:
Since K * is obtained by stacking m K * s, we slice J into m n × n matrices: J (1) , · · · , J (n) , and denote J = 
The closed-form solution of Eq. (29) 
According to Von Neumanns trace inequality, we have
which leads to
Thus, to minimize Eq. (29), we should set
Taking it back to Eq. (29), we obtain:
Obviously, the solution of Eq. (33) is that K =˜ . It is easy to verify that K * = W˜ W T satisfies the positive semi-definite and symmetric constraints.
To sum up, the closed-form solution of Eq. (29) is K * = W˜ W T . Algorithm 1 summarizes the whole optimization process. After obtaining the consensus kernel matrix K * , we can run any kernel based clustering methods on it, such as kernel k-means or spectral clustering.
Algorithm 1 Local and Global De-Noising Multiple Kernel Learning
Input: m candidate kernels K (1) , · · · , K (m) , parameters λ 1 and λ 2 , µ (0) . Output: Consensus kernel matrix K * .
1
and replicate it m times to get tensor K * . InitializeÊ = 0, µ = µ (0) . 3: while not converge do 4: Compute E using Eq. (27).
5:
//Using ADMM to updateÊ. 6: while not converge do 7: Update S by Eq. (14). Update µ by µ = 1.2µ. 12: end while 13 :
14:
15:
Compute K * by optimizing Eq. (29). 16 : end while C. CONVERGENCE ANALYSIS As introduced above, updating E and K * can make the objective function decrease monotonically. However, the convergence of the ADMM used to updateÊ is difficult to analyze due to the non-convexity of our model. Fortunately, [29] provides a weak convergence result of the ADMM algorithm as follows:
Theorem 4 [29] : Let
i denote the value of S, U i , M i in the l-th iteration of the inner while cycle (Lines [6] [7] [8] [9] [10] [11] [12] in Algorithm 1, respectively. Then, we denoteÊ
3 . We have: It implies that the difference ofÊ (l) in two adjacent iterations becomes smaller and smaller. In addition, with iterations, S × 1 U 1 × 2 U 2 × 3 U 3 is increasingly closer to M i .
D. TIME AND SPACE COMPLEXITY
When updating E, we need to compute n × n × m values in E by Eq. (27) which costs O(n 2 m) time. When optimizing K * , we need to compute the SVD of an n×n matrix J which costs O(n 3 ) time.
In the ADMM step, when updating S, the most expensive step is computing
, whose time complexity is O(r 1 mn 2 + r 1 r 2 mn + r 1 r 2 r 3 m). When optimizing U 1 , we first compute B 1 in Eq. (19) in O(r 1 mn 2 + (r 1 r 2 r 3 + r 1 r 3 m)n) time, and then compute the SVD of B 1 (an n × r 1 matrix) in O(nr 2 1 ) time. Moreover, we can use randomize truncated SVD to reduce the time complexity to O(nr 1 log(k) + k 2 (n + r 1 )) where k is the number of singular values retained to truncate the approximate SVD and satisfies k r 1 . The complexity of computing U 2 and U 3 is similar. When optimizing M 1 , the main cost lies in computing the SVD of F (1) (an n × (mn) matrix), which costs O(n 3 m) time and if we use randomized truncated SVD, the time complexity is reduced to O(mn 2 log(k) + k 2 mn). The complexity of computing M 2 and M 3 is similar. In addition, SVD can be deployed on a distributed platform. For example, the MLlib provides a highly scalable and efficient implementation on Spark. 1 Obviously, tensor and matrix multiplications can also easily be implemented on a distributed platform.
Since we need to save and process several n×n×m tensors, the space complexity of our method is O(n 2 m).
V. EXPERIMENTS
In this section, we evaluate the effectiveness of the proposed method by comparing with several state-of-the-art multiple kernel clustering methods on benchmark data sets. 
A. DATA SETS
We use totally 14 data sets to evaluate the effectiveness of our method, including texts, images and so on. Data sets from different areas serve as a good test bed for a comprehensive evaluation. The basic information of these data sets are summarized in Table 1 . 
B. COMPARED METHODS
To evaluate the quality of the learned consensus kernel, we apply two famous kernel based clustering methods (kernel k-means and spectral clustering) on the learned kernels, and we refer them as Ours-KKM and Ours-SC, respectively. We compare them with the following kernel k-means based and spectral clustering based methods, respectively.
• Single kernel methods. We run kernel k-means and spectral clustering on each kernel separately. We report the best and the average results over all kernels, which are referred to as KKM-b, KKM-a, SC-b, and SC-a, respectively. ''KKM'' refers to kernel k-means, ''SC'' refers to spectral clustering, ''b'' refers to the best result, and ''a'' refers to the average result.
• Equal weighted methods. We linearly combine all input kernels into a single kernel with equal weights, and then apply kernel k-means and spectral clustering on it.
The results are referred to as KKM-ew and SC-ew.
• MKKM. MKKM (Multiple Kernel K-Means) is proposed in [5] which extends kernel k-means in multiple kernel setting.
• CoregSC. CoregSC is a co-regularized multi-view spectral clustering proposed by [9] .
• LMKKM. LMKKM is proposed in [10] . Depending on the results in [1] , it transfers the kernel k-means to spectral methods and obtain the clustering results from eigenvalue decomposition. Thus it is a spectral based method in fact.
• RMSC. RMSC (Robust Multi-view Spectral Clustering) is proposed in [11] . We first transform the kernels into probabilistic transition matrices following [11] , and then apply RMSC to get the final clustering results.
• RMKKM. RMKKM (Robust multiple kernel k-means) is proposed in [12] , which uses 2,1 loss to replace the 2 loss in the multiple kernel k-means.
• RMKC. RMKC (Robust Multiple Kernel Clustering) is proposed in [6] . It also learns a consensus kernel matrix. We apply kernel k-means and spectral clustering on it, which are referred to as RMKC-KKM and RMKC-SC, respectively.
• ONKC ONKC (Optimal Neighborhood Kernel Clustering) is proposed in [8] which learns the optimal neighborhood for clustering.
C. EXPERIMENTAL SETUP
Following the similar experimental protocol of [6] , we apply 8 different kernel functions as candidate kernels. These kernels are 5 Gaussian kernels The number of clusters is set to the true number of classes for all algorithms and all data sets. We independently repeat the experiments for 10 times and report the average results and t-test results. In our method, we tune λ 1 and λ 2 in [10 −2 , 10 2 ] by grid search. For other compared methods, we tune the parameters as suggested in their papers.
Two clustering evaluation metrics are adopted to measure the clustering performance, including clustering Accuracy (ACC) and Purity.
All experiments are conducted using Matlab on a PC computer with Windows 10, 4.2GHz CPU and 32GB memory.
D. EXPERIMENTAL RESULTS
We conduct two groups of experiments: we compare our methods with kernel k-means based methods and spectral clustering methods respectively. Table 2 and Table 3 show the ACC and Purity results of kernel k-means based methods, and Table 4 and Table 5 show the ACC and Purity results of spectral clustering based methods. Bold font indicates that the difference is statically significant (the p-value of t-test is smaller than 0.05). Note that since we aim to compare with other multiple kernel methods, we do not calculate the p-value of KKM-b, KKM-a, SC-b and SC-a. From Table 2 -5, we find that the performance of kernel k-means and spectral clustering is largely determined by the choice of kernel functions. The performance is significantly deteriorated on inappropriate kernels. Such observations also motivate the development of robust multiple kernel learning.
Our proposed methods outperform other methods significantly on most data sets. Although RMSC also has a mechanism for handling noises, it is developed for transition matrices integration. Different from RMSC, our method is designed for multiple kernel integration. RMSC only extracts the sparse noises in transition matrix. However, kernel noises are more sophisticated. Compared with RMSC, we handle noises more finely, which leads to a better result. RMKKM and RMKC only focus on the local noises, i.e., the noises on the instances, whereas ignore the global noises which is introduced by kernel functions. In our method, we consider both kinds of noises and can recover clean kernels for multiple kernel learning. As a result, our method outperforms them. Moreover, the performance of our method is often close to or even better than the result of the best single kernel. Note that, our method does not need perform exhaustive search on a predefined pool of kernels. Such results well demonstrate the superiority of the proposed method.
E. PARAMETER STUDY
We explore the effect of the parameters on clustering performance. There are two parameters in our method: λ 1 and λ 2 . We tune these two parameters from [10 −2 , 10 2 ]. We show the ACC of kernel k-means and spectral clustering on COIL and Tr31 data sets and the results are similar on other data sets. Figure 3 shows the results, from which we see that the performance of our method is stable across a wide range of the parameters.
VI. CONCLUSION
In this paper, we proposed a novel unsupervised robust multiple kernel learning method. By observing that there are two kinds of noises on the kernel matrix, i.e., local noises and global noises, we analyzed the structure of each kind of noises and designed regularized terms to characterize them. Simultaneously, we learned a consensus kernel by minimizing the disagreement over cleaned kernels. Then, a block coordinate descent algorithm was proposed to solve the optimization problem. Experimental results on benchmark data sets demonstrate that our method outperform the state-of-theart unsupervised multiple kernel learning methods.
Our method involves some complex tensor operation which makes it not suitable for big data. In the future, we will study the scalability issue and use it to handle big data. 
