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Abstract
Extended Krylov subspace methods generalize classical Krylov, since also products
with the inverse of the matrix under consideration are allowed. Recent advances have
shown how to efficiently construct an orthogonal basis for the extended subspace,
as well as how to build the highly structured projected matrix, named an extended
Hessenberg matrix. It was shown that this alternative can lead to faster convergence
for particular applications.
In this text biorthogonal extended Krylov subspace methods are considered for
general nonsymmetric matrices. We will show that the data resulting from the oblique
projection can be expressed as a nonsymmetric tridiagonal matrix-pair. This is a
direct generalization of the classical biorthogonal Krylov subspace method where the
projection becomes a single nonsymmetric tridiagonal matrix. To obtain this result
we first need to revisit the classical extended Krylov subspace algorithm and prove
that the projected matrix can be written efficiently as a structured matrix-pair, where
the structure can take several forms, such as, e.g., Hessenberg or inverse Hessenberg.
Based on the compact storage of a tridiagonal matrix-pair in the biorthogonal setting,
we can develop short recurrences.
The numerical experiments confirm the validity of the approach.
keywords:Extended Krylov, Biorthogonal, Short Recurrence, Oblique Projection,
Matrix Pencil
MSC2010: 15A22, 47A75, 65F99, 65Q30
1 Introduction
Krylov subspace methods, introduced by A. N. Krylov [12], are an indispensable tool for
transforming large datasets in science and engineering to manageable sizes. There is an
enormous amount of variants of Krylov subspace methods. A good overview can be found
in the books of Saad [21], Van der Vorst [26], and Liesen and Strakos [15]. In this article we
will focus on a particular type of Krylov subspace methods, namely the extended Krylov
subspace methods in a non-orthogonal, but oblique projection process.
Extended Krylov subspaces were introduced by Druskin and Knizherman [6] illustrating
that faster convergence could be obtained when approximating particular matrix functions,
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such as, e.g., the square root. Jagels and Reichel [9, 10] investigated the structure of the
matrix resulting from the projection and were able to efficiently compute the matrix
elements for some particular periodic configurations for computing the vectors of the
extended Krylov subspaces. Simoncini [23] obtained good results for solving Lyapunov
equations relying on extended Krylov subspace methods.
Arnoldi [1] linked Hessenberg matrices to the orthogonal basis stemming from a Krylov
subspace. Iterative construction of matrices involved in Krylov subspace methods are due
to Lanczos [14], who introduced an iteration to construct nested orthogonal and biorthog-
onal bases for symmetric and nonsymmetric matrices respectively. In the symmetric case,
an orthogonal projection, and in the nonsymmetric case an oblique projection results in
a tridiagonal matrix. Even though the oblique projection process is less stable than the
classical orthogonal projection, there is a significant gain in memory storage and comput-
ing time. A nice introduction into biorthogonal Krylov subspace methods is provided by
Saad [20]. An important result is the Kahan-Parlett-Jiang theorem [11], which provides
an a-posteriori error bound on approximate solutions to eigenvalue problems in the non-
Hermitian case. The most popular biorthogonal method for solving systems of equations
is the BiCG-Stab method of Van der Vorst [25].
Biorthogonal Krylov subspace methods for extended Krylov subspaces are unexisting.
In this article we will fill this gap. We will prove that the oblique projection linked to
biorthogonal extended Krylov subspaces results in a matrix pencil, of which both matrices
can be chosen to be tridiagonal (nonsymmetric). The highly structured matrix-pair allows
us to develop a short recursion to compute the biorthogonal bases and the projected pencil.
To derive these results we first need to reconsider the structure of the projected matrix
linked to a classical (orthogonal) extended Krylov subspace. We prove that instead of the
single extended Hessenberg matrix we can also work with a pair of matrices of particular
structure, such as, e.g., Hessenberg or inverse Hessenberg.
It is interesting to note that the generalization as proposed in this article nicely covers
classical results linked to the CMV factorization [2,4,22,29]. The CMV-factorization states
that the projection of a unitary matrix onto extended Krylov subspaces can be factored
as the product of two tridiagonal matrices. It is these tridiagonal matrices that are linked
to the matrix-pair resulting from the biorthogonal projection process.
Section 2 provides some elementary results, with a focus on sparsity and low-rank struc-
ture.
Section 3 discusses orthogonal extended Krylov subspace methods and provides the main
results required in this text. It also provides a result concerning sparsity structure directly
following from an Arnoldi iteration procedure. Arnoldi iterations will refer to iterations
constructing a nested orthogonal basis for the subspace involved and the orthogonal pro-
jection of a matrix onto this subspace will exhibit a particular structure below its diagonal.
Section 4 handles biorthogonal extended Krylov subspace methods. It first repeats an in-
teresting result from [16] and continues to discuss novel results about matrix-pair structure
of oblique projections onto extended Krylov subspaces. It also provides a Lanczos itera-
tion allowing explicit construction of nested biorthogonal bases and projected matrices for
this case. For a Lanczos iteration the projection therefore exhibits a particular structure
above as well as below its diagonal.
Section 5 contains some numerical experiments to test the obtained Lanczos-type iteration
and provides some practical examples which show the validity of the obtained recursions.
2
2 Basics
Since this text will rely on matrix computations and the main results involve sparsity
and low-rank structure, this section is devoted to these types of structure (structure will
refer from now on to both sparsity and low-rank structure). Useful elementary results
for standard Krylov subspace methods are repeated in Section 2.1. For more details see
e.g., [15,17,20]. Using the QR-factorization both inv-Hessenberg and extended Hessenberg
matrices are introduced in Section 2.2.
2.1 Standard Krylov subspace methods
Standard Krylov subspace methods are based on the orthogonal projection onto the sub-
space spanned by matrix-vector products Kn(A, v) = span{v,Av,A2v, . . . , An−1v}, for
some matrix A ∈ Cm×m with a starting vector v ∈ Cm, ‖v‖2 = 1. Using Arnoldi
iteration [1] a nested (i.e., Kn−1 ⊆ Kn) orthonormal basis Vn for Kn can be itera-
tively constructed together with the projection onto the previous subspace Kn−1(A, v):
V Hn−1AVn−1 = Hn−1 ∈ C(n−1)×(n−1). A basis Vn ∈ Cm×n for an n-dimensional subspace
Sn is called nested if its first i < n columns form a basis for lower dimensional subspaces
Si, i.e., Si ⊆ Sn, for i < n. The projected matrix Hn has upper-Hessenberg structure, i.e.,
hi,j = 0 for i > j, where hi,j denotes the element on the ith row and jth column of Hn.
We say that Hn has Hessenberg structure below its diagonal. Above its diagonal no par-
ticular structure occurs in general. Throughout this text we assume that no breakdowns
occur. A breakdown occurs when a subdiagonal element hi+1,i = 0 of the projection
Hi+1 = V
H
n+1AVi+1 onto Krylov subspace Ki+1. This implies that the subspace Ki is in-
variant under multiplication with A or in other words AKi = Ki. For a full reduction i.e.,
n = m the subscripts are dropped (V HAV = H, H ∈ Cm×m). The structure of Hn can
be represented as shown in Figure 1, where struct(M) of some matrix M shows generic
nonzero elements as × and omits the zeros. In case of a Hermitian matrix AH = A, the or-
thogonal projection onto Kn(A, v) results in a Hermitian Hessenberg matrix V Hn AVn = Tn.
Or in other words it has Hessenberg structure both above and below its diagonal and is
therefore tridiagonal, which is clear from Figure 1. Since we assumed no breakdowns,
the Hessenberg and tridiagonal matrix are both unreduced, i.e., no zeros appear on the
subdiagonal.
struct(Hn) =
× × × × × × ×
× × × × × × ×
× × × × × ×
× × × × ×
× × × ×
× × ×
× ×


, struct(Tn) =
× ×
× × ×
× × ×
× × ×
× × ×
× × ×
× ×


Figure 1: Generic nonzero elements of a Hessenberg matrix Hn and tridiagonal matrix Tn
are shown as ×. The black lines highlight the structure appearing above and below the
diagonal.
2.2 Sparsity and low-rank structure
The sparsity that a Hessenberg matrix exhibits below its diagonal is also contained in
its QR-factorization. The QR-factorization decomposes a matrix into the product of a
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unitary matrix Q and upper-triangular matrix R.
To discuss the QR-decomposition of a Hessenberg matrix we require core transformations.
Core transformations in this text will refer to unitary matrices Ci which are the unit
matrix with a 2× 2 unitary block embedded on the diagonal starting in row i and column
i:
Ci =
1
. . .
1
α β
γ δ
1
. . .
1


.
To compactly visualize a core transformation Ci, the notation  will be used, with the
top arrow pointing to row i and the bottom arrow pointing to row i + 1. Multiplication
from the left with a core transformation Ci: CiM , only affects the ith and (i+ 1)th rows
of the matrix M .
Lemma 2.1 (QR-factorization of Hessenberg matrices). Consider an unreduced upper-
Hessenberg matrix H ∈ Cn×n, hi,j = 0 for i − 1 > j, the QR-factorization of H can be
written as H = C1C2 . . . Cn−1R, where Ci are core transformations.
We will refer to C1C2 . . . Cn−1 as a descending pattern of core transformations. In case
of an ascending pattern Q = Cn−1 . . . C2C1, QR forms an inv-Hessenberg matrix. Inv-
Hessenberg matrices have a low-rank structure below their diagonal and in case they are
invertible, they correspond to the inverse of a Hessenberg matrix. More details and a
proof of the low-rank structure can be found in, e.g., [28], where the matrices are called
Hessenberg-like matrices.
Now a logical next step is to look at the structure of Z = QR if the shape (the ordering of
core transformations) contains ascending and descending patterns, i.e., a permutation of
C1C2 . . . Cn−1. To be able to discuss this, one property of core transformations is required:
Property 2.1 (Nonconsecutive core transformations commute [27]). CiCj = CjCi, for
|i−j| > 1. As a consequence, only the mutual ordering of consecutive core transformations
is relevant to the structure.
Whenever an ascending pattern CiCi+1 occurs, a Hessenberg block on Zi:i+2,i:i+2 is formed
(meaning rows from i to i+2 and columns from i to i+2 of Z) and whenever a descending
pattern Ci+1Ci occurs, an inv-Hessenberg block is formed.
Example 2.1. Take, for example, Q = C1C4C5C6C3C2, corresponding to the shape






. (1)
The structure of Z = QR is shown in Figure 2. The dashed and dotted lines highlight the
structure.
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struct(Z) =
× × × × × × ×
× × × × × × ×
× × × × × ×
× × × × × ×
× × × × × ×
× × ×
× ×


Figure 2: Extended Hessenberg matrix Z obtained by a shape of core transformations
Q = C1C4C5C6C3C2, such that Z = QR.
From the structure in Figure 2 and the corresponding shape of Q it is clear that C1C2 forms
a Hessenberg block Z1:3,1:3 (indicated by a dashed line), C4C3C2 forms an inv-Hessenberg
block Z2:5,2:5 (indicated by a dotted line) and C4C5C6 forms again a Hessenberg block
Z4:7,4:7.
A matrix containing both ascending and descending patterns of core transformations will
be referred to as an extended Hessenberg matrix [16] and links to the projection onto an
extended Krylov subspace, which we discuss in the next section.
3 Extended Krylov Subspaces
The previous section introduced the extended Hessenberg matrix, which can be con-
structed by a shape (certain order of core transformations) possibly containing both as-
cending and descending parts multiplied with an upper-triangular matrix. In this section
the relationship to extended Krylov subspaces is explained. Extended Krylov subspaces [6],
denoted as Kext(A, v), can be considered as a generalization of standard Krylov subspaces
with the possibility to expand the subspace with both A and its inverse A−1. First the
single-matrix representation of the orthogonal projection onto an extended Krylov sub-
space is considered in Section 3.1 and afterwards the matrix-pair representation of this
projection is discussed in Section 3.2. The matrix-pair representation is paramount to the
main and novel result of this paper concerning the structure of projections resulting from
biorthogonal extended Krylov subspace methods provided in Section 4.
3.1 Single-matrix representation
Consider an orthonormal nested basis Vn ∈ Cm×n for Kextn (A, v), with A ∈ Cm×m, v ∈ Cm.
Orthogonally projecting the matrix A onto Kextn and expressing the result using a single
matrix Zn provides the equation
V Hn AVn = Zn. (2)
The structure of Zn can be deduced from the occurrences of negative or positive powers of
A in Kextn (A, v). A negative power leads to an inv-Hessenberg block and a positive power
to a Hessenberg block.
Example 3.1. Consider the extended Krylov subspace corresponding to the example from
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before Z = C1C4C5C6C3C2R, shown in Figure 2,
Kext7 = span{v,Av,A−1v,A−2v,A2v,A3v,A4v}.
To shorten notation, the selection vector p is introduced, which shows the powers which
are used to construct the subspace, 0 for expansion via multiplication with A−1 and 1 for
A. In this example p = {1, 0, 0, 1, 1, 1}. Whenever required, the selection vector will be in-
cluded in the notation of the subspace, e.g., Kext7 (A, v; p) corresponds to the example above.
An important result for Z is the implicit Q-theorem for extended Krylov subspaces given
in Theorem 3.1, which generalizes the classical case. Just as in the classical case [7] it
provides a uniqueness property for Z and allows us to link a certain extended Hessenberg
matrix to a certain extended Krylov subspace.
Theorem 3.1 (Implicit Q-theorem for extended Krylov subspaces [27]). Consider a non-
singular matrix A ∈ Cm×m and a given selection vector p. Suppose V˜ and V are two or-
thonormal bases for the extended Krylov subspace Kext(A, v; p). Suppose their first columns
are equal (up to unimodular factor σ)
σV˜ e1 = V e1 = v,
then the projections, under the assumption that no breakdown occurs,
V˜ HAV˜ = Z˜ and V HAV = Z
result in essentially identical matrices Z˜ and Z, where essentially identical means that
there exists a unitary diagonal matrix D ∈ Cm×m such that DHZD = Z˜.
The (unique) structure of the single-matrix representation is easily explained through its
link with the matrix-pair representation. The latter is introduced in the next subsection
and allows for the straightforward development of an Arnoldi iteration for orthogonal
extended Krylov subspaces. Section 3.3 then links the single-matrix and matrix-pair rep-
resentation through their QR-decompositions.
3.2 Matrix-pair representation
The matrix-pair representation is the natural way to represent an Arnoldi iteration describ-
ing the expansion of an extended Krylov subspace. This representation originates from
rational Krylov subspace methods [18]. This Arnoldi iteration is provided in Theorem 3.2.
The matrix-pair representation
V Hn AVnKn = Hn (3)
involves a pair of matrices (Hn,Kn), which satisfy Zn = HnK
−1
n , Kn nonsingular.
Since there is no implicit Q-theorem for the matrix-pair representation, it is not unique.
Consider the pair (HnC,KnC), with C a nonsingular matrix. This pair also satisfies
Zn = HnC(KnC)
−1. Hence, there are multiple possible choices for the structure of the
matrix-pair. Here we focus on two particular choices. First choice is the most well-known
structure, namely Hessenberg structure, which follows directly from an Arnoldi iteration.
The second choice is a pair of inv-Hessenberg matrices, which is important for the deriva-
tion of the main result of this text provided in Section 4.
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Theorem 3.2 (Arnoldi iteration for extended Krylov subspaces). Consider hn, hn =[
h1,n h2,n . . . hn,n hn+1,n
]>
of size (n + 1) × 1 with a nonzero element hn+1,n 6= 0,
which corresponds to the assumption that no breakdown occurs. Consider an orthonormal
nested basis Vn for Kextn (A, v; p), A ∈ Cm×m, v ∈ Cm, p the selection vector and the
projection represented as in (3).
Then hn is appended to Hn if the subspace Kextn is expanded by multiplication with A, i.e.,
pn = 1 (with p the selection vector and pn the nth entry) or to Kn if it is expanded using
A−1, i.e., pn = 0. And a unit vector en ∈ Rn, with a one at position n and zeros elsewhere,
is appended to Kn or Hn respectively. Hence, both Hn and Kn are (sparse) Hessenberg
matrices. Elements appearing in hn originate from the Gram-Schmidt orthogonalization
procedure.
Proof. Suppose an orthonormal nested basis Vn ∈ Cm×n is available for Kextn (A, v; p). Start
from the recursion which will expand this basis Vn =
[
v1 v2 . . . vn
]
of Kextn to a basis
Vn+1 =
[
v1 v2 . . . vn vn+1
]
of Kextn+1 by either multiplication with A or A−1.
This recursion will compute vn+1 ∈ Cm:
hn+1,nvn+1 = (p
?
nA
−1 + pnA)vn −
n∑
i=1
hi,nvi,
where p? is the dual of p, dual in the sense that a 0 becomes a 1 and vice versa. The
elements hi,n for 1 ≤ i ≤ n + 1 form the Hessenberg vector hn. This recursion can be
rewritten by making the distinction between the cases pn = 0 and pn = 1.
• Case: pn = 0, expansion using A−1. Hence,
hn+1,nvn+1 = A
−1vn −
n∑
i=1
hi,nvi
Ahn+1,nvn+1 = vn −A
n∑
i=1
hi,nvi
A
n+1∑
i=1
hi,nvi = vn
A
[
v1 . . . vn vn+1
]

h1,n
...
hn,n
hn+1,n
 = [v1 . . . vn−1 vn]

0
...
0
1

AVn+1hn = Vnen
Elements hi,n = v
H
i A
−1vn, i ≤ n, are the scalars that isolate components of A−1vn
along direction vi and hn+1,n is chosen to normalize vn+1.
• Case: pn = 1, expansion using A. In a similar way we obtain
AVnen = Vn+1hn,
where hi,n = v
H
i Avn, i ≤ n, and hn+1,n is again chosen to normalize vn+1.
Set eˆn =
[
0 . . . 0 1 0
]> ∈ R(n+1), now we can merge the two cases as follows
A
[
v1 . . . vn+1
]
(p?nhn + pneˆn) =
[
v1 . . . vn+1
]
(pnhn + p
?
neˆn). (4)
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Grouping all steps of the recursion, we obtain
AVn+1Kn = Vn+1Hn, (5)
with
Kn =
[
p?1h1 + p1eˆ1 p
?
2h2 + p2eˆ2 . . . p
?
nhn + pneˆn
]
,
Hn =
[
p1h1 + p
?
1eˆ1 p2h2 + p
?
2eˆ2 . . . pnhn + p
?
neˆn
]
,
assuming the appropriate amount of zeros is appended to hi and eˆi for all i such that they
are of length (n+1). The matrix-pair (Hn,Kn) satisfying (3) can be obtained by removing
the last row of both matrices in the matrix-pair (Hn,Kn). In fact, the bar indicates that
there is a row more in the pair (Hn,Kn), which expresses the expansion, than in the pro-
jected pair (Hn,Kn).
Theorem 3.2 implies that Hn and Kn are linked, they cannot have a nonzero subdiagonal
element on the same position. However the below-diagonal Hessenberg structure of Hn
and Kn is invariant under right multiplication with an upper-triangular matrix, which
only affects above-diagonal structure. Hence, the Hessenberg pair (Hn,Kn) is not unique.
3.3 Connection between single-matrix and matrix-pair representation
The structure of the matrix-pair as described in Theorem 3.2 explains the resulting struc-
ture of the single-matrix representation very elegantly via QR-decompositions. This is
illustrated in Example 3.2. Afterwards the QR-decomposition is used to decompose the
structure and show that a certain reconstruction based on reordering core transformations
provides an inv-Hessenberg pair that also satisfies (3).
Example 3.2. The extended Hessenberg matrix Z7 = C1C4C5C6C3C2R, whose structure
in single-matrix representation is shown in Figure 2, corresponds to the extended Krylov
subspace Kext7 (A, v; p) = span{v,Av,A−1v,A−2v,A2v,A3v,A4v}. In matrix-pair represen-
tation we obtain the structures in Figure 3. Note that the last column is not known at this
point, ⊗ indicates that the element can be generic nonzero or zero, it is only known when
p7 is provided. However it does not influence the structure below the diagonal of Z7.
× × × × ⊗
× × × × × ⊗
× × × × ⊗
× × × ⊗
× × × ⊗
× × ⊗
× ×


(a) struct(H7)
× × × ⊗
× × ⊗
× × ⊗
× × ⊗
× ⊗
× ⊗
×


(b) struct(K7)
Figure 3: Matrix-pair representation (H7,K7) for orthogonal projection onto extended
Krylov subspace Kext7 = span{v,Av,A−1v,A−2v,A2v,A3v,A4v}.
From this figure it is obvious that H7 = C1C4C5C6RH and K7 = C2C3RK . Hence, the
equation Z7 = H7K
−1
7 results in (note that RK is invertible, because we assumed that no
breakdowns occur)
Z7 = C1C4C5C6RH(C2C3RK)
−1
= C1C4C5C6RHR
−1
K C
H
3 C
H
2 = C1C4C5C6C˜
H
3 C˜
H
2 R˜HR˜
−1
K ,
where in the last step we use the following Property 3.1.
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Property 3.1 (Transfer through property [27]). A shape can be transferred through an
upper-triangular matrix R without altering the patterns of core transformations in this
shape. For example C1C3C2C4R = R˜C˜1C˜3C˜2C˜4, the matrices involved will generally
change (its elements), but the shape, i.e., the mutual ordering of the core transformations
(and therefore the structure of the resulting matrix) remains the same.
For V Hn AVnKn = Hn another choice than a Hessenberg-pair is possible, namely an inv-
Hessenberg-pair. This pair is paramount to the discussion in Section 4. Lemma 3.1
provides important factorizations of extended Hessenberg matrices. These factorizations
are then used in Theorem 3.3 to show that an inv-Hessenberg pair which satisfies (3) can
be constructed.
Lemma 3.1 (Pattern-based factorizations of extended Hessenberg matrices [27]). An ex-
tended Hessenberg matrix admits a factorization in QaQdR (AD-factorization) and QdQaR
(DA-factorization), where Qa has an ascending and Qd a descending pattern of core trans-
formations.
Theorem 3.3 (Inv-Hessenberg matrix-pair for projection onto extended Krylov sub-
spaces). Suppose an orthonormal nested basis V ∈ Cm×m for an extended Krylov subspace
Kextm (A, v) is constructed via the Arnoldi iteration from Theorem 3.2. Then the orthogo-
nal projection onto this subspace results in two Hessenberg matrices H,K, in other words
V HAVK = H. Then there exists a nonsingular unitary matrix C which is a permutation
of the shape of core transformations C1C2 . . . Cm−1 such that V HAVKC = HC is satisfied
for HC and KC inv-Hessenberg matrices.
The proof of this theorem is omitted, an example will illustrate its validity.
Example 3.3. Consider the orthogonal projection onto an extended Krylov subspace
Kext9 = span{v,Av,A2v,A−1v,A3v,A4v,A−2v,A−3v,A−4v}, with orthogonal basis V9 and
V H9 AV9 = Z9 = QZR, with QZ = C1C2C4C3C5C8C7C6. First the connection between
DA-factorization and a Hessenberg pair is illustrated and afterwards the connection be-
tween AD-factorization and an inv-Hessenberg pair. Using core transformations this is
visualized as the following shape, with the AD- and DA-factorization respectively








=
 :
 :
: 
 :
 :
: 
: 
: 
:
=
: 
: 
: 
 :
: 
: 
 :
 :
:
. (6)
The DA-factorization links to a Hessenberg-pair. From the shape it is clear that Qd =
C1C2C4C5 and Qa = C3C8C7C6,
Thus Z9 can be written as Z9 = QdQaR, allowing
V H9 AV9 = QdQaR
= QdR˜Q˜a (Property 3.1)
V H9 AV9Q˜
H
a = QdR˜,
9
where Q˜Ha and Qd are descending patterns and therefore they result in Hessenberg matrices.
The AD-factorization links to an inv-Hessenberg-pair. The shape reveals that Qd = C1C2C3C5C6
and Qa = C8C7C4
Thus Z9 can be written as Z9 = QaQdR, allowing
V H9 AV9 = QaQdR
= QaR˜Q˜d (Property 3.1)
V H9 AV9Q˜
H
d = QaR˜,
where Q˜Hd and Qa are ascending patterns and therefore result in inv-Hessenberg matrices.
Theorem 3.2 and 3.3 provide the tools for deriving in Section 4 the tridiagonal matrix-pair
representation of biorthogonal projection onto extended Krylov subspaces.
4 Biorthogonal extended Krylov subspaces
This section generalizes orthogonal to biorthogonal extended Krylov subspace methods.
More precisely it will provide results concerning the structure of a biorthogonal projec-
tion onto extended Krylov subspaces and a Lanczos iteration derived from this structure.
Biorthogonal projection is used to compactly denote an oblique projection onto one sub-
space and orthogonal to another subspace, whose bases are not orthogonal to themselves,
but to each other [14].
Section 4.1 provides results of biorthogonal projection onto extended Krylov subspaces
in single-matrix representation. The main result already appeared in [16]. Section 4.2
provides novel results concerning structure of the matrix-pair representation, elegantly
generalizing the tridiagonal structure obtained by non-Hermitian Lanczos. Section 4.3
introduces a new Lanczos iteration based on the results concerning the structure obtained
in Section 4.2. This iteration consists of a pair of short recurrences and generalizes several
other short recursions and known Lanczos iterations
4.1 Single-matrix representation
The structure of a biorthogonal projection expressed as a single matrix Zn = W
H
n AVn
using the biorthogonal bases Vn and Wn for two extended Krylov subspaces Kextn (A, v)
and Lextn (AH , w) is given in Theorem 4.1.
The corresponding proof and all subsequent proofs are provided for full decompositions
(i.e. m = n). For partial decompositions the proofs are analogous but do not lead to an
equally elegant notation, therefore, for the sake of readability these are omitted.
The structure of Zn can be deduced using matrix factorizations rather than relying on
orthogonality of the vectors constituting the bases for the subspaces. The latter is used
to derive the recursions and matrix structures provided in, e.g., [9, 10,29].
Theorem 4.1 (Structure of biorthogonal projection in single-matrix representation). The
biorthogonal projection of some matrix A ∈ Cm×m onto an extended Krylov subspace
Kext(A, v) and orthogonal to the extended Krylov subspace Lext(AH , w) with the biorthog-
onal bases V,W ∈ Cm×m respectively, can be represented by a single matrix Z = WHAV .
If no breakdown occurs, the matrix Z has below its diagonal a structure determined by
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the choice of powers (selection vector) in Kext and above its diagonal by Lext. The link
between structure and choice of powers is described in Section 3.1.
Proof. A similar proof appears in [16]. Here the proof is given for completeness. The
matrix-pair proof in the next subsection uses the same ideas but is more complicated.
Consider the matrices ZV and ZW
ZV = Vˆ
HAVˆ , ZW = Wˆ
HAHWˆ ,
where Vˆ and Wˆ are orthogonal bases for two extended Krylov subspaces Kext(A, v) and
Lext(AH , w) respectively, with wHv = 1. In general for the orthogonal bases WˆH Vˆ 6= I,
taking the LU-decomposition of the matrix product WˆH Vˆ will allow us to construct
biorthogonal bases V and W . The LU-decomposition is used because it will retain the
nestedness of the bases Vˆ and Wˆ and will make the bases orthogonal to each other:
WˆH Vˆ = LU
L−1WˆH︸ ︷︷ ︸
=:WH
Vˆ U−1︸ ︷︷ ︸
=:V
= I
WHV = I.
The structure of Z can be derived as follows. First consider
AV = V Z
A V U︸︷︷︸
Vˆ
= V U︸︷︷︸
Vˆ
U−1ZU
AVˆ = Vˆ U−1ZU︸ ︷︷ ︸
ZV
which provides the equality
Z = UZV U
−1. (7)
Secondly consider
AHW = WZH
AHWLH︸ ︷︷ ︸
Wˆ
= WLH︸ ︷︷ ︸
Wˆ
L−HZHLH
AHWˆ = Wˆ L−HZHLH︸ ︷︷ ︸
ZW
which provides the equality
ZH = LHZWL
−H . (8)
Multiplication with an upper-triangular matrix preserves the below-diagonal structure of
a matrix. Hence, the below-diagonal structure of Z is the same as the below-diagonal
structure of ZV , following from (7). The above-diagonal structure of Z is the same as the
below-diagonal structure of ZW , following from (8).
Example 4.1. Consider A ∈ C8×8 and extended Krylov subspaces
Kext = span{v,Av,A2v,A3v,A4v,A−1v,A5v,A−2v},
Lext = span{w, (AH)−1w,AHw, (AH)−2w, (AH)−3w, (AH)−4w, (AH)2w, (AH)3w}.
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Orthogonal projection onto these subspaces results respectively in matrices ZV and ZW and
biorthogonal projection onto Kext and orthogonal to Lext results in Z. The structure of
these matrices is shown in Figure 4. Note the extended Hessenberg structure below the di-
agonal for the orthogonal projections and the same structure appearing in the biorthogonal
projection, but now below and above the diagonal.
× × × × × × × ×
× × × × × × × ×
× × × × × × ×
× × × × × ×
× × × × ×
× × × ×
× × × ×
× ×


(a) Vˆ HAVˆ = ZV
× × × × × × × ×
× × × × × × × ×
× × × × × × × ×
× × × × × ×
× × × × × ×
× × × × × ×
× × × × × ×
× ×


(b) WˆHAHWˆ = ZW
× × ×
× × ×
× × × × × ×
× × × × ×
× × × ×
× × ×
× × × ×
× ×


(c) WHAV = Z
Figure 4: Structure of orthogonal and oblique projection onto the extended Krylov sub-
spaces Kext and Lext in single-matrix representation. Orthogonal bases Vˆ and Wˆ for Kext
and Lext respectively and biorthogonal bases V and W for Kext and Lext respectively.
The following lemma provides a specific well-known result ( [3,24] and references therein)
following from Theorem 4.1.
Lemma 4.1. Projection of a unitary matrix U ∈ Cm×m onto a standard Krylov sub-
space Kn(U, v), assuming no breakdowns, results in a matrix Zn ∈ Cn×n with Hessenberg
structure below its diagonal and inv-Hessenberg structure above its diagonal. The full
decomposition Z ∈ Cm×m is also unitary, i.e., ZH = Z−1.
Proof. Consider a unitary matrix U , U−1 = UH and extended Krylov subspaces
Kext(U, v; p), with p = {1, 1, . . . },
Lext(UH , v; q), with q = {0, 0, . . . },
with respective orthogonal bases Vˆ and Wˆ . Note that since U−1 = UH , Kext(U, v; p) =
Lext(UH , v; q) = K(U, v) and therefore Vˆ = Wˆ implying Vˆ HWˆ = I.
Using the knowledge from Section 3.1 it is clear that the structure of
ZV = Vˆ
HAVˆ ,
ZW = Wˆ
HAHWˆ ,
is Hessenberg and inv-Hessenberg matrix respectively. Theorem 4.1 then states that Z =
WˆHAVˆ has below-diagonal Hessenberg and above-diagonal inv-Hessenberg structure.
4.2 Matrix-pair representation
The main contribution of this text is the proof that a tridiagonal matrix-pair suffices to
express biorthogonal projection onto extended Krylov subspaces. This subsection will deal
with the proof of the matrix-pair structure and based on this result we provide in Section
4.3 a Lanczos iteration to construct the desired pairs.
Theorem 4.2 provides the result concerning matrix-pair structure of biorthogonal projec-
tion onto extended Krylov subspaces. Analogous to the proof of Theorem 4.1, the structure
can be deduced starting from orthogonal bases for the subspaces involved.
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Theorem 4.2 (Structure of matrix-pair representation of biorthogonal projection onto
extended Krylov subspaces). Biorthogonal projection of A ∈ Cm×m onto extended Krylov
subspaces Kext(A, v) and Lext(AH , w), with respective biorthogonal bases V,W ∈ Cm×m
leads to WHAVK = H (assuming no breakdowns occur). The structure of the projected
pair (H,K) is related to orthogonal projections onto the same subspaces. There exists a
matrix-pair (H,K) such that its structure corresponds to the structure of the matrix-pair
representation of the orthogonal projections. Consider Vˆ , a nested orthogonal basis for Kext
and Wˆ for Lext and corresponding projections Vˆ HAVˆ KV = HV and WˆHAWˆKW = HW .
The matrices which represent the projections as a matrix-pair are then related as follows:
• Below-diagonal structure of H,K corresponds to below-diagonal structure of HV ,KV
respectively.
• Above-diagonal structure of H,K corresponds to inverted below-diagonal structure of
KW , HW respectively.
Inverted structure means that the order of the shape of core transformations is reversed,
i.e., an ascending pattern becomes a descending pattern and vice versa.
Proof. From the orthogonal bases Vˆ and Wˆ , the biorthogonal bases V and W , can be
constructed as in Theorem 4.1, i.e., V := Vˆ U−1 and WH := L−1WˆH .
Substituting the expressions for the biorthogonal bases in the matrix equations of the
orthogonal projections provides{
AVˆ KV = Vˆ HV
AHWˆKW = WˆHW
⇔
{
AVˆ U−1UKV = Vˆ U−1UHV
AHWˆL−HLHKW = WˆL−HLHHW
⇔
{
AV UKV = V UHV
AHWLHKW = WL
HHW
⇔
{
WHAV UKV = UHV
V HAHWLHKW = L
HHW
.
Taking the Hermitian conjugate of the second equation and rewriting it reveals the con-
nection between the matrices at play{
WHAV UKV = UHV
WHAV L−1H−HW = L
−1K−HW
.
Since these expressions are only unique up to right multiplication with some nonsingular
matrix B:
UKVB = L
−1H−HW
UHVB = L
−1K−HW .
To obtain a particular choice for the structure of H and K it suffices to represent B in
its UL-decomposition (assuming it exists), where U is an upper-triangular matrix and L
13
a lower-triangular matrix {
UKVB = L
−1H−HW
UHVB = L
−1K−HW
⇔
{
UKV UBLB = L
−1H−HW
UHV UBLB = L
−1K−HW
⇔
{
UKV UB = L
−1H−HW L
−1
B =: K
UHV UB = L
−1K−HW L
−1
B =: H
.
For the remainder of this proof H and K are defined as in the last equation. Other choices
are possible due to non-uniqueness of the matrix-pair representation. Since U and UB are
upper-triangular matrices, they preserve the structure below the diagonal. This means
that K and KV have the same below-diagonal structure and so do H and HV . On the other
hand K shares its above-diagonal structure with H−HW and H with K
−H
W , since L and LB
are lower-triangular matrices.
Lemma 4.2 (Tridiagonal matrix-pair for biorthogonal extended Krylov subspaces). Con-
sider extended Krylov subspaces Kext and Lext, with respective biorthogonal bases V and
W , WHV = I. The biorthogonal projection using these subspaces WHAV S = T can be
represented using a tridiagonal matrix-pair (T, S).
Proof. Using the result from Theorem 4.2 it is clear that if the matrix-pairs (HV ,KV ) and
(HW ,KW ) can be chosen to be a Hessenberg-pair and an inv-Hessenberg-pair respectively,
the theorem is proven. A Hessenberg pair can be constructed as described by the Lanczos
iteration from Theorem 3.2 and Theorem 3.3 guarantees the existence of an inv-Hessenberg
pair.
The matrix-pair analogue to Lemma 4.1 can be derived from Theorem 4.2.
Lemma 4.3. The matrix-pair representation (Hn,Kn) of the orthogonal projection of a
unitary matrix U onto a standard Krylov subspace Kn(U, v) and with the assumption that
no breakdowns occur, can be chosen to be two bidiagonal matrices: Hn bidiagonal with
a nonzero subdiagonal and Kn bidiagonal with a nonzero superdiagonal. In case of full
decomposition, HK−1 is unitary.
Proof. Consider a unitary matrix U , U−1 = UH and the same choices as in the proof of
Lemma 4.1 for the subspaces Kext(U, v; p) and Lext(UH , v; q), with respective orthogonal
bases Vˆ and Wˆ .
The matrix-pair representation of orthogonal projections onto these subspaces is the fol-
lowing
Vˆ HUVˆ KV = HV ,
WˆHUHWˆKW = HW .
For (HV ,KV ), consider the standard case: KV is upper-triangular and HV is of Hes-
senberg form. For (HW ,KW ), choose HW to be of inv-Hessenberg form and KW to be
upper-triangular. Then following from Theorem 4.2 the structure of (H,K), appearing in
Vˆ HAVˆ K = H is shown in Figure 5.
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× ×
× ×
× ×
. . .
. . .
× ×
× ×


(a) struct(H)
× ×
× ×
× ×
× ×
. . .
. . .
× ×
×


(b) struct(K)
Figure 5: Matrix-pair representation (H,K) for orthogonal projection V HUVK = H of a
unitary matrix U onto the standard Krylov subspace K(U, v), with orthonormal basis V .
4.3 Biorthogonal extended Lanczos iteration
The tridiagonal matrix-pair (T, S) that appears in Lemma 4.2 allows for a short recursion
that constructs biorthogonal bases for extended Krylov subspaces. Short recursions in
the context of extended Krylov subspaces using the matrix-pair representation have been
limited to unitary matrices, e.g., [2, 29]. The following Lanczos iteration, provided in
Theorem 4.3, will be a generalization of these results since it is valid for more general
matrices.
Theorem 4.3 (Biorthogonal extended Lanczos iteration). Theorem 4.2 states the exis-
tence of two tridiagonal matrix-pairs (Tn, Sn) and (T˜n, S˜n), all of size (n + 1)× n, rep-
resenting the expansion of the extended Krylov subspaces Kextn (A, v; p) and Lextn (AH , w; q),
for A ∈ Cm×m and wHv = 1, with respective bases Vn,Wn ∈ Cm×n, where Vn =[
v1 v2 . . . vn
]
and Wn =
[
w1 w2 . . . wn
]
. Matrix equations for their expansion
are
AVn+1Sn = Vn+1Tn
AHWn+1T˜n = Wn+1S˜n.
The bar . emphasizes that these matrices are not the projections onto the bases, but the
matrices forming the recursion to build these bases, which have an extra row.
The matrices will be denoted as:
Tn =

d1 a2
b2 d2 a3
. . .
. . .
. . .
bn−1 dn−1 an
bn dn
bn+1

, Sn =

c1 u2
l2 c2 u3
. . .
. . .
. . .
ln−1 cn−1 un
ln cn
ln+1

T˜n =

δ1 α2
β2 δ2 α3
. . .
. . .
. . .
βn−1 δn−1 αn
βn δn
βn+1

, S˜n =

γ1 µ2
λ2 γ2 µ3
. . .
. . .
. . .
λn−1 γn−1 µn
λn γn
λn+1

.
The elements are given by the following expressions and depend on the choice with which
to expand the current extended Krylov subspaces.
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• Expansion via multiplication with A , pn = 1
ln+1 = 0
vˆn+1 = bn+1vn+1 = cnAvn + unAvn−1 − dnvn − anvn−1
dn = cnw
H
n Avn + unw
H
n Avn−1
an = cnw
H
n−1Avn + unw
H
n−1Avn−1
un
cn
= − w
H
n−2Avn
wHn−2Avn−1
.
• Expansion via multiplication with A−1, pn = 0
bn+1 = 0
vˆn+1 = ln+1vn+1 = dnA
−1vn + anA−1vn−1 − cnvn − unvn−1
cn = dnw
H
n A
−1vn + anwHn A
−1vn−1
un = dnw
H
n−1A
−1vn + anwHn−1A
−1vn−1
an
dn
= − w
H
n−2A−1vn
wHn−2A−1vn−1
.
• Expansion via multiplication with AH, qn = 1
βn+1 = 0
wˆn+1 = λn+1wn+1 = δnA
Hwn + αnA
Hwn−1 − γnwn − µnwn−1
γn = δnv
H
n A
Hwn + αnv
H
n A
Hwn−1
µn = δnv
H
n−1A
Hwn + αnv
H
n−1A
Hwn−1
αn
δn
= − v
H
n−2AHwn
vHn−2AHwn−1
.
• Expansion via multiplication with A−H, qn = 1
λn+1 = 0
wˆn+1 = βn+1wn+1 = γnA
−Hwn + µnA−Hwn−1 − δnwn − αnwn−1
δn = γnv
H
n A
−Hwn + µnvHn A
−Hwn−1
αn = γnv
H
n−1A
−Hwn + µnvHn−1Av
−Hwn−1
µn
γn
= − v
H
n−2A−Hwn
vHn−2A−Hwn−1
.
Normalization can be done in different ways, see, e.g., [5, 19]. The only condition is that
[qnλn+1 + q
?
nβn+1] [pnln+1 + p
?
nbn+1] = w
H
n+1vn+1
must be satisfied.
Proof. Expressions for the elements are found by imposing biorthogonality conditions
wHi vn+1 = 0, i ≤ n and vHi wn+1 = 0, i ≤ n.
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The expressions for the matrix elements provided in Theorem 4.3 show that the matrices
involved are even more sparse than tridiagonal. A simple example will illustrate this fact.
Example 4.2. The structure for biorthogonal projection onto extended Krylov subspaces
Kext8 = span{v,Av,A2v,A3v,A4v,A−1v,A5v,A−2v},
Lext8 = span{w,A−Hw,AHw, (AH)−2w, (AH)−3w, (AH)−4w, (AH)2w, (AH)3w}
is shown in Figure 6 and is the matrix-pair representation of the matrix in Figure 4c.
×
× ×
×
× ×
× ×
× × ×
×
× ×


(a) struct(Sn)
× ×
× ×
× × ×
× ×
× ×
×
× × ×
×


(b) struct(Tn)
×
×
× × ×
× ×
× ×
×
× × ×
× ×


(c) struct(S¯n)
× ×
× × ×
×
× ×
× ×
× × ×
×
×


(d) struct(T¯n)
Figure 6: Structure of matrices resulting from the biorthogonal projection onto Kext8 (A, v)
and Lext8 (AH , w).
4.3.1 Connection to other factorizations
Table 1 provides a summary of existing Lanczos iterations which are generalized by Theo-
rem 4.3. The choice for selection vectors p and q and the property which the given matrix
A must possess is provided in the table. Two more recent recursions are used as an ex-
ample to clarify the table.
Consider a unitary matrix U , U−1 = UH and extended Krylov subspaces Kext(U, v; p)
and Lext(UH , v; p?) with p = {1, 0, 1, 0, . . . }. Then the biorthogonal extended Lanczos
iteration reduces to the recursions constructing the CMV-factorization, e.g., [2, 4, 22,29].
Since V is a basis for Kext(U, v; p) = Lext(UH , v; p?), we obtain the orthogonal projection
V HUV S = T,
where the structure of (T, S) is shown on Figure 7 as well as Z = TS−1. Note that
ZH = Z−1.
A Hermitian extended Lanczos iteration for a matrix-pair is obtained when A = AH , v = w
and we choose p = q for the iteration from Theorem 4.3. The pair of recursions reduces
to a single recursion. We are not aware of any literature describing a Hermitian extended
Lanczos iteration in matrix-pair representation. Hence this might be a novel result. A
noteworthy result for the single matrix representation are the papers by Jagels and Reichel
[9, 10]. Their results are retrieved when the Hermitian extended Lanczos iteration is run
using the correct selection vector. As illustration we use p = {1, 1, 1, 0, 1, 1, 1, 0, . . . } for
Kext(A, v; p). The orthogonal projection onto Kext(A, v; p) in matrix form
V HAV S = T,
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

(a) struct(S)
× ×
× ×
× ×
× ×
× ×
× ×
× ×
× ×


(b) struct(T )
× × ×
× × ×
× × × ×
× × × ×
× × × ×
× × × ×
× × ×
× × ×


(c) struct(Z)
Figure 7: Matrix-pair (T, S) and single matrix representation Z = TS−1 for orthog-
onal projection V HUV S = T of a unitary matrix U onto extended Krylov subspace
Kext(U, v; p) = Lext(UH , v; p?) with orthonormal basis V and p = {1, 0, 1, 0, . . . }.
reveals the structure of (T, S) and Z = ZH = TS−1 in Figure 8.
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
(a) struct(S)
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× × ×
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× × ×
× ×


(b) struct(T )
× ×
× × ×
× × ×
× × × ×
× × ×
× × × ×
× × ×
× ×


(c) struct(Z)
Figure 8: Matrix-pair (T, S) and single matrix representation Z = TS−1 for orthogonal
projection V HAV S = T of a Hermitian matrix A onto the extended Krylov subspace
Kext(A, v; p) = Lext(AH , v; p) with orthonormal basis V and p = {1, 1, 1, 0, . . . }.
AH = A AH = A−1 General A
p = q = 1 Herm. Lanczos [14] / Biort. Lanczos [14]
p = q Herm. Ext. Lanczos and [9,10] / /
p = q? / CMV /
p 6= q / / Biort. Ext. Lanczos
Table 1: Overview of the various Lanczos iterations. Where 1 denotes {1, 1, . . . }.
5 Numerical experiments
The main objectives of this section are testing the validity of the Lanczos iteration from
Theorem 4.3, denoted from now on by ExtLan (Extended Lanczos iteration), and showing
its potential.Validity of ExtLan is shown by comparing it for some specific choices of
the matrix A and selection vectors p and q for constructing subspaces Kext and Lext
respectively. These choices are made such that ExtLan reduces to a more specific and
more well-known case, e.g., for p = q = 1 ExtLan coincides with biorthogonal Lanczos
iteration.
Throughout this section the starting vectors are chosen to be equal v = w. Normalization
in Theorem 4.3 is chosen to be wˆn+1/(wˆ
H
n+1vˆn+1)
1
2 and vˆn+1/(wˆ
H
n+1vˆn+1)
1
2 .
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5.1 Comparisons
ExtLan is compared to existing iterations by choosing powers p, q, matrix A and initial
vectors v, w appropriately. Particular choices are found in Table 1.
The comparison is done by checking the following quantities:
• ‖WHV − I‖2, a measure for the biorthogonality of bases W and V .
• ‖WHAV S − T‖2, a measure for the quality of the oblique projection.
The iterations used for comparison are the Hermitian Lanczos [14] and the iteration which
constructs the matrix-pair representation of the CMV-factorization [29].
Figure 9 shows ExtLan and Hermitian Lanczos. Since ExtLan performs redundant compu-
tations, it is expected to suffer from larger numerical errors. Apart from this, the behaviour
of both is similar and therefore ExtLan properly coincides with Hermitian Lanczos for this
case.
Note that two properties of Hermitian Lanczos are needed to interpret the figure, better
separated eigenvalues are found in fewer iterations [13] and once one eigenvalue is found
up to high accuracy, biorthogonality is lost quickly [17].
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Figure 9: Orthogonality (left) and accuracy of projections (right) for random 60×60 Her-
mitian matrices whose eigenvalues are equispaced between 1 and m−1, with an additional
extreme eigenvalue λe. λe = m, shown as a solid line (−), λe = 100, shown as a dotted
line (··) and λe = 500, shown as a dashed line (−−). ExtLan is shown as ◦ and Hermitian
Lanczos as +.
Next we consider the CMV-factorization, which means p = q? = {1, 0, 1, 0, . . . }, see
Table 1. Note that for this choice of powers Kext(U, v; p) = Lext(UH , v; p?) and there-
fore the biorthogonal pair of bases V and W reduces to a single orthonormal basis V ,
possessing superior numerical stability properties. Figure 11 shows the comparison of
CMV-factorization and ExtLan, again ExtLan performs redundant computations but the
qualitative behaviour is similar.
5.2 Performance
Accuracy of ExtLan is evaluated in this section using the same two measures of quality as
in the comparison of Section 5.1. Afterwards, Section 5.3, some eigenvalue problems are
solved and the corresponding Ritz plots are shown.
Since many different choices for the sequences of powers p and q exist, we will focus on
some particular choices. For simplicity of notation, we introduce the choices used here:
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Figure 10: Orthogonality (left) and accuracy of projections (right) for a random 1000×1000
unitary matrix. ExtLan is shown as ◦ and CMV factorization [29] as +.
• rand : power sequences p and q are chosen random and independent of each other.
• CMV : the powers chosen as for the CMV-factorization, i.e., p = {1, 0, 1, 0, . . . } and
q = p?.
• threeOneOpposite: p = {1, 1, 1, 0, 1, 1, 1, 0, . . . } and q = p?.
• threeOneEqual : p = {1, 1, 1, 0, 1, 1, 1, 0, . . . } and q = p.
• ones: p = {1, 1, 1, 1, . . . } and q = p.
Figures 11 and 12 show ExtLan applied to a unitary matrix and random matrix respec-
tively. Note that if selection vectors are chosen p = q? for the unitary matrix, the biorthog-
onality is retained very well.
The results shown in these figures exhibit expected behaviour. Due to the requirement
of inverting the given matrix, the nonunitary matrix (with a condition number smaller
than 100) used for Figure 12 shows larger errors for both measures. In both figures it is
clear that some regularity in the choice of powers benefits the quality of the bases and the
projection.
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Figure 11: Biorthogonality (left) and accuracy of projections (right) for a random complex
unitary matrix of size 2000× 2000, ◦ for rand, 4 for threeOneOpposite, ? for CMV, + for
ones.
5.3 Ritz plots
Several Ritz plots, for different matrices and different choices of powers are shown here.
Ritz plots visualize the error between approximate eigenvalues (here, Ritz values) and the
exact eigenvalues. Consider the m×m eigenvalue problem
Au = λu,
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Figure 12: Biorthogonality (left) and accuracy of projections (right) for a random real
matrix of size 1000 × 1000 with normally distributed elements. The different symbols
show different choices for the power sequences: ◦ for rand, 4 for threeOneEqual, ? for
CMV, + for ones.
where λ is the eigenvalue and u the eigenvector. Here matrix A has m distinct eigenvalues
λ.
Set VnSnyn := u, then with W
H
n AVnSn = Tn and W
H
n Vn = I we obtain the n×n (n ≤ m)
generalized eigenvalue problem
Tnyn = θ
(n)Snyn,
with Ritz value θ(n) and Ritz vector VnSnyn. Note that θ
(n) will approximate some λ,
(for unitary matrices convergence is discussed by Helsen et al. [8]), the obtained vectors
yn must undergo a transformation to provide an approximation to eigenvectors. We only
consider the eigenvalues.
Ritz plots visualize how close the n Ritz values θ
(n)
i , 1 ≤ i ≤ n, are to the closest eigenvalue
λi := min
λ
|θ(n)i −λ| for increasing n. The colours show how accurate the approximation is:
red: ‖θ(n)i − λi‖2 < 10−7.5,
yellow: ‖θ(n)i − λi‖2 < 10−5,
green: ‖θ(n)i − λi‖2 < 10−3.5,
blue: ‖θ(n)i − λi‖2 ≥ 10−3.5.
Figures 13 and 14 show the Ritz plots for different choices of powers and for different
eigenvalues. The matrices used are upper-triangular with random normally distributed
elements above the diagonal and the mentioned eigenvalues appearing on their diagonal.
First note that spurious eigenvalues will be found, just as in the biorthogonal Lanczos
iteration [14]. Second the effect of allowing the inverse of the matrix in constructing
the subspaces is mainly visible in Figure 14. Here, the CMV -sequence finds about the
same amount of eigenvalues at both ends of the spectrum, while threeOneEqual finds few
eigenvalues close to zero, since fewer inverses are used to construct the subspaces.
6 Conclusion
The structure of the matrix-pair representation of projections involving extended Krylov
subspaces (Theorem 3.2 and Theorem 4.2) are the main theoretical contributions of this
text. A contribution to algorithms involving Krylov subspaces is done in the form of a
novel Lanczos iteration (Theorem 4.3). This iteration is based on the tridiagonal-pair
representation (Lemma 4.2) and therefore consists of a pair of short recursions, which
generalize several existing short recursions.
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Figure 13: Ritz plot of biorthogonal extended Lanczos iterations applied to a 50× 50 ran-
dom upper-triangular matrix with m eigenvalues equispaced from −m/2 to m/2 excluding
0. Sequence of powers is chosen according to CMV (left) and threeOneEqual (right).
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Figure 14: Ritz plot of biorthogonal extended Lanczos iterations applied to a 50 × 50
random upper-triangular matrix with m eigenvalues 1.12[1:m]. Sequence of powers is chosen
according to CMV (left) and threeOneEqual (right).
Numerical tests using this iteration show that it indeed generalizes existing recursions and
also shows the validity and potential of the iteration through some numerical experiments.
Furthermore an Arnoldi iteration (Theorem 3.2) for orthogonal projection onto extended
Krylov subspaces in matrix-pair representation is derived. This representation is not
common for projection onto extended Krylov subspaces but provides valuable insight.
7 Future Research
There exists a link between the elements of the super- and subdiagonals of the matrices
in the matrix-pair, more precisely their ratio. This connection will be further investigated
in relation to biorthogonal rational Krylov subspaces. Once this connection is known, it
is possible to make the biorthogonal extended Lanczos iteration more efficient. Moreover
we believe that the Lanczos iteration can also be made more stable with a proper analysis
of the numerical behaviour.
Furthermore the relation between biorthogonal extended Krylov subspaces and biorthog-
onal functions will be looked into.
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