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Live Phylogeny with Polytomies: Finding the
Most Compact Parsimonious Trees
Dimitris Papamichail, Angela Huang, Edward Kennedy, Jan-Lucas Ott, Andrew Miller,
Georgios Papamichail
Abstract—Construction of phylogenetic trees has traditionally focused on binary trees where all species appear on leaves, a problem
for which numerous efficient solutions have been developed. Certain application domains though, such as viral evolution and
transmission, paleontology, linguistics, and phylogenetic stemmatics, often require phylogeny inference that involves placing input
species on ancestral tree nodes (live phylogeny), and polytomies. These requirements, despite their prevalence, lead to
computationally harder algorithmic solutions and have been sparsely examined in the literature to date. In this article we prove some
unique properties of most parsimonious live phylogenetic trees with polytomies, and describe novel algorithms to find the such trees
without resorting to exhaustive enumeration of all possible tree topologies.
Index Terms—Phylogenetics, Maximum Parsimony, Live Phylogeny, Polytomies.
✦
1 INTRODUCTION
Phylogeny is the evolutionary history of a set of species
whose relationships are often represented by a tree. Phy-
logenetic trees can be rooted or unrooted, and their edges
are labelled with lengths that correspond to evolutionary
distances between species.
Maximum Parsimony is a method that uses characters,
associates a cost with each character mutation (event), and
aims to build a tree with the smallest possible cost. In
recent years, statistical methods [1], [2] have supplanted
maximum parsimony approaches for constructing phylo-
genies in certain domains. However, maximum parsimony
remains an effective and widely-used method to predict
correct viral phylogenies based on genomic data [3], [4], [5],
for morphological characters [6], to build supertrees [7], and
to perform fast heuristic tree searches [8].
This article focuses on phylogenies where ancestors can
be present among the input species, a concept termed live
phylogeny by Telles et al. in [9]. Existing phylogenetic meth-
ods have primarily focused on fully bifurcating trees where
all extant species are placed on the leaves of the tree. How-
ever, in domains such as virology, paleontology, linguistics,
and phylogenetic stemmatics, it is often the case that in-
ternal ancestor nodes can be either hypothetical or input
species. The ability to identify known common ancestors
using molecular data has been successfully demonstrated
with the Ebolavirus and Marburgvirus genera [10]. Patterns
of evolution of HIV within patients have been shown to
detect emergence of specific strains [11], using serial evo-
lution networks, which resemble trees with extant ancestor
nodes. In the area of paleontology, ancestors of species
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may be known and well characterized, prompting the need
for phylogenetic reconstruction methods that account for
labeled internal nodes. Notably, the fossil record is incom-
plete, and it does not provide a high guarantee of recording
the common ancestor of species [12]. However, there are
certain species where the fossil record has been extensively
studied and extinct common ancestors are highly known,
such as the case for graptolites (e.g. [13], [14]). Existing
efforts to build trees which incorporate known ancestors,
such as the paleotree package [15], can greatly benefit from
the algorithmic methods presented in this paper.
Besides allowing for input species to appear on internal
nodes, it is also important in certain domains, such as viral
transmission and phylogenetic stemmatics, to account for
polytomies, utilizing multifurcating trees instead of strictly
bifurcating ones. For example, in a study of phylogenies
that were reconstructed from 38 different RNA viruses, all
phylogenies contained a number of polytomies. Forcing the
polytomy to a bifurcating structure due to limitations in the
implemented algorithm added a source of uncertainty to
the phylogenetic reconstructions [16]. Some previous work
in polytomies focused on constant time heuristic improve-
ments [17]; our work instead focuses on native methods
for identifying the most parsimonious tree allowing for
polytomies. Lack of work in this area may be a result of the
additional complexity polytomies add to an already hard
computational problem [18], [19], [20], [21].
With this work, we aim to explore the construction of
maximum parsimony trees that allow for polytomies and
internal species nodes. Such trees have been named X-trees
by Steel et al. and certain of their properties have been
examined in [22]. Mapping species to internal nodes reduces
tree size, as do edge contractions among internal nodes,
which introduce (or increase the degree of) polytomies. As
such, minimization of the number of nodes in a tree with n
species becomes now an additional parsimony criterion to
the number of events along the edges, as we aim to create
the most compact parsimonious trees.
2The rest of the paper is structured as follows: In section 2
we provide terminology for most terms encountered in this
paper. Section 3 examines the number of phylogenetic trees
with n species that make up our search space, and compares
its magnitude to the number of cubic trees with n species,
which is explored in traditional phylogenetic algorithms. In
section 4 we describe Hartigan’s algorithm, which solves
the small parsimony problem with polytomies, and adapt it
from rooted to unrooted trees. In section 5 we describe an
algorithm to find the most compact parsimonious tree using
edge contractions. We present results that demonstrate the
efficiency of the contraction algorithm in section 6 and
conclude with observations and discussion in section 7.
2 DEFINITIONS
A rooted tree where all nodes have a maximum degree of
3 is called a binary or bifurcating tree. If all internal nodes
except for the root have a degree of 3 (one parent and two
children) then the rooted tree is called a full binary tree.
An unrooted tree where all nodes have either a degree of
1 (leaves) or 3 (internal nodes) we will call a cubic tree,
following the terminology of [23]. A tree whose nodes can
have degrees > 3 is called multifurcating. Nodes in a tree can
be labelled, i.e. assigned values. A labelled-leaf tree has values
assigned to all of its leaves. In our study we will define a
mixed-labelled tree (or mixed tree) to be a tree where all leaves
are labelled, and internal nodes may be labelled.
The following definitions follow to a large extent the ter-
minology in [24]. Let S be a set of n objects {S1, S2, . . . , Sn}.
We will refer to these objects as species. Each species has a
set ofm ordered featuresC, called characters. Each character
can take a constant number of values, called states.
Each species Si, 1 ≤ i ≤ n is a fixed tuple of m-
character states (C(i)1, C(i)2, . . . , C(i)m). Character states
are unordered (Fitch parsimony). Species can be assigned
to nodes in a tree, which are then considered labelled. As
such, every labelled (species) node in a tree will have an
m-tuple of character states associated with it, which will
be the value V of the node. Each labelled node v will also
have a root set V V associated with it, which is anm-tuple of
character state singleton sets. For example, a labelled node
vi corresponding to species Sj will have a value V (i) =
(A,B, . . . , Z) and a root set V V (i) = ({A}, {B}, . . . , {Z}),
where C(j)1 = A,C(j)2 = B, . . . , C(j)m = Z . Unlabelled
nodes in the tree will also have root sets V V , whose state
sets can contain more than one state. If an unlabelled node
u is assigned a single state for each character, then the node
is called fitted and the assignment is called a node fit f , with
f ∈ V V (u)1 × V V (u)2 × · · · × V V (u)m. A tree fit is an
assignment of node fits to all unlabelled nodes in the tree.
A mutation or event is a change between states of a
character. A single mutation will carry a unit cost. Let
neii(x, y) : Xi × Xi → {0, 1}, where Xi is the powerset
of the states of character Ci, be a function such that
nei(x, y) =
{
0 if x ∩ y 6= ∅
1 otherwise
The minimum distance md(u, v) between two adjacent nodes
u and v is defined as
md(u, v) =
∑
1≤i≤m
neii(V V (u)i, V V (v)i)
The potential cost of an edge (u, v), is the number of mu-
tations between a pair of fits of u and v. The cost of an
edge (u, v) is the number of mutations between the values
of u and v. The minimum cost or min-cost of an edge (u, v)
is defined as the minimum number of mutations between
all pairs of fits between u and v, and is equal to md(u, v).
The cost of a tree fit is the sum of costs along the tree’s edges.
Themost parsimonious cost (MP-cost) of a tree is the minimum
sum of potential costs along all of its edges for any tree fit.
An MP-cost tree fit is called a best fit.
3 ENUMERATING MIXED TREES
According to Flight [25], there are
n−2∑
m=0
T (n,m) unrooted
mixed labelled trees, where all leaf nodes are labelled, and
internal nodes may be labelled, where T (n,m) is the num-
ber of unique trees with n labelled nodes and m unlabelled
nodes. Observably, there are four different ways to construct
a tree with n labelled species from a tree with n− 1 labelled
species, allowing polytomies:
1) Insert an unlabelled node into any of the n + m − 3
edges of any of the T (n− 1,m− 1) trees and have the
nth labelled node descend from it.
2) Insert the labelled node directly into any of the n+m−2
edges of any of the T (n− 1,m) trees.
3) Make the labelled node the child of any of the n+m−1
available nodes belonging to any of the T (n− 1,m).
4) Label any of the m + 1 unlabelled nodes in any of the
T (n− 1,m+ 1) trees.
This leads to the following recurrence:
T(n,m) =


a · T (n− 1,m− 1)
+ b · T (n− 1,m)
+ c · T (n− 1,m+ 1)
where a = m+ n− 3 ifm > 0 or a = 0 otherwise, b = 2n+
2m− 3, and c = m+1 if n > m+2 or c = 0 otherwise. The
base case of this recurrence is: T (1, 0) = 1 and T (1, i) = 0
∀i, i > 0. Utilizing sequence A005263 from N.J.A. Sloane’s
Online Encyclopedia of Integer Sequences [26] we identified
the following closed form formula as an approximation for
the number of trees as a function of the labelled nodes n:
nn−2√
2e
n
2
(
2− e 12
)n− 3
2
The exhaustive search method on cubic trees with la-
belled leaves and unlabelled internal nodes is computa-
tionally impractical for any but the smallest input sets [8].
Comparatively, the number of mixed multifurcating trees
grows at a hyper-exponentially faster rate, as can be seen in
Fig. 1. This motivates a need for an alternative method to
exhaustive enumeration of all n-species trees.
4 MAXIMUM PARSIMONY FOR TREES WITH LA-
BELLED LEAVES
According to the parsimony criterion, we seek a tree that
explains divergence of species with the fewest number of
evolutionary events. As such, we seek to identify a tree with
n labelled nodes and fitted unlabelled nodes such that the
tree cost, which is the sum of edge costs and therefore the
3total number of mutations, is minimized. This problem can
be broken into two subproblems. Small parsimony problem
(SPP): Given a tree τ with n species nodes and a specified
topology, compute its MP-cost. Large parsimony problem
(LPP): Given a set of n species, find the tree(s) with the
minimum MP-cost among all possible tree topologies. Such
tree(s) is/are called the most parsimonious tree(s) (MP-trees).
4.1 Hartigan’s algorithm
Hartigan’s algorithm provides a powerful framework for
calculating best fits of a given tree. It solves the SPP for
multifurcating rooted trees with n labelled leaves [24]. The
bottom-up procedure of Hartigan’s algorithm processes ev-
ery unlabelled internal node ui, 1 ≤ i ≤ n − 2 that has
children vi, i ≥ 2. The procedure recursively calculates
upper V U(u)i and lower V L(u)i sets for every character
of every unlabelled node u as follows (theorem 2 in [24]):
If k(A) the number of times a value A occurs in the sets
V U(u)i of every child v of u, and K = max k(A), then
1) V U(u)i = {A|k(A) = K}
2) V L(u)i = {A|k(A) = K − 1}
Hartigan’s top down refinement allows the computation
of optimal assignments to each node. For any character
i of the root node, selecting any of the candidate states
from its root set would yield a most parsimonious labelling.
The algorithm then proceeds to compute the root sets of
characters of internal nodes v using the following result
(theorem 3 in [24]):
For v child of u:
1) If V V (u)i ⊆ V U(v)i, then V V (v)i = V V (u)i
2) Otherwise, V V (v)i = V U(v)i ∪ (V V (u)i ∩ V L(v)i)
By storing all optimal and next-to-optimal values in sets
V U(u) and V L(u) respectively, and by computing V V (u),
Hartigan’s algorithm can be used to find all co-optimal
solutions to the SPP. An example of Hartigan’s algorithm
can be seen in Fig. 2.
4.2 Unrooting trees
Tree enumeration for the LPP on rooted full binary trees
involves the systematic generation of cubic trees, for which
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Figure 2. Hartigan’s algorithm: (a) Computation of upper V U and lower
V L sets of all unlabelled nodes, as well as root V V set of root node,
after bottom-up step. (b) Computation of root sets V V of all unlabelled
nodes after top-down step.
MP-costs are computed by arbitrarily rooting the trees. To
maintain bifurcation, a root can be added to a tree by
replacing an edge (v1, v2) with a new unlabelled root node
r and two edges (r, v1) and (r, v2). It is evident that the cost
of the new tree will remain unaltered, since the root node
can be assigned the same root set and value as one of either
v1 or v2.
Conversely, the following theorem also holds true:
Theorem 1. Removing the root of a binary tree, as well as any
unlabelled node of degree 2, does not change the MP-cost of the
tree.
Proof. Hartigan’s algorithm on a rooted binary tree com-
putes the root sets of all internal nodes, including the root
set V V (r) of the root node r. Let V V (x) and V V (y) be the
corresponding root sets of the root’s children x and y. Any
assignment of a state Si ∈ V V (r)j to the character Cj of the
root node will result in
1) A cost of 0 for mutating this character from the root to
both children, if V V (r)j ∈ (V V (x)j ∩ V V (y)j) or
2) A cost of 1 otherwise (when V V (r)j ∈ (V V (x)j ∪
V V (y)j)).
Figure 1. Comparison of growth rates of mixed and leaf labelled trees.
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Figure 3. Moving an internal labelled node to a leaf while maintaining
tree cost
Removing the root and connecting nodes x and y directly
with an edge will not cause an increase to the MP-cost of
the tree, as the same assignments that would minimize the
edge costs between the root and its children will now be
maintained on the edge (x, y), meaning 0 for each character
j whose state does not mutate (V V (x)j ∩ V V (y)j 6= ∅), and
1 when the state mutates.
Therefore, cubic trees with n labelled leaves share the
same MP-cost with binary rooted counterparts (not neces-
sarily full).
5 TOWARDS A COMPACT MOST PARSIMONIOUS
TREE
Our ultimate goal is to find the most compact parsimonious
n-species trees. To solve this problem, in this section we
will demonstrate that it is sufficient to find the cubic n-
species MP-trees and contract them. Towards that goal we
will prove that most compact n-species MP-tree cannot have
a lower cost fit than the cubic n-species MP-tree. To prove
this claim we will utilize the following lemmas:
Lemma 1. An n-species MP-tree with labelled internal nodes
cannot have a lower cost than an n-species MP-tree with n labelled
leaves.
Proof. We will prove by construction, while maintaining the
invariant of lowest tree cost. Consider an n-species MP-tree
with labelled internal nodes. Let ui be one of these nodes.
Let (ui, v) be an edge connecting ui with another node v.
We will create a new internal node uk with the same root
set as ui, meaning V V (uk) = V V (ui). We will then remove
the (ui, v) edge and connect uk to ui and v with two edges
(ui, uk) and (uk, v). We will then create a new leaf node ul
with V V (ul) = V V (ui) and connect it to node uk with an
edge (uk, ul). Finally we will move the label from ui to ul,
effectively removing a labelled internal node and creating a
labelled leaf. The construction is shown in Fig. 3.
The tree cost remains unchanged during these opera-
tions, since edge (uk, v) will have the same potential cost
(for the same fit of v) as edge (ui, v) had, where the other
new edges (ui, uk) and (uk, ul) will have potential costs of
0, since they connect nodes with the same single-fit root sets.
We can repeat this process independently on every internal
labelled node, until the only labelled nodes are leaves, while
the MP-cost of the tree remains the same.
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Figure 4. Node split to reduce degree of a node while maintaining tree
cost
Lemma 2. In leaf-labelled trees, a multifurcating n-species MP-
tree cannot have a lower cost fit than an n-species cubic MP-tree.
Proof. We will prove this lemma by construction, once again
without modifying the MP-tree cost. A multifurcating tree
has two types of nodes that do not appear in a cubic
tree, nodes of degree 2 and nodes of degrees ≥ 4. We
have seen how to remove unlabelled nodes of degree 2 in
Theorem 1 without increasing the MP-tree cost. To remove
tree nodes with degrees greater than 3 we will introduce
a split operation that will create a new node, reduce the
degree of an existing node by 1, and conserve the tree cost.
Consider a node ui with degree d > 3. Node ui will be
adjacent to d other nodes v1, v2, . . . , vd. We will create a new
unlabelled node uk with the same root set as ui, which we
will connect to ui. Then we will disconnect nodes vd−1 and
vd from ui, and connect them to uk. The modified node ui is
now connected to nodes v1, v2, . . . , vd−2, uk and has degree
d− 1, where node uk is adjacent to ui, vd−1 and vd, and has
degree 3. The degrees of all other nodes are unchanged. The
MP-tree cost remains the same, as new edge (ui, uk) has a
potential cost of 0 with an original tree best fit, and removed
edges (ui, vd−1) and (ui, vd) carry the same potential cost
with added edges (uk, vd−1) and (uk, vd) respectively. The
split operation is shown in Fig. 4.
Repeating the split operation on all nodes with degrees
≥ 4 until their degrees are reduced to 3 will produce a cubic
tree with the same MP-cost as the original multifurcating
tree.
Lemma 3. Unlabelled nodes with degrees d < 3 can be removed
from an n-species tree without increasing its MP-cost.
Proof. We have seen how to remove unlabelled nodes of
degree 2 in Theorem 1 without increasing the tree MP-
cost. To remove an unlabelled leaf v, we can notice that its
incident edge can always have a cost of 0 for any given fit,
since we can always set V V (v) = V V (u), where u is the
single neighbor of v. As such, removal of v and its incident
edge does not increase the tree cost.
Lemma 4. A most compact parsimonious n-species tree will have
at most n− 2 unlabelled nodes.
Proof. Based on Lemma 3, all leaves of a most compact MP-
tree will be labelled. Thus, such a tree will have n leaves.
Assume to the contrary of our stated lemma that a most
compact n-species MP-tree has k ≥ n− 1 internal nodes, all
of which have degrees ≥ 3, as per Lemma 3. Then the total
5number of nodes of the tree is n+k. A tree with n+k nodes
has n+ k − 1 edges. The sum of the node degrees then will
be 2n + 2k − 2, since every edge contributes 2 to the total
sum.
The sum of the degrees of the n leaves is n, which means
that the sum of degrees of the internal nodes S = n+2k−2.
Since every internal node has a degree ≥ 3, the k internal
nodes will have a sum of degrees S ≥ 3k ⇔ n + 2k −
2 ≥ 3k ⇔ k ≤ n − 2, which contradicts our assumption
k ≥ n− 1.
Now we can proceed with the proof of our main theo-
rem:
Theorem 2. The most compact n-species MP-tree cannot have a
lower cost fit than the n-species cubic MP-tree.
Proof. Assume to the contrary that there exists a tree τc on n
species S that has a lower cost than the cubic MP-tree τ on S.
Using the construction in Lemma 1 we can move all labelled
internal nodes to leaves without increasing the MP-cost of
τc. Based on Lemma 4 we could remove all unlabelled nodes
with degrees ≤ 2 without altering the MP-cost of τc as well.
Now τc has only nodes with degree 1 or degree ≥ 3. Using
the construct of Lemma 2 we can convert τc to a cubic
tree, by successively splitting nodes of degree higher than
3, again without affecting the MP-cost of τc. The resulting
tree is cubic, has all species in S associated with leaves, and
a lower cost than τ .
Theorem 2 enables us to build the most compact MP-
tree without enumerating all n-species trees, but only cubic
trees with n species. It also supplies us with a systematic
procedure to create the most compact parsimonious tree
by reversing the process described in Theorem 2. Starting
with the n-species cubic MP-trees, we can contract edges
with 0min-cost, effectively reversing the split operation. But
which is the right order to contract edges, so that we can
produce the most compact parsimonious tree? The relation
R : V → V : (u, v) ∈ R ⇐⇒ md(u, v) = 0 is not transitive,
and edge contraction order can matter. Therefore we will
consider all possible orders of edge contractions.
Lemma 5. The root tuple V V (v) of a node v is independent
of the placement of the root of the tree and its character sets are
maximal.
Proof. V V (v) indicates the tuple of maximal sets of states
that can be assigned to corresponding characters of v in a
most parsimonious fit. These are computed by the top-down
procedure of Hartigan’s algorithm , the correctness of which
is proven in theorem 3 of [24].
Corollary 1. V V (v) = V U(v) when v is placed on the root.
The following lemma will help us prove the correctness
of our contraction algorithm.
Lemma 6. Only edges with 0 min-cost can be contracted without
increasing tree cost.
Proof. Assume to the contrary that we can contract an edge
with min-cost > 0where the contracted tree τc has the same
MP-cost MM(τ) as the initial MP-tree τ . Let (u, v) be such
an edge. Then ∃i, 1 ≤ i ≤ m : V V (v)i ∩ V V (u)i = ∅.
Let w be the new node created once edge (u, v) is con-
tracted. A value V (w) with V (w)i = x ∈ V V (u)i (we select
uwithout loss of generality) would setMM(τc) > MM(τ).
To see that, let us root τ at u. Clearly V V (u)i 6⊆ V V (v)i,
which means, based on theorem 2 of [24] and Lemma 5,
that V V (v)i = V U(v)i ∪ (V V (u)i ∩ V L(v)i). But then
x 6∈ V U(v)i, since x ∈ V U(v)i =⇒ x ∈ V V (v)i =⇒
V V (v)i ∩ V V (u)i 6= ∅. Also x 6∈ V L(v)i, since x ∈
V L(v)i =⇒ x ∈ V V (u)i ∩ V L(v)i =⇒ x ∈ V V (v)i =⇒
V V (v)i ∩ V V (u)i 6= ∅. Thus an assignment of x to V (v)i
in τ would increase the cost of the subtree rooted at v by
2 more than any other assignment from V V (v)i = V U(v)i.
Even with the gain of one mutation from the contraction
of edge (u, v), MM(τc) > MM(τ), which is a contradic-
tion.
Corollary 2. After an edge (u, v) contraction, the new node w
will have root set V V (w) : ∀i1 ≤ i ≤ m,V V (w)i = V V (u)i∩
V V (v)i.
Proof. The proof follows from the same process as in
Lemma 6.
Our algorithm for contracting a cubic tree to the most
compact tree on n species with the same cost is described in
Algorithm 1.
Algorithm 1 Tree contraction algorithm
1: loop For each 0-min-cost edge
2: Contract edge (u, v), remove u, v and create new
node w
3: Update root set of w: ∀i1 ≤ i ≤ mV V (w)i =
V V (u)i ∩ V V (v)i
4: Root tree on w and run DFS to:
5: (a) Update root sets of all unlabelled tree nodes and
6: (b) Update list of 0-min-cost edges
Theorem 3. Algorithm 1 yields the most compact parsimonious
tree
Proof. The proof of correctness of Algorithm 1 follows from
the reversal of the conversion of the most compact MP-tree
to a cubic MP-tree. We are exhaustively enumerating all n-
species cubic trees and, for the most parsimonious of them,
we are considering all possible orders of edge contractions.
Contracting edges reverses the node split operation that was
utilized in Theorem 2.
The initial cubic tree (before any contractions) has n
labelled and n− 2 unlabelled nodes, therefore 2n− 2 nodes
and 2n−3 edges. The minimum number of nodes a compact
tree can have is n, so the maximum number of consecutive
contractions that can be performed is n−2. In the worst case
our algorithm can iterate (2n− 3)(2n− 4) · · · · · n = (2n−3
n−2
)
times. Each iteration involves a DFS traversal that takes
linear time as a function of the size of the tree. Therefore
the worst-case time complexity of the edge contraction
algorithm is hyperexponential. Previous work in tree refine-
ment, where maximum parsimony is pursued by contracting
edges in trees, has shown that the tree refinement problem
is NP-hard [27], indicating that our problem may not have
efficient solutions in the worst case without bounding the
6values of any parameters. On average we would expect the
edge contraction algorithm to be much more efficient, as the
probability of contracting a tree edge decreases exponen-
tially as a function of the number of characters examined,
assuming character independence.
6 EXPERIMENTAL RESULTS
We implemented two branch-and-bound algorithms to
identify the most compact MP-trees for n species. The first
algorithm, the Mixed Tree Enumeration Algorithm (MTEA),
exhaustively enumerates all mixed trees to identify the most
compact MP-trees. The second algorithm, the Cubic Tree
Enumeration and Edge Contraction Algorithm (CTEECA),
exhaustively enumerates all cubic trees to find the MP-trees,
on which it applies our edge contraction method to identify
the most compact MP-trees.
We run these two algorithms on a dataset of viral se-
quences from the genes lef-8 and ac22 of the Baculoviridae
family, analyzed in [28]. A multiple alignment of these
sequences was downloaded from TreeBASE [29], and the
first 30 characters of each taxon were used. We excluded 4
taxa for which the first 30 characters were not known.
We run our two algorithms to find most compact MP-
trees for n species with 4 ≤ n ≤ 11. The n species
were selected at random from the 35 available sequences,
and for each value of n we run 10 seperate randomized
experiments, averaging the results. All experiments were
run on a desktop computer with an Intel i7-4820k processor
running at 3.7Ghz with 16 GB of RAM, an amount adequate
for all data to be stored in memory once the input sequences
were imported from the solid state drive.
The results of our experiments are shown in Table 1.
Execution times displayed include the time needed to enu-
merate and score mixed trees, or the time needed to enumer-
ate, score, and contract cubic trees. Running times varied
significantly among trials for any given n, due to the nature
of branch and bound algorithms; in some trials, low scoring
trees were found earlier on in the enumeration, allowing for
more efficient pruning of the search space. The number of
compact mixed trees reported is the mean number of most
parsimonious mixed trees that had the fewest number of
nodes. The number of most compact trees from the cubic
enumeration includes all possible most compact trees gen-
erated by contracting edges in the most parsimonious cubic
trees. This comparatively high number includes possible du-
plicate trees as well as possible rerootings of the same tree.
The number of contractions is the mean number of zero min-
cost edges that were contracted in the most parsimonious
cubic trees. This shows the average difference in the number
of nodes between the most compact trees and the cubic trees
fromwhich they were generated. Our results experimentally
demonstrate that the CTEECA outperforms the MXEA by
at least an order of magnitude on reasonable biological
datasets, with similar behavior observed on datasets from
the domain of phylogenetic stemmatics.
The programs used to perform these experiments
were written in the Java programming language
and the documented source code be downloaded at:
https://github.com/ottj3/phylotreecontract.
7 CONCLUSION
In this work we have established a novel connection be-
tween mixed MP-trees and cubic MP-trees, and shown a
mapping from the cubic MP-trees to the most compact
mixed MP-trees, enabling more efficient algorithms for live
phylogeny with polytomies. We have designed and im-
plemented an efficient optimal algorithm to generate the
most compact MP-trees for n species by enumerating all
cubic n-species trees, finding the most parsimonious ones,
and optimally contracting them. Although contraction re-
quires potentially hyper-exponential time as a function of
the number of species, the running time of our algorithm
is superior to the enumeration of all multifurcating trees
with n species, even in the worst case. On average we
expected the contraction algorithm to be comparatively very
efficient, an expectation that was confirmed experimentally.
Furthermore, cubic tree enumeration has been refined in
several existing phylogenetic software suites for many years
[30], [31], and a large number of heuristics, approximations,
and parallel algorithms have been developed and used
effectively to speed up enumeration [17], [27], [32], [33], [34],
[35], [36], [37], advancements of which our edge contraction
algorithm can easily take advantage to further improve its
efficiency.
It is our hope that our theoreticaly advances in the un-
derstanding of maximum live parsimony with polytomies
and our optimal algorithms for identifying the most com-
pact MP-trees for n species – providing the ability to handle
polytomies and input species on internal nodes natively –
will enhance studies and enable new advances in evolu-
tionary virology, paleontology, linguistics, and phylogenetic
stemmatics.
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