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Abstract
For H a finite-dimensional semisimple Hopf algebra over an algebraically closed field of charac-
teristic zero the induced representations from H and H∗ to the Drinfel’d double D(H) are studied.
The product of two such representations is a sum of copies of the regular representation of D(H).
The action of certain irreducible central characters of H∗ on the simple modules of H is considered.
The modules that receive trivial action from each such irreducible central character are precisely the
constituents of the tensor powers of the adjoint representation of H .
 2005 Elsevier Inc. All rights reserved.
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Introduction
Let H be a finite-dimensional semisimple Hopf algebra over an algebraically closed
field of the characteristic zero. The Drinfel’d double of H was introduced by Drinfel’d in
order to provide new quasitriangular Hopf algebras. The representation theory of D(H)
has been intensively studied in the last years. Kaplansky’s tenth conjecture states that the
dimension of each simple H -module divides the dimension of H . Since the conjecture
was proved for D(H) [2,22] different relations between the category of H -modules and
✩ This paper is a part of the author’s thesis to be submitted in partial fulfillment of the requirements for the PhD
degree in Mathematics at Syracuse University.
E-mail addresses: smburciu@syr.edu, smburciu@mailbox.syr.edu.0021-8693/$ – see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2005.09.004
S. Burciu / Journal of Algebra 296 (2006) 480–504 481that of D(H)-modules have been considered. These relations were also used in classifying
semisimple Hopf algebras of certain dimensions (see [13] and references there).
In the first section some basic facts about the character ring of H are recalled. Sec-
tion 2 is concerned with the study of the induction and the restriction functors between
H -modules and D(H)-modules. The composition of the above two functors is computed.
It is shown that M↑D(H)↓H ∼=∑N∈Irr(H) N∗ ⊗M ⊗N .
The trivial module of H induced to D(H) is considered in Section 3. Study of the
restriction to H ∗ of each simple constituent of this module leads to the definition of a
set K(H) of irreducible central H ∗-characters. The set of the simple constituents of all
tensor powers of the adjoint representation of H is characterized as being the set of all
simple modules receiving the trivial action from each character in K(H).
When H has a commutative character ring (for example when H is a quasitriangular
Hopf algebra) these irreducible central H ∗-characters correspond to the central group-
like elements of H . Action of these H ∗-characters on the set of simple modules of H is
considered in Section 4. An application of these results is given in the last section where
the Grothendieck ring structure of the Drinfel’d double of the unique nontrivial semisimple
eight-dimensional Hopf algebra is described.
For simplicity, the ground field k is assumed to be algebraically closed of characteristic
zero even though some of the results also work for characteristic p > 0. Algebras and
coalgebras are defined over the ground field k; comultiplication, counit and antipode of a
Hopf algebra are respectively denoted by ∆,  and S. All the other Hopf algebra notations
are those used in [12].
1. The character ring C(H)
Let H be a finite-dimensional semisimple Hopf algebra over an algebraically closed
field k. Its character ring C(H) is the finite-dimensional k-algebra with basis given by
the characters of the irreducible H representations. We denote these characters by χ
i
, for
i = 0, . . . , r where χ0 is the trivial character, which is the unit of the k-algebra C(H).
Since C(H) is a semisimple k-algebra (see [25]) the Artin–Wedderburn theorem implies
that C(H) is a product of matrix rings:
C(H) = Mp0(k)×Mp1(k)×Mp2(k)× · · · ×Mpf (k). (1.1)
Since H ∗ is also semisimple and t ∈ C(H) being a cocommutative element [21] we may
assume that the first block matrix corresponds to the primitive central idempotent t ∈ H ∗,
the integral of H ∗ with t (1) = 1. Therefore, t generates a one-dimensional two-sided ideal
inside C(H) and we have p0 = 1. C(H) admits an associative symmetric nondegenerate
bilinear form given by 〈χ,µ〉 = χµ(Λ), where Λ is the integral in H with (Λ) = 1. From
the orthogonality relations [8], we know that {χi,χi∗} form dual bases for this bilinear
form, where χi∗ = S(χ ). On the other hand, semisimplicity of C(H) implies that 〈 , 〉 =i
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s as tr|s( ) for some nonzero elements as ∈ k where tr|s( ) represents the trace on the
matrix block Mps (k). In fact, Lorenz’s proof of class equation given in [9] shows that
as = dimk H
∗es
ps dimk H
. (1.2)
Here es are the central primitive idempotents of C(H) for s = 0, . . . , f . If we consider esuv
to be the matrix entries in Mps (k) we know that {esuv, 1as esvu} are also dual bases on C(H).
Therefore, as in [9] we have that
r∑
i=0
χi∗ ⊗ χi =
∑
suv
1
as
esuv ⊗ esvu. (1.3)
There is another symmetric nondegenerate bilinear form on C(H), called multiplicity
(see [15]), and given by m(χi,χj ) = δi,j for any two irreducible characters χi and χj .
Thus {χi,χi} form dual bases for m( , ). We notice that for any two virtual characters
χ,µ ∈ C(H) we have m(χ,µ) = 〈χ∗,µ〉. Moreover, for any three characters χ,µ,η ∈
C(H) Nichols and Richmond proved in [15] that
m(χ,µ) = m(χ∗,µ∗) and m(χ,µη) = m(µ∗, ηχ∗). (1.4)
In the next section the following properties of m( , ) are needed:
Proposition 1. Let H be a semisimple Hopf algebra with the character ring C(H). Then
(1) χ =∑suv 1as m(esuv,χ∗)esvu, for any χ ∈ C(H).(2) m(esuv, (erwt )∗) = δs,t δv,wδu,t as .
(3) m(esuv, et ) = δs,t∗δu,vas .
Proof. (1) For any character χ we have χ =∑ri=0 m(χi,χ)χi =∑ri=0 m(χi∗ , χ∗)χi . The
linear function m(·, χ∗) applied on the first tensorand of relation (1.3) gives the equality
of (1).
(2) Let χ = erwt in (1).
(3) Note that et =∑u etuu and apply (2). 
2. Drinfel’d double D(H)
If H is a finite-dimensional Hopf algebra then its Drinfel’d double is a Hopf algebra
with underlying vector space H ∗ ⊗ H . The coalgebra structure of D(H) is the tensor
product coalgebra structure of H ∗cop ⊗H :
∆(f 	
 h) = (f2 	
 h1)⊗ (f1 	
 h2) and (f 	
 h) = f (1)(h).
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(f 	
 h)(g 	
 l) = 〈g1, S−1h3〉〈g3, h1〉fg2 	
 h2l.
The antipode is given by S(f 	
 h) = S(h)S−1(f ).
Since H is semisimple and cosemisimple it follows that D(H) is itself semisimple
and cosemisimple [20]. In this case Γ = t 	
 Λ is an integral of D(H) satisfying (Γ ) = 1
where Λ and t are the idempotent integrals of H respectively H ∗. The Hopf algebra H can
be canonically considered as a Hopf subalgebra of D(H) via the embedding h →  	
 h.
If V is a D(H)-module then we get an H -module V↓H , by restricting the D(H) action
to H . In this way, we get a map
resH :C
(
D(H)
)→ C(H).
Now suppose M is an H -module. Since H is embedded in D(H) we may consider the
induced module M↑D(H)H = D(H)⊗H M = H ∗ ⊗M . In this way the map
indH :C(H) → C
(
D(H)
)
is defined on the canonical basis of C(H) and then extended by linearity. We use the
notation χ↑ for the image of a character χ ∈ C(H) under the map indH . The following
result about the induction functor is needed. Let H be a semisimple Hopf algebra and K a
Hopf subalgebra of H . It is known that K is semisimple. If M is an irreducible K-module
and eM is a primitive idempotent of K such that M ∼= KeM then M↑HK ∼= HeM [13].
Indeed M↑HK ∼= H ⊗K KeM ∼= HeM since H is free K-module (see [17]).
Proposition 2. Let H be a finite-dimensional semisimple Hopf algebra and K a Hopf
subalgebra of H . Let M be a K-module and V an H -module. Then
V ⊗M↑HK ∼= (V↓K ⊗M)↑HK .
Proof. Frobenius reciprocity and the fact that indH and ∗ commutes implies that
mH
(
W,V ⊗M↑HK
)= mH ((M↑HK )∗,W ∗ ⊗ V )= mH ((M∗)↑HK ,W ∗ ⊗ V )
= mK
(
M∗,
(
W ∗ ⊗ V )↓K),
for any H -module W . On the other hand
mH
(
W,(V↓K ⊗M)↑HK
)= mK(W↓K,V↓K ⊗M) = mK(M∗,W↓∗K ⊗ V↓K)
= mK
(
M∗,
(
W ∗ ⊗ V )↓K).
Therefore mH(W,V ⊗ M↑HK) = mH(W, (V↓K ⊗ M)↑HK) for any H -module W which
implies that V ⊗M↑H ∼= (V↓K ⊗M)↑H . K
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sition 2 implies that A0 ∼= D(H)( 	
 Λ) = H ∗ 	
 Λ. Then A0 ∼= H ∗ where D(H) acts
on H ∗ in the following way:
• 〈h.f, x〉 = 〈f,S−1h2xh1〉 is the left coadjoint action of H on H ∗,
• f.g = fg is the left regular H ∗ action on H ∗.
The module A0 was studied in [26]. It was proved that EndD(H)(A0) ∼= C(H) as alge-
bras inside H ∗ and the simple D(H)-submodules of A0 are in one to one correspondence
with the central primitive idempotents of C(H). With the above notations, it follows that
each H ∗es is a homogeneous component of A0 and it contains ps isomorphic copies of
a simple D(H)-module Vs . (Using the notations of relation (1.1), es is the central prim-
itive idempotent of C(H) such that C(H)es ∼= Mps (k).) Similarly let B0 be the module
obtained by inducing the trivial module from H ∗ to D(H ∗). Since D(H) ∼= D(H ∗)cop as
Hopf algebras [20] it follows that B0 is a D(H)-module. Then B0 ∼= D(H)(t 	
 1) = Ht
where t is an idempotent integral of H ∗. Therefore B0 ∼= H where the D(H) action on H
is given by:
• h.l = hl is the left regular action of H on H ,
• f.h = 〈f,h3S−1h1〉h2 is the left coadjoint action of H ∗ on H .
Before studying the relation between A0 and B0 we need the following standard fact.
Lemma 3. Let R be a ring and e and f two idempotents of R. Then HomR(Re,Rf ) ∼= eRf .
Proposition 4. Let H be a semisimple Hopf algebra and let A0 and B0 be defined as
above. Then A0 ⊗B0 ∼= D(H) and the only common simple D(H) constituent of these two
modules is the trivial module.
Proof. Let
Φ :A0 ⊗B0 → D(H),
g ⊗ a → (g ↼ a1Sa3) 	
 a2.
Then Φ is an isomorphism of D(H)-modules with the inverse given by
Ψ :D(H) → A0 ⊗B0,
g 	
 a → (g ↼ a3Sa1)⊗ a2.
This follows from
Ψ
(
Φ(g ⊗ a))= Ψ ((g ↼ a1Sa3) 	
 a2)= (g ↼ a1Sa5)↼ a4Sa2 	
 a3 = g 	
 a
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D(H)-modules since
Ψ (g 	
 a) = (g ↼ a3Sa1) 	
 a2 = (g 	
 a)( ⊗ 1).
Indeed
(g 	
 a)( ⊗ 1) = g.( ⊗ a) = g2 ⊗ 〈g1, a3Sa1〉a2 = (g ↼ a3Sa1)⊗ a2.
Since H is bisemisimple we may consider the idempotent integrals Λ and t of H and H ∗,
respectively. Then e =  	
 Λ and f = t 	
 1 are idempotents of D(H) and A0 ∼= D(H)e ,
B0 ∼= D(H)f . Using previous lemma we have
mD(H)(A0,B0) = mD(H)
(
D(H)e,D(H)f
)
= dimk HomD(H)
(
D(H)e,D(H)f
)
= dimk fD(H)e = 1.
This implies that there is only one common constituent of A0 and B0 and this constituent
has multiplicity one in both modules. It is easy to see that the trivial D(H)-module
k(t 	
 Λ) is a constituent for both A0 and B0, thus it is the unique common constituent. 
Remark 5. Using Frobenius reciprocity, Proposition 4 implies that the trivial module is the
only simple D(H)-module whose restriction to both H and H ∗ contains the trivial module
for H and H ∗, respectively.
If {ei} is a k-basis in H and {f i} is its dual basis in H ∗ then the element
R =
∑
i
( 	
 ei)⊗
(
f i 	
 1)
is an R-matrix, which makes D(H) a quasitriangular Hopf algebra [12]. Therefore
C(D(H)) is a commutative k-algebra. Let R21 be the matrix obtained by interchanging
the tensorands of R. The map
Φ :D(H)∗ → D(H),
F → (id ⊗ F)(R21R)
is bijective showing that the Drinfel’d double is factorizable [14] (see also [22]). Restricted
to the character ring of D(H), Φ induces an algebra isomorphism between the charac-
ter ring and the center of the Drinfel’d double [1]. The image of resH is Z(C(H)) [7].
A different proof of this fact is presented below.
Theorem 6. Let H be a finite-dimensional semisimple Hopf algebra.
Then resH :C(D(H)) → Z(C(H)) is a surjective algebra map.
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of H -modules [5] the image of resH lies in the center of C(H) denoted by Z(C(H)). If Λ
and t are the nonzero idempotent integrals of H and, respectively, H ∗, then Γ = t⊗Λ is an
idempotent integral of D(H). Let V be an irreducible D(H)-module with character µ and
let e be the primitive central idempotent of D(H) corresponding to V . According to [11]
we have
e = µ(1)
n2
µ⇁Γ = µ(1)
n2
∑
µ
(
S(t2 	
 Λ1)
)
t1 	
 Λ2,
where n = dimk H . As pointed out in [7], under the identification of D(H)∗ with H ∗ ⊗H ,
the map Φ restricted to C(D(H)) is just the identity map. It follows that
E = Φ−1(e) = µ(1)
n2
µ⇁Γ = µ(1)
n2
∑
µ
(
S(t2 	
 Λ1)
)
t1 ⊗Λ2
is a central primitive idempotent of C(D(H)). Therefore
E↓H (h) = E( 	
 h) = µ(1)
n2
∑
µ
(
S(t2 ⊗Λ1)
)
t1(h)(Λ2)
= µ(1)
n2
∑
µ
(
SΛSt2t1(h)
)= µ(1)
n2
(h)µ( 	
 Λ).
Then E↓H = 0 if and only if µ( 	
 Λ) = 0. This is equivalent to m(H ,µ↓H ) = 0. Frobe-
nius reciprocity implies that the simple representation corresponding to µ is a submodule
of A0. Since resH is an algebra map and A0 has exactly dimk Z(C(H)) homogenous com-
ponents, it follows that Im(resH ) = Z(C(H)). 
Let V0,V1, . . . , Vl be a complete set of nonisomorphic simple D(H)-modules with the
characters µ0,µ1, . . . ,µl and corresponding central primitive idempotents ξ0, ξ1, . . . , ξl .
Assume that V0 is the trivial D(H)-module. Then, as in the previous section write
l∑
i=0
µi∗ ⊗µi =
l∑
s=0
1
As
Es ⊗Es,
where Es are the primitive idempotents of C(D(H)) with Φ(Es) = ξs for s = 0, . . . , l.
Notice that E0,E1, . . . ,El form a linear basis of C(D(H)) since C(D(H)) is commuta-
tive. Without loss of generality suppose that Es↓H = es for s = 0, . . . , f and Es↓H = 0
for f < s  l. We have the following expression for the composition resH (indH (M)) =
M↑D(H)↓H .
Theorem 7. Let H be a finite-dimensional semisimple Hopf algebra and M be an irre-
ducible representation of H . Then M↑D(H)↓H ∼=∑ N∗ ⊗M ⊗N .N∈Irr(H)
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ducible characters of H . It is enough to prove that χ↑↓ = ∑ri=0 χi∗χχi . Relation (1.3)
implies that
r∑
i=0
χi∗χχi =
f∑
s=0
1
as
νs(χ)es,
where ν0, ν1, . . . , νf are the characters of C(H) corresponding, respectively, to the central
primitive idempotents e0, e1, . . . , ef . Consequently, it is enough to check that
χ↑↓ =
f∑
s=0
1
as
νs(χ)es,
for any character χ ∈ C(H). It will be shown that
χ↑ =
f∑
s=0
1
as
νs(χ)Es. (2.1)
Then applying resH the desired equality follows immediately. Therefore it suffices to show
that
etuv↑ =
f∑
s=0
1
as
νs
(
etuv
)
Es
which is equivalent to
etuv↑ = δu,v
1
at
Et .
In order to prove this we show first that etuv↑ = δu,v atAt Et and then that At = a2t . Frobenius
reciprocity and Proposition 1, part (3) implies that
mD(H)
(
etuv↑,Es
)= mH (etuv,Es↓)= mH (etuv, es)= δu,vδs,t∗as
if s  f and
mD(H)
(
etuv↑,Es
)= mH (etuv,Es↓)= mH (etuv,0)= 0
if f < s  l. Again Proposition 1, part (1) for D(H) implies that
etuv↑ =
l∑
mD(H)
(
Es∗, e
t
uv↑
) 1
As
Es = δu,v at
At
Et .s=0
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∑
u e
t
uu for any 0 t  f . Thus
χ0↑ =
f∑
s=0
es↑ =
f∑
s=0
asps
As
Es. (2.2)
But A0↓H is the adjoint representation Had of H . Therefore χ0↑↓ is the character χad of
the adjoint action on H and by [23] χ0↑↓ =∑ri=0 χi∗χi . Using again relation (1.3) we get
χ0↑↓ =
f∑
s=0
ps
as
es .
The above two formulae for χ0↑↓ give the relation between as and As , namely As = a2s
for 0 s  f . 
Theorem 8. Let M be an H -module and W be an H ∗-module. Then
(1) M↑D(H)H ⊗W↑D(H)H ∗ ∼= D(H)|M||W |,
(2) mD(H)(M↑D(H)H ,W↑D(H)H ∗ ) = |M||W |, where |M| = dimk M and |W | = dimk W .
Proof. (1) Let 1 = ν0 be the character of the trivial representation of H ∗. Relation (2.2)
applied for H ∗ instead of H gives that
ν0↑ =
f ′∑
s=0
e′s↑ =
f ′∑
s=0
a′sp′s
As
E′s , (2.3)
where e′s are the primitive central idempotents of C(H ∗) and a′s , p′s are the constants of
C(H ∗) as as and ps were for C(H) in Section 1. E′s are the primitive idempotents of
C(D(H)) that have a nonzero restriction to H ∗, namely E′s↓H ∗ = e′s (Theorem 6 applied
to H ∗).
Since n2E0 is the regular character of D(H), Proposition 4 implies that χ0↑ν0↑ = n2E0
inside C(D(H)). Replacement of χ0↑ and ν0↑ with the above formulas shows that the only
primitive idempotent of C(D(H)) with nonzero restrictions to both H and H ∗ is E0, the
integral of D(H)∗. Thus the sets of idempotents {Es | 0 s  f } and {E′s | 0 s  f ′}
have only one common element, E0. This fact together with the formula (2.1) for an in-
duced character given in the proof of the previous theorem implies the equality in part (1).
(2) It is enough to prove the formula in the case when M and W are both simple modules
over H and H ∗, respectively. Let eM be a primitive idempotent of H such that M ∼= HeM
and eW be a primitive idempotent of H ∗ such that W ∼= H ∗eW . Then
M↑D(H) = D(H)⊗H M = H ∗ ⊗MH
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M↑D(H)H = D(H)( 	
 eM).
Similarly
W↑D(H)H ∗ = D(H)(eW 	
 1).
Lemma 3 gives
mD(H)
(
M↑D(H)H ,W↑D(H)H ∗
)= mD(H)(D(H)( 	
 eM),D(H)(eW 	
 1))
= dimk(eW 	
 1)D(H)( 	
 eM)
= dimk
(
eWH
∗ 	
 HeM
)= |M||W |. 
3. The induced trivial representation
In this section we study the restriction of the induced module A0 to H ∗. A0 is the rep-
resentation corresponding to χ0↑D(H)H . From the description given in previous section, A0
restricted to H ∗ is the regular module. The characters of H ∗-modules can be viewed as ele-
ments of H . Let d ∈ H be an irreducible H ∗-character corresponding to the simple module
Wd and let ξd be its associated primitive central idempotent of H ∗. Since C(H) ⊂ H ∗, the
H ∗-module Wd can be restricted to C(H). Recall that
C(H) = k ×Mp1(k)×Mp2(k)× · · · ×Mpf (k).
The decomposition of Wd↓C(H) as a direct sum of simple C(H)-modules gives a character
formula
d↓C(H) =
f∑
s=0
xsνs,
where xs represents the multiplicity of the corresponding simple C(H)-module in
Wd↓C(H) and ν0, . . . , νf are the irreducible characters of C(H). Then
d↓C(H)
(
esuv
)= xsνs(esuv)= xsδu,v.
On the other hand, d↓C(H)(esuv) = esuv(d) from the identification of H with H ∗∗. It follows
that esuv(d) = xsδu,v for any matrix entry esuv . Recall from the previous section that H ∗es
are the homogenous D(H)-components of A0. Their restriction to H ∗ is characterized by
the following theorem:
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itive idempotent of the character ring C(H). Then
(
H ∗es
)↓H ∗ = ∑
d∈Irr(H ∗)
W
es(d)
d ,
where the sum is over all irreducible characters d of H ∗.
Proof. It is enough to show that mH ∗(Wd,H ∗es) = es(d) for every irreducible charac-
ter d . We denote by π the projection of H ∗ into the two-sided ideal generated by ξd .
Then π(es) = ∑mi=0 fii where fii are some of the primitive idempotents corresponding
to the minimal two-sided ideal H ∗ξd . Therefore, H ∗es contains m copies of Wd and
mH ∗(Wd,H ∗es) = m. On the other hand, es(d) = π(es)(d) = ∑mi=0 fii(d) = m since
fii(d) = 1 for any 1 i m. 
Remark 10. Let χ be a character of H and d a character of H ∗. Then
χ∗(d) = d↓C(H)
(
χ∗
)=
r∑
s=0
xsνs
(
χ∗
)
.
Since νs(χ∗) = νs(χ) (see [16]) it follows that χ∗(d) = χ(d).
For every irreducible character d of H ∗ we define Fd =∑ri=0 χi∗(d)χi . Note that Fd ∈
Z(C(H)) since by relation (1.3) it follows that
Fd =
f∑
s=0
1
as
esuv(d)e
s
vu =
f∑
s=0
1
psas
es(d)es. (3.1)
If g is a group like element of H we have the following characterization for Fg :
Lemma 11. Suppose H is a finite-dimensional semisimple Hopf algebra and es ∈ C(H) is
a primitive central idempotent. Then ps
as
 n and we have equality if and only if es = ξd ,
the central idempotent associated to an irreducible H ∗-character d ∈ Z(H). In this case
(d)
n
Fd = ξd .
Proof. Formula (1.2) for as gives
ps
as
= np
2
s
dimk H ∗es
= ndimk C(H)es
dimk H ∗es
 n.
Therefore ps
as
= n if and only if p2s = dimk H ∗es . It follows that dimk Vs = ps which means
that H ∗es is a homogenous D(H) module. But A0 is isomorphic to H ∗ as H ∗-modules
and Vs↓H ∗ is a homogenous H ∗-module. The proof of Theorem 9 implies that es = ξd for
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(d)
(ξd ⇀Λ) and
the map “⇀” sends C(H) into Z(H). With the above notations
xs = (d) and as = dimk H
∗es
nps
= 
2(d)
n(d)
= (d)
n
.
It follows that
Fd =
∑
tuv
1
at
etuv(d)e
t
vu =
xs
as
es = n
(d)
es. 
Let K(H) be the set of all irreducible characters d ∈ C(H ∗) that have the property of
the previous lemma. Consequently
K(H) = {d ∈ C(H ∗) | ξd is a primitive central idempotent of C(H)}.
Proposition 12. Let H be a finite-dimensional semisimple Hopf algebra. An irreducible
character d ∈ C(H ∗) acts as (d)Id on Had if and only if d ∈ K(H).
Proof. Suppose d ∈ K(H). By [23]
χad =
r∑
i=0
χiχi∗ =
r∑
s=0
ps
as
es and χad(d) =
f∑
s=0
ps
as
es(d).
Since d ∈ K(H) there is only one central idempotent es with es(d) = 0, namely ξd .
Therefore, χad(d) = (d)χ(1) by Lemma 11. It follows that d acts as (d)IdM on each
irreducible constituent of Had. Conversely suppose that d acts as (d)Id on Had. Then
χad(d) = n(d). Formula (1.2) implies that
f∑
s=0
np2s
dimk H ∗es
es(d) = n(d) or
f∑
s=0
p2s
dimk H ∗es
es(d) = (d).
Since dimk C(H)es = p2s the last relation becomes
f∑
s=0
dimk C(H)es
dimk H ∗es
es(d) = (d).
The value es(d) is a nonnegative integer since it represents the multiplicity of Wd in H ∗es .
On the other hand
f∑
es(d) = (d) and dimk C(H)esdimk H ∗es  1 for any 0 s  f.s=0
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this property since in this case ps
as
= n and Lemma 11 implies that d ∈ K(H). 
Recall that the exponent of a semisimple Hopf algebra is the smallest positive number
m > 0 such that h[m] = (h)1 for all h ∈ H . The generalized power h[m] is defined by
h[m] =∑(h) h1h2 . . . hm. The exponent of a finite-dimensional semisimple Hopf algebra is
always finite and divides the cube power of dimension of H [3].
Proposition 13. Let d ∈ C(H ∗) be an irreducible H ∗ character and χ ∈ C(H) be an
irreducible H character. Then |χ(d)|  χ(1)(d) with equality if and only if d acts as
αIdM on the irreducible H representation M corresponding to the character χ where α is
a root of (d).
Proof. Let W be the irreducible representation of H ∗ corresponding to the character d .
Then W is a right H -comodule. Define the map
T :M ⊗W → M ⊗W,
m⊗w → w2m⊗w1.
If l = exp(H) then T l = IdM⊗W . Therefore T is a semisimple operator and all its eigen-
values are root of unity. It follows that tr(T ) is the sum of all these eigenvalues and in
consequence |tr(T )| dimk(M ⊗ W) = χ(1)(d). It is easy to see that tr(T ) = χ(d). In-
deed if Wd = 〈x1i〉 is considered as the subspace generated by the first row of co-matrix
entries then
T (m⊗ x1i ) =
(d)∑
j=0
xjim⊗ x1j
which shows that
tr(T ) =
(d)∑
i=0
χ(xii) = χ(d).
Equality holds if and only if T = αχ(1)(d)IdM⊗W for some α root of unity. The above
expression for T implies that in this case xijm = δi,j αm for any 1 i, j  (d). In partic-
ular dm = α(d)m for any m ∈ M which shows that d acts as a scalar multiple on M and
that scalar is a root of (d). The converse is immediate. 
The sets of H ∗-characters closed under product and taking ∗ are in bijective correspon-
dence with the Hopf subalgebras of H (see [17]). Let 〈X〉 denote the Hopf subalgebra of H
corresponding to a such set X of characters.
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K(H) is closed under multiplicity and ∗. It generates a Hopf subalgebra 〈K(H)〉 of H
which is the biggest central Hopf subalgebra of H .
Proof. If d ∈ K(H) then d∗ ∈ K(H) since χad(d∗) = χad(d) = (d)n and d∗ acts with
the same scalar on Had. If d, d ′ ∈ K(H) write dd ′ =∑qi=1 midi where di are irreducible
characters of H ∗. Then
χad(dd
′) =
q∑
i=1
miχad(di) and
∣∣χad(dd ′)∣∣
q∑
i=1
mi
∣∣χad(di)∣∣ χad(1)
q∑
i=1
mi(di) = χad(1)(dd ′).
It follows by Proposition 13 that |χad(di)| = χad(1)(di) for all i = 0, . . . , q and therefore
each di acts as a scalar multiple on Had. Since di acts as (di) multiple of identity on kΛ
it follows that di acts as the same multiple of the identity on each constituent of Had and
therefore di ∈ K(H). If L ⊂ Z(H) is a Hopf subalgebra of H then L acts as epsilon
identity on Had. It follows that all the irreducible characters of L∗ are contained in K(H)
and therefore L is contained in 〈K(H)〉. 
To proceed further, we need to recall the notion of index of a character introduced
in [7]. Let H be a semisimple Hopf algebra and V an H module with the corresponding
character χ . If J =⋂m0 Ann(V⊗m) is the intersection of the annihilators of all the tensor
powers of V then J is the largest Hopf ideal contained in the annihilator of V (see [19]).
Let A be the matrix of the linear operator Lχ of C(H) corresponding to the standard
basis of C(H) given by the irreducible characters of H . Then A has nonnegative integer
entries. Following [7], J = 0 if and only if A is an indecomposable matrix. In this context,
an (m × m)-matrix A is called indecomposable if it is not possible to find a partition of
{1,2, . . . ,m} into two sets M and N such that aij = 0 for all i ∈ M and j ∈ N . The index
of imprimitivity of A is the number of eigenvalues of A with the possible greatest absolute
value (see [4]). The index of the character χ is defined to be the index of imprimitivity of
the matrix A. Recall that the greatest absolute eigenvalue is χ(1) [7]. In [7] it was proved
that if a simple module M is a constituent of two tensor powers V⊗m and V⊗l of V then
m− l is divisible by the index of χ .
Remark 15. With the above notations, let K = H/J be the quotient Hopf algebra of H .
The set of all irreducible modules of K is the set of irreducible constituents of the tensor
powers of V . Then C(K) is a subring of C(H) and every primitive idempotent of C(K) can
be written as a sum of primitive idempotents of C(H). If χ is central in C(H) then χ is also
central in C(K). The corresponding eigenvectors of the linear operator Lχ of C(H) are ex-
actly the primitive idempotents of C(H). Suppose e is a primitive idempotent of C(K) and
the corresponding eigenvalue of Lχ restricted to C(K) at e is λ. It follows that all the prim-
itive idempotents of C(H) entering in the decomposition of e give the same eigenvalue λ
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value λ with a one-dimensional eigenspace on C(K), then e is the sum of all the primitive
idempotents of C(H) which are eigenvectors of Lχ with the corresponding eigenvalue λ.
The trivial representation is a constituent of Had and therefore all the constituents
of H⊗mad are also constituents of H
⊗l
ad for any m< l natural numbers. Thus there is a small-
est number p such that all the simple constituents of H⊗(p+q)ad are the same as those of
H
⊗p
ad for any q  0.
Theorem 16. Let H be a finite-dimensional semisimple Hopf algebra. An irreducible repre-
sentation M of H is a constituent of H⊗pad if and only if every central irreducible character
d ∈ K(H) acts as (d)IdM on M .
Proof. By the previous proposition every irreducible central character d ∈ K(H) acts as
(d)Id on Had. The set of all constituents of H⊗pad is closed under multiplication and ∗.
It corresponds to a quotient Hopf algebra K = H/J . Then Had is a module over K and
its tensor powers generate all the representations of K . The index of Had is one since the
trivial representation of K appears as a constituent of any power of Had. In consequence,
by [7, Theorem 5.3], the eigenspace of Lχad corresponding to the eigenvalue n = χad(1) is
one-dimensional and it is generated by the idempotent integral tK of K . Using [8] we have
tK = 1dimk K
∑
χ∈Irr(K)
χ(1)χ = 1
dimk K
∑
χ,m(χ,χ
p
ad)>0
χ(1)χ.
As in Proposition 13 χad =∑ri=0 χiχi∗ =∑fs=0 psas es and χad is a central element of C(H).
Consider the decomposition of tK as sum of primitive idempotents of C(H). If esuu appears
in the decomposition of tK the above remark implies that the eigenvalue of χad at esuu is n.
The above formula of χad gives that psas = n. According to Lemma 11 this implies that
es = ξd with d ∈ K(H). Thus tK =∑d∈K(H) ξd . From the same Lemma 11 we know that
ξd = (d)
n
Fd = (d)
n
r∑
i=0
χi∗(d)χi
and
tK =
∑
d∈K(H)
(d)
n
r∑
i=0
χi∗(d)χi = 1
n
r∑
i=0
〈
χi∗ ,
∑
d∈K(H)
d(d)
〉
χi.
The two formulas for tK show that χ is a constituent of χpad if and only if
〈
χ,
∑
d(d)
〉
= 0.d∈K(H)
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n
dimk K
=
∑
d∈K(H)
(d)2. (3.2)
Therefore
〈
χ,
∑
d∈K(H)
d(d)
〉
= χ(1)
∑
d∈K(H)
(d)2
for every constituent of χpad, otherwise this evaluation is 0. Since |χ(d)|  χ(1)(d) we
deduce that χ is a constituent of χpad if and only if χ(d) = χ(1)(d) for every d ∈ K(H).
Therefore M is a constituent of H⊗pad if and only if every central irreducible character
d ∈ K(H) acts as (d)IdM on M . 
Remark 17. Formula (3.2) gives that n|K| = dimk〈K(H)〉 and Mχ ∈ Irr(H⊗pad ) if and only
if χ↓K(H) = χ(1).
Proposition 18. Let H be a finite-dimensional semisimple Hopf algebra. Then
Ann
(
H
⊗p
ad
)= ω(〈K(H)〉)H,
the augmentation ideal of 〈K(H)〉 extended to H .
Proof. Let J be the annihilator of H⊗pad . By the previous theorem every d ∈ K(H) acts
as identity on H⊗pad . Therefore d − (d)1 is in the annihilator of H⊗pad . It follows that
ω(〈K(H)〉)H is contained in J . Since
dimk(H/J ) = dimk(K) = ndimk〈K(H)〉 = dimk
(
H/ω
(〈
K(H)
〉
H
))
we conclude that J = ω(〈K(H)〉)H . 
4. An equivalence relation on the set of irreducible characters
If H has a commutative character ring (for example, if H is quasitriangular), then the
action of the central characters d ∈ K(H) on the irreducible representations of H can
be described in terms of the restriction functor from D(H)-mod to H -mod. In order to
establish a relation between this action and the restriction to H of the D(H)-modules,
a binary relation on the set of irreducible characters of H is introduced. Let χ and µ
be two irreducible characters of H corresponding to the irreducible representations M
respectively N . We define χ ∼ µ if there is a simple D(H)-module V such that M and N
are constituents of V↓H . It is clear that ∼ is reflexive and symmetric. Let us remark that
this is an equivalence relation in the case when H is the dual of a group algebra kG. Indeed
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latter are described in [24]. They are isomorphic with the induced modules kG ⊗Zi M
where Zi runs over the centralizers of a set of conjugacy class representatives and M over
all the irreducible representations of Zi . It is easy to see that in this case the relation defined
before coincides with the conjugacy relation in the group G which clearly is an equivalence
relation. We will see that ∼ is not an equivalence relation in general. (See Example 1.) If
we consider the transitive closure of this relation: χ ≈ µ if there are irreducible characters
χ1, χ2, . . . , χs such that χ ∼ χ1 ∼ χ2 ∼ · · · ∼ χs ∼ µ, clearly ≈ is an equivalence relation.
A description of the equivalence classes of ≈ will be given in this section. If C(H) is
commutative it will be shown that χ ≈ µ if and only if they receive the same action from
each character d ∈ K(H). A necessary and sufficient condition for ∼ to be an equivalence
relation is described in this case. Frobenius reciprocity implies that χ ∼ µ is equivalent
with the fact that V is a constituent of both M↑ and N↑. Therefore χ ∼ µ if and only if
mD(H)(M↑,N↑) > 0 or mH(M↑↓,N) > 0.
Proposition 19. Let H be a finite-dimensional semisimple Hopf algebra and χ0, χ1, . . . , χr
the set of all irreducible characters of H . Then for any two characters χu and χv we have
χu ∼ χv if and only if there are i and j such that m(χu,χiχj ) > 0 and m(χv,χjχi) > 0.
Proof. The above remark gives that χu ∼ χv if and only if m(χv,χu↑↓) > 0. It is enough
to prove that χu↑↓ =∑ri,j=0 m(χu,χiχj )χjχi . Using Theorem 7 this is equivalent with
r∑
i=0
χi∗χχi =
r∑
i,j=0
m(χ,χiχj )χjχi
for any character χ ∈ C(H).
The second property of m( , ) given in (1.4) implies
χi∗χ =
r∑
j=0
m(χj ,χi∗χ)χj =
r∑
j=0
m(χ,χiχj )χj .
If we multiply to the right with χi and add over i we get the desired equality. 
Remark 20.
(1) If H = kG∗ then two kG∗-characters g,h ∈ G are conjugate if and only if g = ab and
h = ba for some a, b ∈ G.
(2) χ ∼ χ0 if and only if m(χ,χad) > 0 since χad = χ0↑↓.
(3) m(χ,χad) = tr(Lχ) where Lχ is the linear operator of C(H) given by left multiplica-
tion with χ .
Indeed,
tr(Lχ) =
r∑
m(χi,χχi) =
r∑
m(χ,χi∗χi) = m(χ,χad).
i=0 i=0
S. Burciu / Journal of Algebra 296 (2006) 480–504 497For the rest of this section we assume that C(H) is a commutative k-algebra (e.g.,
H -quasitriangular).
In this case the formula from Theorem 7 becomes χ↑↓ = χχad. For any two irre-
ducible characters χ and µ we have χ ∼ µ if and only if tr(Lχµ∗) > 0 which is the
same as m(χµ∗, χad) > 0. Indeed, from the above remark it follows that m(χ,µ↑↓) =
m(χ,µχad) = m(χ∗µ,χad) = m(χµ∗, χad).
Remark 21. Since C(H) is commutative it follows that ps = 1 for any 0  s  f . Then
ps
as
= n if and only if as = n which is equivalent with dimk H ∗es = 1. From the proof of
Lemma 11 we deduce that
es = 1
n
Fg
for some central grouplike element g. Therefore in this case K(H) = G¯(H) where G¯(H)
is the group of central grouplike elements of H .
Lemma 22. Let H be a finite-dimensional semisimple Hopf algebra and assume that C(H)
is a commutative k-algebra. Then ∼ is an equivalence relation if and only if H⊗2ad and Had
have the same simple constituents.
Proof. If χ ∈ C(H) is a constituent of Had then all the constituents of χµ are in relation
with µ. Indeed, let ν be a constituent of χµ. Then m(ν,χµ) = m(χ∗,µν∗) = m(χ,νµ∗)
and tr(L
νµ∗ ) tr(Lχ) > 0. Therefore, ν ∼ µ.
Assume that ∼ is an equivalence relation. Let χ and µ be two simple constituents
of Had. By the previous statement all the constituents of χµ are in relation with both χ
and µ. Since χ is in relation with  from transitivity it follows that all the constituents
of χµ are in relation with  and therefore they are constituents of Had.
Suppose that H⊗2ad and Had have the same simple constituents. Let χ ∼ µ and µ ∼ ν.
We have to prove χ ∼ ν. First relation is equivalent with m(µ,χ↑↓) > 0 and the sec-
ond one with m(µ,ν↑↓) > 0. It follows that m(χ↑↓, ν↑↓) > 0 which is the same with
m(χχad,µχad) > 0. Then m(χµ∗, χ2ad) > 0. Since H
⊗2
ad and Had have the same simple
constituents the assertion follows from Remark 20(3) above. 
Remark 23. Assume that C(H) is commutative. Then:
(1) According to Remark 21 we have that K(H) = G¯(H), the group of central group
like elements of H . In this case an irreducible representation M of H is a constituent
of H⊗pad if and only if every central grouplike element acts as identity on M . Re-
call form above that p is the smallest number such that all the simple constituents
of H⊗(p+q)ad are the same as those of H
⊗p
ad for any q  0.
(2) Let M be a simple module of H . All the other simple modules of H receiving the same
action as M from each central grouplike element g ∈ G¯(H) are exactly the simple con-
stituents of M ⊗H⊗pad . Indeed, since g ∈ G¯(H) acts as identity on H⊗pad it acts via the
same scalars on both M and M ⊗H⊗p and thus on each constituent of the latter. Con-ad
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all the constituents of M ⊗ N∗ are in H⊗pad which implies that N is a constituent of
M ⊗H⊗pad .
(3) The two formulas for tK from the above proof give that |G¯(H)| = n|K| . Thus, G¯(H) is
trivial if and only if all irreducible modules of H are constituents of H⊗pad .
Corollary 24. Assume H is a semisimple Hopf algebra with C(H) commutative. Let χ
and µ be two irreducible characters of H . Then
(1) χ ≈ µ if and only if m(χ,µχpad) > 0.
(2) χ ≈ µ if and only if 1
χ(1)χ↓G¯(H) = 1µ(1)µ↓G¯(H).
(3) The number of equivalence classes of ≈ is equal with the order of G¯(H).
Proof. (1) Let T be the linear operator of C(H) defined as resH ◦ indH . By Theorem 7 we
know that T (χ) =∑ri=0 χi∗χχi = χχad for any character χ ∈ C(H). Since χ ∼ µ if and
only if m(χ,T (µ)) > 0 it follows that χ ≈ µ if and only if m(χ,T m(µ)) > 0 for some
positive integer m. But T m(µ) = µχmad and (1) follows.
(2) Any irreducible character χ has the property that
χ↓kG¯(H) = χ(1)ψ
where ψ is an irreducible character of G¯(H). Indeed, since any g ∈ G¯(H) acts as a scalar
multiple of identity on the associated representation Mχ of χ it follows that g acts via the
same scalar multiple of identity on each simple constituent of Mχ↓G¯(H). Then all these
simple constituents are isomorphic and χ↓kG¯(H) = χ(1)ψ . Since χad↓kG¯(H) = χad(1)
we get that χ ≈ µ if and only if
1
χ(1)
χ↓G¯(H) =
1
µ(1)
µ↓G¯(H).
(3) It follows from (2) immediately. 
For any irreducible character χ let Gχ =∑χi≈χ χi(1)χi . If an element g ∈ G¯(H) acts
as a scalar on a module M of H then it acts as the same scalar on each simple submodule
of M . In particular, all the irreducible constituents of χµ are in the same equivalence class
of ≈. Using this we denote by Gχµ the element Gη for some irreducible constituent η
of χµ.
Proposition 25. Assume H is a semisimple Hopf algebra with C(H) commutative. If χ
and µ are two irreducible characters of H then the following relations hold:
(1) χGµ = χ(1)Gχµ and Gχ(1) = dimk H|G¯(H)| for every irreducible character χ .
(2) GχGµ = n|G¯(H)|Gχµ.
(3) Gχ is a central element of H ∗ for any irreducible character χ ∈ C(H).
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t =
r∑
i=0
χi(1)χi =
∑
χ/≈
Gχ,
where in the last sum χ runs over all the representatives of the equivalence classes of ≈.
The remark above implies that χGµ = χ(1)Gχµ. In particular, for µ = χ0, the trivial
character of H we get that χGχ0 = χ(1)Gχ . Applying 1 to both sides of the last equality
it follows that Gχ0 (1) = Gχ(1) for every irreducible character χ . Then the above formula
for t implies that
Gχ(1) = n|G|
for every irreducible character χ .
(2) First let us observe that if χi ≈ χ then Gχiµ = Gχµ since all the central grouplike
elements g ∈ G¯(H) act via the same scalar on both χiµ and χµ. Thus
GχGµ =
∑
χi≈χ
χi(1)χiGµ =
∑
χi≈χ
χi(1)2Gχµ = Gχ(1)Gχµ = n|G¯(H)|Gχµ.
(3) For every central grouplike element g ∈ G¯(H) we have
Fg =
∑
i
χi∗(g)χi =
∑
χ/≈
χ(g)
χ(1)
Gχ,
where the last sum is over all the representatives of the equivalence classes of ≈. The
matrix (χ(g)
χ(1) )χ,g is nondegenerate which implies that every Gχ is a linear combination of
the elements (Fg)g∈G¯(H) and therefore central by Lemma 11. One can write
Gχ = n|G¯(H)|
∑
g∈G¯(H)
χ(g)
χ(1)
ξg.  (4.1)
Corollary 26. Let H = kG for a finite group G. Then ∼ is an equivalence relation if and
only if Ann(Had) = ω(kZ(G))kG.
Example 1 [18]. Let p and q be two prime numbers with q − 1 divisible by p. We
will construct a group G such that Z(G) = 1 but Ann((kG)ad) = 0. Let P be an ele-
mentary abelian p-group of order p2 and Q be an elementary abelian q-group of order
qp+1. Then G = Q  P where the action of P on Q is constructed such that each sub-
group of P of order p is the kernel of the action of P on a cyclic factor of Q. Suppose
Q = Q0 × Q1 × · · · × Qp where each Qi is cyclic of order q . If P0,P1, . . . ,Pp are all
the subgroups of P of order p then we define the action of P such that each Pi acts triv-
ially on Qi . This is possible since p | q − 1. It follows that for each g ∈ G there is i such
that CG(g) ⊇ Qi . Therefore ω(CG(g)) ⊇ ∏pi=0 ω(Qi) = 0. In the same paper [18] it is
shown that Ann(Had) = ⋂g∈Gω(CG(g)). Therefore Ann(Had) = 0 although Z(G) = 1.
The previous corollary implies that ∼ is not transitive.
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∼ is an equivalence relation and in this case there is only one equivalence class.
Lemma 27. Let H be a semisimple Hopf algebra with C(H) commutative and ψ be
an irreducible character of G¯(H). Then ψ↑H
kG¯(H)
= Gχ for some irreducible character
χ ∈ C(H).
Proof. Recall that Gχ =∑χi≈χ χi(1)χi and χ ≈ µ if and only if
1
χ(1)
χ↓G¯(H) =
1
µ(1)
µ↓G¯(H).
The relation follows from Frobenius reciprocity for G¯(H) and H . 
Lemma 28. Let H be a semisimple Hopf algebra with C(H) commutative. If D(H)ad is
the adjoint representation of D(H) then D(H)ad↓H ∼= H⊗2ad .
Proof. Since C(H) is commutative, with the notations from relation (1.1) we have ps = 1
for every 0 s  f and
χad =
f∑
s=0
1
as
es
where χad is the character of the adjoint representation Had. Similarly,
D(H)ad =
l∑
s=0
1
As
Es.
Then
D(H)ad↓H =
f∑
s=0
1
As
es = χ2ad
since As = a2s . 
Theorem 29. Let H be a semisimple Hopf algebra with C(H) commutative. Let µ be an
irreducible character of D(H) andDµ be the equivalence class of µ. If χ is an irreducible
constituent of µ↓H then Dµ↓H = nl Gχ where l is the index of G¯(H) inside G¯(D(H)).
Proof. Dµ is a central character in D(H)∗ and by Proposition 25
Dµ = n
2
|G¯(D(H))|
∑
¯
µ(x)
µ(1)
ξx.x∈G(D(H))
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factorizable Hopf algebra. Since every central grouplike element of x ∈ G¯(D(H)) is of
the type x = f 	
 g for some f ∈ G(H ∗) and g ∈ G(H), it follows that ψ(ξx) is the
central idempotent of H corresponding to the simple one-dimensional D(H)-module Vg,f .
Therefore ξx↓H = ξg if g is a central grouplike element of H and f = 1 and ξx↓H = 0
otherwise. Consequently,
Dµ↓H = n
2
|G¯(D(H))|
∑
g∈G¯(H)
µ( 	
 g)
µ(1)
ξg.
On the other hand,
1
µ(1)
µ↓G¯(H) =
1
χ(1)
χ↓G¯(H)
since the irreducible constituents of µ↓H are equivalent with χ . Then
µ( 	
 g)
µ(1)
= χ(g)
χ(1)
for any g ∈ G¯(H). It follows that
Dµ↓H =
n2
|G¯(D(H))|
∑
g∈G¯(H)
χ(g)
χ(1)
ξg = n|G¯(H)||G¯(D(H))|Gχ =
n
l
Gχ . 
5. The Drinfel’d double of the eight-dimensional Hopf algebra
In this section we describe the Grothendieck ring structure of the Drinfel’d double of
the unique nontrivial eight-dimensional Hopf algebra H8 [6,10].
H8 can be presented by generators x, y, z with relations
x2 = y2 = 1,
xy = yx, zx = yz, zy = xz,
2z2 = (1 + x + y − xy).
The coalgebra structure is determined by
∆(x) = x ⊗ x, (x) = 1, S(x) = x,
∆(y) = y ⊗ y, (y) = 1, S(y) = y,
∆(z) = 1
2
(
(1 + y)⊗ 1 + (1 − y)⊗ x)(z⊗ z),
(z) = 1, S(z) = z−1.
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As an algebra, H8 ∼= k4 × M2(k). It follows that H8 has five irreducible characters,
four one-dimensional ,u1, u2, u1u2, and one two-dimensional self dual character χ .
Therefore, the character ring of H8 is five-dimensional and the ring structure is given by
G(H ∗8 ) ∼= Z2 ×Z2 and χ2 = +u1 +u2 +u1u2. The relation ≈ on the simple H8-modules
has 2 equivalence classes given by G0 = +u1 +u2 +u1u2 and G1 = 2χ . Since H8 is self
dual Hopf algebra H ∗8 has the same representation type as H8. Let 1, uˆ1, uˆ2, uˆ1uˆ2 be the
four one-dimensional representations of H ∗8 and χˆ be the two-dimensional representation
of H ∗8 . Similarly H ∗8 has two equivalence classes, given by Gˆ0 = 1 + uˆ1 + uˆ2 + uˆ1uˆ2 and
Gˆ1 = 2χˆ .
In [13] it was proved that D(H8) ∼= k8 ×M2(k)14 and D(H8)∗ ∼= k16 ×M2(k)8 ×M4(k)
as algebras.
Remark 30. Let A be a finite-dimensional Hopf algebra and let g ∈ G(A), η ∈ G(A∗).
Let Vg,η denote the vector space k1 endowed with the action h.1 = η(h)1, h ∈ H , and the
coaction 1 → g ⊗ 1. By [20], the one-dimensional D(A)-modules over A are exactly of
the form Vg,η , where g ∈ G(A) and η ∈ G(A∗) are such that (η ⇀ h)g = g(h↼ η), for all
h ∈ A. In particular, if g ∈ Z(A) and η ∈ Z(A∗) then Vg, and V1,η are one-dimensional
D(A)-modules and  ⊗ g,1 ⊗ η ∈ G(D(A)∗).
Let g ∈ G(H8)\Z(H8) and η ∈ G(H ∗8 )\Z(H ∗8 ). Then according to [13, Lemma 15.2.1]
Vg,η is a D(H8)-module and G(D(H8)∗)  Z2 × Z2 × Z2. In order to determine the
Grothendieck ring structure of D(H8) we need to determine first the equivalence classes
under ≈. Since |G¯(D(H8))| = 8 there are eight equivalence classes and the dimension
of the representative character of each equivalence class is 8. Therefore each equivalence
class contains either two two-dimensional representations, one two-dimensional represen-
tation and four one-dimensional representation, or eight one-dimensional representation.
Since both C(H8) and C(H ∗8 ) are commutative it follows that
Dad↓H8 = χ2ad = 5 + u1 + u2 + u1u2.
Similarly
Dad↓H ∗8 = 5 · 1 + uˆ1 + uˆ2 + uˆ1uˆ2.
The equivalence class of the trivial D(H8)-module V1, is denoted by D0 and has the
restriction G0 to H and Gˆ0 to H ∗. The restrictions of D(H8)-modules to H8 and H ∗8
can be described using Proposition 4. Looking in Table 1 it follows that D0 might con-
tain any of the one-dimensional representations and possibly V9 or V10. Since D0 cannot
contain both of these two-dimensional modules, the self duality of H8 implies that this
class contains all the eight one-dimensional representations. Therefore all the other equiv-
alence classes have 2 representations of dimension two. Comparing the restrictions of these
modules to both H8 and H ∗8 and using Theorem 29 it follows immediately that {V1,V3},{V2,V4}, {V5,V7}, {V6,V8} {V9,V10} form equivalence classes. Without loss of generality
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D(H8)-modules and their restrictions
D(H8)-modules Restriction to H8 Restriction to H∗8
V1,  1
V1,u1u2 u1u2 1
Vuˆ1uˆ2,  uˆ1uˆ2
Vuˆ1,u1 u1 uˆ1
Vuˆ1,u2 u2 uˆ1
Vuˆ2,u1 u1 uˆ2
Vuˆ2,u2 u2 uˆ2
Vuˆ1uˆ2,u1u2 u1u2 uˆ1uˆ2
V1  + u1 χˆ
V2  + u2 χˆ
V3 = V1,u1u2 ⊗ V1 u1u2 + u1 χˆ
V4 = V1,u1u2 ⊗ V2 u1u2 + u2 χˆ
V5 χ 1 + uˆ1
V6 χ 1 + uˆ2
V7 = Vuˆ1uˆ2, ⊗ V5 χ uˆ1uˆ2 + uˆ2
V8 = Vuˆ1uˆ2, ⊗ V6 χ uˆ1uˆ2 + uˆ1
V9  + u1u2 uˆ1 + uˆ2
V10 u1 + u2 1 + uˆ1uˆ2
V11,V12,V13,V14 χ χˆ
it might be assumed that {V11,V12} and {V13,V14} are the other two equivalence classes.
Let D1 = {V9,V10}, D2 = {V5,V7} and D3 = {V1,V8}. Proposition 25, part (2) implies
that any equivalence class is obtained as a product from other equivalence classes. Since
G¯(D(H8)) ∼= Z2 × Z2 × Z2 has three group generators it follows that all the equivalence
classes can be obtained as a product from three different equivalence classes. We claim
that D1, D2 and D3 generate all the other equivalence classes. Indeed, the restrictions of
these classes to both H8 and H ∗8 give that D4 = {V6,V8} =D1D2, D5 = {V2,V4} =D1D3,
D6 = {V11,V12} = D2D3 and D7 = {V13,V14} = D1D2D3. Examining Table 1 it follows
that multiplying two D(H8)-modules the result cannot have a constituent with multiplic-
ity 2 since its restriction to either H8 or H ∗8 does not have this property. Therefore, the
multiplication of two modules from two different equivalence classes should be the sum
of the two modules in the corresponding product class. In this way the multiplication of
any 2 two-dimensional modules can be determined if they are from two different equiv-
alence classes. If they are in the same equivalence class, their product is the sum of 4
one-dimensional modules that can be easily determined just looking at the restrictions of
the product to both H8 and H ∗8 .
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