The active layers of most organic photovoltaic (OPV) devices are constructed from a blend of two organic compounds. The two materials spontaneously segregate into pure-component phases during device fabrication, creating a bicontinuous network of conduction pathways that are selective for electron or hole charge carriers. The morphological distribution of these materials within the active layer has long been known to influence charge transport and resulting device performance. In addition to the two purecomponent phases present in these devices, a third, mixed-composition phase exists at the interface between the two pure phases. The exact effects of this mixed-composition phase on OPV device performance are not well understood, although it is argued that the presence of a mixed phase is necessary for optimal device operation. In this paper, we probe the effects of having a mixed-composition interfacial phase on the performance and charge-transport characteristics of OPV devices through a series of driftdiffusion model simulations. We start with set of model morphologies with only pure-component phases and then introduce an interfacial mixed phase in a controllable fashion. Our simulations show that a modest amount of mixing initially improves device efficiency by reducing the tortuosity of the device's conduction pathways and easing morphological traps. However, an excessive amount of mixing can actually degrade high-conductivity pathways, reducing photovoltaic performance. The point at which mixing switches from being beneficial to detrimental to OPV performance depends on the average domain size of a device's morphology. Devices with smaller feature sizes are more susceptible to the debilitating effects of overmixing, so that the presence of a mixed phase may either raise power-conversion efficiency by as much as 100% or lower it by as much as 50%, depending on the average domain size and the extent of mixing. These trends suggest that variations in the amount of mixed-composition phase with different processing conditions is one of the key factors that makes optimizing bulk heterojunction OPV devices difficult.
I. INTRODUCTION
In recent years, photovoltaic devices based on organic materials, referred to as OPVs, have made major gains in their efficiency. Single-junction OPVs have surpassed 10% power-conversion efficiency (PCE) [1] , and multijunction tandem devices have achieved efficiencies up to 12% [2] . The majority of organic photovoltaic devices are based on a binary blend of a semiconducting polymer and a fullerene derivative. The polymer serves as the light absorber producing excitons. To split the excitons into free carriers and generate electrical current, such polymers are paired with an electron acceptor, typically a fullerene derivative. These two materials are usually blended together and processed into an approximately 100-nm-thick film that is layered between two electrodes. The charge carriers then migrate to their respective electrodes by traveling through pathways constructed from their preferred conducting molecules (electrons through the fullerene and holes through the polymer). Efficient charge transport is contingent upon the two conducting materials forming a bicontinuous network so that the charges may move through the device unimpeded. This mix of donor and acceptor materials within the active layer of the OPV device to facilitate both exciton separation and subsequent charge transport is known as a bulk heterojunction (BHJ) [3] [4] [5] .
The way in which excitons are split and carriers are transported in a BHJ makes the performance of OPV devices highly sensitive to the kinetics of how the active organic layer is processed [4, 6, 7] . Because charge carriers travel selectively through the electron donor and acceptor molecules, it is evident that the structural details of an OPV device's internal morphology have a profound effect on charge transport and, thus, a device's photovoltaic performance. Further complicating the matter is that the binary component blend used in BHJs results in an active layer with three distinct compositional phases: pure polymer domains, pure fullerene domains, and an amorphous mixed-composition interfacial domain that must lie between the pure-component domains. There is debate within the OPV community about how both the relative sizes of these three domains and the way they are distributed affect OPV device performance. In particular, some have argued that the mixed-composition regime is crucial to OPV device operation, since charge generation occurs most prevalently near the interface between the donor and acceptor molecules [8] [9] [10] . Insufficient fullerene intercalation into amorphous polymer domains can result in morphological electron traps, emphasizing the need for sufficiently intermixed regions in the BHJ [11] . Conversely, excessive mixing between fullerene and polymer can result in higher rates of charge recombination, which can lower device performance [12] . Moreover, excitons generated in BHJ devices typically have diffusion lengths of approximately 10 nm, which is comparable to the average domain size of many polymer or BHJ devices [8, 13] . A recent kinetic Monte Carlo study by Jones et al. [14] suggested that the presence of a mixed phase is detrimental to device performance. However, that study considered only binary phase morphologies with pure donor and acceptor domains or with pure fullerene aggregates suspended in a mixed phase and not the three-phase morphologies that many BHJs exhibit. Thus, it is not immediately clear to what degree the presence of a mixed-composition domain is beneficial or detrimental to optimum OPV operation.
There are two main reasons why it is difficult to determine if a mixed amorphous phase is necessary for OPV operation, and if so, how much is needed and how it should be distributed relative to the pure-component phases. First, there is no easy experimental method for controlling the relative amounts or spatial distribution of different phases in an OPV active layer because the morphology is determined primarily by the kinetics of how the film is processed [3, 7] . This kinetic sensitivity means that none of the experimental "knobs" that can be tuned (e.g., the use of solvent additives during spin coating [15] , post-treatment via solvent [16] , thermal annealing [17] , etc.) can be used to controllably change the relative amounts of phase separation and/or mixed-phase region in an active layer made from a given set of materials. Second, morphological characterization of the different organic components in OPVs via electron microscopy is problematic, primarily due to the low contrast between typical OPV materials. Only a few papers have attempted to actually quantify the relative amounts of the single-component phases and the mixed phase [18] [19] [20] and then only for a few selected configurations of a very limited set of materials.
All of these complications have hampered experimental efforts to probe the effects of OPV morphology and the presence or absence of a mixed phase on device performance. Thus, in this paper, we utilize semiconductor device modeling to address this question, focusing our efforts on the well-known drift-diffusion (DD) model [21] [22] [23] [24] . Several groups have used the DD approach to study the effects of morphology and morphological disorder on OPV performance [24] [25] [26] [27] [28] [29] . There are two types of disorder to consider, which although interrelated, can affect OPV device performance in different ways: energetic disorder, which results from twists and kinks within the polymer chains or other changes in the local environment that produce different energetics for different sites in the active-layer film, and structural disorder, which results from the tortuosity of the bicontinuous network that can lead to "dead ends" and other morphological features that are nonoptimal for carrier transport. Many studies have examined the effects of energetic disorder on OPV performance, usually assuming a Gaussian distribution of energetic states and/or an exponential tail of trap states in 1D drift-diffusion simulations [30, 31] . Other groups have focused on the impact of structural disorder and morphological features by performing 2D drift-diffusion simulations to study the effects of phase separation and component arrangement on device performance [26, 28, 29, 32, 33] ; we also have presented a 1D method for examining structural disorder based on DD simulations of ensembles of 1D devices with position-dependent mobility profiles [34] .
In this paper, we present a set of 2D drift-diffusion simulations specifically designed to probe the effects of the presence of a controllably varied mixed-composition, interfacial phase on device performance. We begin by utilizing morphologies generated by Cahn-Hilliard (CH) modeling of binary fluid phase separation, as has been employed successfully in previous 2D DD modeling studies of OPVs [28, 29] . The CH morphologies allow us to tune the component domain sizes with a single parameter, and we then introduce an interfacial mixed region between the pure-component regions by smoothing the binary morphology in a continuously controllable fashion. To verify that the conclusions drawn from these artificial morphologies also apply to real BHJ morphologies, we also utilize a single empirical morphology obtained via highangle annular dark-field scanning transmission electron microscopy (HAADF STEM), whose pure donor, pure acceptor, and mixed-phase domains have been previously characterized [35] . We then map charge-carrier mobilities to both the CH-and HAADF-STEM-generated morphologies, allowing us to probe the effects of having differing amounts of mixed-composition interfacial domains present in BHJ OPV devices at various average morphological feature sizes.
From our simulations, we find that the presence of interfacial mixed regions can be either beneficial or deleterious to OPV device performance depending on the average pure-domain feature size and the amount of mixed phase introduced. This is somewhat in contrast to the conclusions of Jones et al. [14] , who asserted that the presence of a mixed phase should hinder only device performance. We find that introducing a mixed phase can improve device performance by reducing the number of morphological traps (i.e., dead ends or "cul-de-sacs") and reducing the tortuosity of conduction pathways. In some cases, the introduction of a mixed phase even creates new conduction pathways by connecting previously disjointed conduction domains. However, excessive mixing eventually reduces device performance by degrading conduction pathways along the pure components, resulting in poorer charge transport and increased loss of carriers to recombination. The point at which mixing becomes deleterious, rather than beneficial, to charge transport differs depending on the average feature size of the simulated morphology. These conflicting influences result in nonmonotonic trends for device performance as a function of the degree of mixing and the average domain size. The nonmonotonic effects of the presence of the mixed phase on device performance may explain why it is experimentally so laboriously difficult to optimize new donoracceptor pairings and why OPV device performance is so sensitive to processing conditions.
II. COMPUTATIONAL METHODS

A. Drift-diffusion model
For this work, we perform our device simulations using the drift-diffusion model of electrical current, in which the electron and hole current densities (J n , J p ) are assumed to take the functional form [36] 
where q is the fundamental charge, n and p refer to electron and hole densities, respectively, V is the electrostatic potential, T is the temperature, k B is Boltzmann's constant, and μ n and μ p refer to the mobility of electrons and holes, respectively [37] . In order to simulate a working device, one must solve the density continuity equations for both carriers,
where R is the recombination rate, and G is the generation rate of electrons and holes. Because the literature consensus is that recombination events in OPV devices are trapassisted processes, we follow the approach of previous groups and use the following functional form of ShockleyRead-Hall recombination with an exponential distribution of trap states [30, 31] . The rate of recombination via conduction-band tail states is given by
where N C 0 is the density of tail states at the conductionband edge, E UC is the Urbach energy which defines the exponential decay of tail states, N C=V are the effective density of states at the conduction or valence bands, and n i is the intrinsic carrier concentration. The capture rate coefficients β − p and β 0 n , which are the product of the thermal velocity and the capture cross sections of electrons and holes, represent the rate of capture of holes by trapped negatively charged conduction-band states and of electrons by unoccupied conduction-band states, respectively. A similar expression exists for recombination via valenceband tail states R VBT . The full recombination rate is given by the sum of these two recombination rates, R ¼ R CBT þ R VBT . To appropriately account for the thinfilm interference effects that occur in normal OPV device layer structures, we use a transfer-matrix formalism [38] to calculate the absorption profile and also allow for the carrier generation profile to be morphology dependent, as discussed in Sec. II B 3.
Once generated, the carrier densities must also satisfy the Poisson equation
where V is the electrostatic potential, ϵ r is the dielectric constant of the active medium, and ϵ 0 is the vacuum permittivity. This additional requirement means that all of the above equations are inherently coupled. The set of Eqs. (1)- (5) forms the basis of the DD model. We use the Gummel method to decouple the above set of partial differential equations and solve them numerically in an iterative manner [39] . Equations (3)- (5) are appropriately discretized and solved on 2D finitedifference mesh [36, 40, 41] . Boundary conditions at the semiconductor-metal contacts are treated as Dirichlet type, meaning the values of the carrier densities and potential are predetermined. For the boundary conditions for the carrier densities at the electrodes, we assume thermionic injection of free carriers from the metals into the organic semiconducting materials of the active layer [42] . For the Poisson equation's boundary conditions, we assume that the potential drop across the device is equal to the built-in voltage, V BI . The lateral boundary conditions are treated as Neumann type, meaning the gradients of (n, p, and V) are predetermined. We set the gradients of these variables to zero at the sides of the device, since there should not be excessive lateral drift or diffusion current for reasonably wide active areas like those explored here. Collectively, the boundary conditions for our DD simulations are 
where Φ B;ano=cat are the Schottky barriers at the anode or cathode, N C=V are the density of chargeable sites or vacancies for electrons or holes, E g is the effective band gap represented by the offset between the polymer's HOMO and the fullerene's LUMO, and d and w refer to the depth and width of the simulated device. The dimensions of most of our simulated devices are chosen to be 100 nm deep by 300 nm wide. We believe that a cross section of this width provides an active area large enough to capture the majority of morphological effects of the average feature sizes (< 15 nm) studied here, while small enough to be computationally tractable. We choose additional simulation parameters that are comparable to those previously used in the literature [31, 43] . All the parameters pertinent to our calculations are collected in Table I .
B. Mapping morphologies to a DD OPV device model
Cahn-Hilliard-generated morphologies
There has been relatively limited direct nanometer-scale compositional mapping of OPV active layers due to the limited contrast between typical donor and acceptor components [18] [19] [20] and we discuss performing DD simulations with experimental morphologies further below. But to fully understand the interplay between the average domain size and the degree of mixing in OPV device performance, we choose to start with a series of computer-generated binary component morphologies (i.e., containing only pure phases and no mixed phase) of varying average domain size and then introduce a mixed-phase interfacial domain with a controllably varying width.
We follow the approach of several previous groups and generate an initial series of model morphologies based on the spontaneous phase separation of a binary fluid mixture. This approach involves solving the CH equation
where C is the spatial composition of the fluid mixture that ranges from one pure component to the other [Cðx; yÞ ∈ ½0; 1]. In this equation, D is the diffusivity, and ϵ is the interfacial interaction energy between the two components. Since our primary interest in Cahn-Hilliard morphologies is the semirandom distribution of phases at differing length scales, we set D ¼ 1 and instead vary only the relative interaction energy. Since the interaction energy determines the average domain size of the resulting morphologies, this single parameter allows us to simulate bulk heterojunction morphologies with a controllably varying average feature size. We employ Eyre's linearly stabilized Cahn-Hilliard integration scheme [44, 45] to solve the Cahn-Hilliard equation on a 2D grid, an approach that has previously been applied to generate polymerfullerene BHJ morphologies [28, 29] . Although other Cahn-Hilliard-based studies have investigated morphology characteristics such as average feature size [46] , annealing time (represented by the CH integration time) [28] , and tortuosity on OPV device performance [47] , for this study, we are primarily interested in the effects of the amorphous mixed-composition interfacial regions and how such regions may be important for BHJs to function. Thus, we choose to start with a few base morphologies that have feature sizes of approximately 4, 8, 10, 12, and 15 nm (we determine the average feature size via examination of pair-pair distribution functions for each morphology) [48] .
To this end, we simulate all our morphologies using identical starting parameters, which are listed in Table II , except for the interaction energy ϵ that determines the average domain size. It is worth noting that the morphologies generated by Cahn-Hilliard simulation necessarily have an interfacial width that is related to the domain size. However, in real BHJs, the mechanics of local phase separation are more complicated, since most BHJ phase separation is driven by polymer crystallization and/or agglomeration of the fullerene, which may not be well represented by the simple separation of immiscible fluids. Thus, the interfacial regions generated in CH morphologies may not correspond well with the mixed regions found in real BHJs with a comparable average feature size. To account for possible discrepancies between CH and actual BHJ interfacial domain size and to gain more control over our simulated mixed interfacial regions, we start by completely binarizing our CH morphologies (i.e., rounding C to either 0 or 1 at every point in space), thus, generating morphologies with only pure-component domains. We then reintroduce mixed regions by "blending" the pure domains at the interface by successively applying Gaussian smoothing operations. This method results in a morphology that varies from 0 to 1 with a smooth interface of varying and controlled width between the pure domains. In this way, we can explore the OPV performance of active layers that have amorphous interfacial regions of varying dimension for BHJs with different active-layer feature sizes. An example of a binarized Cahn-Hilliard morphology and the effects of our Gaussian smoothing procedure on this morphology are shown in Figs. 2(a) and 2(c).
We note that this method of Gaussian smoothing to "mix" the pure phases introduces only a mixed phase at the interface between pure regions. The amount of mixed region introduced by a smoothing operation is, thus, dependent on the fraction of the device that can be characterized as lying near an interface. Because the initial CH morphologies that we explore have different feature sizes, they also have different amounts of interface in their initial compositions so that applying a single Gaussian smoothing operation to the different morphologies does not introduce the same amount of mixed phase. In order to easily compare the effects of mixing between different feature-sized morphologies, we instead choose to use the standard deviation σ of the morphologies' compositions as a way to quantify the degree of mixing. In the completely unmixed morphologies, all mesh points have a composition value of 0 or 1, since we have only pure regions. Since the mole fraction ratio of donor to acceptor is 0.5, the standard deviation in composition of the initial morphology is 0.5. In contrast, if we construct a perfectly blended homogeneous morphology, all mesh points should have the same compositional value of 0.5, leading to a standard deviation of exactly zero. The standard deviation values between these two limits, thus, provide a measure of the fraction of the morphology that is mixed, as quoted in the caption to Fig. 2 . Thus, we define the fraction of the device that is mixed f mixed from the standard deviation of the device's composition σ by
Empirical (HAADF STEM) morphology
As previously discussed, it is not clear how well CahnHilliard-generated morphologies are representative of the BHJ morphologies in actual OPV devices. The CH formalism is an idealized model of binary fluid phase separation, but the phase separation kinetics of typical OPV donor-acceptor blends is significantly more complicated than that of ideal immiscible fluids [3, 4, 6, 7] . Therefore, in addition to the artificial CH morphologies that we simulate, we also simulate an experimental morphology that is well characterized in terms of its compositional domain distribution [18] .
The particular experimental morphology we simulate, presented in Fig. 3(a) , is taken from Ref. [18] , which used HAADF STEM to determine the compositional density profile of donor and acceptor materials, specifically, poly-3-hexylthiophene (P3HT) and the endohedral metallofullerene 1-½3-ð2-ethylÞhexoxy carbonylpropyl-1-phenyl-Lu3N@C 80 . In their analysis, the authors of Ref. [18] were able to specifically characterize the experimentally observed compositional domains as pure donor, pure acceptor, or mixed. For our simulations, we represent the local composition Cðx; yÞ with 1 corresponding to pure acceptor, 0 to pure donor, and 0.5 to the mixed region. To determine the device's average domain size with its pair-pair distribution function, we examine the morphology without the mixed phase and determine that the average feature size of the pure domains is approximately 26 nm, which is notably coarser than any of our CH morphologies. For this particular 2D slice of this experimental morphology, the mixedcomponent domain accounts for 16% of the device's active area, using Eq. (16) for quantifying the degree of mixing. We then utilize this compositional data to map out the chargecarrier generation profile, which we set to occur only in the mixed-component region and which we base on the calculated light absorption profile determined by solving a transfer-matrix formalism to account for thin-film interference effects, as described in Sec. II B 4. We also use the local composition to determine the local charge-carrier mobilities, as we discuss in more detail in Sec. II B 3
Mapping morphology to simulated device parameters
With our set of morphologies in hand, the next step is to incorporate these morphologies into our drift-diffusion simulator. The device parameters that should be most directly affected by the compositional morphology are the mobilities and generation rate of charge carriers. [50] . Given this material selectivity of carrier mobility, in our simulations we choose spatially dependent carrier mobilities from the local composition by μ n ðx; yÞ ¼ 10~μ n;D þðμ n;A −μ n;D ÞC A ðx;yÞ ; ð17Þ where μ n is the electron mobility at spatial position ðx; yÞ, μ n;A=D is the order of magnitude of the mobility of electrons moving among a network of pure acceptor or donor molecules, and C A ðx; yÞ is the compositional profile of the active layer. We add the additional subscript to the compositional morphology term generated from Eq. (15) to make explicit that we define C A ðx; yÞ ¼ 1 as corresponding to pure electron acceptor material (i.e., the fullerene derivative). We define the spatially varying hole mobility in a similar fashion. With this functional form, the carrier mobility can vary several orders of magnitude at different spatial positions, as determined by the local composition. We choose this functional form specifically so that the mixed interfacial region possesses a moderate degree of carrier mobility, which is at an order of magnitude somewhere in between that of the two pure components. We justify this choice based on the logic that a mixed region should have an appreciable charge-carrier mobility due to the presence of the appropriate conducting molecule in that region. However, since these regions also tend to be amorphous and contain the other nonconducting component, it follows that the mixed region should be less conductive than the pure phase.
It should be noted that there are technically two different approaches for mapping mobilities onto the mixed-phase domains in the interfacial regions: either by first smoothing the compositional morphology and then mapping the charge-carrier mobilities (our chosen method), or an alternate method where the mobility mapping is performed first and then the mobility profiles are subsequently smoothed. With the first method, which we choose to implement, the carrier mobilities in the mixed region tend to be over an order of magnitude smaller than those in the pure phases (representing the geometric average of the two) with large fluctuations depending on the exact composition. In contrast, the alternative mapping-before-smoothing approach produces mobilities in the mixed phase that are all roughly about one-half that in the pure phases (the arithmetic average) with relatively little compositional fluctuations. At least one study shows that thermal annealing (which generally enhances phase segregation) leads to an increase of mobility by several orders of magnitude, which we attribute to the reduction of forced charge transport through mixed phases [51] . As the exact experimental values of carrier mobilities in the mixed phase are unknown, for the major part of this study, we choose to focus on the smoothing-before-mapping approach since this produces mixed-phase mobilities that are most in agreement with experimental values. However, we explore both approaches for mobility mapping, and examples illustrating how the different approaches yield different device performance trends are given in the Supplemental Material [52] .
One additional morphology-dependent feature that should affect charge transport is the HOMO and LUMO energy levels of the conducting materials. The exact numerical values of the molecular energy levels of the mixed-composition phase and their impact on device performance is an area of active research [53] [54] [55] . Our goal in this work is not to include every possible detail in our simulated OPV devices but rather to choose a consistent realistic model for which we can controllably tune the degree of mixing to see how the resulting device behavior changes. Nonetheless, we also simulate the morphological impact of the components' energy levels on device performance by implementation of a hopping model for charge transport across internal interfaces [56, 57] and then study the effects of mixing on top of the variableenergy hopping. Although there are some quantitative and qualitative differences between the results with and without variable-energy hopping, we find that the inclusion of energy levels does not affect our general conclusion that the introduction of a mixed phase may be both beneficial and deleterious to device performance. This suggests that a simple mapping of composition to mobility is sufficient to capture the impact of an interfacial mixed phase on device performance, and, thus, we focus on the more simple simulations for the remainder of this paper. The results and details of our variable-energy hopping simulations may be found in the Supplemental Material [52] .
.e., devices that are predominantly fullerene with little polymer) also can function well as the active layer in organic photovoltaic devices [58] . We also apply our DD modeling to better understand the role of the mixed phase in this class of devices. We find, consistent with experiment, that the absence of the pure polymer phase provides little hindrance to device performance; the details of these simulations and our analysis can also be found in the Supplemental Material [52] .
Transfer-matrix approach for calculating carrier generation profiles
To determine the carrier generation profile to be used in our simulations, we begin with a transfer-matrix calculation using an effective-medium approximation to calculate the wavelength-dependent absorption profile through the device based on the AM1.5 spectrum [38] . This absorption profile determines where excitons are generated. Charge carriers, however, are generated by the absorption of light only if the resulting excitons on the absorbing donor are subsequently split at a donor-acceptor interface. In other words, charge carriers should be generated predominantly in proximity to the interface between the two components of both of our experimental and Cahn-Hilliard morphologies. It is well established that excitons have a diffusion length of approximately 5-10 nm in most OPV material blends [59] . Thus, we expect carrier generation to be maximized at the interfaces between the binary phases and to decay in magnitude moving outward from that interface.
To account for the preferential generation of free charges near the donor-acceptor interface in our simulations, we first determine the mesh points of our binarized morphology that represent the location of the interface between donor and acceptor materials. The generation of carriers should be highest at these mesh points (i.e., the exciton dissociation efficiency equals 1). The adjacent and proximal mesh points are then assigned exponentially decaying efficiency of exciton dissociation radiating outward from the interface, such that no excitons should be split within an approximate 10-nm region around the interface. We then convolve this exponentially decaying profile with the transfer-matrix absorption profile, resulting in a spatially dependent carrier generation profile that properly accounts for both morphological and exciton diffusion effects. An example of such a generation profile for a CH morphology with an average feature size of approximately 10 nm is presented in Fig. 1 . This method for generation rate profile determination is different than that applied in the experimental HAADF STEM morphology. With that morphology, the generation of charges is set to occur only in regions that are specifically characterized as mixed phase. When we apply the same exponential generation profile mapping method as is utilized for the CH morphologies to the experimental morphology, we see minimal differences in the calculated device performance between the two methods. A discussion of the different generation profile mapping techniques as applied to the experimental morphology is presented in the Supplemental Material [52] .
III. RESULTS AND DISCUSSION
A. Simulations with only pure-component domains
Cahn-Hilliard-generated morphologies
Before we begin our analysis of the effects of a mixedcomposition domain on OPV charge transport, we start by investigating a series of binarized (i.e., only pure domains) device morphologies, so that we may better understand how the presence of a mixed phase either helps or hinders device performance. We start by simulating the J-V characteristic of the binarized Cahn-Hilliard-generated morphologies by solving Eqs. (3)- (5) as a function of applied voltage bias (the full J-V characteristics are presented in the Supplemental Material [52] ). We present an example of one such morphology in Fig. 2 . Specifically, the presented images refer to a CH morphology with an average domain size of approximately 10 nm. We present snapshots of the morphology at varying degrees of mixing: first when only pure-component domains are present [0% mixing, Fig. 2(a) ] and the same morphology with two different levels of Gaussian smoothing that result in 30% [ Fig. 2(b) ] and 70% [ Fig. 2(c) ] mixing of the active layer. The color map for these images is such that white corresponds to pure acceptor material (i.e., fullerene), and black corresponds to pure donor material (i.e., polymer). The orientation is such that the top of the image corresponds to the transparent anode, and the bottom corresponds to the metallic cathode. After 1. An example of a spatially dependent generation rate for a morphology generated by Cahn-Hilliard modeling for the morphology presented in Fig. 2 . Charge carriers are generated only in proximity to the interface between the donor and acceptor phases.
mapping this initial morphology to mobility and generation profiles as described above, we solve Eqs. (3)- (5) and simulate the J-V characteristic measurement for each morphology. The steady-state position-dependent solutions for the electron density, the recombination rate of carriers, and the y (vertical) component electron current density (n, R, and J n;y ) at 0-Vapplied bias (built-in field only) are also presented in the second, third, and fourth rows of Fig. 2 , respectively.
Although our simulations are inherently two dimensional, we follow the common convention of assuming that the observables are uniform in the third dimension and present the carrier densities and recombination rates in units of ðm −3 Þ instead of ðm −2 Þ. Similarly, we present the current density as a flux in units of ðA m −2 Þ. Immediately apparent from the carrier density plot in Fig. 2(d) is how indirect conduction pathways and morphological traps result in significant charge accumulation at various points through the device; the white oval in Fig. 2(d) highlights one such region with significant charge accumulation. The large regions of charge accumulation like the one highlighted are characterized by both high carrier generation (i.e., near the interface between pure domains) and the lack of a direct continuous conductive pathway between the generation site and the electron extraction cathode (the cathode is located at the bottom of the figure in our representation). In these regions, electrons are forced to either slowly drift through the pure polymer phase, diffuse against the built-in electric field to find a less resistive pathway, or be lost to recombination. Perhaps not surprising, these regions of accumulated charge are also localized regions with an increased rate of charge-carrier recombination, as presented in Fig. 2(g ).
Empirical (HAADF STEM) morphology
To validate that our simulations of Cahn-Hilliardgenerated morphologies are qualitatively representative of an actual BHJ morphology, we also simulate the J-V characteristic of a morphology determined by HAADF STEM microscopy. We present the same set of observables that are examined for the CH morphologies (C A , n, R, and J n;y ) in Fig. 3 . The same phenomena observed in the CH morphologies are evident in the HAADF STEM morphology. The tortuous charge-transport pathways of the morphology result in charge accumulation at various points inside the device, particularly when charges are generated without a direct pathway towards their preferred extraction electrode (again, for electrons, the cathode is located at the bottom of the figure) . The accumulation of charge results in increased rates of recombination at localized regions of the device's morphology. We note that there is also significant leakage current of electrons at the anode (so-called surface recombination), as the accumulation of charges and tortuous pathways causes electrons to diffuse to and be extracted at the "wrong" metal contact.
All of these phenomena result in a rather poorly performing device with a power-conversion efficiency of 0.616%, a result of possessing a J-V characteristic with a J SC of 3.38 mA cm −2 , a V OC of 0.642 V, and a fill factor (FF) of 0.409 (see the Supplemental Material [52] for the full J-V characteristic). Unfortunately, there is no experimentally determined J-V characteristic for this morphology since the sample is specifically fabricated to obtain tomographic data, which involves either the removal of or the complete lack of a top metal contact. In other words, although this empirical morphology is meant to represent real BHJ device films, it is not a functional OPV device. However, OPV devices fabricated from these same materials typically exhibit much higher device performance than what we observe in our simulations [60] . This low performance is likely the result of an unusually coarse (large domain sizes) subsection of the full morphology as well as the fact that we are considering only charge transport in 2D. In a real 3D device, there will be additional transport pathways in the z dimension (which we do not consider) so that the 3D morphology will be less restrictive to charge transport. However, the qualitative agreement of the key simulated observables (n, R, and J n;y ) between the CH morphologies and the HAADF STEM morphology suggests that the results and conclusions drawn from our computer-generated morphologies are a reasonable approximation of those in real OPV devices.
B. Simulations with different degrees of mixed phase
Charge densities and recombination rates
With this basic description of how a disordered morphology with only pure domains impacts an OPV's chargetransport properties in hand, we now examine the effects of introducing an interfacial mixed-phase domain. The images in the middle and right-hand columns in Fig. 2 show the spatially dependent electron density and recombination rate at different degrees of mixing for our approximately 10-nm CH morphology with the simulated device held at shortcircuit conditions under AM1.5G illumination. As discussed in Sec. III A 1, the presence of morphological traps in devices without a mixed phase results in regions of charge accumulation, which, in turn, result in locally increased recombination rates. In the center panels of Fig. 2 , we see that when this same morphology is smoothed to become 30% mixed, there is an overall drop in the steady-state charge density. In particular, the charge density is reduced in the dead-end regions that previously exhibited higher amounts of recombination. Figure 2(h) shows that the introduction of the mixed phase also reduces the peak recombination rates. Note that although the average carrier density and recombination rate decrease when the mixed phase is introduced, there are some regions of the device (particularly regions that were originally pure donor material) that actually exhibit an increase in carrier density and local recombination rate [indicated by the circled regions of Figs. 2(e) and 2(h) ].
This trend of increased charge density in certain regions persists to higher degrees of mixing, as illustrated by the right-hand panels in Fig. 2. Figures 2(f) and 2(i) show that there is an overall increase in charge density and recombination throughout the device as the degree of mixing is increased to 70%. At this point, the amorphous mixed region dominates charge transport through the active layer. Most of the fine structural details originally present at lower degrees of mixing are lost as the morphology becomes more like that of a homogeneous medium. At this extreme, although charge accumulation is lessened in some areas, most regions of the active layer see increased charge density. The increase in charge density and recombination rate due to the redistribution of charges from morphological dead ends into the amorphous mixed regions results in an overall drop in device performance; overmixing appears to constrict formerly conducting pure-component pathways by lowering the local mobility, as we discuss in more detail in Sec. III C. The trends for the average electron density for all of our CH morphology domain sizes as a function of mixing are presented in Fig. 4 . We see similar trends for most domain sizes as that for the approximate 10-nm morphology explored in Fig. 2 , where charge density decreases upon initial mixing but then increases at higher levels of mixing. Of particular note is that the charge density of the 4-nm device increases only upon mixing of the two components. It appears that at this feature size, there are already many conducting pathways and almost no morphological traps. As such, the introduction of mixing does nothing to ease choke points and dead ends so that the debilitating effects of overmixing become manifest immediately.
Conducting pathways
So far, it appears that the introduction of a mixed-phase region most directly affects charge transport by either reducing the severity of dead ends that trap carriers or by constricting previously existing pure-phase conducting pathways. These effects are more evident when examining the electron current-density profiles of active layers with varying degrees of mixing, which are shown in Figs. 2(j)-2(l) . For the sake of clarity, we present only the y component of the electron current-density vector, J n;y . The color map scale is such that white corresponds to electrons flowing down towards the cathode, while black corresponds to electrons flowing up towards the anode. Note that the tortuous morphology prevents many electrons from being extracted from the device, and there is significant leakage current in proximity of the anode, which reduces the resulting photocurrent. In the nonmixed morphology [ Fig. 2(j) ], there are more occurrences of leakage current throughout the device, particularly at dead ends and far upstream of highconductivity pathways. At these points, charge carriers are unable to drift towards the cathode and instead must reverse direction to either find a new conduction pathway or leak out of the device at the anode (so-called "surface recombination") [61] . These points of current "reversal" appear to be exacerbated by the abrupt interface between conducting phases. Upon the introduction of an interfacial mixed-phase region, Fig. 2(k) , there is an immediate drop in leakage current and current reversal near structural dead ends: clearly, charges are able to flow through the device with less obstruction from the morphology with the addition of a modest amount of mixed phase. This improvement in charge transport is manifest in the device's increased fill factor and J SC , which we illustrate in Sec. III C. However, at higher levels of mixing, Fig. 2(l) , the high-conductivity pathways are narrowed, particularly in proximity to the cathode [cf. the circled regions in Fig. 2(k) ]. Transport through the mixed phase then becomes the limiting factor for device performance as carriers slowly traverse through the less conductive amorphous region and increasingly constricted pure-phase conduction channels.
It appears that this balance and interplay between the amelioration of dead ends and the narrowing of highcurrent channels is more pronounced for simulated morphologies with larger average feature sizes. In the case of morphologies with a 4-nm average feature size, the bicontinuous network is already effectively strongly mixed compared to the dimensions of the device, resulting in a preponderance of conducting pathways, despite the absence of an explicitly mixed region. Although the introduction of a mixed phase may reduce some of the dead ends in the device, the many conducting pathways of this device are also significantly constricted (see the Supplemental Material [52] ). This constriction occurs at a lower degree of mixing than for the coarser morphologies, partly because the pure-phase conduction pathways of the 4-nm morphology are already fairly narrow to begin with. Thus, morphologies with domain sizes of approximately 4 nm are so susceptible to conduction-channel narrowing that the introduction of an interfacial mixed phase is immediately detrimental to device performance.
C. Effects of mixed phase on device performance
We now understand in general terms how the presence of a mixed phase may both improve and hinder charge transport through a BHJ active layer by either easing morphological traps or narrowing conducting channels. With this understanding, we turn in this section to exploring precisely how the introduction of a mixed phase affects photovoltaic device performance. In Fig. 5 , we illustrate the effect of introducing different amounts of interfacial mixing on the PCE of simulated devices with different average domain sizes. The figure plots the percent variation of the devices' PCEs from their value in the absence of any mixed phase so that the effects of mixing can be compared for BHJs with the pure phases separated on different length scales. The absolute values of the simulated devices' power-conversion efficiencies and other figures of merit are given in Table III .
The results show that most of the morphologies we study exhibit an initial improvement in power-conversion efficiency upon the introduction of mixed-composition interfacial regions. However, this improvement in PCE does not persist at higher degrees of mixing, and it is clear that the performance of overly mixed devices suffers, dropping below the devices' original PCE. For most of the morphology length scales we test, the peak in device performance occurs when the mixed phase accounts for approximately 15%-20% of the devices' total active area. However, the 10-nm length-scale morphology, which benefits the most from mixing, reaches its peak performance at approximately 45% mixed phase with nearly double the unmixed power-conversion efficiency. And as discussed above, when the average feature size is very small, as with the 4-nm feature-size morphology, the addition of any interfacial mixed phase hinders the performance of the device, with the overall efficiency dropping by approximately 50% as the already finely mixed BHJ's transport properties become increasingly dominated by the mixed phase.
Short-circuit current (J SC )
To better understand how the interplay between the degree of mixing and the overall device morphology affect device performance, in Fig. 6 we plot the change in J SC of our simulated devices as a function of the degree of mixing. As with the trend in PCE, most of the devices' J SC 's improve upon the introduction of a mixed phase. Unlike the trend for PCE, however, most of the simulated devices' J SC 's reach a plateau after their initial increase, rather than decreasing at higher degrees of mixing. The point at which this plateau occurs is slightly different for each device morphology length scale, but most of the devices appear to reach their J SC plateau at approximately 15%-35% mixed phase.
The one exception to this plateau behavior is the simulated devices with 4-nm average feature size, which show only a very small increase in J SC with increased mixing before dropping below the original unmixed value. This is because the finely structured BHJ possesses relatively few morphological traps, so the introduction of a mixed phase is detrimental to charge transport as the highly conducting pure phases are narrowed. For the coarser morphologies (greater than 8-nm average domain size), there are enough morphological traps such that mixing initially improves the J SC by smoothing these traps away, but at higher degrees of mixing, this improvement is counteracted by the narrowing of the pure-phase conducting channels, accounting for the plateau in J SC of these devices upon further mixing. Figure 7 shows that the FFs of our simulated devices each exhibit different trends depending on their morphological length scale upon the introduction of different amounts of interfacial mixed-composition phase. The BHJs with phase separation on larger length scales (8, 12 , and 15 nm) follow a similar trend as seen for the overall device performance: an initial improvement followed by a significant drop at higher levels of mixing. As previously noted, for the 4-nm CH morphology, which has very few initial morphological traps, the introduction of a mixed phase serves only to constrict the devices' conducting pathways, which manifest as a lower fill factor.
Fill factor
The BHJ with the 10-nm morphology, however, exhibits an unusual and nonmonotonic trend with increased mixing. The active layer with the 10-nm average size scale initially follows the same trend as the 4-nm device, in that its fill factor drops. However, with increased mixing, the 10-nm BHJ morphology's fill factor experiences a sharp rise, peaks, and then drops off again. This unusual trend can be understood by examining the structural changes that occur in BHJs with this length-scale morphology upon mixing [ Figs. 2(a)-2(c) ]. The 10-nm length-scale BHJ initially possess several long relatively straight conduction channels for electrons (white, connected segments). There are also several isolated regions of acceptor material (left portion of each panel) that do not allow for proper electron transport. A small degree of mixing hinders the FF because mixing of this morphology leads to narrowing of the conducting pathways. However, as the size of the mixed phase is increased, previously separated conducting segments become connected, creating new conduction pathways that restore carrier balance and improve the FF, until at higher degrees of mixing, the eventual blurring of the conductive pathways ultimately decreases device performance. All of this illustrates how random variations in an OPV's activelayer morphology can have a major and unexpected impact on device its performance, and why there has been so much discussion in the literature about precisely how much a mixed phase is optimum.
Open-circuit voltage (V OC )
The last figure of merit of note for OPV devices is the open-circuit voltage. The V OC is the applied bias necessary to counteract the flow of charge from the built-in electric field. This means that near V OC , drift currents are minimized, so any variation in V OC resulting from the introduction of interfacial mixed phase should be manifest primarily via diffusion current effects in the DD model. The diffusion current, however, is limited by the mobility of charge carriers, and the mobility of the carriers in OPVs is quite low regardless of the degree of mixing. As such, we expect that the introduction of a mixed phase should have only a small effect on a BHJ device's V OC .
Our simulations support this reasoning, as illustrated in Fig. 8 . For all morphology length scales, the introduction of a mixed interfacial region has minimal effect on the simulated devices' V OC . There are some minor fluctuations, particularly for the morphologies with the smallest and largest feature sizes. However, these fluctuations are less than approximately 5% and are much smaller than the more drastic changes exhibited by the other device figures of merit. The relative nondependence of an OPV device's V OC on active-layer morphological features, such as the presence of a mixed phase, is in line with our previous work that shows little effect of structural disorder on the device open-circuit voltage [34] .
IV. CONCLUSIONS
With this study we illustrate that the mixed-composition phase can have both beneficial and detrimental effects on the overall performance of polymer/fullerene BHJ photovoltaic devices. Kinetic Monte Carlo simulations by Jones et al. [14] have previously suggested that the introduction of a mixed phase should lead to diminished device performance. However, those simulations considered only two classes of BHJ morphologies: those with only pure donor and acceptor domains and those with pure fullerene aggregates suspended in a mixed-phase matrix. The authors of that study asserted that ternary-phase BHJs (those with pure donor-acceptor domains and a mixed interfacial phase) should exhibit device performance intermediate between the two binary-phase morphologies. While our drift-diffusion simulations similarly show that an excessive amount of mixed phase does indeed diminish device performance, we find that a moderate amount of mixing may, in fact, lead to increased device performance. On the one hand, the mixed phase can, to an extent, reduce the tortuosity of a morphology that is obstructive to charge transport by reducing dead ends and creating new conduction pathways, leading to improved performance. We observe this effect in both our Cahn-Hilliard-generated morphologies as well as our single empirical morphology, although the empirical morphology is considerably coarser (approximately 26-nm average domain size) than any of our CH morphologies and may not be fully representative of typical BHJs. However, at higher degrees of mixing, overall device performance suffers as conduction pathways are constricted and charges are forced to transport through the relatively less conducting mixed phase. The point at which the mixed phase switches from helping to hindering device performance depends on the average feature size and the connectivity of the device's morphology. When there are relatively few morphological traps, as is the case for our simulated 4-and 10-nm average-feature-size devices, the introduction of a mixed phase offers little benefit, since there are few traps to ameliorate. However, as is seen with the 10-nm device, the introduction of a mixed phase can also allow for the creation of new conduction pathways between regions previously separated by nonconducting material. This shows that a mixed phase may have significant effects depending on the exact details of a device's morphology.
It is worth emphasizing that the greatest improvement in overall device efficiency is exhibited by the device with a 10-nm length-scale morphology. This is the typical morphological length scale assumed to comprise most BHJtype solar cells. This suggests that the presence of a mixed phase plays a significant role in the charge-transport properties of high-performing BHJ devices and may be necessary for optimum device performance of organic solar cells. That said, it is important to realize that the impact of a mixed-composition interfacial phase on an OPV device's performance is highly nonmonotonic. Since different donor-acceptor blends exhibit different phase-separation kinetics and degrees of mixing in a uncontrollable way, it is highly likely that the performance impact of the mixed phase is one of the root causes of the difficulty involved with optimizing new OPV donor-acceptor blends for device performance. This suggests that new fabrication techniques, such as sequential processing of donor-acceptor materials [62] , are required to manipulate and control the degree of mixing in BHJ devices in a reproducible manner.
