Abstract. We investigate numerical methods for solving large-scale saddle point systems which arise during the feedback control of flow problems. We focus on the instationary Stokes equations that describe instationary, incompressible flows for moderate viscosities. After a mixed finite element discretization we get a differential-algebraic system of differential index two [J. . Avoiding this explicit projection leads to solving a series of large-scale saddle point systems. In this paper we construct iterative methods to solve such saddle point systems by deriving efficient preconditioners based on the approaches of Wathen and colleagues, e.g., [M. Stoll and A. Wathen, J. Comput. Phys., 232 (2013), pp. 498-515]. In addition, the main results can be extended to the nonsymmetric case of linearized Navier-Stokes equations. We conclude with numerical examples showcasing the performance of our preconditioned iterative saddle point solver.
Introduction.
Stabilization of flow problems is crucial for many areas of engineering, for example, the automotive and aerospace industries, as well as nanotechnology. In the latter case of microfluidic structures, we often encounter flow problems at moderate viscosities or Reynolds numbers that do not require turbulence modeling [27] . In this paper, we are concerned with such a setting; therefore, we follow the Riccati-based feedback approach for stabilization of incompressible flow problems [6] . In contrast to the common idea of distributed control, we consider boundary control, which is more natural in a technical implementation. The analytic approach for feedback boundary stabilization of Stokes and linearized Navier-Stokes equations was given by Raymond in [39, 40, 41] . Raymond used the Leray projector to project the velocity functions onto the space of divergence-free vector functions [19] in order to deal with the algebraic constraints imposed by the incompressibility with the time t ∈ (0, ∞), the spatial variable x ∈ Ω, the velocity field v(t, x) ∈ R 2 , the pressure p(t, x) ∈ R, and the viscosity ν ∈ R + (see, e.g., [ 15, subsection 2.1.2]). Additionally, we have Ω ⊂ R 2 as a bounded and connected domain with boundary Γ = ∂Ω, some Dirichlet boundary conditions, which describe an inflowoutflow problem (see, e.g., [ 20, Example 5.1.1]), and appropriate initial conditions. Details about the boundary and initial conditions that we used for the numerical test are discussed at the beginning of section 4.
First, we show in section 2 that the discretized system from the feedback control approach leads to differential algebraic equations. After showing why the projection idea of [24] can be used as numerical realization of the Leray projector, we end up with large-scale saddle point systems as the major ingredients for computing the Riccati feedback via this projection approach. In section 3, we introduce the solution strategy for these saddle point systems based on the ideas of [20, 47] . Afterwards, we show numerical examples in section 4 and summarize the ideas and results in section 5.
Discretization.
As is common in instationary control problems [16, 24, 4, 3] , we apply the method of lines [46] to the Stokes equations, which means that we discretize (1.1) with a mixed finite element method [25] in space and get the following system of differential-algebraic equations: M d dt z(t) = Az(t) + Gp(t) + f (t), (2.1a) 0 = G T z(t), (2.1b) with the discretized velocity z(t) ∈ R nv and pressure p(t) ∈ R np , the symmetric positive definite mass matrix M = M T 0 ∈ R nv ×nv , and the symmetric negative definite system matrix A = A T ≺ 0 ∈ R nv ×nv [20, section 1.3] . Note that in contrast to the setting used for finite element solvers for instationary systems, the system matrix in the system theoretic framework is on the other side of the equality sign, which leads to a switch of signs. Thus, in our setting A is negative definite. The discretized gradient G ∈ R nv×np is of rank n p in the case of an inflow-outflow problem and inf-sup stable finite elements [20, subsection 5.3] . For this reason we use P 2 -P 1 Taylor-Hood finite elements, where we have n v > n p [25] . The source term f (t) describes the feedback influence via the boundary and can be expressed as f (t) = Bu(t) [6, section 2] , with the boundary control u(t) ∈ R nr and the input operator B ∈ R nv ×nr that maps the control onto the corresponding boundary nodes. Since, in general, one can observe the velocity only in parts of the domain, we add the output equation y(t) = C z(t), (2.1c) Downloaded 11/12/13 to 193.175.53.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php with the output y(t) ∈ R na and the output operator C ∈ R na×nv that selects the part of the domain where we want to measure the velocity, which in our case is a part of the outflow boundary.
Equations (2.1a)-(2.1b) represent a system of differential-algebraic equations (DAEs) of differential index two [50] , written in compact form as the matrix pencil
with a singular left-hand side coefficient matrix
. This symmetric matrix pencil
In contrast to ordinary differential equations, where the solution set lies on an affine subspace of the Euclidean space, the solution set of the DAEs lies on a (hidden) manifold of the Euclidean space that implies some additional difficulties referring to the solvability (see, e.g., [50] ). To avoid this problem we use the idea of index reduction described in [24, section 3] , which is demonstrated in the next subsection for descriptor systems like (2.1).
Projection method.
First, we show how the idea of index reduction by Heinkenschloss, Sorensen, and Sun [24] , used for balanced truncation model order reduction of descriptor systems (2.1), represents a numerical realization of the Leray projector. Namely, we can convert (2.1) into a generalized state space system by using the projector
defined in [24, section 3] . To apply the analytic approach by Raymond [40] using the Leray projection, we need a self-adjoint projector onto the space of divergencefree velocity functions. Hence, if w(t) lies in the range of such a projector, the algebraic constraint G T w(t) = 0 is fulfilled. Since range Π T = null G T , Π T has the property Π T w(t) = w(t). We call (x, y) R nv := x T y ∀x, y ∈ R nv the inner product of the Euclidean space R nv and
the M -inner product for a symmetric matrix M ∈ R nv×nv . It is easily shown that
such that Π T is self-adjoint with respect to the M -inner product. Additionally, null Π T = range M −1 G , which represents the curl-free components in the nullspace of Π T . Finally, Π T decomposes R nv into the direct sum of the two spaces H div0 (R nv ), the space of divergence-free vector functions, and H curl0 (R nv ), the space of curl-free vector functions [19] . Because projectors are unique we have Π T as the discrete version of the Leray projector with respect to the M -inner product, which is the discrete version of the L 2 -inner product. Downloaded 11/12/13 to 193.175.53.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
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The projector Π T ensures that the solution fulfills the algebraic equation (2.1b) and simultaneously resides in the correct solution manifold, the so-called hidden manifold [50] defined by
Thus, the system (2.1) reduces to
we consider the decomposition
Since the pencil (2.2) has n v − n p finite eigenvalues [18] , (2.4) is computable using, for example, the singular value decomposition [1] . If we substitute this decomposition into (2.3), we obtain
as a generalized state space system with a symmetric positive definite mass matrix M.
In [24] , Heinkenschloss, Sorensen, and Sun apply balanced truncation model order reduction to the system in (2.6), which requires computing the controllability and observability GramiansP ,Q ∈ R (nv−np)×(nv−np) , which solve the generalized Lyapunov equations
[24, section 4]. In the next two subsections we show that we have to solve similar equations for the Riccati-based feedback approach. It is clear that for computational purposes we do not want to form Π explicitly, and we certainly cannot compute the decomposition presented in (2.4). We will later see how we can work with (2.6) implicitly by solving certain saddle point problems. (2.6 ). An introduction to LQR for state space systems can be found in [31] . As we consider the generalized state space system (2.6) with M = I, we have to modify the results as carried out in [45, Chapter 5.2] . In summary, we minimize
subject to (2.6), which can be achieved by the optimal control defined by
Here, we define the feedback operator K with X as the solution of the generalized algebraic Riccati equation (GARE)
Thus, we have to solve such a nonlinear matrix equation to get the optimal control u * (t). One way to solve this GARE is described in the next subsection.
Solving the generalized algebraic Riccati equation.
A common way to solve the nonlinear matrix equation (2.11) is a Newton-type iteration as described in [2, 29] . The Newton system at step m is given by
with the update computed via
where R | X (m) is the Fréchet derivative of the Riccati operator (2.11) at X (m) defined as
Therefore, we have to solve
. If we plug this expression into (2.13), we obtain the generalized Lyapunov equation
M and a right-hand side split into the low-rank factors
(see [28] ). Equation (2.14) has the same structure as (2.8) and has to be solved at each Newton step. Hence, the index reduction method in [24] 
5:
A solution strategy for this kind of equation is the low-rank ADI iteration [30, 8] , which is extended for the generalized case in [7] as shown in Algorithm 1.
Note that it is a basic ADI result that (optimal) ADI shifts q i need to be contained in the convex hull of the spectrum of the DAEs (see, e.g., [48] ). Thus, we need q i ∈ R − . For details of an effective implementation we refer the reader to [45] .
Combining the Newton iteration (2.12), as an outer iteration, and the G-LRCF-ADI (Algorithm 1), as an inner iteration, yields the generalized low-rank Cholesky factor Newton method (G-LRCF-NM) [8, 6, 9] . In lines 1 and 4 of Algorithm 1 largescale linear systems of equations involving the projected matrices have to be solved. Both have the following structure: 
With [24, Lemma 5.2] , one has to solve the equivalent linear system
instead of system (2.16). The complete process for computing the feedback operator
T XM is shown in Algorithm 2. The linear system (2.17) has to be solved in every ADI step. Note that despite the fact that the discretized diffusion operator A is symmetric, the (1, 1)-block of the saddle point problem (2.17) is nonsymmetric. Furthermore, note that every Newton step consists of several ADI steps. In the remainder of this paper we show how we can efficiently solve (2.17).
3. Solving large-scale saddle point systems. Linear systems of the form (2.17) are often referred to as saddle point systems. A comprehensive overview of the numerical solution of saddle point systems is given in [10] . In the following we discuss the properties of the linear system (2.17) and our strategy for its efficient solution. Downloaded 11/12/13 to 193.175.53.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Algorithm 2. Generalized low-rank Cholesky factor Newton method for Stokes.
Input: M, A, G, B, C, and shift parameters
Get V 1 by solving
GetṼ by solving
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if (
end if 13: end for 14 :
break 17: end if 18 : end for 19 : K = K nNewton 3.1. Properties of the saddle point system. The saddle point system arising from the feedback control approach for the Stokes equations is of the form (2.17). Although the matrices A, M , and G are sparse, the low-rank product K T B T is dense, and the (1, 1)-block ofÃ also becomes dense, making Algorithm 2 inefficient. To avoid this, we can write system (2.17) in the form of a low-rank update
We then use the Sherman-Morrison-Woodbury formula [22] for the evaluation of (3.1), that is, . Because we consider two boundary control parameters, n r = 2. Finally, we obtain the saddle point system
T ≺ 0, and q i ∈ R − , which means the (1, 1)-block of A is symmetric negative definite (see sections 2 and 2.3), whereas the whole matrix A is indefinite. This system has to be solved for many different right-hand sides and a different shift parameter q i in every ADI step. Our strategy for computing the solution of (3.2) is discussed next.
Preconditioned iterative solvers.
To solve the system (3.2), we use iterative methods, instead of direct solvers, because the size of the whole system n = n v + n p becomes too large for usual finite element discretizations. For threedimensional problems the fill-in generated by a direct method often allows only small problems to be solved, meaning that the use of iterative methods is imperative. Nevertheless, in their basic form the performance of iterative methods will deteriorate with decreasing mesh-size. This can be avoided if a suitable preconditioner P ∈ R n×n is introduced and the modified system
is solved instead (see [43, 20] ). The preconditioner can be chosen as the isomorphism mapping P : X * → X if A : X → X * is an isomorphism [34] . Based on the results of [35] we design a preconditioner to give a small number of eigenvalue clusters for P −1 A. If we want to use a symmetric iterative solver (e.g., MINRES [37] ), we have to use a symmetric positive definite preconditioner, such as the one given by 
Note that the matrix F has a form similar to the matrix obtained when the transient Stokes equation is discretized. Hence, the derivation presented now will somehow resemble preconditioning for transient Stokes systems and shows another way to approximate P SC . Beforehand, we will show how to use a nonsymmetric iterative method. The obvious advantage is that we can extend our method to nonsymmetric systems that arise for more general Navier-Stokes systems, which is the long-term goal of these investigations. Downloaded 11/12/13 to 193.175.53.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php A nonsymmetric iterative method for the block structured and potentially nonsymmetric matrix
is GMRES [44] . Based on the ideas in [20, section 8.1] we consider the block structured nonsymmetric left preconditioner
Note that in the Stokes case it is possible to use the block-triangular preconditioner P G within a symmetric iterative method. Namely, a variant of the CG method [43] introduced by Bramble and Pasciak in [13] can be used, which is only slightly more expensive than MINRES for the same problem. Applying P
−1
G from the left to F gives
As before, we cannot form P SC ∈ R np×np . Instead we apply the least squares commutator approach based on [20, section 8.2] . Therefore, we consider a shifted diffusion operator on the velocity space
and suppose that the analogous operator on the pressure space also exists, that is,
We then define the least squares commutator of the shifted diffusion operators with the gradient operator
which should become small in some sense. If we plug in the discrete versions of the operators, we obtain
Premultiplying this by
In general it is infeasible to work with 
with F p , the shifted system matrix, defined on the pressure space. Thus, one has to solve a pure Neumann problem, defined on the pressure space and formally denoted as S −1 p (as in [12] ), multiply this with the system matrix F p once, and solve a linear system with symmetric positive definite M p , to apply the Schur complement approximation. A similar approach is applied to the incompressible Navier-Stokes equations in [11] .
Note that for the symmetric Stokes case F p = A p + qM p , the Schur complement approximation becomes slightly easier [47, section 3] because the system matrix A p is just the negative and scaled stiffness matrix −νS p such that
Summarizing, we just solve a pure Neumann problem S −1 p [12] and a linear system with the mass matrix M p . To increase the efficiency of this method we approximate both solutions, which is sufficient for preconditioning. In detail, we use a Chebyshev semi-iteration based on [47, Algorithm 3] to solve with M p [49] . Furthermore, we use an algebraic multigrid method (AMG) [23, 42] to apply S p . To solve the problem of indefiniteness of S p , we just pin a boundary node in S p (see, e.g., [12] ). Afterwards we use the AMG package, provided by [26] .
Further details regarding this kind of Schur-complement approximation can be found in [17] for generalized Stokes systems, in [32, 14] for steady and unsteady Stokes systems, and in [34] for general partial differential equations. For unsteady Stokes problems the above approximation is known as the Cahouet-Chabard preconditioner [17] .
In (3.4) we assumed F to be the best choice for P F . To get an efficient preconditioner we apply the AMG approximation [26] of F as well.
Again, we can use the simple approximation P SC ≈ − 1 ν M p and define the preconditioners for the nonsymmetric iterative method aŝ
We compare both methods with the appropriate preconditioner in the next section. Additionally, we discuss some problems with the nested iterations and remark on the numerical realization. The matrices for the numerical tests arise from a standard mixed finite element discretization (e.g., P 2 -P 1 Taylor-Hood elements as in Figure 4 .2) of Ω. Using a Bänsch refinement [5] , we get five different magnitudes for n v and n p , where every second level corresponds to one level of global uniform refinement (see Table 4 .1). Figure 4 .1 shows the coarsest grid level 1. All computations were done with MATLAB R2010b on a 64-bit server with CPU type Intel Xeon X5650 at 2.67GHz, with 2 CPUs, 12 Cores (6 Cores per CPU), and 48 GB main memory available.
Solving the saddle point system.
First, we compare MINRES and GMRES with the preconditioners defined in section 3.2. Therefore, the MATLAB implementations of both methods are used, and the preconditioning is realized as function handles to increase the efficiency.
On the one hand, for MINRES we use the symmetric preconditionerŝ
On the other hand, for GMRES we usê We solve the Newton-ADI iteration with all methods for an iteration tolerance of tol solve SPS = 10 −12 . This computation includes 7-22 Newton steps with 13-47 ADI steps. Therein, we have to solve for 7-11 right-hand sides the system (3.2) in every ADI step. In Figure 4 .3 we have six subplots, where we show the total number of Krylov steps over all these right-hand sides on the left and the execution time of the Krylov solves on the right. Thereby, Figures 4.3(a) and 4.3(b) show the total number. GMRES with P G wins this comparison for each configuration, although every GMRES step needs a little bit more time than a MINRES step, as is visualized in Table 4 .2. Note that the unexpectedly high times for each Krylov step withP G are easily explained by the growing fraction spent in the orthogonalization phase since in average more Krylov steps are needed in this configuration. Obviously, the number of Krylov solves increases if the viscosity decreases. This issue comes from the increasing number of Newton and ADI steps. Therefore, we scaled the number of Krylov solves and the time with the number of Newton steps in Figures 4.3(c) and 4.3(d) . Finally, we scaled the values with the number of ADI steps in Figures 4.3(e) and 4.3(f) . This last row in Figure 4 .3 is the most important for us. Again, GMRES with P G is the best choice, and it is nearly independent of the viscosity. Our tests also showed that after a certain point all methods except GMRES with P G showed stagnation of the residual norm. This effect occurs due to the Schur complement approximation not being sufficiently accurate (see [36] ). Moreover, we observed that this high accuracy is not needed to achieve our main goal, which is to solve the Newton-ADI iteration (Algorithm 2). The influence of the accuracy of the saddle point solvers on the convergence of the whole algorithm is presented in the next subsection.
Nested iteration.
In Algorithm 2 we have a nested iteration with the outermost Newton iteration, the central ADI iteration, and finally the innermost iteration, where the saddle point system (3.2) has to be solved at every ADI step. To compute one Newton step (2.12b) we need a number of ADI steps to reach the stopping criterion for the Newton iteration tol Newton To visualize the convergence we show the evolution of the optimal costs, that is, the value of the cost functional (2.9), in Figure 4 .4. This convergence depends only on the chosen cost functional (2.9) and is thereby dependent on the problem conditions.
The convergence of the ADI iteration depends heavily on the shift parameters q i . We use the heuristic Penzl shifts [38] or the Wachspress shifts [48] . Both approaches achieve similar results, and computation times are lower for the Penzl shifts, so we use this method for the remaining computations with tol ADI ≈ 5 · 10 −7 . Depending on how accurately the saddle point system is solved at every ADI step, we need more or fewer ADI steps to reach this tolerance. In Table 4 .3 we compare the number of ADI steps and the required computation time in relation to the achieved tolerance tol solve SPS for the methods and preconditioners defined before.
We computed these results for different viscosities and summarized them in different subtables. In the bottom line of every subtable we put the number of Newton and ADI steps for a direct solver as a reference level, while assuming that the direct solver reaches the highest accuracy in the ADI iteration. The best configurations of each method are underlined, and the very best for each viscosity is plotted in boldface. We notice that the configuration of GMRES with P G is the best choice for all configurations. If we concentrate on the first column of each subtable, we see that the fastest method needs only as many Newton steps as the direct solver needs. But it is not necessary to have the smallest number of ADI steps to be the fastest method. Summarizing, it shows that it is not easy to determine the best configuration. An extension of the inexact Newton idea by [21] onto this nested iteration is one of our future goals. However, it is clear that a minimal accuracy for the ADI, and in turn for GMRES and MINRES, is required to guarantee convergence of the Newton loop. Downloaded 11/12/13 to 193.175.53.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php In the tables we mark by "-" the cases where the iteration did not converge within 50 steps.
For this level of refinement the direct solver is of course much faster than our iterative method, because the number of unknowns is comparably small. Based on this observation and the fact that we want to deal with the Navier-Stokes equations in the future, we use GMRES as the iterative method in all further considerations and show more parameters which influence convergence. Figure 4 .5 the relative preconditioned residuals of GMRES with P G are listed for the different levels of refinement in Table  4 .1. We plotted the best case and the worst case as residual vectors, and the average over the final residuals as markers. Thereby, the best cases need between 14 and 19 steps. However, in the worst case the numbers of steps varies between 48 and 89 steps. On average, the number of steps for various levels of refinement shows a very benign growth (between 26 and 40) . Figure 4 .6 gives an explanation for the larger variation in the worst case. The condition number of matrix A, for which we solve the saddle point systems, increases as we refine our mesh. In detail, the condition number roughly scales up with a factor of 10 for each refinement level. Considering this fact, we have a robust (with respect to the mesh parameter), preconditioned, iterative method for solving saddle point systems like (3.2) .
Parameter dependence. First, in
Two further parameters which influence the properties of the saddle point system are the viscosity and the ADI shift. For different viscosities we get a different system matrix A and also different Schur complement approximations (3.6). The influence of the viscosity concerning the various methods was already shown in Figure 4 .3(e), where we evaluated the performance of the various preconditioners. In detail, Figure  4 .7(a) shows the influence of the viscosity for refinement Level 1. We averaged the number of GMRES steps over all right-hand sides which appear during the Newton-ADI iteration. We see that we need nearly the same number of iterations if we vary ν for P G . The same holds forP G . The larger number of steps forP G can be explained via the more problem-dependent construction of P G , where the ADI shift q i is considered as well. To make this clearer, we have a look into the second parameter in Figure 4 .7(b). Again we plot the average number of GMRES steps for different ADI shifts q i which change during Algorithm 2 in each ADI step. This change influences the saddle point system itself and also the least squares Schur complement approximation (3.6). Figure 4 .7(b) shows the dependence of the number of iterations on ADI shifts q i for refinement Level 1 and ν = 10 −1 , where q i are the shifts used during the Newton-ADI iteration. In contrast to the viscosity, we notice that we need more iterations if we increase the absolute value of q i for P G . But again we have results that are worse if we useP G . Unfortunately, we cannot influence the absolute value of the shift too much, because both shift concepts create a similar distribution of shifts. Downloaded 11/12/13 to 193.175.53.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Summarizing, we note that all results shown here point out that the use of GMRES with the P G preconditioner is the best choice for solving the saddle point systems (3.2) arising in the Riccati feedback stabilization approach (2.10) for the Stokes equations (1.1). We believe that this preconditioner in combination with the Bramble-Pasciak CG method would perform equally well [13] .
Finally, we note that in [33] a study of theoretically robust preconditioners for some partial differential equation problems was recently made. It has been observed that the performance of multigrid approximations to the Cahouet-Chabard preconditioner can show some dependence on the crucial parameters, but from our experiments all relevant scenarios could be dealt with by a slight increase in the number of V-cycles.
Conclusion and outlook.
In this paper, we have considered the numerical solution of the feedback control problem for instationary Stokes flow. Following a theoretical approach of Raymond [39, 40] , an LQR problem for the evolution equation resulting from the Leray-Helmholtz projection onto the divergence-free vector fields has to be solved in this setting. This leads to an operator Riccati equation which needs to be solved numerically. After discretization, one obtains an algebraic Riccati equation. Given its nature as a nonlinear system of equations, we employ Newton's method to find its unique root defining the stabilizing feedback. In each Newton step, a Lyapunov equation has to be solved for which we employ the low-rank factor ADI iteration, requiring a linear solve in each step. Employing a stable conforming finite element method like Taylor-Hood for spatial discretization, the semidiscrete problem is not consistent with the discrete Helmholtz projected flow control problem. We have shown how to overcome this difficulty using a trick suggested in [24] , which we show to be equivalent to applying the discrete Leray projector to the discretized flow field. We have also demonstrated how the Newton-ADI iteration for the algebraic Riccati equation can be reformulated in this setting so that at convergence, we obtain the solution of the algebraic Riccati equation consistent with the operator Riccati equation corresponding to the Leray-projected LQR problem. As in [24] , we have seen that the reformulation of the Lyapunov solution using the ADI iteration leads to the need for solving a linear system with saddle point structure, i.e., the common structure of linear systems related to Stokes flow. As these linear solves have to be solved in the innermost loop of the threefold nested iteration resulting from the Newton-ADI scheme, their solution is the bottleneck in the numerical realization of feedback control for Stokes flow. Therefore, we have focused on deriving an efficient solver for the particular saddle point problems within the ADI iteration which can be seen as nonsymmetric low-rank perturbation of the standard discrete Stokes problem.
For the saddle point problems we have discussed preconditioned Krylov solvers based on the ideas of Wathen and colleagues [20, 47] . We could derive efficient approximations to the Schur complement of the saddle point system based on the well-known commutator approach. The resulting preconditioners then bear some similarity to the Cahouet-Chabard preconditioners. We have illustrated in various examples that the iterative schemes in combination with our preconditioners give robust results with respect to the crucial parameters such as the mesh-parameter or the viscosity. We have investigated the interactions of the nested iterations with respect to the accuracies of the different solvers. Our numerical investigations have shown that a block-triangular preconditioner within GMRES provided the most satisfying results.
In the future, the feedback stabilization of flow problems described by NavierStokes equations will be investigated. Among the more challenging tasks will be the computation of the ADI shift parameters for the nonsymmetric linearized NavierDownloaded 11/12/13 to 193.175.53.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Stokes operator and the computation of an initial guess for the Newton iteration (which is not necessary in the Stokes case, as a zero initial guess is feasible in this setting). As the linear systems to be solved within the ADI iteration usually have multiple right-hand sides, depending on the number of control variables, we will investigate the acceleration of the iterative solvers via block methods and Krylov subspace recycling techniques.
