Reconstruction of boundary controls in parabolic systems by Korotkii, A. I. & Mikhailova, D. O.
ISSN 0081-5438, Proceedings of the Steklov Institute of Mathematics, 2013, Vol. 280, Suppl. 1, pp. S98–S118.
c© Pleiades Publishing, Ltd., 2013.
Original Russian Text c© A.I. Korotkii, D.O.Mikhailova, 2012,
published in Trudy Instituta Matematiki i Mekhaniki UrO RAN, 2012, Vol. 18, No. 1.
Reconstruction of Boundary Controls
in Parabolic Systems
A. I. Korotkii1,2 and D. O. Mikhailova1
Received April 27, 2011
Abstract—In the paper, an inverse dynamic problem is considered. It consists in recon-
structing a priori unknown boundary controls in dynamical systems described by boundary
value problems for partial diﬀerential equations of parabolic type. The source information
for solving the inverse problem is the results of approximate measurements of the states of
the observed system’s motion. The problem is solved in the static case; i.e., to solve it, we
use all the measurement data accumulated during some speciﬁed observation interval. The
problem under consideration is ill-posed. To solve it, we propose the Tikhonov method with a
stabilizer containing the sum of the mean-square norm and total time variation of the control.
The use of such nondiﬀerentiable stabilizer allows us to obtain more precise results than
the approximation of the desired control in the Lebesgue spaces. In particular, this method
provides the pointwise and piecewise uniform convergences of regularized approximations and
makes possible the numerical reconstruction of the subtle structure of the desired control. In
the paper, the subgradient projection method for obtaining a minimizing sequence for the
Tikhonov functional is described and substantiated. Also, we demonstrate the two-stage ﬁnite-
dimensional approximation of the problem and present the results of numerical simulation.
Keywords: dynamical system, control, reconstruction, observation, measurement, inverse
problem, regularization, the Tikhonov method, variation, piecewise uniform convergence.
DOI: 10.1134/S0081543813020090
INTRODUCTION
In this paper, we consider the problem of reconstructing a priori unknown boundary controls
acting in controlled dynamical systems described by boundary value problems for partial diﬀerential
equations of parabolic type. Control actions in a dynamical system can be a priori unknown
and must be determined as a result of observing the system from approximate measurements of
its current phase states. Similar reconstruction problems for dynamical systems were studied in
diﬀerent statements in control theory, in the theory of diﬀerential games, and in the theory of
estimation and identiﬁcation [1–9]. It is well known that the problems under consideration are
ill-posed and their solution requires the application of regularization methods [10–12].
To solve the problem, the Tikhonov variational method consisting in the minimization of some
appropriate residual functional over the set of admissible controls is used. The problem is solved in
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a static case; i.e., to solve it, we use all the measurement data accumulated during some speciﬁed
interval of observing the system. The emphasis is on designing regularizing algorithms, which are
able to reconstruct the desired control not only in the traditional mean-square metric but also in
stronger metrics.
It is known that, for ill-posed problems, the classical Tikhonov regularization, which uses the
norms of Sobolev spaces as stabilizers, provides a high reconstruction quality for smooth desired
functions but does not allow to qualitatively reconstruct nondiﬀerentiable functions, which may
have breakpoints, close peaks, discontinuities, and other singularities. Controls acting in dynamical
systems may possess such features. Stabilizing functionals containing the norms of Sobolev spaces
have a strong regularizing eﬀect, which necessarily results in smoothing a desired function and
losing its subtle structure. Stabilizing functionals containing the norms of Lebesgue spaces are often
used for regularizing problems but they also result in a rather rough approximation. Therefore,
there arises the necessity to construct stabilizers that are specially designed for reconstructing
nonsmooth functions and functions with singularities. Within variational regularization methods,
several classes of stabilizing functionals have been suggested so far and proved to be rather eﬃcient
in the reconstruction of both smooth and nonsmooth functions. In the case of functions of one
variable, stabilizers containing the classical or generalized variation combined with some strictly
convex norm are often used [13–23]. On this path, the convergence in Lebesgue spaces, the
pointwise convergence, the convergence of variations, as well as the piecewise uniform convergence
of regularized approximations, are obtained. In the case of functions of many variables, stabilizers
containing the generalized variation [24] are often used. Here, the convergence in Lebesgue spaces,
the pointwise convergence, and the convergence of generalized variations of regularized approxi-
mations are obtained [14–16, 20–27]. Some results concerning the regularization with the use of
variations for functions of many variables based on ﬁnite diﬀerences are presented in [20–23]. To
obtain a uniform approximation of a solution that is continuous but nondiﬀerentiable in the general
case, stabilizers in the form of the norm of the Lipschitz space are applied [15,16]. The use of the
norm of a Sobolev space with fractional derivatives as a stabilizer can be useful for reconstructing
both continuous and discontinuous desired functions [13, 16]. The results mentioned above are
obtained for linear and nonlinear operator equations of the ﬁrst kind. Similar investigations for
inverse dynamic problems, in which it is required to qualitatively reconstruct unknown controls,
are of a great interest.
In the present paper, it is shown that, using stabilizers in the form of the sum of the classical vari-
ation and the mean square norm of the admissible control in the problem of control reconstruction,
one can obtain the pointwise convergence, the convergence in Lebesgue spaces, the convergence of
classical variations, and the piecewise uniform convergence. The results obtained make possible the
numerical reconstruction of the subtle structure of the desired control. In the paper, the subgradient
projection method for obtaining minimizing sequences for the Tikhonov functional is described and
substantiated. The two-stage ﬁnite-dimensional approximation of the problem is presented. At the
ﬁrst stage, the original inﬁnite-dimensional problem is approximated by a simpler problem for some
system of ordinary diﬀerential equations (the approximation is based on the method of separation
of variables). The corresponding approximation theorem is proved. At the second stage, the
problem for the system of ordinary diﬀerential equations is approximated by a ﬁnite-dimensional
discrete problem. The carried out computational experiments show that the developed methods
and algorithms can be applied to reconstruct the desired control and its subtle structure. The
results of numerical simulation are presented. This paper continues investigations [28–33].
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1. PROBLEM STATEMENT
We consider a controlled dynamical system, whose state at time t from a given bounded time
interval T = [t0, ϑ] (t0 < ϑ) is characterized by a function y[t] = y(t, ·) deﬁned in some domain Ω
of Euclidean space Rn, n ≥ 1. The time evolution of the states y[t] = y(t, ·) is described by the
boundary value problem [34–36]
yt = Ay + f(t, x), (t, x) ∈ Q = T × Ω, (1.1)
y(t0, x) = y0(x), x ∈ Ω, (1.2)
σ1
∂ y
∂N
+ σ2 y = g(x)u(t), t ∈ T, x ∈ Γ = ∂Ω, (1.3)
where σ1 and σ2 are nonnegative constants, σ1 + σ2 > 0; y0 is the initial state of the system; f
and g are given functions; ∂y/∂N is the outer conormal derivative corresponding to the operator A;
u(t) = (u1(t), . . . , um(t)) is a vector control acting on the system at time t ∈ T ; and A is the linear
self-adjoint diﬀerential operator
Ay =
n∑
i,j=1
∂
∂ xi
(
aij(x)
∂ y
∂ xj
)
− a(x) y.
Admissible current values of the control action are subject to the constraint
u(t) ∈ P ⊂ Rm, t ∈ T.
Let the motion y = y[t], t ∈ T , of the controlled dynamical system be observed on the time
interval T . Let the states y[t] of the system be measured approximately at the corresponding
current times t ∈ T , and let the results of these measurements yδ[t] satisfy the condition
∫
T
‖ yδ[t]− y[t] ‖2L2(Ω) dt ≤ δ2, (1.4)
where δ is a numerical parameter characterizing the accuracy of measurements, 0 ≤ δ ≤ δ 0.
The reconstruction problem consists in the approximate reconstruction (from the results yδ =
yδ[t], t ∈ T , of approximate measurements of the states of the system’s observed motion y = y[t],
t ∈ T ) of the control u = u(t), t ∈ T , generating the observed motion of the system. The result
uδ = uδ(t), t ∈ T , of reconstructing the desired control u = u(t), t ∈ T , should be the more precise
the smaller are the measurement errors:
∫
T
‖uδ (t)− u(t) ‖2Rm dt → 0, δ → 0. (1.5)
Further, the meaning of the approximate reconstruction uδ ≈ u will be varied and made
more precise. Reconstruction algorithms providing, in addition to the traditional mean-square
approximation (1.5), the approximation in some stronger sense resulting in the reconstruction of
the subtle structure of the desired control will be suggested. Here, we will assume that the observer
aiming to solve the reconstruction problem knows the a priori geometrical constraint on the set of
admissible controls, the equations of the system’s dynamics, and the initial state of the system.
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The problem under consideration can be informally interpreted as follows. In some body
(domain) Ω with boundary Γ, the heat exchange process under the action of boundary heat
forces with a time component u is realized. This control component u is a priori unknown and
inaccessible for direct measurements. The process of heat distribution in the body Ω is observed
during some ﬁnite time interval T . In the process, at current times t ∈ T , the temperature of the
body y[t] = y(t, x), x ∈ Ω, is measured with some error δ. The result of these measurements is a
function yδ[t] = yδ(t, x), x ∈ Ω, satisfying estimate (1.4). It is required to reconstruct approximately
the control realization u generating the observed evolution of the temperature y[t], t ∈ T , from
the received information yδ[t], t ∈ T , on the approximate temperature of the body on the time
interval T . The reconstruction should be the more precise the smaller are the errors of measuring
the temperature.
Let us pass to the mathematical formalization of the problem. Let P be a convex compact set
from Rm. Let the set U of all admissible controls in the problem be the set of all measurable and
square integrable vector functions whose values for almost all t ∈ T belong to the compact set P :
U = { u ∈ E : u(t) ∈ P for a.a. t ∈ T }, E = L2(T ;Rm).
We assume that Ω is a bounded domain in Rn with piecewise smooth boundary Γ [34–36],
f ∈ L2(Q), g ∈ Lm2 (Γ), y0 ∈ L2(Ω), and the coeﬃcients of the operator A satisfy the following
conditions in Ω: aij = aj i , a ≥ a0 = const > 0, aij ∈ L∞(Ω), a ∈ L∞(Ω), and, for σ1 = 0,
additionally aij ∈ W 1p (Ω), p > n.
It is known [37, 38] that, under the speciﬁed conditions on the parameters of boundary value
problem (1.1)–(1.3), for any control u ∈ E, there exists a unique weak solution y = y(t, x) =
y(t, x;u), (t, x) ∈ Q, to this boundary value problem from the space C(T ;L2(Ω)). This solution is
sometimes called the motion of dynamical system (1.1)–(1.3) generated by the control u ∈ U and
is denoted by the symbol y = y[·;u] = y[t;u], t ∈ T .
Consider the set of all possible motions of system (1.1)–(1.3) corresponding to all possible
controls
Y = { y = y[·;u] : u ∈ U }.
For any motion y ∈ Y , we introduce the set of all admissible controls generating this motion
U(y) = {u ∈ U : y[·;u] = y }
and the set of all possible measurements of this motion
Yδ(y) =
{
yδ ∈ Z :
∫
T
‖ y[t]− yδ[t] ‖2L2(Ω) dt ≤ δ2
}
, Z = L2(T ;L2(Ω)).
We will ﬁnd a solution to the reconstruction problem in the class of algorithms, each of which
is identiﬁed with the family of mappings (methods)
D = {Dδ : 0 ≤ δ ≤ δ0 }, Dδ : Z → E.
To formulate the problem, we introduce the notation:
rδ(y) = sup { ρ[Dδ(yδ), U(y) ] : yδ ∈ Yδ(y) },
ρ[Dδ(yδ), U(y) ] = min { ‖Dδ(yδ)− v ‖E : v ∈ U(y) }.
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Problem. It is required to construct an algorithm D that, for any observed motion of the
system y ∈ Y , possesses the regularizing property
rδ(y) → 0, δ → 0.
2. PROPERTIES OF THE CONTROLLED SYSTEM
Let us note a number of properties of the dynamical system and its motions. These properties
will be used to substantiate the methods chosen for solving the reconstruction problem.
Lemma 2.1. The set U is convex, bounded, closed, and weakly compact in E.
Lemma 2.2. If a sequence of controls {uk } ⊂ E converges weakly in E to an element
u0 ∈ E, then the corresponding sequence of motions { y[·;uk] } converges in C(T ;L2(Ω)) to the
motion y[·;u0].
Lemma 2.3. The mapping B : E 	 u → y[·;u] ∈ C(T ;L2(Ω)) is linear and compact.
Lemma 2.4. The set Y is convex and compact in the space C(T ;L2(Ω)).
Lemma 2.5. For every y ∈ Y , the set U(y) is nonempty, convex, bounded, closed, and weakly
compact in E; it contains a unique element u∗(y) of minimal E-norm.
The proofs of the lemmas are similar to the proofs of analogous statements in [31,32,38].
It follows from Lemma 2.3 that the mapping B cannot have a continuous inverse mapping [39,
p. 228]; therefore, the reconstruction problem under consideration is ill-posed and its solution
requires the application of regularization methods.
3. SOLUTION TO THE RECONSTRUCTION PROBLEM
Consider one of the variants for solving the problem. Let us introduce the notation
F ∗α (z) = min {Fα(z, v) : v ∈ U }, (3.1)
U ∗α (z) = { v ∈ U : Fα(z, v) = F ∗α (z) }, (3.2)
Fα = Fα(z, v) =
∫
T
‖ y[t; v]− z(t) ‖2L2(Ω) dt + α ‖ v ‖2E , (3.3)
α = const > 0.
Note some properties of functional (3.3), extremal problem (3.1), and the set of its solutions
(the set of minimizing elements) (3.2).
Lemma 3.1. For any α > 0 and z ∈ Z, functional (3.3) is lower semicontinuous in v with
respect to weak convergence in E.
Lemma 3.2. For any α > 0 and z ∈ Z, extremal problem (3.1) is uniquely solvable; the set of
its solutions U∗α(z) consists of one element u∗α ∈ U .
Lemma 3.3. For any α > 0 and z ∈ Z, any minimizing sequence in problem (3.1) converges
strongly in E to the element u∗α.
The proofs of the lemmas are similar to the proofs of analogous statements in [31,32,38–42].
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Now, we construct the algorithm solving the reconstruction problem. For any δ ∈ [0, δ0] and
z ∈ Z, we deﬁne the realization (the value) of the method Dδ(z) by the rule
Dδ(z) = v ∈ U : F ∗α (z) ≤ Fα(z, v) ≤ F ∗α (z) + ε, (3.4)
where ε is a nonnegative parameter characterizing the accuracy by functional of the solution
to extremal problem (3.1). The values α and ε are parameters of the method (regularization
parameters); they are chosen depending on the value δ of the accuracy of measurements.
Theorem 3.1. Let the regularization parameters α = α(δ) and ε = ε(δ) satisfy the following
concordance conditions:
( ε(δ) + δ 2 )α(δ)−1 → 0, ε(δ) → 0, α(δ) → 0, δ → 0. (3.5)
Then, the algorithm D consisting of methods (3.4) solves the reconstruction problem on any observed
motion y ∈ Y ; i.e., rδ(y) → 0 as δ → 0. In addition, for any realizations of measurements
yδ ∈ Yδ(y), the realizations v δ = Dδ(yδ) of methods (3.4) provide the strong convergence in E
v δ → u∗(y) as δ → 0.
The proof of the theorem is similar to the proof of analogous statement in [28–32].
Consider one more variant for solving the reconstruction problem.
Let W be the Banach space of functions of bounded total variation [43–45]
W = {u ∈ E : V [u] < ∞}, ‖u ‖W = ‖u ‖E + V [u ],
where V [u ] is the total variation of the function u : T 	 t → u(t) ∈ Rm,
V [u ] = sup
{
l∑
i=1
‖u(ti)− u(ti−1) ‖Rm : σ ∈ Σ
}
;
the supremum is taken over the set Σ of all ﬁnite partitions σ of the interval T ,
σ : t0 < t1 < . . . < tl−1 < tl = ϑ.
Note some properties of the space W and its norm.
Lemma 3.4. The space W is compactly embedded in E; i.e., the operator of embedding W
into E is continuous and maps every bounded set from W to a precompact set from E. Any closed
bounded set from W is compact in E.
Lemma 3.5. The pointwise limit of a bounded in W sequence of functions is a function from W .
Lemma 3.6. The functional V [ · ] and the norm ‖ · ‖W are lower semicontinuous with respect
to pointwise convergence of arguments; i.e., if a sequence of functions of bounded variation {vk}
converges pointwise on T to some function of bounded variation v0, then V [v0] ≤ lim inf V [vk] and
‖v0‖W ≤ lim inf ‖vk‖W .
Lemma 3.7. The functional V [ · ] and the norm ‖ · ‖W are lower semicontinuous with respect
to the convergence in E of bounded sequences from W ; i.e., if {vk} is a bounded sequence from W
that converges in E to some function v0 ∈ E, then v0 ∈ W and V [v0] ≤ lim inf V [vk], ‖v0‖W ≤
lim inf ‖vk‖W .
Lemma 3.8. For any closed ball Sr[w0] = {w ∈ W : ‖w − w0 ‖ ≤ r }, the set U ∩ Sr[w0] is
convex, closed in E and in W , compact, weakly compact in E, and compact with respect to pointwise
convergence on T .
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The proofs of Lemmas 3.4–3.8 are similar to the proofs of analogous statements in [13,30–32].
Introduce the following notation:
F̂ ∗α (z) = min { F̂α(z, v) : v ∈ UW }, UW = U ∩W, (3.6)
Û ∗α (z) = { v ∈ UW : F̂α(z, v) = F̂ ∗α (z) }, (3.7)
F̂α = F̂α(z, v) =
∫
T
‖ y[t; v] − z(t) ‖2L2(Ω) dt + αΛ(v), (3.8)
Λ(v) = ‖ v ‖2E + V [ v ].
Note some properties of functional (3.8), extremal problem (3.6), and set (3.7) of its solutions.
Lemma 3.9. For any α > 0 and z ∈ Z, functional (3.8) is lower semicontinuous in v with
respect to the convergence in E of bounded sequences from W .
Lemma 3.10. For any α > 0 and z ∈ Z, extremal problem (3.6) is uniquely solvable; the set
of its solutions Û∗α(z) consists of one element û ∗α ∈ UW .
Lemma 3.11. For any α > 0 and z ∈ Z, any minimizing sequence in problem (3.6) converges
strongly in E to the element û ∗α.
Let some functional G be given on the set U . An element û of a set S ⊆ U satisfying the
condition G(û) = inf {G(u) : u ∈ S } is called a (G,S)-normal element of the set S and is denoted
by the symbol û(G,S).
Lemma 3.12. Let the set S = U(y) ∩W be nonempty for y ∈ Y . Then, in the set S, there
exists a unique (Λ, S)-normal element û = û(Λ, S).
Now, we construct the algorithm solving the reconstruction problem. For any δ ∈ [0, δ0] and
z ∈ Z, we deﬁne the realization (the value) of the method Dδ(z) by the rule
Dδ(z) = v ∈ UW : F̂ ∗α (z) ≤ F̂α(z, v) ≤ F̂ ∗α (z) + ε, (3.9)
where ε is a nonnegative parameter characterizing the accuracy by functional of the solution to
problem (3.6).
Deﬁne Y∗ = { y ∈ Y : U(y) ∩W = ∅ }.
Theorem 3.2. Let the regularization parameters α = α(δ) and ε = ε(δ) satisfy concordance
conditions (3.5). Then, the algorithm D consisting of methods (3.9) solves the reconstruction
problem on any observed motion y ∈ Y∗; i.e., rδ(y) → 0 as δ → 0. In addition, if û is the (Λ, S)-
normal element of the set S = U(y) ∩W , then, for any realizations of measurements yδ ∈ Yδ(y), the
realizations v δ = Dδ(yδ) of methods (3.9) satisfy the following convergences as δ → 0: (1) v δ → û
strongly in E; (2) v δ → û in Rm pointwise on T ; (3) V [v δ] → V [û]; (4) v δ(t) → û(t) in Rm
uniformly in t on any interval not containing the discontinuity points of the function û.
The proofs of Lemmas 3.9–3.12 and Theorem 3.2 are similar to the proofs of analogous state-
ments in [28–32].
4. RECONSTRUCTION OF CONTROLS DISTRIBUTED ALONG THE BOUNDARY
Consider the case of controls distributed along the boundary: u = u(t, x), t ∈ T , x ∈ Γ∗ ⊆ Γ.
Let, for simplicity, n = 2, m = 1. Assume that some part Γ∗ of the boundary Γ is parameterized
by a variable s ∈ [s1, s2] and that admissible controls are concentrated on this parameterized part.
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Let Π = T × [s1, s2], E = L2(Π), and U = {u ∈ E : u(t, s) ∈ P for a.a. (t, s) ∈ Π }. As a stabilizer,
we consider the functional Λ(v) = ‖ v ‖2E +‖ v ‖W , where ‖ · ‖W is the norm in the Banach space W
of functions v = v(t, s), (t, s) ∈ Π, with ﬁnite total variation V H(v,Π) [23, p. 89]. Repeating the
above scheme for solving the reconstruction problem and using results [23, pp. 89–91], we obtain
the following statement, which is similar to Theorem 3.2.
Theorem 4.1. Let the regularization parameters α = α(δ) and ε = ε(δ) satisfy concordance
conditions (3.5). Let y ∈ Y∗, and let the control û be the (Λ, S)-normal element of the set S =
U(y)∩W . Let this control be “essentially unique” [23, p. 90] and continuous in a domain Π∗ ⊆ Π
together with the function π(t, x) = V H(û,Πt,st0 s1) [23, p. 89]. Then, the algorithm D consisting of
methods (3.9) solves the reconstruction problem on any observed motion y ∈ Y∗; i.e., rδ(y) → 0 as
δ → 0. In addition, for any realizations of measurements yδ ∈ Yδ(y), the realizations v δ = Dδ(yδ)
of methods (3.9) satisfy the following convergences as δ → 0: (1) v δ → û strongly in E; (2) v δ → û
in R pointwise on Π; (3) V H(v δ,Π) → V H(û,Π); (4) v δ(t, s) → û(t, s) in R uniformly in (t, s)
from any closed subdomain Π∗ ⊂ Π∗.
A similar statement is valid when the total variation V H(v,Π) is replaced by the Arzela variation
VA(v,Π) [23, pp. 89–91]. Then, the concluding part of the statement is reformulated as follows:
(1) v δ → û strongly in E; (2) v δ → û in R at continuity points of the function û; (3) VA(v δ,Π) →
VA(û,Π); (4) v δ(t, s) → û(t, s) in R uniformly in (t, s) from any closed subdomain Π∗ ⊂ Π∗.
5. CONSTRUCTION OF MINIMIZING SEQUENCES
To solve approximately problem (3.6), i.e., to obtain ε-optimal solutions satisfying condi-
tion (3.9), it is necessary to construct minimizing sequences for problem (3.6). For constructing
such sequences, one can use gradient and subgradient methods [39–42]. Let us substantiate some
auxiliary statements in this direction. The investigation of similar questions for problem (3.1) is
simpler, since there is no variation in the target functional.
First, we note some diﬀerential properties of the functional F̂α. We represent it as the sum of
the corresponding terms
F̂α(z, u) = J1(z, u) + αJ2(u) + αJ3(u),
J1(z, u) =
∫
T
‖ y[t;u]− z(t) ‖2L2(Ω)dt, J2(u) = ‖u ‖2E , J3(u) = V [u ].
The functionals J1 and J2 are Fre´chet diﬀerentiable with respect to the variable u at any point
u ∈ E (as functionals E → R) and at any point u ∈ W (as functionals W → R), the functional J3 is
neither Fre´chet nor Gateaux diﬀerentiable on W (for example, it is not Gateaux diﬀerentiable at the
point u = 0). The functional F̂α is convex and continuous on W ; therefore, it is subdiﬀerentiable
with respect to the variable u on W [40]
∂uF̂α(z, u) = J ′1u(z, u) + α J
′
2 (u) + α ∂J3(u).
The practical application of subgradient methods to the minimization of the functional F̂α meets
diﬃculties concerning the complexity of calculating the subdiﬀerential ∂J3(u) and describing the
conjugate space W ∗. Some possible approaches to the numerical realization of the minimization
problem can be connected with the approximation of the functional J3 by appropriate diﬀerentiable
functionals [13,23–27]. In the present paper, the approach from [14–19] is realized. This approach
is based on replacing the space W by some Hilbert space, for example, by the Sobolev space
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H = W 12 (T )
m that should be embedded into W and should approximate its elements suﬃciently
well. This allows us to use the methods applicable for Hilbert spaces and to simplify calculating
gradients and subgradients of the target functional.
Consider the auxiliary extremal problem
F ◦α(z) = inf { F̂α(z, v) : v ∈ UH }, UH = U ∩H. (5.1)
Let us formulate some statements related to this problem.
Lemma 5.1. The inclusion H ⊂ W is valid and
V [u ] =
∫
T
‖ u˙(t) ‖Rm dt
for every element u ∈ H.
Lemma 5.2. For every element u ∈ UW , there exists a sequence of elements {uk} ⊂ UH such
that uk → u strongly in E and
lim supV [uk ] ≤ V [u ].
Lemma 5.3. For any α > 0 and z ∈ Z, F ◦α(z) = F̂ ∗α (z).
Lemma 5.4. For any α > 0 and z ∈ Z, any minimizing sequence of problem (5.1) converges
strongly in E to the element û ∗α.
Lemmas 5.1 and 5.2 are proved in [30]. The proofs of Lemmas 5.3 and 5.4 are similar to the
proofs of analogous statements in [30].
Now, we investigate the question about the diﬀerentiability of the functional F̂α : H → R.
For the increment of the functional J1 in the variable u, the following representation (it is
derived similarly to [39, Ch. 8, Sect. 7]) is true:
J1(z, u + h)− J1(z, u) = 〈 b(ψ), h 〉E + o ( ‖h ‖E ), (5.2)
| o ( ‖h ‖E) | ≤ C ‖h ‖2E ≤ C ‖h ‖2H ,
b(ψ) = σ−12 〈 g,
∂ψ
∂N
〉L2(Γ) = σ−12
(
〈 g1, ∂ψ
∂N
〉L2(Γ), . . . , 〈 gm,
∂ψ
∂N
〉L2(Γ)
)
for σ1 = 0,
b(ψ) = −σ−11 〈 g, ψ 〉L2(Γ) = −σ−11
( 〈 g1, ψ 〉L2(Γ), . . . , 〈 gm, ψ 〉L2(Γ)
)
for σ1 = 0,
C is some positive constant not depending on u ∈ E and h ∈ E, ψ = ψ(·; z, u) is a solution to the
conjugate problem
ψt = −Aψ + 2 ( y(t, x;u) − z(t, x) ), (t, x) ∈ Q, (5.3)
ψ(ϑ, x) = 0, x ∈ Ω, (5.4)
σ1
∂ψ
∂N
+ σ2 ψ = 0, t ∈ T, x ∈ Γ. (5.5)
It is clear that the functional ηu acting by the rule ηu(h) = 〈 b(ψ), h 〉E is a linear continuous
functional on E, W , and H. It follows from (5.2) that this functional is the Fre´chet derivative of
the functional J1(z, ·) : H → R at the point u ∈ H; i.e.,
J ′1u(z, u) = ηu ∈ H∗, ηu(h) = 〈 b(ψ), h 〉E ∀ h ∈ H. (5.6)
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By the Riesz theorem about the representation of a linear continuous functional on a Hilbert
space, for the functional ηu, there exists a unique element a
(1)
u ∈ H providing the relation
ηu(h) = 〈 b(ψ), h 〉E = 〈 a(1)u , h 〉H ∀ h ∈ H. (5.7)
It follows from (5.6) and (5.7) that the element a(1)u ∈ H is the gradient of the functional
J1(z, ·) : H → R at the point u ∈ H; i.e.,
∇uJ1(z, u) = a(1)u , ηu(h) = 〈 b(ψ), h 〉E = 〈 a(1)u , h 〉H ∀ h ∈ H. (5.8)
Thus, to calculate the derivative J ′1u(z, u), one should successively solve two problems: ﬁrst,
ﬁnd the solution y = y(·;u) to boundary value problem (1.1)–(1.3); second, ﬁnd the solution ψ =
ψ(·; z, u) to boundary value problem (5.3)–(5.5) and, by formula (5.6), the desired functional ηu.
To ﬁnd the gradient ∇uJ1(z, u), one should ﬁnd an element a(1)u ∈ H providing representation (5.8).
Let us formulate this result as a lemma.
Lemma 5.5. For every element z ∈ Z, the functional J1(z, ·) : H → R is continuous and
Fre´chet diﬀerentiable at any point u ∈ H. The Fre´chet derivative J ′1u(z, u) ∈ H∗ at the point u ∈ H
is found from equality (5.6). The gradient ∇uJ1(z, u) ∈ H at the point u ∈ H is found from (5.8).
In addition, under the speciﬁed conditions on the initial data of the problem, the derivative J ′1u(z, ·)
and gradient ∇uJ1(z, ·) satisfy the Lipschitz condition on UH ; i.e., there exists a number L ≥ 0
such that, for any u ∈ UH and v ∈ UH , the following inequalities hold:
‖J ′1u(z, u) − J ′1u(z, v) ‖H∗ ≤ L ‖u− v ‖H ,
‖∇uJ1(z, u) −∇uJ1(z, v) ‖H ≤ L ‖u− v ‖H .
The diﬀerentiability of the functional J1 with respect to the variable u implies its subdiﬀerentiabil-
ity; the subdiﬀerential ∂uJ1(z, u) consists of one element ηu, ∂uJ1(z, u) = {ηu} [40, pp. 58, 208, 227].
Lemma 5.6. The functional J2 : H → R is continuous and Fre´chet diﬀerentiable at any point
u ∈ H. The Fre´chet derivative J ′2 (u) ∈ H∗ at the point u ∈ H is deﬁned by the equality
J ′2 (u) = ϕu ∈ H∗, ϕu(h) = 〈 2u, h 〉E ∀ h ∈ H.
The gradient ∇J2(u) ∈ H at the point u ∈ H is deﬁned by the equality
∇J2(u) = a(2)u , ϕu(h) = 〈 2u, h 〉E = 〈 a(2)u , h 〉H ∀ h ∈ H.
The proof of a similar statement is presented, for example, in [39, Ch. 8, Sect. 3]. The diﬀerentia-
bility of the functional J2 implies its subdiﬀerentiability; the subdiﬀerential ∂J2(u) consists of one
element ϕu, ∂J2(u) = {ϕu} [40, pp. 58, 208, 227].
In general, the functional J3 : H → R is neither Fre´chet nor Gateaux diﬀerentiable on H. For
example, it does not even have the weak Gateaux derivative at the point u = 0. However, it is
continuous and convex on H and, therefore, subdiﬀerentiable at every point u ∈ H [40, Ch. 4,
Sect. 4.2]; moreover, for the subdiﬀerential, we have the equality
∂J3(u) = {ϕ ∈ H∗ : ϕ(v − u) ≤ V [ v ]− V [u ] ∀ v ∈ H }.
Note one useful statement (see, for example, [40, Ch. 4, Sect. 4.2, Sect. 4.4]): the functional
J3 : H → R is Gateaux diﬀerentiable at the point u ∈ H if and only if its subdiﬀerential ∂J3(u) at
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this point contains exactly one element ϕu ∈ H∗, which is the Gateaux derivative at this point;
i.e., J ′3 (u) = ϕu.
Lemma 5.7. The functional J3 : H → R is Gateaux diﬀerentiable at the point u ∈ H if
and only if the Lebesgue measure of the set Tu = {t ∈ T : u˙(t) = 0} is zero. In the case of
diﬀerentiability, the Gateaux derivative J ′3 (u) is found from the equality
J ′3 (u)(h) = 〈
u˙
‖u˙‖Rm , h˙ 〉E ∀ h ∈ H.
Lemma 5.8. If the functional J3 : H → R is Gateaux diﬀerentiable at the point u ∈ H, then
it is Fre´chet diﬀerentiable at the same point; in addition, the Gateaux and Fre´chet derivatives at
this point coincide as elements of H∗.
At the points u ∈ H where the functional J3 : H → R is not Gateaux diﬀerentiable, the
subdiﬀerential ∂J3(u) consists of more than one element. Indeed, the subdiﬀerential is not empty
and, if it contained only one element, then the functional J3 would be Gateaux diﬀerentiable at the
point u [40, p. 208]. In fact, at such points, the subdiﬀerential ∂J3(u) contains an inﬁnite number
of diﬀerent elements, since, if the set ∂J3(u) contains at least two diﬀerent elements w1 and w2,
then, by virtue of its convexity, it must contain all elements of the form wλ = λ×w1 +(1−λ)×w2,
0 ≤ λ ≤ 1. It follows from the general theorems that the set ∂J3(u) is convex, bounded, and
∗-weakly compact in H [39, p. 199; 40, p. 210]. By the Riesz theorem about the representation of
a linear continuous functional on a Hilbert space, the set ∂J3(u) from H∗ is related to the convex,
bounded, and weakly compact set of subgradients I( ∂J3(u) ) from H, where I is the linear isometric
isomorphism between H∗ and H deﬁned by the Riesz theorem.
The relation representing the subdiﬀerential ∂J3(u), in view of Lemma 5.1, takes the form
∂J3(u) =
{
ϕ ∈ H∗ : ϕ(v − u) ≤
∫
T
‖ v˙(τ) ‖Rm dτ −
∫
T
‖ u˙(τ) ‖Rm dτ ∀ v ∈ H
}
.
The set of subgradients DJ3(u) of the subdiﬀerential ∂J3(u) is deﬁned by the equality
DJ3(u) = I( ∂J3(u) ),
DJ3(u) =
{
w ∈ H : 〈w, v − u〉H ≤
∫
T
‖ v˙(τ) ‖Rm dτ −
∫
T
‖ u˙(τ) ‖Rm dτ ∀ v ∈ H
}
.
If we consider only functionals ϕg ∈ H∗ of the form
ϕg(v) = 〈 g˙, v˙ 〉E =
∫
T
〈 g˙(τ), v˙(τ) 〉Rm dτ, v ∈ H, (5.9)
then it is easy to verify that, at the point u ∈ H with meas Tu > 0, the subdiﬀerential ∂J3(u)
contains all functionals ϕg ∈ H∗ with generating elements g ∈ H of the form
g˙(t) =
u˙(t)
‖ u˙(t) ‖Rm for t ∈ T \ Tu, ‖ g˙(t) ‖R
m ≤ 1 for t ∈ Tu. (5.10)
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It turns out that the subdiﬀerential ∂J3(u) consists exactly of all such functionals ϕg of
form (5.9) with generating elements g of form (5.10).
Lemma 5.9. The subdiﬀerential ∂J3(u) consists exactly of all functionals ξw ∈ H∗ of the
form
ξw(h) = 〈 w˙, h˙ 〉E =
∫
T
〈 w˙(t), h˙(t) 〉Rm dt ∀ h ∈ H
with generating elements w from the set
Ξu =
{
w ∈ H : w˙(t) = u˙(t)‖u˙(t)‖Rm for t ∈ T \ Tu, ‖w˙(t)‖R
m ≤ 1 for t ∈ Tu
}
;
i.e.,
∂J3(u) = {ξw : w ∈ Ξu}.
At every point u ∈ H, the set DJ3(u) has the following structure:
DJ3(u) =
{
w ∈ H :
∫
T
w(t) dt = 0, w˙(t) =
t∫
t0
w(τ) dτ + g˙(t), g ∈ Ξu
}
.
Lemmas 5.6–5.9 are proved in [30].
By the Moreau–Rockafellar theorem [40], we have
∂uFα(z, u) = J ′1u(z, u) + α J
′
2 (u) + α ∂J3(u), u ∈ H,
DuFα(z, u) = ∇uJ1(z, u) + α ∇J2(u) + α DJ3(u), u ∈ H.
To construct minimizing sequences in problem (3.6), we apply the subgradient projection
method [39, Ch. 5, Sect. 3; 41]
u(k+1) = Pr(u(k) − βk vk), βk > 0, vk ∈ DuFα(z, u(k)), k = 0, 1, 2, . . . , (5.11)
where u(0) is an initial approximation from UH , Pr(w) is the projection of the point w ∈ H onto the
set UH (since the set UH is convex and closed in H, the projection exists and is unique [39, Ch. 8,
Sect. 4]), and the parameters of the method βk should be chosen in an appropriate way.
Theorem 5.1. Let u(0) be an arbitrary initial approximation from UH in iterative pro-
cess (5.11), let vk be an arbitrary subgradient from DuFα(z, u(k)), and let the parameters of the
method βk satisfy the condition
βk = 1 if vk = 0; βk = γk/ ‖ vk ‖H if vk = 0; (5.12)
γk > 0, γk → 0,
∞∑
k=0
γk = ∞. (5.13)
Then, (1) F̂α(z, u
(k)
∗ ) → F ◦α(z) = F̂ ∗α (z), where F̂α(z, u(k)∗ ) = min {F̂α(z, u(i)) : i ∈ 0, k}; (2) the
minimizing sequence {u(k)∗ } ⊂ UH of problem (5.1) converges strongly in E to the element u∗α;
(3) V [u(k)∗ ] → V [u∗α ].
The proof of the theorem is similar to the proof of Theorem 2 from [32].
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6. APPROXIMATION OF THE PROBLEM
To approximate the problem, we apply the method of separation of variables. The solution to
boundary value problem (1.1)–(1.3) is presented in the form of the Fourier series
y = y(t, x;u) =
∞∑
i=1
yi(t)ωi(x), t ∈ T, x ∈ Ω,
y˙i(t) = −λi yi(t) + fi(t) + g(i) u(t), t ∈ T, yi(t0) = y0i, i = 1, 2, 3, . . . ,
yi(t)=yi(t;u)=y0i exp(−λi (t−t0) )+
t∫
t0
fi(τ) exp(−λi (t−τ)) dτ +g(i)
t∫
t0
u(τ) exp(−λi (t−τ)) dτ,
where y0i = 〈 y0, ωi 〉L2(Ω), fi(t) = 〈 f(t, ·), ωi 〉L2(Ω), g(i) =
( 〈 g1,Π(ωi) 〉L2(Γ), . . . , 〈 gm,Π(ωi) 〉L2(Γ)
)
,
Π(ωi) = −σ−12 ∂ωi/∂N for σ1 = 0, Π(ωi) = σ−11 ωi for σ1 = 0, and {λi, ωi : i ∈ N } is a solution in
W 12 (Ω) of the spectral problem
Aω = −λω in Ω, σ1 ∂ ω
∂N
+ σ2 ω = 0 on Γ, 〈ω, ω 〉L2(Ω) = 1.
It is known [34–36] that the spectral problem is solvable for a countable set of real positive
numbers λ = λi, i ∈ N, each of which has ﬁnite multiplicity. These numbers can be ordered (taking
into account their multiplicities) in the increasing order
0 < λ1 ≤ λ2 ≤ . . . ≤ λi ≤ . . . , λi →∞ as i →∞.
The eigenfunctions ωi corresponding to the eigenvalues λi form an orthonormal basis in L2(Ω), a
basis in
◦
W 12(Ω) and W
2
2,0(Ω) if σ1 = 0, and a basis in W
1
2 (Ω) if σ1 = 0.
For any t ∈ T and u ∈ U , the following estimate with convergent series [38] is valid:
‖ y(t, ·;u) ‖2L2(Ω) =
∞∑
i=1
yi(t;u)2 ≤ 3
∞∑
i=1
y20i +
3
2
∞∑
i=1
(λi )−1
∫
T
fi(τ)2 dτ
+ 3mC2P
( m∑
i=1
∞∑
j=1
〈 g i,Π(ωj) 〉2L2(Γ)(λj)−2
)
< ∞,
CP = sup { ‖w ‖Rm : w ∈ P }.
This estimate implies, in particular, the convergence of the residual series Rp → 0 as p →∞,
Rp = 3
∞∑
i=p
y20i +
3
2
∞∑
i=p
(λi )−1
∫
T
fi(τ)2 dτ + 3mC2P
( m∑
i=1
∞∑
j=p
〈 g i,Π(ωj) 〉2L2(Γ)(λj)−2
)
.
Let us ﬁx some p ∈ N and consider the extremal problem
F˜ (p )α (z) = min {F (p )α (z, v) : v ∈ UW }, (6.1)
F (p )α = F
(p )
α (z, v) = J
(p )
1 (z, v) + αΛ(v),
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J
(p )
1 (z, v) =
p∑
i=1
∫
T
( yi(t; v)− zi(t) )2 dt, zi(t) = 〈 z(t, ·), ωi 〉L2(Ω), z ∈ Z.
For any α > 0 and z ∈ Z, extremal problem (6.1) has a unique solution u(p )α (z) ∈ UW , and any
minimizing sequence in problem (6.1) converges strongly in E to the element u(p )α (z).
Consider the following algorithm for solving the original reconstruction problem:
D = {D(p )δ : 0 ≤ δ ≤ δ0, p ∈ N }, D(p )δ : Z → E.
For any δ ∈ [0, δ0], p ∈ N, and z ∈ Z, we deﬁne the realization of the method
D
(p )
δ (z) = v ∈ UW : F˜ (p )α (z) ≤ F (p )α (z, v) ≤ F˜ (p )α (z) + ε, (6.2)
where ε is a nonnegative parameter characterizing the accuracy by functional of the solution to
extremal problem (6.1).
Theorem 6.1. Let the regularization parameters α = α(δ), p = p (δ), and ε = ε(δ) satisfy the
concordance conditions
( ε(δ) + δ 2 + Rp (δ) ) α(δ)
−1 → 0, ε(δ) → 0, α(δ) → 0, p (δ) →∞, δ → 0.
Then, the algorithm D consisting of methods (6.2) solves the reconstruction problem on any observed
motion y ∈ Y∗; i.e., rδ(y) → 0 as δ → 0. In addition, if û is the (Λ, S)-normal element of
the set S = U(y) ∩ W , then, for any realizations of measurements yδ ∈ Yδ(y), the realizations
v δ = D
(p (δ))
δ (yδ) of methods (6.2) satisfy the following convergences as δ → 0: (1) V [v δ] → V [û];
(2) v δ → û strongly in E; (3) v δ → û in Rm pointwise on T ; (4) v δ(t) → û(t) in Rm uniformly
in t from any interval not containing the discontinuity points of the function û.
The proof of the theorem is similar to the proof of Theorem 3.2.
Now, we specify the method for constructing minimizing sequences in problem (6.1). This
method is similar to the one presented in Section 5.
Consider the new auxiliary extremal problem
◦
F
(p )
α (z) = inf
{
F (p )α (z, u) : u ∈ UH
}
. (6.3)
As in Section 5, one can show that
◦
F
(p )
α (z) = F˜
(p )
α (z) and any minimizing sequence in prob-
lem (6.3) converges strongly in E to the element u(p )α (z).
The functional F (p )α : H → R is neither Fre´chet nor Gateaux diﬀerentiable with respect to the
variable u on H, but it is subdiﬀerentiable at every point u ∈ H
∂uF
(p )
α (z, u) = J
(p ) ′
1u (z, u) + α J
′
2 (u) + α ∂J3(u).
The Fre´chet derivative J ′2 (u) and subdiﬀerential ∂J3(u) are found above. Let us formulate the
corresponding statement about the derivative of the functional J (p )1 (z, u).
Lemma 6.1. For every element z ∈ Z, the functional J1(z, ·) : H → R is continuous and
Fre´chet diﬀerentiable at any point u ∈ H. The Fre´chet derivative J (p ) ′1u (z, u) at the point u ∈ H is
deﬁned by the equality
J
(p ) ′
1u (z, u) = ηu ∈ H∗, ηu(h) = 〈 bp(ψ), h 〉E ∀ h ∈ H,
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where bp(ψ) = ψ1 g(1) + . . .+ψp g(p ), ψ(p ) = (ψ1, . . . , ψp), is the solution to the conjugate problem
ψ˙i(t) = λi ψi(t)− 2 ( yi(t;u)− zi(t) ), t ∈ T, ψi(ϑ) = 0, i = 1, . . . , p.
By the Riesz theorem, the gradient ∇uJ (p )1 (z, u) ∈ H at the point u ∈ H is deﬁned by the equality
∇uJ (p )1 (z, u) = b(p )u ∈ H, ηu(h) = 〈 bp(ψ), h 〉E = 〈 b(p )u , h 〉H ∀ h ∈ H.
In addition, under the speciﬁed conditions on the initial data of the problem, the derivative J (p ) ′1u (z, ·)
and gradient ∇uJ (p )1 (z, ·) satisfy the Lipschitz condition on UH ; i.e., there exists a number L(p ) ≥ 0
such that, for any u ∈ UH and v ∈ UH , the following inequalities hold:
‖J (p ) ′1u (z, u)− J (p ) ′1u (z, v) ‖H∗ ≤ L(p )‖u− v ‖H ,
‖∇uJ (p )1 (z, u)−∇uJ (p )1 (z, v) ‖H ≤ L(p )‖u− v ‖H .
To construct minimizing sequences in problem (6.3), we apply the subgradient projection
method
u(k+1) = Pr(u(k) − βk vk), βk > 0, vk ∈ DuF (p )α (z, u(k)), k = 0, 1, 2, . . . , (6.4)
where u(0) is an initial approximation from UH , Pr(w) is the projection in H of the point w ∈ H
onto the set UH , DuF
(p )
α (z, u) is the set of subgradients of the subdiﬀerential ∂uF
(p )
α (z, u), and the
parameters of the method βk should be chosen in an appropriate way.
Theorem 6.2. Let u(0) be an arbitrary initial approximation from UH in iterative pro-
cess (6.4), let vk be an arbitrary subgradient from DuF
(p )
α (z, u(k)), and let the parameters of the
method βk satisfy conditions (5.12) and (5.13). Then, (1) F
(p )
α (z, u
(k)
∗ ) →
◦
F
(p )
α (z) = F˜
(p )
α (z),
where F (p )α (z, u
(k)
∗ ) = min {F (p )α (z, u(i)) : i ∈ 0, k}; (2) the minimizing sequence {u(k)∗ } ⊂ UH of
problem (6.3) converges strongly in E to the element u(p )α (z); (3) V [u
(k)
∗ ] → V [u(p )α ].
The proof of the theorem is similar to the proof of Theorem 5.1.
7. NUMERICAL SIMULATION
We perform the numerical simulation of the control reconstruction problem for the system
yt = a2 yxx, (t, x) ∈ Q = T × Ω,
y(0, x) = y0(x), x ∈ Ω = (0, l),
y(t, 0) = u(t), y(t, l) = 0, t ∈ T = [0, ϑ].
By the assumption, y0 ∈ L2(Ω) and a = const > 0.
Let the set P of geometric constraints on the controls be the interval
P = [μ1, μ2 ] ⊂ R, μ1 < μ2.
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Assume that the approximate measurement of the states of the dynamical system is simulated by
the relation
yδ(t, x) = y(t, x;u) + δ ξ(t, x),
∫
T
‖ ξ(t, ·) ‖2L2(Ω) dt ≤ 1.
In this speciﬁc case,
λi =
( π i
l
)2
, ωi(x) =
√
2
l
sin(
√
λi x ), g(i) = a2
√
2λi
l
, i = 1, 2, 3, . . . ,
y˙i(t) = −a2 λi yi(t) + g(i) u(t), t ∈ T, yi(0) = y0i,
yi(t) = yi(t;u) = y0i exp(−a2 λi t ) + g(i)
t∫
0
exp(−a2 λi ( t− τ ))u(τ) dτ,
y = y(t, x) = y(t, x;u) =
∞∑
i=1
yi(t)ωi(x), t ∈ T, x ∈ [0, l].
Further, we ﬁx some natural number p ∈ N and consider the system of ordinary diﬀerential
equations
y˙i(t) = −a2 λi yi(t) + g(i) u(t), t ∈ T, yi(0) = y0i, i = 1, . . . , p. (7.1)
Let us discretize problem (6.3). We ﬁx a partition Δ of the interval T by points tk ∈ T ,
0 = t0 < t1 < . . . < tm−1 < tm = ϑ, with a uniform step h. On this partition Δ, we deﬁne
the discrete control uh = (u
(h)
0 , . . . , u
(h)
m ) as an element of Euclidean space Rm+1 satisfying the
geometric constraint uh ∈ P m+1 = Ph. The motion of system (7.1)
y(p ) = y(p )[t;u] = ( y1(t;u), . . . , yp (t;u) ) , t ∈ T,
in the phase space Rp corresponding to the control u ∈ U is approximated by the ordered set of
grid functions
y
(p )
h = ( y 1h, . . . , yp h ) , y i h = yi h[ ·;uh] = ( y i h[t0;uh], . . . , y i h[tm;uh] ) , i = 1, . . . , p,
and is called a discrete motion of system (7.1) in the phase space Rp corresponding to the discrete
control uh ∈ Ph. From (7.1), we ﬁnd
y i h[tk+1;uh] = y i h[tk;uh] exp(−a2 λi h ) + g(i) u(h)k a−2 λi
(
1− exp(−a2 λi h )
)
,
y i h[t0;uh] = y0i, k = 0, . . . ,m− 1, i = 1, . . . , p.
The target functional in (6.3) is approximated by the ﬁnite sums
F
(p )
αh = F
(p )
αh (z
(p )
h , uh) = J
(p )
1h (z
(p )
h , uh) + αJ2h(uh) + αJ3h(uh),
where the ﬁrst two sums are the approximations by the trapezium method on the partition Δ of
the integrals J (p )1 and J2(u), respectively, and the third sum J3h is the approximation of the total
variation V [u] by the integral sum on the partition Δ in accordance with Lemma 5.1.
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To original inﬁnite-dimensional extremal problem (6.3), we assign the ﬁnite-dimensional ex-
tremal problem
Φ(p )αh (z
(p )
h ) = min
{
F
(p )
αh (z
(p )
h , uh) : uh ∈ Ph
}
. (7.2)
The solution to problem (7.2) is taken as a discrete approximation of the solution to prob-
lem (6.3). Problem (7.2) is uniquely solvable, since the target function F (p )αh (z
(p )
h , ·) is continuous
and strictly convex on Rm+1 and the set Ph is compact in Rm+1. The ﬁrst two additive terms
J
(p )
1h (z
(p )
h , ·) and J2h(·) of the function F (p )αh (z(p )h , ·) are continuously diﬀerentiable on Rm+1, and the
third additive term J3h(·) is not diﬀerentiable at all points Rm+1 but is continuous and convex on
R
m+1 and, hence, is subdiﬀerentiable on Rm+1. Thus, the function F (p )αh (z
(p )
h , ·) is subdiﬀerentiable
on Rm+1. We ﬁnd an approximate solution to problem (7.2) using the subgradient projection
method in the form
u
[k+1]
h = Prh
(
u
[k]
h − βk v[k]h
)
, k = 0, 1, . . . ,
where DuF
(p )
αh (z
(p )
h , u
[k]
h ) 	 v[k]h is a subgradient of the target function with respect to the variable uh
at the point u[k]h , Prh(wh) is the projection of the point wh ∈ Rm+1 onto the convex compact set Ph,
some element u[0]h ∈ Ph is chosen as an initial approximation, and βk is a sequence of parameters
of the method satisfying conditions of form (5.12) and (5.13).
The set of subgradients DuF
(p )
αh (z
(p )
h , uh) of the target function is calculated rather simply,
see [32]. Let us write only the subdiﬀerential of the functional J3h(uh)
∂J3h(uh) = ∂
[ m−1∑
k=0
|u(h)k+1 − u(h)k |
]
=
m−1∑
k=0
d k,
where d k = vk for u
(h)
k+1 > u
(h)
k , d k = −vk for u(h)k+1 < u(h)k , and d k = co{vk,−vk} for u(h)k+1 = u(h)k .
Here, v k = (0, . . . , 0,−1k, 1k+1, 0, . . . , 0) is the element of the space Rm+1 that has −1 at the place
numbered k and 1 at the place numbered k + 1; co{vk,−vk} is the closed convex hull in Rm+1 of
two elements vk and −vk.
The projection Prh(vh) = (w0, . . . , wm) ∈ Rm+1 of the element vh = (v0, . . . , vm) ∈ Rm+1 onto
the convex compact set Ph is calculated by the rule: wk = vk for vk ∈ P , wk = μ1 for vk < μ1, and
wk = μ2 for vk > μ2, k = 0, . . . ,m.
The measurement errors in the discrete problem are simulated by the relations
ξih(t) = κ i sin( ν i t), t ∈ T, ν i = const i, κ i = const i, i = 1, . . . , p, ϑ (κ21 + . . . + κ2p) ≤ 1.
The numerical experiments are performed for the following parameters of the problem: a = 1,
ϑ = 1, l = 1, μ1 = −2, μ2 = 2, y0 = 0, ν i = 2, κ i = p−1, i = 1, . . . , p.
As the model controls to be reconstructed, we choose the functions:
(1) u = u(1)(t) = 2 t sin (40 t1.5) (the smooth control);
(2) u = u(2)(t) = 1.5 for 0.2 < t < 0.25, −1 for 0.4 < t < 0.43, −2 for 0.6 < t < 0.62, 2 for
0.62 ≤ t < 0.63, and 0 at the remaining points of the interval [0, 1] (the impulse control).
The values γk are chosen by the formulas γ0 = 1, γk = 1/
√
k, k = 1, 2, . . . . The initial function
in the subgradient projection method is the zero grid function. It is rather far from the model
control in both the norm and qualitative behavior.
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Fig. 1. Reconstructing the smooth control.
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Fig. 2. Error of reconstructing the smooth control.
Table 1. Reconstructing the smooth control
Error δ Residual Relative error
3.0 0.11626 14.41770
2.0 0.07901 9.79809
1.0 0.04200 5.33222
0.5 0.02699 3.34666
0.2 0.02041 2.53091
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Fig. 3. Reconstructing the impulse control.
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Fig. 4. Error of reconstructing the impulse control.
Table 2. Reconstructing the impulse control
Error δ Residual Relative error
3.0 0.11656 24.19850
2.0 0.07772 16.13540
1.0 0.03888 8.07293
0.5 0.01950 4.04921
0.2 0.00793 1.64574
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The dependence of the parameter ε = ε(δ) of minimization accuracy in problem (7.2) on the
error δ of measuring the states of the dynamical system is not controlled directly; the accuracy
of the solution to problem (7.2) is determined by choosing the number of iterations M in the
subgradient projection method and the value of the step h characterizing the degree of problem
discretization.
In Figures 1–4, we present the calculation results for the following values of parameters: h =
0.004, M = 500, α = 10−4 δ, and N = 15.
In Figures 1 and 3, we show the model controls to be reconstructed by the solid line, the
reconstruction result for δ = 3 by the dashed line, and the reconstruction result for δ = 0.5 by the
dotted line. The reconstruction accuracies for δ = 0.5 are presented in Figures 2 and 4 (the plots
for the diﬀerence between the model control and its reconstruction are shown). In these ﬁgures, the
horizontal axis reﬂects time and the vertical axis reﬂects the control and reconstruction accuracy
values, respectively.
The results of reconstructing the control for varying parameter δ are presented in Tables 1
and 2; for the relative error, the percentage is given.
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