In this paper, we extend the adaptive partition-based approach for solving two-stage stochastic programs with fixed recourse to the multistage stochastic programming setting. The proposed algorithms integrate the adaptive partition-based strategy with a popular approach for solving multistage stochastic programs, the stochastic dual dynamic programming, via different tree-traversal strategies in order to enhance its computational efficiency. Our numerical experiments on a hydro-thermal power generation planning problem show the effectiveness of the proposed algorithms.
Introduction
Multistage stochastic programming is a well-recognized mathematical optimization model for problems that require optimization under uncertainty over time. These problem arise in a variety of applications, such as energy [1, 2, 3, 4, 5, 6] , finance [7, 8, 9, 10] , transportation [11, 12, 13] and sports [14] , among others. In particular, in this paper, we consider a class of multistage stochastic programming models which have applications in long-term hydro-thermal power generation planning, in which one aims to construct an optimal operational strategy under the uncertainty of rainfall volume in order to minimize power generation cost to meet certain demand. The sequential nature in the decisionmaking structure and the uncertainty in the problem data such as, future (water) inflows, demand, fuel cost, etc., make the hydro-thermal power generation planning problem a classical problem in applications of multistage stochastic programming.
In the stochastic programming literature, there is a good deal of work on how to tackle such problems in a computationally tractable fashion. One typical approach is to approximate the underlying stochastic process governing the uncertainty in the problem data using scenario trees. The result of doing this is two fold:
1. As the number of decision stages in the planning horizon increases, the increasing scenario-tree size requires an exponential growth of computational resources for solving the corresponding multistage stochastic program [15] .
2. Specialized algorithms that employ decomposition techniques become a necessity to solve the resulting large-scale mathematical programs.
In this paper we are concerned with the computational efficiency for solving multistage stochastic programming problems based on enhancements to one of the most successful decomposition algorithms for these problems, the Stochastic Dual Dynamic Prgramming (SDDP) algorithm [16] . The proposed enhancements are based on the idea of employing adaptive partition-based formulation [17, 18] , which gives a relaxation of the original mathematical program obtained by aggregating variables and constraints according to a partition over the set of scenarios. Using the dual
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information associated with each scenario, the partition can be refined during the solution process until it yields an optimal solution to the problem. Partition-based strategies have shown to be very effective in the two-stage stochastic programming setting due to the reduced computational effort in generating cutting planes that are adaptively refined in the solution process. The task of integrating adaptive partition-based strategies to the SDDP algorithm poses the following questions:
1. How to choose the way for the SDDP algorithm to traverse the scenario tree with aggregated variables and constraints according to the scenario parition in each stage?
2. For a given tree-traversal strategy, how accurate should the solution be during different phases of the solution process?
3. How should we refine the scenario partition in each stage?
Using different strategies to traverse the scenario tree, refining the partition in an adaptive partition-based SDDP algorithm can be done in many different ways. We investigate two different strategies, namely refinement outside of the SDDP algorithm, and refinement within the SDDP algorithm. Moreover, we develop a method which exploits the nature in problems of optimal policies with special structures. This is done by incorporating partition-based strategies only to a selected subset of stages in the planning horizon, while the standard approach in SDDP is applied to other stages.
The rest of this paper is organized as follows: in Section 2 we introduce a general multistage stochastic programming formulation and provide an overview of the theoretical background in adaptive partition-based strategies and the SDDP algorithm. In Section 3, we demonstrate how the adaptive partition-based approach can be used in the multistage setting and provide the ingredients of our proposed algorithms. In Section 4 we describe in details three types of adaptive partition-based SDDP algorithms: Refinement outside SDDP, Refinement within SDDP and Adaptive partition-based SDDP with structured cut generation policies. In Section 5 an extensive computational analysis is presented, and the proposed approach is compared with alternative approaches in terms of their computational performance. Finally, in Section 6 we conclude with some final remarks.
Preliminaries on Multistage Stochastic Linear Programs and Decomposition Schemes
In stochastic programming (SP) models, the underlying data uncertainty involved in the problem is characterized by a random vector ξ with known probability distribution. In its most simple form, two-stage SP, two kinds of decisions are involved: first-stage decisions x 1 that are made prior to the realization of random vector ξ , and second-stage recourse decisions x 2 := x 2 (ξ ) that are made after observing the realization of random vector ξ . A two-stage stochastic linear program (2SLP) can be formulated as follows (1) :
where ξ = (c 2 , B 2 , A 2 , b 2 ), and the expectation E ξ [·] is taken with respect to the probability measure of random vector ξ ∈ Ξ.
Multistage stochastic linear programs (MSLPs) provide an explicit framework which generalizes the 2SLP for multiple stages of sequential decision making under uncertainty. In a planning horizon of T stages, the dynamic realization of uncertainty is typically modeled as a stochastic process (ξ 1 , ξ 2 , . . . ξ T ) such that, ξ 1 is deterministic, and for each t = 2, 3, . . . , T , ξ t ∈ Ξ t is random vector that will be realized in stage t. The history of this stochastic process up to time t is denoted by ξ 
where some (or all) data ξ t = (c t , B t , A t , b t ) can be subject to uncertainty for t = 2, . . . , T . The expectation E |ξ [t] [·] is taken with respect to the conditional probability measure of the random vector ξ t+1 . The sequence of decisions (x 1 ,x 2 , . . . ,x t ), denoted byx t =x t (ξ [t] ), ∀ t = 1, 2, . . . , T is referred to as an implementable policy for problem (2) . Such policy provides a decision rule at every stage t based on the realization of the data process up to time t. The aim of an MSLP is to find an optimal policy to (2) .
The question of how to construct scenarios to induce a decision policy and measure its quality is beyond the scope of this paper. In this paper, we assume that a scenario tree T is given, where a finite number of realizations is available for each ξ t , ∀ t = 2, 3, . . . , T . As such, (1) and (2) can be written as large-scale linear programs, known as the deterministic equivalent programs (DEP). This is, for instance, the case in which (2) is a sample average approximation (SAA) of an original MSLP where the underlying random vector ξ t in each stage t follows a continuous probability distribution. We refer the reader to [19] for a discussion on the relationship between an SAA problem and the original MSLP with a continuous distribution.
Preliminaries on Two-stage Stochastic Linear Programs
Consider solving the following DEP for the 2SLP (1) with a set of scenarios indexed by N = {1, 2, . . . |Ξ|}:
where the second-stage cost Q(
For simplicity, we assume that each scenario happens with an equal probability 1/|Ξ|. It can be easily seen that, as the number of scenarios grows, the DEP becomes computationally challenging to solve. Nevertheless, the DEP has a special structure that lends itself to decomposition techniques developed to solve large-scale LPs. These include variants of Benders decomposition (also called the L-shaped method [20] ) for the two-stage setting, which generalizes to nested Benders decomposition for MSLPs.
Benders decomposition and inexact oracles
Standard Benders decomposition consists of iteratively solving an approximate problem referred to as the master problem, where the second-stage cost function Q(·) in (3) is approximated by a cutting-plane lower approximation, and a subproblem for each scenario k ∈ N. The master problem provides a candidate solution x 1 , which is an optimal solution to the master problem under the current approximation of Q(·), denoted byQ(·). This solution x 1 will then be evaluated by solving the subproblems. The cutting plane approximation for Q(·) is improved by providing feasibility cuts and/or optimality cuts generated using information obtained from solving the subproblems. We refer the reader to [21] and [22] for a detailed discussion on the topic.
From an abstract viewpoint coming from nonsmooth optimization, such decomposition schemes can be seen as variants of Kelley's cutting plane method for solving convex programs [23] . In the terminology of convex programming, an oracle is referred to as a routine that returns the function value information and the subgradient information at a given point x 1 . If the information provided by the routine is accurate, we call the oracle an exact oracle. Otherwise, the oracle is called inexact oracle. In the context of the 2SLP, given by the DEP (3), oracles constructed by solving the scenario subproblem (4) for each k ∈ N correspond to exact oracles, yielding exact function value Q(x 1 ) and subgradient information from the optimal dual solutions.
It is intuitively clear that when the number of scenarios |N| is large, the exact oracle could be computationally expensive.
On the other hand, it may be beneficial to use a relatively coarse oracle at the beginning of the algorithm, which is just used to get the process "warm-started"; the exact oracle is used afterwards whenever it is necessary. Oliveira and Sagastizabal [24] formalize this idea, and introduce the concept of inexact oracle with on-demand accuracy for a generic (nonsmooth) convex optimization problem. Inexact oracles can be constructed in many different ways in the context of 2SLPs, van Ackooij, Oliveira, and Song [17] study an inexact oracle defined by scenario partitions, which we explain in detail next. To that end, for reasons that will become clear soon, throughout this paper we make the following assumption:
Assumption 1 Fixed recourse and fixed cost vector. We assume that the recourse matrix A t and the cost vector c t for t = 2, . . . , T , are the same for all realizations of ξ t . Hence, the uncertainty in each stage is characterized only by
As a result of Assumption 1, the dual feasible region for the second-stage problem (4) is the same for all scenarios:
Partition-based inexact oracles
A partition N = {P 1 , P 2 , . . . , P L } of the scenario set N is a collection of nonempty subsets of scenarios such that,
Each of these subsets is called a scenario cluster. Given a partition N , the second-stage cost function can be alternatively written as:
It is clear that aggregating the scenarios within each cluster defines a relaxation for (4) . That is, for each j = 1, . . . L, defineb
where
Hence, Q(·) can be lower approximated by:
Note that, problem (4) is referred to as the scenario-based subproblem, and problem (5) is referred to as the partitionbased subproblem.
Partition refinement. The inexactness of a partition-based oracle is given by the gap between Q(x 1 ) and Q N (x 1 ), which can be reduced by partition refinement. Specifically, we say that N is a refinement of N , if |N | > |N |, and ∀ P ∈ N , ∃ P ∈ N such that P ⊆ P, i.e., P is obtained by subdividing some cluster(s) of N . It is clear that after the partition refinement, Q(
. Song and Luedtke [18] propose a refinement strategy driven by the optimal dual solutions to (4), which is motivated by the following result:
. . P L } be a partition, and
is the set of dual optimal solutions to the subproblem (4) at a given x 1 .
Therefore, given a solution x 1 ∈ X 1 , if Q(x 1 ) > Q N (x 1 ), one could refine partition N into N by subdividing each P j , ∀ j = 1, 2, . . . , L according to the optimal dual solutions π k for each scenario k ∈ P j such that after the partition is refined, Q N (·) locally matches with Q(·) at a given solution x 1 . We refer the reader to [17] and [18] for a detailed discussion on the topic.
Preliminaries on Multi-stage Stochastic Linear Programs
We now turn our attention to decomposition schemes used in solving MSLPs. The decomposition schemes for the 2SLP (1) are somewhat readily accessible due to the static nature of the decision structure in the problem. Decisions in the two-stage setting can be viewed as static in the sense that, a supposedly optimal decision was made at a previous point in time and recourse actions are taken after all of the uncertainty is resolved. This is not necessarily the case in the MSLP (2) -now that decisions are made sequentially over time, based on the information available at every stage. When T > 2, the expectation taken in (2) at time t = T − 1 is essentially the same as the second-stage cost in (1), except that in (2) the expectation is taken with respect to the conditional probability distribution based on the history of the stochastic process up to time t = T − 1, i.e., ξ [T −1] . Therefore, if one were to define a function at every stage t = T − 1, T − 2, . . . 1, in order to capture the future cost in an exact way, i.e., the same way that Q(x 1 ) in (3) captures the second-stage cost, we need to calculate the value of those functions recursively going backward in time. In this case, the value of such functions will depend on both x t and the multivariate variables ξ [t] . Hence, depending on the size of the scenario tree, this dependency structure could make the computation of the value of those functions very difficult or even impossible. This motivates our next assumption. We refer the reader to [25] for a further discussion on the topic.
Assumption 2 Stage-wise independence. We assume that the stochastic process {ξ t } is stage-wise independent, i.e., ξ t is independent of the history of the stochastic process up to time t − 1, for t = 1, 2, . . . T , which is given by
Hence, the conditional expectation E |ξ [t−1] [·] can simply be written as the (unconditional) expectation E[·] with respect to ξ t . Moreover, note that under the stage-wise independence assumption, the optimal policy is a function of x t alone. This allows for problem (2) to be formulated using the following dynamic programming equations:
A t x t = b t − B t x t−1 ,
The first-stage problem becomes min
Q t+1 (·) in (7) is referred to as the cost-to-go function. Note that, if the number of scenarios per stage is finite, the cost-to-go functions are convex piecewise linear functions [26, Chap. 3] . Before we discuss the solution approaches developed to solve problem (8) , it is important to address boundedness and feasibility assumptions.
Boundedness:
The cost-to-go functions Q t+1 (·)'s are defined as the optimal future cost at stage t, for t = 1, 2 . . . , T −1. It may happen that for some feasible x t ∈ X t and a scenario ξ t,k ∈ Ξ t , the stage-(t + 1) subproblem is unbounded from below, i.e., Q t+1 (x t , ξ t+1,k ) = −∞. This is a somewhat pathological and unrealistic situation meaning that for such feasible x t , there exist a positive probability, by which one can reduce the future cost indefinitely. One should make sure at the modeling phase that this does not happen.
Assumption 3
Boundedness. We assume that the cost-to-go function Q t+1 (·) at every stage is finite valued. i.e.,
Feasibility: If for some x t ∈ X t and scenario ξ t,k ∈ Ξ t problem (7) is infeasible, the standard practice is to set Q t+1 (x t , ξ t,k ) = +∞ such that x t cannot be an optimal solution of the stage-(t + 1) subproblem. It is said that the problem has relatively complete recourse if such infeasibility does not happen.
Assumption 4
Relatively complete recourse. We assume that ∀ x t ∈ X t and ξ t,k ∈ Ξ t , ∃ x t+1 ∈ R n t+1 + such that, problem (7) is feasible.
Stochastic Dual Dynamic Programming (SDDP)
As one of the most popular algorithms for solving MSLPs, the SDDP algorithm [16] draws influence from the backward recursion techniques developed in dynamic programming [15] . More importantly, under Assumption 2, it provides an implementable policy not only for the approximation problem, but also for the true problem through decision rules induced by the approximate cost-to-go functions.
Leveraging the dynamic equations (7), the SDDP algorithm alternates between two main steps: a forward simulation (forward pass) which evaluates the current policy obtained by the current approximation for the cost-to-go functionš Q t+1 (·), and a backward recursion (backward pass) to improveQ t+1 (·), for t = 2, . . . T . After the forward step, a statistical upper bound z for the optimal value is determined, and after the backward step a lower bound z is obtained. We summarize the two main steps below and refer the reader to [16] for a more detailed discussion on the topic.
Forward step. Consider taking a sample of J scenarios of the stochastic process, which is denoted by {ξ j } j∈J , with
. LetQ t+1 (·) be the current approximation of the cost-to-go function Q t+1 (·) at stage t. In order to evaluate the quality of the decision policy induced byQ t+1 (·) for t = 1, 2, . . . , T , trial decisionsx t =x t (ξ [t] ), t = 1, . . . , T , are computed recursively going forward withx 1 being an optimal solution of (8) withQ 2 (·), andx t being an optimal solution of
A t x t = b t − B txt−1 (9) whereQ T +1 (·) := 0 and Q t (·) is an lower approximation for Q t (·). The value
as well asz
are computed, withz being the sample average and σ 2 being the sample variance of z(·). Note thatx t (ξ
) is a feasible and implementable policy for problem (2) .
The sample averagez provides an unbiased estimator for an upper bound of the optimal value of (2), which is given by
Additionally,z + 1.96σ / |J | provides a statistical upper bound for the optimal value of (2) with 95% confidence level. These bounds can be used in a possible stopping criterion wheneverz + 1.96σ / |J | − z ≤ ε, for a given tolerance ε > 0. We refer to [19, Sec.3] for a discussion on this subject. Backward step. Given the trial decisions x t =x t (ξ [t] ) obtained in the forward step and an approximation of the cost-to-go functionQ t+1 (·), for t = 1, 2, . . . , T ;
exploiting the fact that Q T +1 (·) := 0, at stage t = T the following problem is solved for each
Letπ T =π T (ξ T ) be an optimal dual solution of problem (13) . Then define
is a lower cutting-plane approximation for Q T (x T −1 ) satisfying
. This linear cutting-plane approximation is added to the collection of supporting hyperplanes of
That is, the cutting-plane approximation forQ T (·) is constructed from the maximum of a collection J T of cutting-plane approximation:
For t = T − 1, T − 2, . . . , 2, we updateQ t (·) in the same spirit, the following problems are solved
be optimal dual multipliers associated with constraints A t x t = b t − B txt−1 and β j t+1 x t + α j t+1 ≤ r t+1 , respectively. Then the linear cutting-plane approximation
such that Q t (x t−1 ) ≥ q t (x t−1 ) ∀ x t−1 . Note that the above inequality holds when
The result for stage t follows by using a backward induction argument from T, T − 1, . . . ,t.
Once the cutting-plane q T −1 (x t−1 ) is computed, then the current approximationQ t (x t−1 ) is updated at stage t by:
It is worth noting that, unlike in stage T where the value of the cost-to-go function is precisely known (Q T +1 = 0), the linear approximation given (in early iterations) by q t (·), ∀t = T − 1, . . . , 1, might be a strict under-estimator of Q t (·) for all feasible x t−1 . In other words, q t (·) might only be a cutting plane but not necessarily a supporting hyperplane.
Finally, at t = 1, the following LP is solved
The value z provides a lower bound for the optimal value of (2). The updatedQ t (·) for t = 2, . . . , T , can be used to induce an implementable policy. The convergence analysis of the method can be found in [27, 28, 29, 30] .
In the literature, extensions to SDDP and several other algorithms have been proposed. Guigues [31, 32] proposes an inexact variant of the SDDP algorithm where some or all problems to be solved in the forward and backward passes are solved approximately. In [33, 34, 35] the authors deploy regularization techniques that stabilizes iterates during the forward pass of the algorithm. More specifically, in [33, 34] regularization is performed by adding a quadratic term to the objective function of the subproblems, whereas [35] define trial points either as normal solutions of the LP subproblems solved by SDDP or as specific points in the level sets of cutting planes approximating for the cost-to-go functions. In [36] the authors present a dual SDDP algorithm that yields a converging exact upper bound for the optimal value, [37] studies a deterministic sampling algorithm and [3] studies sampling strategies and stopping criteria for the SDDP algorithm.
Adaptive Partition-based SDDP for Multistage Stochastic Linear Programs
In this section we demonstrate how the adaptive partition-based strategies discussed in Section 2.1.2 can be used to approximate the cost-to-go functions Q t+1 (·) in (7), and present the ingredients of our proposed algorithms which integrate the adaptive partition-based strategies [17, 18] and the SDDP algorithm [16] .
Adaptive Partition in the Backward
Step
k=1 be the set of realizations used to characterize the random parameters in each stage t = 2, . . . , T . In the same way as defined in Section 2.1.2, at every stage t we partition
where a partition-based subproblem can be defined similarly to (5) for each cluster P T ∈ N T as follows:
It can be easily seen that (18) is constructed by aggregating constraints and variables of (17) for all realizations in P T , and therefore gives a lower bound for
is the optimal objective value of the scenario-based problem (17) . Treating each component P T as a scenario, a coarse cut β j T x T −1 + α j T ≤ r T can be generated in the same way a standard Benders cut is generated (see the derivations after equation (13)), using the corresponding optimal dual solutions of (18) for each component P T of N T .
When the coarse cuts do not yield any cut violation at the trial pointx T −1 with respect to the current relaxation for the cost-to-go function, i.e.,Q T (x T −1 ) ≥ β j Tx T −1 + α j T , the partition N T can be refined by solving the subproblem (17) for each k = 1, 2, . . . , |Ξ T |, where the corresponding optimal dual vectors will guide the partition refinements. In this paper we will adopt a very simple refinement strategy by separating two scenarios from a cluster P t of the partition N t whenever their euclidian distance is sufficiently large. Several other strategies can be considered such as those described in [17] for the two-stage case. Now consider any other stage t ∈ {2, 3, . . . , T − 1}, the scenario-based problem now involves the cutting plane approximation for Q t+1 (x t ) which is given by
Then the scenario-based subproblem for each realization ξ t,k = (B t,k , b t,k ) ∈ Ξ t is given by:
whereas the partition-based subproblem for each component P t of the partition N t , for = 1, 2, . . . , L t , can be defined as follows:
which again can be obtained by aggregating variables and constraints of scenario-based subproblems (19) for all k ∈ P t .
Similar to the case when t = T , the partition refinement is guided by the optimal dual vectors {(λ k , π k )} k∈P t , i.e., scenarios are put together if the corresponding (λ k , π k ) are identical (or "close enough" in euclidean distance). It can be seen from [18, Theorem 2.5] that this partition refinement rule guarantees that, after refining
Applying the idea of scenario partitions is likely to speed up the process of approximating the cost-to-go functions, particularly in the early stages, where exact information is not important for generating initial cutting-plane relaxations. This has been validated in our experiment results shown in Section 5.
Adaptive Partition-based SDDP for Multistage Stochastic Linear Programs
As thoroughly discussed in [17, 18] , the key reason for the efficiency of the adaptive partition-based strategy in the context of the 2SLP is that, it makes the cut generation effort during the solution procedure adaptive to the solution progress. To demonstrate this further, since most decomposition algorithms used for solving SPs usually rely on sequences of candidate solutions (trial points in the sequel)x 1 =x 1 (ξ ) for generating cutting plane approximations to Q 2 (·), it is intuitively clear that generating such approximations to Q 2 (·) with high precision for early iterates, likely far from an optimal solution, is surely a wasteful use of computing power -accuracy will need to be integrated adaptively as the quality of those candidate solutionsx 1 =x 1 (ξ ) improves. Ultimately, this procedure not only builds an approximation for Q 2 (·) in a computationally efficient manner but also yields a sufficient partition N whose size is (often) smaller than the original number of realizations |Ξ|.
Therefore, it is very tempting to conclude that this reduction in the size of the problem will naturally mitigate the computational burden of solving MSLP due to the large number of stages in the planning horizon T , and the large number of realizations per stage |Ξ t |. Nonetheless, incorporating the idea of scenario partition for the 2SLP to the MSLP is not necessarily straightforward. To see this, let T (N ) be a coarse tree induced by the sequence of partitions N = (N 2 , . . . , N T ). Suppose we have a procedure by which we sample different sample paths ξ s = (ξ s 1 , ξ s 2 , . . . , ξ s T ) from the scenario tree T , ∀ s = 1, 2, . . . , |Ξ 1 | × |Ξ 2 | × · · · × |Ξ T | and in the backward pass we refine the partition N t , ∀ t = 1, 2, . . . T − 1 in order to generate a valid cutting plane approximation for the stage t problem defined over ξ s . Denote a partition that is constructed after taking p sample paths by − → N p . We say a partition − → N p is locally sufficient with respect to p sample paths, if it is sufficient for all ξ s ∈ {ξ 1 , ξ 2 , . . . , ξ p } and we denote such partition by
It is not difficult to see that while one partition might be locally sufficient to a given sample path s, it is not necessarily sufficient for others. Hence, if one wishes to construct such globally sufficient partition, it is inevitable for a coarse tree constructed after p sample pathsT (
Hence, for a fixed sample path ξ s = (ξ s 1 , ξ s 2 , . . . , ξ s T ) one can obtain a sequence of partitions N s = (N s 2 , . . . , N s T ) which is only sufficient with respect to ξ s . Additionally, in order to proclaim the sufficiency of N s to ξ s we need to decouple problem (2) into a sequence of (T − 1) consecutive 2SLPs. This decoupling scheme, which we discuss in more details in Subsection 3.2.2, was referred to in [38] and [39] for deterministic multistage linear programs as cautious and shuffle, when the scenario tree is traversed forward and backward, respectively. Consequently, and as we shall see, this not only raises the question of how we can incorporate the adaptive partition-based strategy to the SDDP algorithm, but also raises the question of what the best strategy is to traverse scenario tree.
Moreover, as we intend to employ the adaptive partition-based framework presented in [17] which relies on different types of cutting-plane approximations to the cost-to-go functions Q t+1 (·) in their level of inexactness; another aspect to consider in our analysis is, for a given tree traversal strategy, how coarse should the cutting-plane approximation be, such that the computational savings acquired by adaptive partition-based strategies via efficient cut generation effort, offsets the inaccuracy inherited in these inexact cuts during solution process.
Finally, as a byproduct of this work we attempt to construct an algorithm which exploits the structural nature of the underling problem instance. This can be achieved by integrating this accuracy (inaccuracy) in the quality of cutting planes generated by the adaptive partition-based framework to the SDDP algorithm, relative to how much additional information we can gain from being accurate (as compared to being inaccurate) in different stages of the planning horizon. Next, we characterize in details different ingredients of our proposed algorithms.
Types of cutting planes
In accordance with the definitions introduced in [17] , our analysis relies on three types of cutting-plane approximations to the cost-to-go function Q t+1 (·).
1. Fine cuts. Given an iteratex t =x t (ξ [t] ), a cutting-plane approximation for Q t+1 (·) is generated by solving the scenario-based subproblem (19) for each scenario ξ t+1 ∈ Ξ t+1 .
2. Coarse cuts. Given an iteratex t =x t (ξ [t] ), a cutting-plane approximation for Q t+1 (·) is generated by solving the partition-based subproblem (20) for each cluster P t+1 ∈ N t+1 , = 1, 2, . . . , L t+1 .
3. Semi-coarse cuts. We define a semi-coarse cut as any hybrid between the Coarse and Fine cuts. That is, given an iteratex t =x t (ξ [t] ), a cutting-plane approximation for Q t+1 (·) is generated by solving the partition-based subproblem (20) for {P t+1 } ∀ ∈L where L = / 0 and L ⊂ L and solving the scenario-based subproblem (19) for each scenario ξ t+1 ∈ Ξ t+1 \{P t+1 } ∀ ∈L .
We refer the reader to [17] for a more thorough discussion on these concepts.
Tree traversal strategies
We rely on two tree traversal strategies in different variants of the proposed algorithm, some of which were formally introduced in [38] and [39] for deterministic multistage linear programs, and further developed in [40] for MSLPs.
Quick pass (QP). Under this scheme, the policy (which is induced by the current approximation for the cost-to-go functions Q t+1 (·)) evaluation process iteratively passes candidate solutionx t =x t (ξ [t] ) down the scenario tree stage by stage (t = 1 → t = 2 → . . .t = T ) and cuts (if any exists) are passed directly back up the tree (t = T → t = T − 1 → . . .t = 1) with no intermediate change of direction between any two consecutive stages t and t − 1. We care to mention that quick pass is in fact, the most commonly used strategy in the SDDP algorithm. QP is illustrated in Figure 1(a) .
Cautious pass (CP). Under this scheme, the iterative policy evaluation process never goes back up the tree unless all cuts that would be passed back from stage t + 1 to stage t, ∀ t = T − 1, T − 2, . . . 1, are redundant, i.e., the evaluation process will maintain intermediate changes of directions between consecutive stages continuously. Note that, an intermediate change of direction going forward entails, updating the candidate solutionx t =x t (ξ [t] ) (if possible) based on the updated cutting-plane approximationQ t+1 (·). We refer to such intermediate changes of direction as, inner forward step and inner backward step when the change of direction is forward and backward, respectively. CP is illustrated in Figure 1(b) .
Refinements strategies
The specialization of the proposed adaptive partition-based SDDP algorithm depends on how a partition refinement rule is integrated with the SDDP algorithm. The particular partition refinement rule that we used in this paper is motivated by Song and Luedtke [18] under the name of the absolute rule, where partition refinement is guided by the optimal dual vectors {(λ ξ t , π ξ t )} ξ t ∈P t . That is, any two realizations ξ i t and ξ j t ∀ i = j from a cluster P t of the partition N t will be split up whenever their euclidean distance is sufficiently large, i.e., (
) > ε, where ε > 0 is a user-specified tolerance parameter. We propose the following two schemes for integrating the partition refinements to the SDDP algorithm: attempt to refine the partition N t , ∀ t = 2, . . . T while generating cuts during the backward pass of the SDDP algorithm.
2. Refinement outside SDDP. Perform the SDDP algorithm on a coarse treeT (N ), i.e., both sampling and cut generation are from the coarse tree only, without any attempt to refine any partition N t , ∀ t = 2, . . . T during the backward pass, and refine the sequence of partitions N in a separate refinement step whenever it is needed. This separate step is introduced in which the refinement is performed locally on sample path(s) ξ s = (ξ s 1 , . . . , ξ s T −1 ) that is sampled from the original scenario tree T .
The main feature of the Refinement within SDDP strategy is its flexibility to add cuts from both the coarse treeT (N ) and original tree T at each step of the SDDP algorithm during the solution process. However, one concern with this approach is that, at any stage t whenever the coarse cutq t (x t−1 ) (generated by aggregating the variables and constraints according to N t ) does not yield any violation to the current iterate, the process will always attempt to refine the partition N t , ∀ t = T, . . . 2. Hence, the partition size can grow very quickly as we step into different sample paths -which makes it difficult to effectively exploit the reduction in the size of the problem.
On the other hand, while the Refinement outside SDDP strategy is more restricted in the sense that, it generates cuts from the coarse tree only during the execution of the SDDP algorithm, it capitalizes on the merits of the adaptive partition-based framework, since the SDDP algorithm is now performed on a smaller scenario tree. Nonetheless, the main concern with the Refinement outside SDDP strategy is the difficulty of identifying a criterion by which we can claim the insufficiency of the current sequence of partitions N , which would suggest its refinement.
Implementation Details
In this section we describe in more detail the proposed integrated adaptive partition-based SDDP algorithms. As previously noted, it is almost impossible to construct a sufficient partition which accommodates all possible sample paths in the scenario tree. However, depending on the refinement rule, one can easily have some control over the size of the coarse treeT ( − → N p ) obtained after p sample paths. This refinement rule can be driven by the manner in which the scenario tree is traversed based on different strategies introduced in Subsection 3.2.2. On one hand, employing a CP is clearly a more rigorous strategy in refining the sequence of partitions − → N While it is instructive to construct a locally sufficient sequence partitions − → N p * from an optimality point of view; as we shall see in Section 5, solving a sequence of T − 1 2SLP problems up to optimality could be expensive, and perhaps not worth doing, especially at early iterates when the candidate solutionx t =x t (ξ [t] ) is likely to be far from optimal. To that end, as mentioned in Subsection 3.2.3 we consider two refinement schemes for integrating the adaptive partition-based approach to the SDDP algorithm, namely Refinement within SDDP, and Refinement outside SDDP, which will be described in details in the following two subsections, respectively.
Refinement outside SDDP
We present two strategies of performing partition refinement outside SDDP:
• Adaptive partition-enabled preprocessing for SDDP (APEP-SDDP): the adaptive partition-based approach is used only as a preprocessing step for the SDDP algorithm, which is applied on the original scenario tree. A coarse scenario tree is iteratively refined during the preprocessing step. Once the size of the coarse scenario tree is sufficiently large, the preprocessing step is terminated and the SDDP algorithm will be used for the original scenario tree for the rest of the procedure.
• SDDP on iteratively refined coarse scenario trees (ITER-SDDP): apply the SDDP algorithm for each coarse scenario tree, which is iteratively refined throughout the solution process.
In both strategies, we determine whether the sequence of partitions N needs to be refined after applying j iterations of the standard SDDP algorithm on the coarse treeT (N ), by keeping track of the lower bound progress for the last n consecutive iterations. If z j − z j−n ≤ ε, where ε > 0 is a given tolerance, it indicates that the lower bound does not improve by more than ε over the last n iterations. Both APEP-SDDP and ITER-SDDP will then refine the sequence of partitions N to N , and perform the SDDP algorithm on the refined treeT (N ), except that if the coarse scenario tree after the refinement is large enough, the APEP-SDDP algorithm will revert back to the original scenario tree and perform the standard SDDP algorithm on it afterwards. Figure 2 illustrates these two algorithms for Refinement outside SDDP.
The APEP-SDDP algorithm
The primary concern with the APEP-SDDP algorithm is the difficulty to identify an adequate criterion for terminating the preprocessing step without jeopardizing the efficacy of the algorithm. Our implementations adopt a heuristic criterion for terminating the preprocessing step based on the size of the coarse treeT (N ). More specifically, we define the size of the coarse tree as |T (N )| =
and let ν ∈ (0, 1) be a user-specified parameter for terminiating the preprocessing step. When |T ( − → N p )| > ν, we terminate the preprocessing and revert to solving the original scenario tree T using the standard SDDP algorithm afterwards. Alternatively, one might choose to define the termination criterion as a fixed fraction of the computational budget (time-limit) and set ν accordingly. Finally, we use CP as the tree traversal strategy when refining N . The motivation of this choice is that, using CP to traverse T is more likely to result in a larger |T (N )|, making the preprocessing step to be terminated more quickly. We have found that this choice yielded improved performance in our numerical experiments. The APEP-SDDP algorithm is summarized in Algorithm 1.
The ITER-SDDP algorithm
As previously noted, the ITER-SDDP algorithm extends the APEP-SDDP algorithm in the sense that, here, there is no threshold by which we stop generating cutting planes from the coarse treeT ( − → N p ) and revert back to using the standard SDDP algorithm on the original scenario tree T . In other words, the ITER-SDDP algorithm will continuously attempt to refineT ( − → N p ), for every iteration p whenever the lower bound z does not make significant progress. In this case, the cut generation from the coarse tree is no longer a "preprocessing" step, but integrated into the entire solution procedure. From the algorithmic perspective, this can be easily achieved by setting ν = 1 in Algorithm 1, in which case the algorithm will never reach STEP 3.
In addition, unlike the CP traversal strategy employed in STEP 2 (the refinement step) in Algorithm 1, in the ITER-SDDP algorithm we use QP as the tree traversal strategy. As previously noted, using QP which is a more lenient strategy than CP, will allow |T (N )| to be kept small during the solution process. Apply the forward and backward step of the standard SDDP algorithm to improve the cutting plane approximations and updateQ
1. Choose a sample path ξ p = (ξ
by a CP and the adaptive partition-based approach [17, 18] over the sample path ξ p to construct
4. Go to STEP 1. STEP 3:
1. Define an MSLP on T and initialize the approximate cost-to-go functions usingQ p t (·). 2. Solve it using the standard SDDP algorithm and stop upon a termination criterion (such as a time limit).
Refinement within SDDP
Unlike the Refinement outside SDDP strategy introduced in Section 4.1, where the partition refinement is performed separately from the SDDP algorithm, whenever the lower bound progress is not significant during the SDDP algorithm. The Refinement within SDDP strategy is one in which the partition refinement is attempted at every backward pass of the SDDP algorithm if necessary, irrespective of the progress in the lower bound. Here, both the partition refinement and the SDDP algorithm are performed based on sample paths generated from the original scenario tree T . In our implementations we consider two variants of the Refinement within SDDP strategy, which will be described in more details next.
The adaptive partition-based SDDP algorithm with quick cut generation (APQP-SDDP)
This algorithm can be seen as the most natural extension of integrating the adaptive partition-based strategies to the backward pass of the standard SDDP algorithm. In the backward pass, at every stage t = T, . . . , 2, the APQP-SDDP algorithm starts by attempting to generate a coarse cut, and if it succeeds in doing so, the process immediately moves on to stage t − 1; otherwise, it attempts to generate a semi-coarse cut by sequentially going through different clusters P t ∈ − → N p t , and as soon as this process succeeds in generating a violated cut, it updatesQ p t (·), refines − → N p t and moves on to stage t − 1. In other words, any violated cut, regardless of its quality, is a sufficient criterion for moving back to stage t − 1. We summarize the APQP-SDDP algorithm in Algorithm 2 and illustrate it in Figure 3 
The adaptive partition-based SDDP algorithm with cautious cut generation (APCP-SDDP)
Instead of using the existence of any cut violation regardless of its quality as the criterion for moving back to the previous stage, as what is used in APQP-SDDP, the APCP-SDDP algorithm attempts to generate all possible cuts of various types by employing inner forward and backward steps just as SDDP-CP. In our implementation of APCP-SDDP, we follow the same procedure described in Algorithm 2 except that here, we modify STEP 3 to:
• ∀ t = T − 1, T − 2, . . . 1, implement the adaptive partition-based approach of [17] to solve a 2SLP problem over ξ p t which is defined by t as 1 st -stage and t + 1 as the 2 nd -stage. 
Adaptive partition-based SDDP with structured cut generation policies
In the previous two subsections, 4.1 and 4.2, we provide algorithms in which the same type of cut generation strategies are implemented uniformly across all stages t = 2, . . . , T . In this subsection, we investigate a framework which Perhaps the most crucial question to this framework is how we can classify different stages into "more-important" and "less-important". The answer to this is clearly non-trivial, problem specific, and perhaps one that deserves a separate in-depth study by itself. Nonetheless, in our numerical experiments (see Section 5) we consider a heuristic approach of classification that we justify below.
We preface this by revisiting the hydro-thermal power generation planning problem that is considered in our numerical experiments. Readers are referred to, e.g., [41, 2] , for a more thorough discussion on the problem. In this problem, the decision maker aims to minimize the expected total cost which consists of: the power generation expenses and the penalty for the shortage in satisfying the demand. The stochasticity aspect of the problem arises due to the uncertainty about the amount of rainfall in the future -which the decision maker can use to generate power via the interconnected network of hydro plants. As such, from a stochastic programming point of view, the amount of rain available at every stage t = 1, . . . , T is what defines as the valuable information that the decision maker will utilize in order to construct an optimal policy. In our implementation, we classify the stages as following:
1. "Dry season" stage, which we label as "less important". 2. "Wet season" stage, which we label as "more important".
The motivation for considering stages in the wet seasons to be of more importance and stages in the dry seasons to be of less importance is that, from an optimization point of view, the decision policy plays a more important role when it has more valuable resources at its disposal compared to when it does not. To put this into perspective, given the nature of the problem being a resource allocation/planning problem, an optimal policy is characterized by how balanced the availabilities of various types of resources are at times of abundance with their amounts at times of deficit. In dry seasons there is less of a decision to be made about resource allocation and more of a cost to be paid as a recourse action; whereas during the wet seasons the decision maker has to achieve a balance by allocating some of the available resources for generating power to meet the immediate demand while reserving some for hedging against the potential deficit in the future.
In our implementation, we classify the dry and wet season stages by doing the following for every stage t = 2, . . . , T :
1. First, in order to differentiate between the different stages solely based on the inflow of rain, we equalize for everything by setting the water level carried over from the previous stage at every reservoir to be zero. That is, we assume that every reservoir is empty. This step is done by setting the state variable x t−1 = 0. 2. Next, we optimize myopically with respect to stage t by solving the stage t subproblem for every realization of random vector ξ t ∈ Ξ t . 3. Let z * (t, ξ t ) be the optimal objective value corresponding to every respective problem solved in the previous step.
Definez t = ∑
|Ξ t | k=1 z * (t, ξ t,k ) be the "worst-case" immediate cost at stage t, and let Z be a user prespecified parameter. 5. Ifz t ≤ Z , then stage t is a "wet-stage". Otherwise, t is a "dry-stage".
Numerical Results
In this section we report and analyze our numerical experiment results to show the empirical performances of the proposed algorithms. We first present the test instances and give an overview of different algorithms tested in the numerical experiments. Specifically, in Subsection 5.2 we compare the Refinement outside SDDP algorithms with the standard SDDP algorithm. In Subsection 5.3 we compare the Refinement within SDDP algorithms with the corresponding SDDP algorithms with different tree traversal strategies. Finally, in Subsection 5.4 we compare the adaptive partition-based SDDP with structured cut generation policies with the standard SDDP algorithm and different adaptive partition-based strategies.
We implemented all algorithms in Julia 0.6.2, using package JuMP 0.18.4 [42] , with commercial solver Gurobi, version 8.1.1 [43] . All the tests are conducted on Clemson University's primary high-performance computing cluster, the Palmetto cluster, where we used an R830 Dell Intel Xeon compute node with 2.60GHz and 1.0 TB memory. The number of cores is set to be 24.
Test Instances and Algorithms
As previously noted, we consider the multistage hydro-thermal power generation planning problem described in [2, 41] . We also use the same problem instance provided by E. Finardi and F. Beltrán, which models the Brazilian hydro-thermal power system. From the original data set, in order to create a variety of instances, we consider different planning horizons T ∈ {25, 61, 97, 120} and sample sizes |Ξ t | ∈ {50, 200, 1000} of the random vector ξ t , ∀ t = 2, . . . T . We let the number of realizations to be the same at every stage. For example, when T = 120 and |Ξ t | = 1000, we will have |Ξ 2 | × |Ξ 3 | × . . . |Ξ 120 | = 1000 119 scenarios (sample paths) .
Additionally, following on from the descriptions of different tree traversal strategies in Subsection 3.2.2 we implement two different variants of the SDDP algorithm:
1. SDDP with quick pass (SDDP-QP): adopt a quick pass strategy in traversing the scenario tree. We emphasize that SDDP-QP is the most commonly used variant of the SDDP algorithm and we also refer to it as the standard SDDP algorithm.
2. SDDP with cautious pass (SDDP-CP): adopt a cautious pass strategy in traversing the scenario tree.
To get an initial lower bound for the cost-to-go functionQ t (·), ∀ t = 1, 2, . . . T − 1, we solve the mean value problem with respect to the (t + 1)-th stage problem by taking the expectation of the random vector ξ t and treatingx t in (8) as decision variables. To measure the performances for different algorithms we report the lower bounds (LB) obtained by different algorithms after one, three and six hours (3600, 10800 and 21600 seconds, respectively) of processing. The LB progress is one of primary interests when solving an MSLP. We analyze the performance results by focusing on three factors:
1. The total number of stages in the planning horizon T . 2. The number of realizations per stage |Ξ t |. 3. The processing time limit.
In our experiments, we considered varying the number of sample paths at every iteration of the SDDP algorithm, however, we have found that using a single sample path per forward step (one scenario per iteration) works the best for all algorithms that we tested.
Numerical Results for the Refinement outside SDDP Strategy
We report and analyze the results of the two variants of the Refinement outside SDDP strategy presented in Subsection 4.1, namely APEP-SDDP and ITER-SDDP, and compare them to those obtained by the standard SDDP algorithm, i.e., SDDP-QP. We report the numerical results in Table 1 and a few selected instances in Figure 4 , from which we observe the following:
1. Performance with respect to T :
• The overall performances of both APEP-SDDP and ITER-SDDP compared to that of the standard SDDP algorithm is consistently improving as the number of stages T increases. Specifically, except for the case when T = 25, both APEP-SDDP and ITER-SDDP outperform the SDDP-QP algorithm for all processing time limits.
• In particular, this improvement in the performance is apparent when T = 120. For one, three and six hours of processing: -APEP-SDDP outperformed SDDP-QP by 69%, 32% and 16% on average.
-ITER-SDDP outperformed SDDP-QP by 67%, 36% and 21% on average.
2. Performance with respect to |Ξ t |:
• The overall performances of both APEP-SDDP and ITER-SDDP compared to that of the standard SDDP algorithm is consistently improving as |Ξ t | increases.
• At its peak, when |Ξ t | = 1000 and T = 120, the improvements over SDDP-QP reach to about 158% and 154% after one hour, 77% and 77% after three hours, and 34% and 43% after six hours, for APEP-SDDP and ITER-SDDP, respectively. 3. Performance with respect to the processing time limit:
• Except for when |Ξ t | = 50, the overall performances of the two algorithms APEP-SDDP and ITER-SDDP have the following trend under different processing time limits: as the processing time limit increases, the relative gap between the lower bounds of Refinement outside SDDP algorithms and the SDDP algorithm, either deteriorates if it was superior or improves if it was inferior.
• For number of stages T and realizations per stage |Ξ t | at the smaller end of our instances set, the Refinement outside SDDP algorithms being inferior compared to the SDDP algorithm start to improve as processing time limit increases; whereas for larger instances, during earlier periods of processing time, Refinement outside SDDP algorithms inherit a significant lead over the SDDP algorithm in its lower bound progress, but this wide margin steadily shrinks as the processing time increases.
• In instances where the Refinement outside SDDP algorithms are being outperformed by the SDDP algorithm, the advantage of the SDDP algorithm is at its highest after the first hour.
• The advantage of the Refinement outside SDDP algorithms over the SDDP algorithm is most apparent after 3 hours of processing time limit, yielding a better performance in 7.5 out of 12 instances on average between the APEP-SDDP and ITER-SDDP algorithms.
We attribute the aforementioned observations to the following:
• It should come as no surprise that, the larger the instance in terms of T and |Ξ t |, the better the performance of Refinement outside SDDP algorithms should be. This advantage for the APEP-SDDP and ITER-SDDP algorithms over the standard SDDP algorithm, is a natural consequence due to the merits of adaptive partitionbased strategies in making the cut generation effort adaptive to the solution progress.
• The aforementioned advantage does not hold for smaller instances, such as when T = 25 and |Ξ t | = 50. This is because the computational savings provided by this framework via efficient cut generation effort from coarse scenario trees do not offset the significant inaccuracy inherited in these coarse cuts on these instances. This incompetence, however, steadily vanishes as the processing time limit increases when the coarse tree gets more and more refined.
• This explains the aforementioned observations regarding the performance with respect to the processing time limit: -In smaller instances, the larger the processing time limit is, the more the algorithm is able to compensate for the inaccuracy compromised during the early phase of the solution process. -In larger instances, the larger the processing time limit is, the bigger that the size of the coarse tree gets, making the cut generation effort in the Refinement outside SDDP algorithms similar to that of the standard SDDP algorithm.
• Finally, comparing between the two Refinement outside SDDP algorithms, we see that their performances are comparable with ITER-SDDP prevailing in all instances except for when T = 25, |Ξ t | = 50 and T = 120, |Ξ t | = 1000. We attribute these two cases to the heuristically chosen parameters n used in Algorithm 1 as a criterion to perform partition refinement on − → N p .
We conclude this subsection by emphasizing that, our work is an attempt to provide a framework which mitigates the computational burden of solving MSLPs brought by the curse-of-dimensionalty due to the large number of stages T and large number of realizations per stage |Ξ t |. This, if anything, can only testify to the competitive nature of adaptive partition-based strategies in solving large-scale problems.
Numerical Results for the Refinement within SDDP Strategy
In this subsection, we compare different Refinement within SDDP algorithms described in Subsection 4.2 and the corresponding SDDP algorithms (where no adaptive partition is employed) under different tree traversal strategies. We report the numerical results in Tables 2 and 3 as well as a few selected instances in Figure 5 , from which we observe the following.
Performance with respect to T :
• Similar to the observations made in Subsection 5.2, the performance of the APQP-SDDP algorithm compared to the SDDP-QP algorithm improves as T increases. There is no consistent pattern comparing the performance of the APCP-SDDP algorithm with that of SDDP-CP as T increases.
• Except for the performance of the APCP-SDDP algorithm in few instances of sizes in the mid range and the performance of APQP-SDDP in the large instances, the Refinement within SDDP algorithms are consistently outperformed by the SDDP algorithm with the corresponding tree traversal strategy.
• The overall results obtained by different algorithms do not have any obvious pattern associated with the number of realizations per stage |Ξ t |. 3. Performance with respect to the processing time limit:
• Similar to the observations made in Subsection 5.2, the overall performances of the two Refinement within SDDPalgorithms have the following trend under different processing time limits: as the processing time limit increases, the relative gap between the lower bounds obtained by the Refinement within SDDP algorithms and the SDDP algorithm, either deteriorates if it was superior or improves if it was inferior.
• As one might expect, allocating a significant cut generation effort to a small number of sample paths, is surely a waste of computational budget. This perhaps justifies the overall disappointing results of any algorithm with a tree traversal strategy that has some cautiousness aspects to it, since a cautious tree traversal strategy usually results in a decision policy that is overfitting to the subset of sample path(s) visited so far in the solution process.
• This overfitting in the decision policy could also explain the absence for any clear pattern in the performance of APCP-SDDP compared to that of SDDP-CP in different instances, since the performances depend on the sample paths visited by the algorithms, which are randomly generated.
• When analyzing the incompetence in the performance of Refinement within SDDP algorithms, and in particular the APQP-SDDP algorithm compared to Refinement outside SDDP algorithms, it is important to note the following:
-In the Refinement outside SDDP algorithms, where we only generate coarse cuts by implementing the standard SDDP algorithm on the coarse treeT ( − → N p ), there is a criterion by which we measure the added value of these coarse cuts to the current cost-to-go function approximationsQ p t (·). This is done by keeping track of the lower bound progress when generating cuts from the coarse tree at every iteration (see Algorithm 1) . Hence, we restrict the algorithm to allocate some of the computational budget to generating coarse cuts using − → N p , only if these coarse cuts have significant added value to them. Otherwise, − → N p will be refined.
-In the Refinement within SDDP algorithms, the process is continuously attempting to generate coarse cuts, irrespective of their added value to the decision policy. This might hinder the performance of the algorithm, especially in the case of APQP-SDDP algorithm, where the existence of any violated cut, regardless of its quality, is the criterion for going back from stage t to t − 1. This makes refining the coarse tree (in order to obtain some accuracy) less frequent.
We conclude this subsection by mentioning that, while the coarse cuts generated by the Refinement within SDDP algorithms do not seem to serve its desired purpose, as far as the previous analysis goes, this may not necessarily be the case under different time limits or different integration scheme such as the SPAP-SDDP algorithm that we shall discuss next. 
Computational Experiments on the Adaptive Partition-based SDDP with Structured Cut Generation Policies
In this subsection we report and analyze the results for the performance of the SPAP-SDDP algorithm presented in Subsection 4.3. In Table 4 we report its performance and compare it to the standard SDDP algorithm. Additionally, we illustrate a few selected instances in Figure 6 which compare the performance of the SPAP-SDDP algorithm with that of different Refinement outside SDDP algorithms, as well as the APQP-SDDP and SDDP-QP algorithms.
The overall pattern in the behavior of the SPAP-SDDP algorithm for different number of stages T , realizations per stage |Ξ t | and processing time limits, is very similar to the observations made regarding the Refinement outside SDDP algorithms. We summarize these observations as follows: (g) T = 120, |Ξ t | = 1000. One hour of processing.
(h) T = 120, |Ξ t | = 1000. Six hours of processing.
Figure 5: Solution progress using Refinement within SDDP algorithms compared to the corresponding SDDP algorithm under different tree traversal strategies for one and six hours of processing on different instances.
• Except for when T = 25, the performance of the SPAP-SDDP algorithm compared to that of the standard SDDP algorithm is consistently improving as T and/or |Ξ t | increases.
• Similar to the observations made in Subsection 5.2, the overall performances of the SPAP-SDDP algorithm have the following trend under different processing time limits: as the processing time limit increases, the relative gap between the lower bounds of the SPAP-SDDP algorithm and the SDDP algorithm, either deteriorates if it was superior or improves if it was inferior.
• Most of the reasoning made in Subsection 5.2 regarding the performance of the Refinement outside SDDP algorithms can also be made to the SPAP-SDDP algorithm. This reasoning being, in large instances, where accuracy is more computationally expensive to obtain, the computational savings come from the fact that the algorithm makes the cut generation effort adaptive to the solution progress. Except here, this adaptability is not integrated by the value which a coarse cut adds immediately to the lower bound progress, but instead, by the added value of a coarse cut from a particular stage to the decision policy at giving point in the processing time, which affects the lower bound progress implicitly.
• The most notable difference between the performance the SPAP-SDDP algorithm and the Refinement outside SDDP algorithms is that, the performance of the SPAP-SDDP algorithm is very stable in outperforming SDDP-QP compared to that of the Refinement outside SDDP algorithms. However, when Refinement outside SDDP algorithms do outperform SDDP-QP, they outperform by a large margin.
• Overall, it is not difficult to see that the SPAP-SDDP algorithm bridges the gap between the computational ease of generating excess of inaccurate coarse cuts using APQP-SDDP and the computational burden of generating a few, but accurate fine cuts using the standard SDDP algorithm. Summary of numerical experiment results. In sum, based on the aforementioned analysis on the numerical results, the Refinement outside SDDP algorithms and the SPAP-SDDP algorithm yield the most significant improvements over the standard SDDP algorithm in terms of the lower bound progress. We thereby suggest that as a rule of thumb, integrating the adaptive partition-based strategies into the SDDP algorithm should be done via the Refinement outside SDDP approach, and structured cut generation policies should be pursued (like the SPAP-SDDP algorithm) if any structure can be exploited from the underlying problem instance.
Conclusions
In this study, we have investigated various ways to enhance the performance of the SDDP algorithm in terms of its lower bound progress by employing various inexact cut generations and scenario-tree traversal strategies. Specifically, we have integrated the adaptive partition-based approaches, which have been shown to be effective in two-stage stochastic programs, into the SDDP algorithm for multi-stage stochastic programs in two different manners: performing partition refinement within the SDDP and outside the SDDP algorithm. In addition, we have proposed a structured cut generation (g) T = 120, |Ξ t | = 1000. One hour of processing.
(h) T = 120, |Ξ t | = 1000. Six hours of processing. Figure 6 : Solution progress using SPAP-SDDP algorithm compared to Refinement outside SDDP algorithms, APQP-SDDP and SDDP-QP after one and the six hours of processing on different instances. strategy across all stages, which takes advantage of the underlying seasonal uncertainty structure in the class of problems that we use as the test instances. We have conducted extensive numerical experiments to empirically validate the effectiveness of the proposed algorithms and compare them to the standard SDDP algorithm. We have identified several directions to pursue for future research. First, it is of interest to investigate how the proposed algorithms can be applied to address more challenging problem classes such as distributionally robust multistage stochastic programs and multistage stochastic integer programs. Second, from an algorithmic perspective it is worth investigating novel cut generation strategies that are adaptive to the underlying problem structure such as the decision policy structures and/or uncertainty structures during the solution process, as opposed to imposing these structures a priori as we did in the SPAP-SDDP algorithm.
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