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Abstract
We introduce a new policy of pivoting in Gaussian elimination and
test its power versus partial and complete pivoting. According to our
extensive tests, the policy is as stable numerically as complete pivoting
and uses quadratic number of comparisons like partial pivoting. In
particular this behavior was observed for the known classes of input
matrices for which partial pivoting fails.
Key words: Gaussian elimination, pivoting
1 Introduction
Hereafter we write GEPP, GECP, and GERCP to denote Gaussian elimina-
tion with partial, complete, and row-column pivoting. GEPP and GPPP are
classical algorithms [1], [2], [3], whereas GERCP is our novelty. Each of the
three algorithms uses (2/3)n3 + O(n2) ﬂops to yield triangular factorization
of an n × n matrix, but they diﬀer in the number of comparisons involved,
and GEPP has slightly weaker numerical stability. Namely, GECP guaran-
tees numerical stability [4], whereas GEPP is statistically stable for most
of the input instances in computational practice but fails for some rare but
important classes of inputs [5], [6], [7]. Nevertheless GEPP is omnipresent
in modern numerical matrix computations, whereas GECP is rarely used.
The reason is simple: GEPP involves (1/2)n2 + O(n) comparisons versus
(1/3)n3 +O(n2) in GECP, that is the computational cost of pivoting is neg-
ligible versus arithmetic cost for GEPP but is substantial for GECP.
Our new algorithm GERCP combines the advantages of both GECP and
GEPP. According to our extensive tests, GERCP is as stable numerically
as GECP and uses about 2n2 comparisons (see Remark 4.1). Like GEPP
and GECP, our algorithm can include initial scaling, which is the customary
additional heuristic protection against instability and requires from about n2
to about 2n2 comparisons and as many ﬂops [1, Section 3.5.2], [2, Section
3.4.4], [3, Section 9.7], so that its overall computational cost is still strongly
dominated by the elimination ﬂops.
In the next section we specify a class of input matrices for which al-
ready the rounding errors at the ﬁrst step of GEPP (but neither GECP nor
∗Supported by PSC CUNY Award 69330–0038
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GERCP) completely corrupt the output. In Section 3 we specify GERCP.
In Section 4 we present the test results. The tests were designed by the ﬁrst
author of this paper and were implemented and performed by Dr. Xinmao
Wang at the USTC, Hefei, Anhui, China (see Tables 1–4 in Section 4) and
by the last three authors of the present paper (see Remark 4.1). Otherwise
the paper is due to its ﬁrst author.
2 A Hard Input Class for GEPP
Already the ﬁrst step of Gaussian elimination tends to magnify the input
errors wherever the pivot entry is absolutely smaller than some other entries
in the same row and column. For example, represent an input matrix M as
follows,
M =
(
1 vT
u B
)
= (mij)
n−1
i,j=0, B = (mij)
n−1
i,j=1, (2.1)
let  denote the machine epsilon (also called unit roundoﬀ), and suppose that
u = Ue, v = V e, e = (1, 1, . . . , 1)T , |mij| ≤ 1 for i, j > 0, (2.2)
U < 2/, V = 1.
Then the ﬁrst elimination step, performed error-free, produces an (n − 1)×
(n−1) matrix BU = B+UeeT , which turns into a rank-one matrix ﬂ(U)eeT
in the result of rounding. Here and hereafter ﬂ(A) denotes the matrix whose
entries are the ﬂoating-point representations of the respective entries of a
real matrix A.
Partial pivoting ﬁxes the latter problem for this matrix but does not
help against exactly the same problem where the input matrix M satisﬁes
equations (2.1) and (2.2) and where
U = 1, V > 2/. (2.3)
In this case the ﬁrst elimination step, performed error-free, would produce
the (n− 1) × (n− 1) matrix BU = B + V eeT . Rounding would turn it into
the rank-one matrix ﬂ(V )eeT .
We refer the reader to [5] and [6] (cf. also [7]) on some narrow but
important classes of linear systems of equations coming from computational
practice on which GEPP fails to produce correct output.
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3 Gaussian Elimination with
Row–Column Pivoting (GERCP)
Algorithm 3.1. Row–Column Pivoting.
Input: a nonsingular n × n matrix M = (mij)n−1i,j=0.
Output: A pair of integers (g, h) such that
|mgh| = max{max{|mgj|, j = 0, . . . , n−1},max{|mih|, i = 0, . . . , n−1}}.
Initialization: h ← 0, G ← {0, 1, . . . , n− 1}, and H ← {0, 1, . . . , n− 1}.
Computations:
1. Compute an integer g such that |mgh| = maxi∈G{|mih|}.
2. Compute an integer k such that |mgk| = maxj∈H{|mgj|}.
If |mgh| = |mgk|, output the pair (g, h) and stop.
3. Otherwise h ← k, and go to Stage 1.
One can apply a single step of Gaussian elimination with the pivot mgh
output by Algorithm 3.1 and then recursively alternate applications of this
algorithm and the Gaussian elimination steps until triangular factorization
of the matrix M is computed. This deﬁnes our GERCP.
Remark 3.2. Algorithm 3.1 includes redundant comparisons because at
Stage 3 we keep the sets G and H unchanged. We can modify Stage 3
as follows: 3. Otherwise G ← G − {g}, H ← H − {h}, h ← k, and go to
Stage 1. At the cost of such a set manipulation, we would save some com-
parisons at the next steps. We refer to GERCP based on the latter version
of Row-Column Pivoting as GERCP1.
4 Experimental Results
Tables 1–4 show the results of testing GERCP (based on Algorithm 3.1) by
Dr. Xinmao Wang at the Department of Mathematics, University of Science
and Technology of China, Hefei, Anhui 230026, China. He implemented the
GERCP algorithm in C++ under the 64-bit Fedore Core 7 Linux with AMD
4
Athlon64 3200+ uniprocessor and 1 GB memory. In his implementation he
used n comparisons for computing the maximum of n numbers. He tested
the algorithm for n× n matrices M of the following seven classes.
1. Matrices with random integer entries in the range (−10l, 10l).
2. Matrices M = PLU for n × n permutation matrices P that deﬁne n
interchanges of random pairs of rows and for lower unit triangular matrices
L and UT with random integer entries in the range (−10b, 10b).
3. Matrices M = SΣT for random orthogonal matrices S and T (com-
puted as the Q-factors in the QR factorization of matrices with random
integer entries in the range (−10c, 10c)) and for the diagonal matrix Σ =
diag(σi)
n
i=1 where σ1 = σ2 = · · · = σn−ρ = 1 and σn−ρ+1 = σn = 10−q .
4. Matrices M satisfying equations (2.1)–(2.3) where B denotes an (n−
1)× (n− 1) matrix from matrix class 1 above.
5. Matrices M =


I O . . . I
−M1 I O . . . O
−M1 I ...
. . .
. . . O
−M1 I


from [5, page 232],
where M1 = exp
(−0.05 0.3
0.3 −0.05
)
≈
(
0.994357 0.289669
0.289669 0.994357
)
.
6. Matrices M =


1 0 0 · · · 0 −1/C
−kh
2
1− kh
2
0 · · · 0 −1/C
−kh
2
−kh 1− kh
2
. . .
...
...
...
...
. . .
. . . 0 −1/C
−kh
2
−kh · · · −kh 1− kh
2
−1/C
−kh
2
−kh · · · −kh −kh 1− 1/C − kh
2


from [6, page 1360], where kh = 2
3
, C = 6.
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7. Matrices M =


1 0 · · · 0 1
−1 1 . . . ... ...
−1 −1 . . . 0 1
...
...
. . . 1 1
−1 −1 · · · −1 1


from [7, page 156].
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n = 128 minimal maximal average
Class 1 31371 37287 34147
Class 2 35150 40904 38168
Class 3, ρ = 1 30189 36097 32995
Class 3, ρ = 2 30597 36561 32960
Class 3, ρ = 3 29938 35761 32967
Class 4 31342 36333 33648
Class 5 24318
Class 6 32258
Class 7 32764
n = 256 minimal maximal average
Class 1 131692 146780 139419
Class 2 147123 161971 153559
Class 3, ρ = 1 127911 143706 136361
Class 3, ρ = 2 129228 144226 136427
Class 3, ρ = 3 129945 145882 136508
Class 4 131533 146014 138392
Class 5 97790
Class 6 130050
Class 7 131068
Table 1: numbers of comparisons in GERCP.
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n = 128 GEPP GECP GERCP
Class 1 13.8 ± 2.5 6.4 ± 0.4 8.4 ± 0.8
Class 2 2.5 ± 0.5 1.5 ± 0.2 1.8 ± 0.2
Class 3, ρ = 1 17.4 ± 4.0 8.7 ± 1.0 11.6 ± 1.8
Class 3, ρ = 2 15.6 ± 3.6 7.7 ± 0.8 10.2 ± 1.4
Class 3, ρ = 3 14.3 ± 3.5 7.0 ± 0.7 9.3 ± 1.3
Class 4 FAIL 1 1
Class 5 3.4e6 2 2
Class 6 6.6e36 1.33 1.33
Class 7 1.7e38 2 2
n = 256 GEPP GECP GERCP
Class 1 21.8 ± 3.8 9.5 ± 0.6 12.8 ± 1.3
Class 2 3.4 ± 0.6 1.9 ± 0.2 2.4 ± 0.3
Class 3, ρ = 1 32.2 ± 7.4 15.5 ± 1.7 20.6 ± 2.9
Class 3, ρ = 2 29.2 ± 6.7 13.8 ± 1.4 18.6 ± 2.9
Class 3, ρ = 3 27.0 ± 6.1 12.5 ± 1.3 16.7 ± 2.3
Class 4 FAIL 1 1
Class 5 3.1e13 2 2
Class 6 8.6e74 1.33 1.33
Class 7 5.8e76 2 2
Table 2: growth factor in GEPP/GECP/GERCP.
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n = 128 GEPP GECP GERCP
Class 1 6.8e-13 ± 3.4e-12 5.2e-13 ± 2.8e-12 4.8e-13 ± 2.2e-12
Class 2 1.7e7 ± 2.6e8 8.7e5 ± 4.6e6 6.6e5 ± 3.7e6
Class 3, ρ = 1 1.1e-5 ± 8.4e-6 7.4e-6 ± 5.7e-6 8.7e-6 ± 6.7e-6
Class 3, ρ = 2 1.7e-5 ± 8.8e-6 1.2e-5 ± 6.1e-6 1.3e-5 ± 7.0e-6
Class 3, ρ = 3 2.1e-5 ± 9.2e-6 1.5e-5 ± 6.2e-6 1.7e-5 ± 7.5e-6
Class 4 FAIL 5.7e-13 ± 6.3e-12 5.7e-13 ± 3.5e-12
Class 5 1.0e-9 2.7e-15 2.7e-15
Class 6 3.1e3 2.7e-15 2.7e-15
Class 7 6.5 0.0 0.0
n = 256 GEPP GECP GERCP
Class 1 3.8e-12 ± 3.7e-11 2.8e-12 ± 4.0e-11 2.6e-12 ± 2.0e-11
Class 2 3.9e7 ± 5.0e8 1.1e6 ± 4.1e6 2.2e6 ± 1.3e7
Class 3, ρ = 1 2.0e-5 ± 1.5e-5 1.3e-5 ± 9.3e-6 1.5e-5 ± 1.1e-5
Class 3, ρ = 2 3.1e-5 ± 1.6e-5 2.0e-5 ± 1.1e-5 2.4e-5 ± 1.2e-5
Class 3, ρ = 3 3.9e-5 ± 1.7e-5 2.5e-5 ± 1.1e-5 2.9e-5 ± 1.2e-5
Class 4 FAIL 3.6e-12 ± 4.0e-11 3.6e-12 ± 2.5e-11
Class 5 1.4e-2 3.7e-15 3.7e-15
Class 6 7.2e57 3.6e-14 3.6e-14
Class 7 11.3 0.0 0.0
Table 3: norms of the error vectors in GEPP/GECP/GERCP.
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n = 128 GEPP GECP GERCP
Class 1 1.6e-9 ± 3.0e-10 1.1e-9 ± 1.7e-10 1.2e-9 ± 2.1e-10
Class 2 2.2e-4 ± 1.6e-3 1.2e-4 ± 4.7e-4 1.1e-4 ± 6.3e-4
Class 3, ρ = 1 3.1e-14 ± 5.1e-15 2.0e-14 ± 2.9e-15 2.3e-14 ± 3.6e-15
Class 3, ρ = 2 3.0e-14 ± 5.0e-15 1.9e-14 ± 2.8e-15 2.3e-14 ± 3.6e-15
Class 3, ρ = 3 3.0e-14 ± 5.3e-15 1.9e-14 ± 2.8e-15 2.3e-14 ± 3.5e-15
Class 4 FAIL 3.3e2 ± 3.3e2 3.5e2 ± 3.3e2
Class 5 1.1e-9 1.9e-15 1.9e-15
Class 6 2.9e3 1.7e-14 1.7e-14
Class 7 14.5 0.0 0.0
n = 256 GEPP GECP GERCP
Class 1 7.1e-9 ± 1.1e-9 4.4e-9 ± 5.8e-10 5.2e-9 ± 7.2e-10
Class 2 2.1e-3 ± 3.7e-2 6.2e-4 ± 2.1e-3 1.5e-3 ± 1.6e-2
Class 3, ρ = 1 9.8e-14 ± 1.5e-14 5.7e-14 ± 6.8e-15 7.4e-14 ± 9.3e-15
Class 3, ρ = 2 9.7e-14 ± 1.4e-14 5.7e-14 ± 7.0e-15 7.1e-14 ± 9.2e-15
Class 3, ρ = 3 3.9e-5 ± 1.7e-5 5.7e-14 ± 6.9e-15 7.0e-14 ± 9.1e-15
Class 4 FAIL 6.7e2 ± 6.5e2 6.6e2 ± 6.3e2
Class 5 9.0e-3 2.6e-15 2.6e-15
Class 6 2.1e58 1.0e-13 1.0e-13
Class 7 41.1 0.0 0.0
Table 4: norms of the residual vectors in GEPP/GECP/GERCP.
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For each matrix of classes 1–4 the tests were performed for m = 1000
input instances M for each of the two values n = 128 and n = 256, for
b = c = l = 4, and for q = 10. For class 3 the tests were performed for each
of the three values ρ = 1, 2, 3. Besides the results of these tests, Tables 1–4
also cover the test results for matrices M of classes 5–7 (from the papers [5],
[6], and [7], respectively), for which GEPP produced corrupted outputs.
To every matrix GEPP, GECP, and GERCP were applied. As was ex-
pected, for matrix classes 1–3 numerical performance of GEPP, GECP, and
GERCP was similar but for classes 4–7 GEPP either failed or lost many more
correct input bits versus GECP and GERCP.
Table 1 shows the maximum, minimum and average numbers of compar-
isons used in GERCP for every input class of matrices.
Table 2 shows the average growth factor
φ = max n−1i,j,k=0 |m(k)ij |/max n−1i,j=0 |mij|
(as well as its standard deviation from the average) whereM (k) = (mi,j(k))
n−1
i,j=k
denotes the matrix computed in k steps of Gaussian elimination with the se-
lected pivoting policy and M = M (0) = (mij)
n−1
i,j=0 denotes the input matrix.
Tables 3 and 4 show the average norms of the error and residual vectors,
respectively, as well as the standard deviations from the average, where the
linear systems My = f were solved by applying GECP, GEPP, and GERCP.
The vectors f were deﬁned according to the following rule: ﬁrst generate
vectors y with random components from the sets {−1, 0, 1} or {−1, 1}, then
save these vectors for computing the errors vectors, and ﬁnally compute the
vectors f = My.
Remark 4.1. Table 1 shows the results of testing GERCP where n com-
parisons were used for computing the maximum of n numbers. Extensive
additional tests with random matrices (of class 1) for n = 2h and for h rang-
ing from 5 to 10 were performed in the Graduate Center of the City University
of New York. In these tests the modiﬁcation GERCP1 was run (where the
sets G and H were modiﬁed at Stage 3 of Algorithm 3.1 as we speciﬁed in
Remark 3.2). Furthermore, the tests used k − 1 comparisons for computing
the maximum of k numbers. The observed numbers of comparisons slightly
decreased versus Table 1 and always stayed below 2n2.
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