Introduction
Atmospheric gravity or inertia-gravity waves are characterized by fluctuations of vertical velocity, horizontal winds, density and temperature, in a stably stratified environment (e.g. Holton, 1992) . When the restoring mechanism is buoyancy only, they are called pure internal gravity waves or simply gravity waves, while inertia-gravity waves result from a combination of stratification and Coriolis effects. Inertiagravity waves are characterized by horizontal scales greater than a few hundred kilometers and periods greater than a few hours, which is the reason why they are also affected by the Coriolis force. Gravity and inertia-gravity waves transport energy and momentum as they propagate either vertically or horizontally. This causes a transfer of energy and momentum from the source of the waves to their sink, where they dissipate (Fritts and Alexander, 2003) . For these reasons gravity and inertia-gravity waves play a substantial part in determining the circulation of the atmosphere and oceans, which necessitates a better understanding of how these waves generate, evolve and then dissipate (for a review, see Fritts and Alexander, 2003) .
The sources of gravity and inertia-gravity waves are numerous. They can, for example, be created by orography (e.g. McFarlane, 1987) , convection (e.g. Larsen et al., 1982) , strong diabatic heating (e.g. Hooke, 1986) , jet instability (e.g. Uccellini and Koch, 1987) or wind shear (e.g. Fritts, 1982) . In this study we focus primarily on convective and orographic sources.
In a thermally stable stratification, flow over a mountain may generate gravity waves with high intrinsic frequency (Gossard and Hooke, 1975) . These orographically induced gravity waves have also been inferred as a secondary source for inertia-gravity waves in the winter extratropical stratosphere in numerous observational studies (e.g. Sato, 1994; Worthington, 1999; Serafimovich et al., 2006) , and in the fall and spring lower-stratosphere by Eckermann and Preusse (1999) .
The convective effect can also be responsible for gravity and inertia-gravity wave generation. Waves created by convection are as numerous (i.e. with many different scales) as the generation mechanisms (different convective structures). Convectively-induced waves can for example be triggered by the bulk release of latent heat (Piani et al., 2000) , the obstacle effect produced by the convective column on the stratified shear flow above (Clark et al., 1986; Mason and Sykes, 1982; Pfister et al., 1993) , or the mechanical pump effect due to vertical oscillations of updrafts and downdrafts behaving as an oscillating rigid body (Fovell et al., 1992; Alexander et al., 1995; Alexander and Barnett, 2007) . All three mechanisms can be coupled, depending strongly upon the local shear and the vertical profile and time dependence of the latent heating (Fritts and Alexander, 2003) .
It has also been shown that surface fronts are important sources of gravity waves (Fritts and Nastrom, 1992) . Eckermann and Vincent (1993) presented case studies of such waves using stratosphere-troposphere (ST) radar observations during the passage of cold fronts over southern Australia. Snyder et al. (1993) and Griffiths and Reeder (1996) showed, in idealized studies of frontogenesis, that fronts can be significant sources of gravity waves. According to these authors the wave emission becomes more pronounced as the frontal scale contracts, or when the frontogenesis occurs quickly.
Since gravity and inertia-gravity waves are generally not resolved by the synoptic observational network, in situ observations (e.g. aircraft, Brown, 1983; Cui et al., 2012 , rockets, Rapp et al., 2004 , balloon-borne soundings, Shutts and Broad, 1993 and remote sounding (e.g. MesosphereStratosphere-Troposphere MST radar) provide valuable information for studying their characteristics. Gravity and inertia-gravity waves have been studied at many radar sites around the world, for example, by Sato et al. (1997) and Thomas et al. (1999) . Radar or in situ measurements are localized in space and time, so these measurements alone are generally not sufficient to understand the physics of the observed waves (e.g. Röttger, 2000) . High resolution numerical modelling can be a good complement to better characterize the physical processes associated with such waves. Indeed, MST radar measurements, in particular, provide data at an appropriate temporal and vertical resolution to compare with numerical modelling (e.g. Serafimovich et al., 2006; Sato and Yoshiki, 2008; Kirkwood et al., 2010; Valkonen et al., 2010) .
In almost all earlier studies using radar, windperturbations have been used to study gravity waves. However, generally very powerful radars such as the MU radar in Japan (Sato, 1994) or the Indian MST radar (Dutta et al., 1999) are needed to make sufficiently accurate wind measurements in the stratosphere. VHF radar, in addition to measuring winds, can also be used to measure buoyancy frequency (static stability, e.g. Hooper et al., 2004) and its time/height variations in the lower stratosphere, providing an alternative wave diagnostic to measurements of windperturbations. Buoyancy frequency is directly derived from the echo-power measured by a VHF radar and this can be readily measured with high accuracy even by relatively low-power VHF wind profiler radars (see e.g. Arnault and Kirkwood, 2012) .
Since buoyancy frequency can be related to gravity wave characteristics according to several idealized and observational case studies (e.g. Humi, 2004 Humi, , 2010 Shutts et al., 1988 Shutts et al., , 1994 , we will present in this paper a case study of gravity waves observed as fluctuations in buoyancy frequency in the lower stratosphere, using the VHF wind profiler radar ESRAD located at Esrange (67.9 • N, 21.1 • E) in Sweden. In this case, we find gravity waves with long vertical wavelengths so that it is possible to confirm the wave origin of the buoyancy frequency fluctuations using low-verticalresolution measurements of vertical wind.
The observations will be complemented with numerical experiments using the WRF (Weather Research and Forecasting) model in different configurations (with and without orography, with and without clouds). We use spectral analysis to characterize the waves in both ESRAD and WRF data. A comparison with the different configurations used in the WRF modelling allows us to investigate the sources of the different waves observed by ESRAD. But first, we will present the synoptic conditions associated with our study interval. On the 18th, at 2 km, a polar high is approaching the northern part of Scandinavia in association with a lowpressure system coming from the east, thus inducing largescale northeasterly winds in this area (Fig. 1a) . This system is associated with the passage of a front over the ocean north of Scandinavia, as deduced by cloud observations in the AVHRR (Advanced Very High Resolution Radiometer) channel 4 on the 18th in the evening (Fig. 2a) . Then, in the southern part of Scandinavia (latitude lower than 60 • N) there is a high pressure system associated with strong anticyclonic winds. This situation is clearer at 12 km (Fig. 1e) i.e. in the lower stratosphere, where the low-pressure system in the northeast and east of Scandinavia (polar vortex) is associated with strong cyclonic winds at the ESRAD location, and a high pressure system in the southwest of Scandinavia is associated with anti-cyclonic winds also present in the lower levels (2 and 6 km, Fig. 1a, c) . The transition between the two cyclonic and anticyclonic systems occurs in the middle of Scandinavia, where intense northwesterly winds can be observed at 2, 6 and 12 km (Fig. 1a, c, e) . On the 19th, at 2 km, the low-pressure system in the east is more intense with a decrease of about 5 hPa (compare Fig. 1a, b) . The polar high in the north has moved further south at this height although it has not reached the continent yet. It is associated to more intense easterly winds in the northern part of Scandinavia. At 6 km and at 12 km, the north of Scandinavia is mainly affected by the low-pressure system from the east ( Fig. 1d and f).
Synoptic analysis

Radar observations
Description of ESRAD radar
ESRAD is a 52 MHz atmospheric radar, located at Esrange near Kiruna, Sweden (67.88 • N, 21.10 • E), above the polar circle. At the time of the case study presented here, the system comprised a transmitter with 72 KW peak power, 6 independent receivers, and a rectangular 16 × 18 array of 5-element yagi antennas, with 4.04 m spacing of the yagis (0.7 times the radar wavelength). The whole array was used for transmission, but it was divided for reception into 6 subarrays, each of 8 × 6 yagis and each connected to a separate receiver. The measurements used here were made using two interlaced measurement modes, the first using a 1 µs transmitted pulse and 1 µs sampling, providing nominal 150 m height resolution (in practice about 200 m taking into account receiver filter effects), and the second using 8-bit complementary codes with 4 µs baud, providing 600 m vertical resolution. Horizontal winds are derived using time delays between echoes arriving at different sub-arrays, while vertical winds and echo power are derived by combining the measurements from all 6 receivers. A detailed description for the ESRAD radar is given by Chilson et al. (1999) , updated by Kirkwood et al. (2007) .
The echoes detected by the radar come from irregularities in the refractive index in the atmosphere on a scale corresponding to half the radar wavelength (i.e. irregularities with 2.88 m scale). In the troposphere and stratosphere the refractive index depends on atmospheric density, temperature and humidity. Transmitter power, antenna gain, distance from which the echo is returned, atmospheric density, static stability, humidity gradients, and fine-scale structures of temperature and density fluctuations within the scattering volume in principle determine the radar echo power returned to the receivers (e.g. Gage, 1990) . For the lower-stratosphere (and upper-troposphere at high latitudes) humidity is very low, and for measurements by vertically pointing radars operating at around 50 MHz, density and temperature gradient have been found to dominate the atmospheric contribution to the echo power. As a result, echo power can be easily scaled to provide an estimate of static stability N :
where R = N at heights where humidity is negligible, F is a proportionality constant, z is height, H is the atmospheric scale height, exp(−z/H ) is the height variation of atmospheric density, P r is radar echo power (e.g. Hooper et al., 2004) . The constant F can be found either by careful calibration of the radar, or more easily, by comparison with radiosonde measurements (Kirkwood et al., , 2011 . In this case, 5 radiosondes released from Esrange on the 21 and 22 February have been used to determine the value of F (F = 0.21 ± 0.01). Values for P r in the lowermost stratosphere for this particular (150 m resolution) radar experiment were in the range 10 −16 to 10 −14 W. The temperature fluctuations associated with gravity or/and inertia-gravity waves propagating in the lower stratosphere lead to corresponding fluctuations in the static stability (for example, see Arnault and Kirkwood, 2012) . Particularly in the lower stratosphere, where the radar echo strength is weak, the static stability can be derived from the radar measurements with much higher accuracy than the wind fluctuations associated with the waves. So we will focus primarily on fluctuations in N in the following analysis of ESRADobserved lower-stratospheric gravity/inertia-gravity waves. For this study, 20-min averages of the echo power using the measurements with 150-m vertical resolution, have been used to derive N.
Although ESRAD was able to measure horizontal winds on this occasion up to heights of about 12-13 km, using the operating mode with low vertical resolution (600 m), the accuracy of the wind estimates was not sufficient to determine the wind fluctuations associated with the waves. Indeed, the full correlation analysis (fca) method used to derive horizontal winds from the radar data needs relatively strong Signal to Noise Ratio (SNR) to work properly. On the other hand, vertical winds derived from the Doppler frequency need less SNR to be accurate enough, i.e. resolve the wave fluctuations considered in this case. Since both the convective-origin wave and the orographic wave have vertical wavelengths which are rather more than 600 m, we can use these vertical wind measurements to compare with the vertical wind component in the different WRF modelling experiments. from 8 km to 12 km with the height of the wavefronts increasing over time. Above 12 km height on the 20th, there are descending wavefronts corresponding to apparent periods of several hours, and with vertical wavelengths about 1-2 km. We can see the same patterns of fluctuations in vertical wind as are seen for buoyancy frequency, with short-period variations (vertical streaks) from about 18:00 UTC on the 18th to 18:00 UTC on the 19th, and slowly changing quasihorizontal bands of upward or downward vertical winds later, thus supporting the use of using buoyancy frequency to diagnose the gravity wave activity in the lower stratosphere.
Buoyancy frequency (N) and vertical velocity (W ) profile
In addition to providing a wave signature, the height profiles of N also give a direct indication of the height of the tropopause, i.e. the boundary between the relatively low values of N in the troposphere (less than 0.02 s −1 ) and the higher values characterising the stratosphere. From Fig. 3a it is clear that the tropopause height was around 9 km on 18 February, but dropped below 8 km on 19 and 20 February.
Spectrum analysis
To identify the periodicities observed in the gravity wave packets, we apply spectral analysis to the time series of buoyancy frequency as estimated from the ESRAD data (and as calculated with the WRF model, which will be described later). To make it clear which gravity waves periods dominate, the multiple-taper method (MTM) has been used to estimate the power spectral density (PSD) of the variations in the buoyancy frequency (Percival and Walden, 1993) . This method uses linear or non-linear combinations of modified periodograms in order to minimize spectral leakage outside of the analyzed spectral band. The shortest period resolved is 40 min, as the ESRAD data were averaged for 20 min.
As will become clear in Sect. 4, we are able to identify convective-source waves in the observations on 19 February. In order to study the convective waves in more detail, the radar spectrum was estimated for 15 000 m height for the interval 18:00 UTC on 18 February to 18:00 UTC on 19 February and is plotted as the black lines in Fig. 4 . Also, the figure presents the red noise level and its 95 % confidence level (thin curve in Fig. 4 ), which has been found in the PSD according to Mann and Lees (1996) . Spectral peaks which are close to and above the 95 % confidence level should be regarded as significant harmonic oscillations in a given time series. Note that the "period" axis for the spectra represents apparent periods, which may differ from the intrinsic periods depending on the wave propagation direction and the background wind. We use the radar spectrum primarily to compare between the observations and different simulation results, as will be discussed in detail in Sect. 4.
Numerical simulation
Setting of the model experiments
The situation is modelled using the Weather Research and Forecasting model (WRF, Skamarock and Klemp, 2008) . Four different WRF simulations are used, with and without clouds (resp. WRF-CLOUD and WRF-NO CLOUD), with and without orography (resp. WRF and WRF-FLAT). All use one polar stereographic domain at a horizontal resolution of 6 km (red rectangle in Fig. 1) , with 100 vertical levels up to 20 hPa (approximately 24 km). The vertical spacing is stretched from 60 m at the lowest to 450 m at the highest level. Rayleigh damping in the uppermost 5 km was introduced in order to avoid spurious wave reflection from the model lid (following Durran and Klemp, 1983) . The four numerical experiments start at 00:00 UTC, 16 February 2007, two days before the period of interest, and are run for five days. They are coupled with ECMWF operational analyses at the initial time and every 6 h at the boundaries. The model equations are integrated at a time step of 24 s. The model outputs containing the usual dynamic and thermodynamic variables are then saved every twenty minutes, in order to analyse the short-period waves induced by convection.
For the simulations with clouds, convection is explicit and microphysics is parameterized with the 3-class liquid and ice hydrometeors scheme of Hong et al. (2004) . For the simulations without clouds no scheme of microphysics is used and the scheme for parameterizing surface fluxes is switched off. Radiative processes are represented with the long-and short-wave radiation schemes of Mlawer et al. (1997) and Dudhia (1989) , respectively. The turbulent transport of heat, moisture, and momentum is parameterized in the whole atmospheric column with the scheme of Hong et al. (2006) .
Comparison with radar observations
The time-height diagrams of N and W from the radar observations and from the model simulations, at the location of ESRAD, are shown in Fig. 3 , covering the 3-day period from the 00:00 UTC on the 18th to 12:00 UTC on the 20th, and from 8 km to 18 km height, i.e. the lower stratosphere. Results in Figs. 3b1 and 3b2 ("WRF") take into account both orography and cloud microphysical processes, Figs. 3c1 and 3c2 ("WRF-NO CLOUD"), orography without clouds, Figs. 3d1 and 3d2, ("WRF-FLAT") no orography but with clouds, and Figs. 3e1 and 3e2 ("WRF-NO CLOUD FLAT"), no orography and without clouds.
Comparing the different panels of Fig. 3 , provides a first step towards understanding the different origins of the waves observed by ESRAD. Overall, the variations of N and W seen by ESRAD are well correlated with similar features in the WRF simulations with all forcings present, even if the amplitude seen by the radar is slightly larger (the lowest values of N are lower in Fig. 3a1 compared to Fig. 3b1 , and a different scale has been used for the ESRAD W observations in Fig. 3a2 to accommodate the larger range of W compared to the model). It is also clear comparing Fig. 3b with Fig. 3c,  d and e, that some groups of features disappear when clouds or orography are removed.
The first feature to note are the short-period waves, most clearly visible from the end of the 18th (18:00 UTC) to the end of the 19th, which are seen only in the simulations including clouds (Fig. 3b, d ). They are completely absent in the simulations without clouds (Fig. 3c, e) . The short-period variations can also be discerned in the ESRAD data (Fig. 3a) , although, in N , not as clearly as in the model.
To compare with the spectral analyses made on the time series of N from the ESRAD radar, the same spectral analyses have been made for the WRF model results (i.e. using N every 20 min from the different model runs, at the same altitude and for the same time interval as for the ESRAD measurements). The spectral analysis during this time (Fig. 4 , taken at 15 km altitude between 18 February, 18:00 UTC, and 19 February, 18:00 UTC) also shows that, in the simulations without clouds, the energy for periods below 6 h is much less than in the other simulations.
Ann
In the high frequency range (less than one hour) essentially nothing occurs in the simulations without clouds. Peaks at 50 min and slightly more than 1 h and 3 h are observed in the spectrum of the ESRAD data and high power is found at these periods in the simulations taking into account the clouds (Fig. 4a, d ), but much less than that without the clouds (Fig. 4b, c) , the latter not reaching 95 % significance. This suggests that the short-period gravity waves observed by the radar were induced by convection associated with clouds. We will return to the origin of these waves in Sect. 4.3. We can also note that the peaks at 1.5 (significance at 90 %) and 3 h (significance at 95 %) apparent periods seen by ESRAD are best reproduced by the model simulation including both clouds and orographic waves, so they are a result of the interaction between the two processes. We emphasise that this is mainly an interaction between the waves generated by convection and orographic waves, not between the convective waves and the orography itself, as shown later.
A second group of waves are seen in the simulations including orography (Fig. 3b, c) but are largely absent in the simulations without orography (Fig. 3d, e) . These have about 2 km vertical wavelength with wavefronts sometimes sloping upwards (late on the 18, late 19 to early 20 February), sometimes flat (early 19 February), sometimes downward (morning of 19 February). The corresponding features can be seen in the observations (Fig. 3a) starting late on 19 February. They can be discerned earlier on 19 February but they are not so clear because of the shorter period waves which are also present. These are clearly caused by the orography. As quasistationary waves, the slope of the wavefronts over time will be very sensitive to the background wind conditions. Orographic waves (7 h period, significant at 95 % in Fig. 4) are well known to occur at this location and they will not be studied in detail in the present case study, except as they interact with the convective waves.
The third group of waves are those seen most clearly in the ESRAD observations of N (Fig. 3a) slowly descending wavefronts with vertical wavelengths of around 1 km. Similar long-period waves are present throughout the interval, in all the simulations, even without clouds or orography ( Fig. 3b-e) , and can also be seen in the observations on 18 February. They are more distinct in the simulations including all forcings and quite indistinct in the simulation with neither clouds nor orography. These may be inertia-gravity waves generated by the tropospheric jet. For example, Hoffman et al. (2006) have shown an example of inertia-gravity waves generated by a jet-streak which were locally enhanced by mountain waves above the Scandinavian Ridge. Further study of these waves is beyond the scope of the present case study, which concentrates on the convective waves.
Since we have no direct measurements of accurate horizontal wind and its fluctuations, for this case study, in the stratosphere above Esrange, we cannot apply the usual kind of analysis (Gerrard et al., 2004 (Gerrard et al., , 2011 Dalin et al., 2004) to estimate a complete set of gravity wave parameters. It is possible to retrieve the information on the horizontal wind, and the wave fluctuations in the horizontal wind, from the model, but this topic is beyond the scope of the present paper.
Convective source investigation
In order to investigate the sources of the short-period waves in more detail, the distribution of waves over the whole simulation domain is examined. Figure 5 shows latitudelongitude cross sections of N obtained by the different WRF simulations, at 12 km altitude, at 06:00 UTC and 18:00 UTC on 19 February. In Fig. 5 , most clearly on 19 February (Fig. 5a1, 5a3) , waves with short horizontal wavelength can be seen in the simulations with clouds, over the ocean to the north of Scandinavia (north of 72 • latitude). Figure 6 shows latitude-height cross sections of both vertical velocity and N, from the WRF simulations (for 10:00 UTC on 19 February). The fluctuations of the vertical velocity are more distinct than those in N, but different waves are clearly seen in each simulation. When orographic forcing is included (Fig. 6a) is removed, leaving only waves starting at the surface over the ocean (Fig. 6b) . The gravity waves (with steeply sloping wavefronts) appear in the upper part of the convection layer (around 4 km), while convection itself (vertical cells) is confined to the lower levels (below 4 km). The gravity waves propagate freely up to 18 km as they move southwest, embedded in the, roughly, northeasterly winds at the upper levels. Note that the upper part of the convective cells can also be deduced in Fig. 6b and d by the thin layer of higher static stability at the upper part of the boundary layer (i.e. entrainment layer). The convection cells are clearly associated with the numerous oceanic clouds previously described (Sect. 2, Fig. 2 ). The gravity waves at the upper levels are transported horizontally towards the radar with the cyclonic winds ( Fig. 1 ) associated to the low pressure from the north. The dominant horizontal wavelength is about 50 km (the same as the distance between wind-arrows in Fig. 5 ). These correspond to the short-period waves (about 1.5 h period or less) in the power spectrum in Fig. 4 , where again it can be seen that they are present only when cloud microphysics is included in the simulations. After 18:00 UTC on 19 February 2007, although there are still convective waves over the ocean (Fig. 5b1, 5b3) , they are no longer in a position to be transported over ESRAD.
To understand the generation of gravity waves by convection, Holton and Alexander (1999) and Song et al. (2003) used numerical modelling studies to show that single cloud systems, such as squall lines, can generate a spectrum of gravity waves with strongest power at horizontal wavelengths between 5 and 50 km and periods from 10 to 60 min. Such temporal and spatial scales range from the scale and life cycle of individual updrafts to the scale and life cycle of the system itself. The waves seen in our simulations are in line with those results.
In principle, as discussed by Cotton et al. (2010) , moist processes can influence flow induced by mountain waves by the alteration of atmospheric stratification due to condensational heating and evaporative cooling. This can lead to an interaction between waves generated by mountains and clouds www.ann-geophys.net/31/239/2013/ Ann. Geophys., 31, 239-250, 2013 (Durran and Klemp, 1982; Cui et al., 2012) . In the present case, however, there is a clear spatial separation between the convective source associated with the front (over the Atlantic Ocean) and the mountain waves which form over the land. The waves generated by convection propagate vertically first and propagate horizontally only at the upper levels across Scandinavia. So it seems evident that the primary source is frontal convection. However, the waves are slightly more intense when the orographic forcing is included (Fig. 6a b compared to Fig. 6c-d ) perhaps because the front in the simulations is affected by the presence of the Scandinavian mountains. In fact, since they appear above the convective cells, i.e. 4 km and above the sea, they are not caused by the orography.
Conclusion
Gravity and inertia-gravity waves have been observed with the VHF radar ESRAD and analyzed with the help of simulations using the WRF model data using different configurations, with and without orography and cloud microphysics. In addition to long-period inertia-gravity waves and orographic waves, short-period waves were observed in the stratosphere over northern Sweden. WRF model simulations including clouds could reproduce the radar observations of short-period waves while the waves were absent in simulations without the convective forcing. A southward propagating front to the north of Scandinavia could be identified as a source of short-period convective waves over the ocean which propagated freely up to at least 18 km and were transported towards the radar by northerly winds. Such waves have relatively small horizontal wavelengths (about 50 km) and are present in the radar data from 8 km to 18 km. Although we find no evidence of direct interaction between the convectively-induced gravity waves and the Scandinavian orography, it seems that the front itself is affected by the presence of the mountains, and there is interaction between convective waves and mountain waves. The amplitude of the convective waves in terms of vertical velocity and static stability is comparable to the amplitude of the orographic waves. This suggests convective waves can make a significant contribution to wave breaking by convective instability in the stratosphere over the mountains.
