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RESUMEN:
El propo´sito de este trabajo es abordar la buena colocacio´n en los espa-
cios de Sobolev Hs(T2) para s ≥ 1 del problema de Cauchy asociado a una
ecuacio´n del tipo Kuramoto-Sivashisky bidimensional perio´dica; que modela
feno´menos f´ısicos que ocurren en pel´ıculas delgadas y plasma. Ma´s precisa-
mente en este trabajo, tratamos con el problema de Cauchy{
∂H
∂t
= −∂2H
∂x2
− ∂
∂x
4H −42H −HHx, t > 0, (x, y) ∈ T2
H(0) = φ(x) ∈ Hs(T2) , (a)
que es equivalente a la ecuacio´n integral
H(t) = V(t)φ− 1
2
∫ t
0
V(t− τ)∂xH2(τ)dτ (b)
donde, 4 = ∂2
∂x2
+ ∂
2
∂y2
, V(t)φ =
[
et(−|k|
4+k21+ik1|k|2)φˆ
]∨
y la derivada en el
tiempo es calculada en la topolog´ıa de Hs−4(T2).
Ma´s exactamente, nos intereso´ estudiar ciertas propiedades de las soluciones
reales de (a) como la buena colocacio´n local y global en los espacios de
Sobolev Hs(T2) para s ≥ 1.
A partir de estudiar la ecuacio´n lineal asociada a (a) la cual permite estable-
cer propiedades de regularizacio´n del semigrupo asociado a dicha ecuacio´n,
demostramos el buen planteamiento local de (a) en Hs(T2) para s ≥ 1.
Finalmente, probamos que (a) es globalmente bien planteado en Hs(T2)
para s ≥ 1 a partir de las estimativas apriori ‖H‖20 ≤ ‖φ‖20 y ‖∇H‖20 ≤
‖∇φ‖20eC(1+‖φ‖40)t.
ABSTRACT:
The purpose of this work is to establish the well-posedness in the Sobolev
spacesHs(T2) for s ≥ 1 for the Cauchy problem associated for the Kuramoto-
Sivashisky two-dimensional equation in the periodical setting, that model
physical phenomenas that occur in plasma and thin films. More exactly in
this work we treat with the Cauchy problem{
∂H
∂t
= −∂2H
∂x2
− ∂
∂x
4H −42H −HHx, t > 0, (x, y) ∈ T2
H(0) = φ(x) ∈ Hs(T2), , (a)
that is equivalent to the integral equation
H(t) = V(t)φ− 1
2
∫ t
0
V(t− τ)∂xH2(τ)dτ (b)
where, 4 = ∂2
∂x2
+ ∂
2
∂y2
, V(t)φ =
[
et(−|k|
4+k21+ik1|k|2)φˆ
]∨
and the derivate in the
time is calculated in the Topology of Hs−4(T2).
More exactly, our interest is to study certain properties of the real solutions
of (a) such that the local and global well-posedness in the Sobolev spaces
Hs(T2) para s ≥ 1.
We study the lineal equation associated to (a) which permits to establish
properties of regularization of the semigroup too, we show the local well-
posedness of (a) in Hs(T2) para s ≥ 1. Finally, we proved that (a) is global
well-posedness in Hs(T2) for s ≥ 1 from the apriori estimate ‖H‖20 ≤ ‖φ‖20 y
‖∇H‖20 ≤ ‖∇φ‖20eC(1+‖φ‖40)t.
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INTRODUCCIO´N
En este trabajo trataremos el buen planteamiento del problema de valor
inicial {
∂H
∂t
= −∂2H
∂x2
− ∂
∂x
4H −42H −HHx, t > 0, (x, y) ∈ T2
H(0) = φ(x) ∈ Hs(T2) (1)
donde 4 = ∂2
∂x2
+ ∂
2
∂y2
.
La ecuacio´n en (1) modela feno´menos f´ısicos que ocurren en pel´ıculas delgadas
(ver [1], [2]), plasma (ver [3],[4]) y es del tipo de la ecuacio´n de Kuramoto-
Sivashinsky
Ht = −Hxxx −Hxx +H2x, (2)
que modela la dina´mica de la interfase que separa dos fases durante la tran-
sicio´n de las mismas, (vea [7]) para una presentacio´n mas detallada a este
respecto. Ejemplos de este tipo de feno´menos, se presentan en los procesos
de solidificacio´n, (vea [8]), y de combustion (vea [9]), donde H representa la
posicio´n de la interfase so´lido-liquido o material quemado y no quemado.
Observe que la ecuacio´n en (1) puede verse como una generalizacio´n bidimen-
sional de ecauciones del tipo de Kuramoto-Sivashinsky, Kuramoto-Velarde
con dispersio´n (vea [12]) y KdV con disipacio´n.
Hasta donde conocemos el problema del buen planteamiento del problema
(1) en el caso perio´dico no hasido tratado, asi que nosotros asumimos este
reto.
Este trabajo esta organizado de la siguiente manera: Un primer cap´ıtulo de
notacio´n y resultados preliminares, un segundo cap´ıtulo destinado al estudio
del problema lineal asociado a (1), un tercer cap´ıtulo dedicado al estudio del
buen planteamiento local de (1) y por u´ltimo un cap´ıtulo destinado al estudio
del buen planteamiento global de (1).
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Cap´ıtulo 1
Preliminares
Este cap´ıtulo esta´ dedicado a introducir la notacio´n ba´sica, como a enun-
ciar algunos resultados estandar que sera´n u´tiles a lo largo de este traba-
jo, cuyas demostraciones omitidas. Sin embargo, indicaremos una referencia
donde pueden encontrarse.
Lp(T2), 1 ≤ p ≤ ∞ es el espacio de funciones medibles en T2 tales que∫
T2 |f(x)|pdx < ∞ si 1 ≤ p < ∞ o ess supx∈T2 |f(x)| < ∞, si p = ∞.
Notaremos con ‖ · ‖Lp , la norma de dichos espacios. En el caso p = 2,
‖ · ‖0 = ‖ · ‖L2 .
B(X,Y ) es el espacio de los operadores lineales acotados de X en Y ,
donde X, Y so espacios de Banach
C([0, T ], X) es el espacio de Banach de las funciones continuas de [0, T ]
en el espacio de BanachX, dotado de la norma ‖u‖X,∞ = supt∈[0,T ] ‖u(t)‖X
|k|2 = k21 + k22, donde k = (k1, k2) ∈ Z2
4 = ∂2x1+∂2x2 es el operador laplaciano y42 es el operador bilaplaciano.
Definicio´n 1. La transformada de Fourier de una funcio´n f ∈ L1(T2) es la
sucesio´n compleja F(f) = fˆ =
(
fˆ(k)
)
k∈Z2
definida para k ∈ Z2 por:
F(f)(k) = fˆ(k) :=
1
(2pi)2
∫
T2
f(x)e−ik·xdx,
6
7donde k = (k1, k2) ∈ Z2, x = (x1, x2) ∈ T2 y k · x = k1x1 + k2x2. La serie∑
k∈Z2
fˆ(k)eik·x
se denomina la serie de Fourier de la funcio´n f .
Proposicio´n 1.1. Enumeraremos algunas propiedades de la transformada
de fourier:
1. ∧ ∈ B(L1(T2), l∞(Z2)). Adema´s,
|fˆ(k)| ≤ 1
(2pi)2
‖f‖L1(T2),
con k ∈ Z2.
2. fˆ(k) 7→ 0 cuando |k| 7→ ∞, si f ∈ L1(T2) (Lema de Riemann-Lebesgue).
Demostracio´n: ( Vea por ejemplo [6] para una demostracio´n similar) 
En lo que sigue P = C∞(T2). Este espacio dotado con la me´trica,
d(φ, ψ) =
∞∑
j=0
2−j
‖φ(j) − ψ(j)‖∞
1 + ‖φ(j) − ψ(j)‖∞ ,
donde φ, ψ ∈ P , es un espacio metrico completo.
S(Z2), es el espacio de las sucesiones que decrecen ra´pidamente, es decir,
α = (αk)k∈Z2 ∈ S(Z2)⇔ ‖α‖∞,j = sup
k∈Z2
|kjαk| <∞
para toda j = (j1, j2) ∈ N2 y k = (k1, k2) ∈ Z2 donde kj = kj11 kj22
Proposicio´n 1.2. Sea φ ∈ P. Entonces, φˆ ∈ S(Z2) y
(̂∂jφ)(k) = (ik)jφˆ(k),
donde (ik)j = (ik1)
j1(ik2)
j2. Adema´s, vale la fo´rmula de inversio´n
φ(x) =
∑
k∈Z2
αke
ik·x
para toda α = (αk) ∈ S(Z2).
8Demostracio´n: ( Vea por ejemplo [6] para una demostracio´n similar) 
Definicio´n 2. Sea α = (αk)k∈Z2 ∈ S(Z2). La transformada inversa de Fouri-
er de α es la funcio´n
αˇ(x) =
∑
k∈Z2
αke
ik·x,
donde x ∈ T2
Teorema 1.3. La transformada de Fourier F : P 7→ S(Z2) es un isomorfismo
y un homeomorfismo, es decir, es lineal, biyectiva y continua con inversa
continua.
Demostracio´n: ( Vea por ejemplo [6]) 
Ahora hablaremos de la transformada de Fourier en L2(T2), las funciones
bidimensionales, medibles y periodicas cuyo cuadrado es integrable.
Proposicio´n 1.4. (Identidad de Parseval) ∧ ∈ B(L2(T2), l2(Z2)). es un
operador unitario, es decir es una isometr´ıa sobre.
Demostracio´n: ( Vea por ejemplo [6]) 
P ′ es el espacio de distribuciones bidimensionales perio´dicas, y sus elemen-
tos son los funcionales lineales continuos de P . Para f ∈ P ′ se define su
transformada de Fourier fˆ por:
fˆ(k) =
1
(2pi)2
(〈f, eik·x)〉, (1.1)
donde k ∈ Z2
Definicio´n 3. Una sucesio´n compleja (αk)
2
k∈Z es llamada de crecimiento
lento si existe C > 0 y N ∈ N2 tal que
|αk| ≤ C|kN |
para todo k ∈ Z2 − 0. Al espacio de tales sucesiones sera´ notado por S ′(Z2).
Teorema 1.5. La transformada de Fourier F = ∧ : P ′ 7→ S ′(Z2) es un
isomorfismo y un homeomorfismo. Adema´s
(̂∂jf)(k) = (ik)j fˆ(k)
para cada k ∈ Z2, f ∈ P ′ y j ∈ N2.
9Definicio´n 4. Sea s ∈ R. Los espacios de Sobolev Hs(T2) es el conjunto de
todas las f ∈ P ′(T2) tal que
‖f‖2s =
∑
k∈Z2
(1 + |k|2)s|fˆ(k)|2 <∞
Proposicio´n 1.6. Enumeraremos algunas propiedades de los espacios de
Sobolev:
1. Hs(T2), s ∈ R es un espacio de Hilbert respecto al producto interno
〈f, g〉s =
∑
k∈Z2
(1 + |k|2)sfˆ(k)gˆ(k).
2. Hs(T2) ↪→ Hr(T2) para todo r, s ∈ R, s > r, esto es, Hs(T2) esta´ con-
tenido continua y densamente en Hr(T2) y
‖f‖r ≤ ‖f‖s
para todo f ∈ Hs(T2).
3. (Hs(T2))
′
, el dual topolo´gico de Hs(T2), es isome´tricamente isomorfo
aH−s(T2) para todo s ∈ R
Demostracio´n: ( Vea por ejemplo [6]) 
Teorema 1.7. (Lema de Sobolev). Si s > 1, entonces Hs(T2) ↪→ C(T2) y
‖f‖∞ ≤ C‖f‖s
para todo f ∈ Hs(T2)
Demostracio´n: ( Vea por ejemplo [6]) 
Proposicio´n 1.8. Si s > 1, Hs(T2) es una algebra de Banach. Adema´s,
e´xiste una constante Cs ≥ 0 dependiendo solo de s tal que
‖fg‖s ≤ Cs‖f‖s‖g‖s
para todo f, g ∈ Hs(T2)
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Demostracio´n: ( Vea por ejemplo [6]) 
Lema 1.9. Sean a, b ∈ [0,+∞) y λ ≥ 0. Entonces existen constantes posi-
tivas cλ y Cλ dependiendo solo de λ tal que
cλ(a
λ + bλ) ≤ (a+ b)λ ≤ Cλ(aλ + bλ) (1.2)
Demostracio´n. Si a = 0 no hay nada que probar. Supongamos que a > 0,
entonces, 1.2 es equivalente a
cλ
[
1 +
( b
a
)λ]
≤
(
1 +
b
a
)λ
≤ Cλ
[
1 +
( b
a
)λ]
.
As´ı que es suficiente probar que existen constantes cλ y Cλ tal que
cλ(1 + r
λ) ≤ (1 + r)λ ≤ Cλ(1 + rλ)
para cualquier r ∈ [0,∞), pero esto se sigue gracias a que la funcio´n
F (r) =
(1 + r)λ
1 + rλ
es acotada y 1
F (r)
acotada. 
Lema 1.10. (Desigualdad de Gronwall). Sean g ∈ C([a, b];R) tales que
0 ≤ g(x) ≤ α+ β
∫ x
a
g(s)ds
Entonces,
g(t) ≤ αeβt;∀t ∈ [a, b]
Demostracio´n: ( Vea por ejemplo [10]) 
Lema 1.11. (Desigualdad de Young). Sean a, b ≥ 0 y 1 < p <∞. Entonces,
ab <
ap
p
+
bp
′
p′
,
donde, 1
p
+ 1
p′ = 1
Demostracio´n: ( Vea por ejemplo [10]) 
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Lema 1.12. (Desigualdad de Gagliardo-Nirenberg). Sea u una funcio´n med-
ible en T con media cero. Entonces, para p, q, r > 1 y j,m ≥ 0, existe C > 0
tal que
‖Dju‖p
L(Td) ≤ C‖Dmu‖θLr(Td)‖u‖1−θLq(Td)
donde 1
p
= j
d
+ θ
(
1
r
− m
d
)
+ (1−θ)
q
y d es la dimensio´n.
Demostracio´n: ( Vea por ejemplo [11]) 
Lema 1.13. Sean β > 0, γ > 0, β + γ > 1, a ≥ 0, b ≥ 0 y g una funcio´n no
negativa tal que tγ−1g(t) es integrable localmente sobre 0 ≤ t ≤ T , y suponga
que
g(t) = a+ b
∫ t
0
(t− τ)β−1τ γ−1g(τ)dτ
en (0, T ). Entonces,
g(t) ≤ aEβ,γ
(
(bΓ(β))
1
ν t
)
donde ν = β + γ − 1 > 0, Eβ,γ(s) =
∑∞
m=0 cms
mν con c0 = 1, y
cm+1
cm
=
Γ(mν+γ)
Γ(mν+γ+β)
para m ≥ 0.
Demostracio´n: ( Vea por ejemplo [10]) 
Cap´ıtulo 2
El problema Lineal
El objetivo de este cap´ıtulo es establecer ciertas propiedades de la solucio´n de
la parte lineal de la ecuacio´n del tipo Kuramoto-Sivanshinky bidimensional
perio´dica. Con este fin, consideremos el problema de Cauchy:
H ∈ C ([0,∞);Hs(T2))
∂H
∂t
+ ∂
2H
∂x2
+ ∂
∂x
4H +42H = 0, t > 0, (x, y) ∈ T2
H(0) = φ ∈ Hs(T2)
(2.1)
cuya u´nica solucio´n es de la forma:
H(t) =
[
et(−|k|
4+k21+ik1|k|2)φˆ
]∨
= V(t)φ (2.2)
donde k = (k1, k2). Esta observacio´n es consecuencia de:
Teorema 2.1. Sea H(t) como en (2.2). Entonces,
l´ım
h→0
∥∥∥∥H(t+ h)−H(t)h +
(
∂2
∂x2
+
∂
∂x
4+42
)
H(t)
∥∥∥∥2
s−4
= 0 (2.3)
uniformemente con respecto a t ≥ 0.
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Demostracio´n: Sea t ≥ 0 y h > 0. Entonces,∥∥∥∥H(t+ h)−H(t)h +
(
∂2
∂x2
+
∂
∂x
4+42
)
H(t)
∥∥∥∥2
s−4
=
=
∑
k∈Z2
(1 + |k|2)s−4e2t(−|k|4+k21)×
×
∣∣∣∣∣e−h(|k|
4−k21−ik1|k|2) − 1
h
+ (|k|4 − k21 − ik1|k|2)
∣∣∣∣∣
2
|φˆ(k)|2
(2.4)
Como,
l´ım
h→0
∣∣∣∣∣e−h(|k|
4−k21−ik1|k|2) − 1
h
+ (|k|4 − k21 − ik1|k|2)
∣∣∣∣∣ = 0
y ∣∣∣∣∣e−h(|k|
4−k21−ik1|k|2) − 1
h
∣∣∣∣∣ ≤ ||k|4 − k21 − ik1|k|2|,∀k ∈ Z2
que es consecuencia de la desigualdad del valor medio, tenemos que
(1 + |k|2)s−4e2t(−|k|4+k21)
∣∣∣∣∣e−h(|k|
4−k21−ik1|k|2) − 1
h
+ (|k|4 − k21 − ik1|k|2)
∣∣∣∣∣
2
|φˆ(k)|2
≤ 4(1 + |k|2)s−4e2t(−|k|4+k21) ∣∣|k|4 − k21 − ik1|k|2∣∣2 |φˆ(k)|2
= 4(1 + |k|2)s−4 ∣∣|k|4 − k21 − ik1|k|2∣∣2 |φˆ(k)|2
≤ 4(1 + |k|2)s|φˆ(k)|2
Por lo tanto, el criterio de M-Weierstrass implica el resultado por la derecha.
Para el calculo del l´ımite por la izquierda se procede de la siguiente forma:
Elegimos t > 0 (fijo) y h ∈ (0, t
2
), as´ı que la norma en (2.3) se transforma en:∥∥∥∥H(t− h)−H(t)h +
(
∂x2
∂2
+
∂
∂x
4+42
)
H(t)
∥∥∥∥2
s−4
=
=
∑
k∈Z2
(1 + |k|2)s−4et(−|k|4+k21) t2 |e
−(|k|4−k21−ik1|k|2) t2 − e−(|k|4−k21−ik1|k|2)( t2−h)
h
+ (|k|4 − k21 − ik1|k|2)e−(|k|
4−k21−ik1|k|2) t2 |2|φˆ(k)|2
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Razonando de igual forma como para el l´ımite por la derecha, demostramos
se demuestra lo requerido. 
Teorema 2.2. La aplicacio´n t ∈ [0,∞) 7→ V(t) ∈ B(Hr(T2)) es un semi-
grupo de contraccio´n para r ∈ R. Adema´s,
sup
t∈[0,∞)
‖V(t)φ1 − V(t)φ2‖r ≤ ‖φ1 − φ2‖r (2.5)
para todo r ∈ R.
Demostracio´n: Es claro que V(0) = I y que
‖V(t)φ‖2r =
∑
k∈Z2
(1 + |k|2)re−2(|k|4−k21)|φˆ(k)|2| ≤ ‖φ‖2r
para todo t ∈ [0,∞). Adema´s,
V(t+ t′)φ =
∑
k∈Z2
e−(t+t
′)(|k|4−k21−ik1|k|2)φˆ(k)eik(·)
=
∑
k∈Z2
e−t(|k|
4−k21−ik1|k|2)e−t
′(|k|4−k21−ik1|k|2)φˆ(k)eik(·)
=
∑
k∈Z2
e−t(|k|
4−k21−ik1|k|2) (V(t′)φ)∧ eik(·)
= V(t)V(t′)φ
Resta probar que l´ımh→0 ‖V(t+ h)φ− V(t)φ‖2r = 0, para cada φ ∈ Hr(T2).
Con esto en mente debemos considerar los l´ımites laterales y proceder de
manera ana´loga como en la prueba del teorema 2.1. 
Teorema 2.3 (Teorema de Regularizacio´n). Sea φ ∈ Hr(T2), r ∈ R,
λ ≥ 0, t > 0. Entonces existe una Kλ, que depende solo de λ, tal que:
‖V(t)φ‖s+λ ≤ Kλ
[
1 +
(
λ
t
)λ
4
]
‖φ‖s (2.6)
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Demostracio´n:
‖V(t)φ‖2s+λ =
∑
k∈Z2
(1 + |k|2)s+λ
∣∣∣e−t(|k|4−k21−ik1|k|2)φˆ(k)∣∣∣2
=
∑
k∈Z2
(1 + |k|2)s+λe−2t(|k|4−k21)|φˆ(k)|2
≤
{
sup
k∈Z2
(1 + |k|2)λe−2t(|k|4−k21)
}
‖φ‖2s
≤ C1
{
sup
k∈Z2
(1 + |k|2λ)e−2t(|k|4−k21)
}
‖φ‖2s
Donde C1 depende solo de λ; hallemos el sup de la expresio´n anterior:
sup
k∈Z2
(1 + |k|2λ)e−2t(|k|4−k21) =
= sup
k∈Z2
e−2t(|k|
4−k21) + (k21 + k
2
2)
λe−2t(|k|
4−k21)
≤ C2 sup
k1∈Z
k2∈Z
{
e−2t(k
4
1−k21)e−2tk
4
2 + k2λ1 e
−2t(k41−k21)e−2tk
4
2 + k2λ2 e
−2t(k41−k21)e−2tk
4
2
}
Luego,
sup
k∈Z2
(1 + |k|2λ)e−2t(|k|4−k21) ≤ C2
{
1 + sup
k1∈Z
k2λ1 e
−2t(k41−k21) + sup
k2∈Z
k2λ2 e
−2tk42
}
(2.7)
Hallemos el sup de la desigualdad (2.7). Comenzemos por hallar el
supk2∈Z k
2λ
2 e
−2tk42 ; consideremos la funcio´n f(r) = r2λe−tr
4
para r > 0. En-
tonces f ′(r) = (2λr2λ−1− 8r3+2λ)e−tr4 , luego f ′(r) = 0; implica que r = 4
√
λ
4t
y en este valor de r, f(r) alcanza el ma´ximo
f
(
4
√
λ
4t
)
=
(
4
√
λ
4t
)2λ
e−t(
λ
4t) ≤
(
λ
4t
)λ
2
Por u´ltimo hallemos supk1∈Z k
2λ
1 e
−2t(k41−k21), observemos que:
sup
|k1|≥2
k2λ1 e
−2t(k41−k21) ≤ sup
|k1|≥2
k2λ1 e
−tk41 (2.8)
Para (2.8)razonamos como en (2.7) para obtener lo que se quiere. 
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Teorema 2.4. Sea ψ ∈ L1(T2) s > 0. Entonces:
‖V(t)‖s ≤ Cs
[
1 +
M(t)
t
2s+1
8
]
‖ψ‖L1(T2), (2.9)
para todo t > 0, donde Cs depende so´lo de s y M(t) es una funcio´n continua
y creciente con M(0) = 3.
Demostracio´n: De
‖V(t)ψ‖2s =
∑
k∈Z2
(1 + |k|2)s
∣∣∣e−t(|k|4−k21−ik1|k|2)ψˆ(k)∣∣∣2
=
∑
k∈Z2
(1 + |k|2)se−2t(|k|4−k21)|ψˆ(k)|2
≤ sup
k∈Z2
{
|ψˆ(k)|2
}∑
k∈Z2
(1 + |k|2)se−2t(|k|4−k21)
≤ C(1)s ‖ψ‖2L1(T2)
1 + ∑
|k|>1
(k2s1 + k
2s
2 )e
−2t(k21−k22)e−2tk
4
2

≤ C(1)s ‖ψ‖2L1(T2)
1 + ∑
|k|>1
k2s1 e
−2t(k21−k22)e−2tk
4
2 +
∑
|k|>1
k2s2 e
−2t(k21−k22)e−2tk
4
2

tenemos que
‖V(t)ψ‖2s ≤ C(2)s ‖ψ‖2L1(T2)C(t),
donde,
C(t) = 1 +
∑
|k1|≥1
k2s1 e
−2t(k41−k21)
∑
|k2|≥1
e−2tk
4
2 +
∑
|k2|≥1
k2s2 e
−2tk42 ·
·
∑
|k1|≥1
e−2t(k
4
1−k21) +
∑
|k2|≥1
k2s2 e
−2tk42 +
∑
|k1|≥1
k2s1 e
−2t(k41−k22)
(2.10)
Analicemos cada sumando de (2.10). Para ello, comenzaremos con la primera
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serie en (2.10) para obtener,
∑
|k1|≥1
k2s1 e
−2t(k41−k21) = 2
∞∑
k1=1
k2s1 e
−2t(k41−k21) = 2
(
1 +
∞∑
k1=2
k2s1 e
−2t(k41−k21)
)
≤ 2
(
1 +
∞∑
k1=2
k2s1 e
−6tk21
)
≤ 2
(
1 +
∫ ∞
2
x2se−6tx
2
dx+ sup
x∈R
x2se−6tx
2
)
.
(2.11)
Observe que, supx∈R(x
2se−6tx
2
) =
(
s
6t
)s
e−s y que la integral en (2.11) es
acotada por∫ ∞
2
x2se−6tx
2
dx ≤
∫ ∞
0
x2se−6tx
2
dx =
1
2 (6t)s+
1
2
∫ ∞
0
ys−
1
2 e−ydy
=
Γ
(
s+ 1
2
)
2 (6)s+
1
2
· 1
t
2s+1
2
(2.12)
Por lo tanto , la serie en 2.11 es acotada por,∑
|k1|≥1
k2s1 e
−2t(k41−k21) ≤ 1 +
( s
6t
)s
e−s +
Γ
(
s+ 1
2
)
2 (6)s+
1
2
· 1
t
2s+1
2
(2.13)
Para las otras sumas en (2.10) hacemos un ana´lisis similar, para obtener:∑
|k2|≥1
e−2tk
4
2 ≤ 1
4 4
√
2t
· Γ
(
1
4
)
(2.14)
∑
|k2|≥1
k2s2 e
−2tk42 ≤ Γ
(
2s+1
4
)
2 (2t)
2s+1
4
+ 2
( s
4t
) s
2
(2.15)
∑
|k1|≥1
e−2t(k
4
1−k21) ≤ 2 +
√
pi
(6t)
1
2
(2.16)
(2.13),(2.14),(2.15),(2.16),implican que (2.10) sea acotado por,
‖V(t)ψ‖2s ≤ Cs‖ψ‖2L1(T2)·(
1 +
1
t
1
4
+
1
t
4s+3
4
+
1
t
4s+1
4
+
1
t
2s+1
4
+
1
t
s
2
+
1
t
2s+3
4
1
t
s+1
2
+
1
t
2s+1
2
+
1
ts
)
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≤ Cs‖ψ‖2L1(T2)·(
1 +
1
t
1
8
+
1
t
4s+3
8
+
1
t
4s+1
8
+
1
t
2s+1
8
+
1
t
s
4
+
1
t
2s+3
8
1
t
s+1
4
+
1
t
2s+1
4
+
1
t
s
2
)
(2.17)
Realizando algunas operaciones en (2.17) nos queda:
‖V(t)ψ‖2s ≤ Cs‖ψ‖2L1(T2)
(
1 +
3 + 2t
2
8 + t
4s+5
8 + t
2s+2
8 + t
4s+2
8 + t
2s
8
t
4s+2
8
)
(2.18)
Tomando ra´ız cuadrada en (2.18), se demuestra el teorema. Cuando s = 1
esta proposicio´n nos queda:
‖V(t)ψ‖2s=1 ≤ Cs=1
[
1 +
M(t)
t
3
8
]
‖ψ‖L1(T2) (2.19)

Cap´ıtulo 3
El Problema Local
El objetivo de este cap´ıtulo es establecer el buen planteamiento local para el
problema de valor inicial (1), el cual es equivalemte a la ecuacio´n integral
H(t) = V(t)φ− 1
2
∫ t
0
V(t− τ)∂xH2(τ)dτ (3.1)
donde V(t) es como en (2.2), lo cual es consecuencia de:
Teorema 3.1. Sea H ∈ C([0, T ];Hs(T2)) con H(0) = φ y s ≥ 1. Entonces,
H es la solucion de la ecuacio´n integral (3.1) en Hs(T2) si y solamente si,
H es la solucio´n del problema (1) donde la derivada en el tiempo es tomada
en la topolog´ıa de Hs−4(T2)
Demostracio´n: Supongamos que H es solucio´n de la ecuacio´n integral (3.1);
entonces, H satisface la condicio´n inicial de (1). Denotemos por w(t) la parte
integral de (3.1). As´ı, (3.1) se puede escribir de la forma:
H(t) = V(t)φ− 1
2
w(t)
El Teorema 2.1 implica que;
∂te
−t
(
∂2
∂x2
+ ∂
∂x
4+42
)
φ = −
(
∂2
∂x2
+
∂
∂x
4+42
)
e
−t
(
∂2
∂x2
+ ∂
∂x
4+42
)
φ, (3.2)
donde, la derivada en (3.2) se toma en la topolog´ıa de Hs−4(T2); ahora,
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calculemos ∂tw. Sea h > 0 y 0 ≤ t ≤ T , entonces:
w(t+ h)− w(t)
h
=
1
h
∫ t+h
0
V(t+ h− τ)∂xH2(τ)dτ
− 1
h
∫ t
0
V(t− τ)∂xH2(τ)dτ + 1
h
∫ t
0
V(t+ h− τ)∂xH2(τ)dτ
− 1
h
∫ t
0
V(t+ h− τ)∂xH2(τ)dτ
=
1
h
∫ t
0
[V(t+ h− τ)− V(t− τ)]∂xH2(τ)dτ
+
1
h
∫ t+h
t
V(t+ h− τ)∂xH2(τ)dτ
=
V(h)− I
h
∫ t
0
V(t− τ)∂xH2(τ)dτ + 1
h
∫ t+h
t
V(t+ h− τ)∂xH2(τ)dτ
Haciendo tender h 7→ 0+ se sigue que:
∂+t w(t) =
(
∂2
∂x2
+
∂
∂x
4+42
)
w(t)− ∂xH2(t) (3.3)
enHs−4(T2). La igualdad (3.3) es consecuencia del Teorema 2.1 y del Teorema
de la Convergencia Dominada de Lebesgue. Para la derivada por la Izquierda
de w(t), elegimos 0 < t ≤ T , entonces:
w(t− h)− w(t)
−h =
1
−h
∫ t−h
0
V(t− h− τ)∂xH2(τ)dτ
− 1−h
∫ t
0
V(t− τ)∂xH2(τ)dτ + 1−h
∫ t−h
0
V(t− τ)∂xH2(τ)dτ
− 1−h
∫ t−h
0
V(t− τ)∂xH2(τ)dτ
=
1
h
∫ t−h
0
[V(t− τ)− V(t− h− τ)]∂xH2(τ)dτ
+
1
h
∫ t
t−h
V(t− τ)∂xH2(τ)dτ
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Haciendo el cambio de variable, η = h+ τ y θ = t− τ respectivamente
w(t− h)− w(t)
−h =
1
h
∫ t
h
[V(t− η + h)− V(t− η)]∂xH2(t− η)dη
− 1
h
∫ 0
h
V(θ)∂xH2(t− θ)dθ
=
V(h)− I
h
∫ t
h
V(t− η)∂xH2(t− η)dη + 1
h
∫ h
0
V(θ)∂xH2(t− θ)dθ
Por lo tanto, cuando h 7→ 0+, concluimos que:
∂+t w(t) = ∂
−
t w(t) (3.4)
Luego:
∂tH(t) = −
(
∂2
∂x2
+
∂
∂x
4+42
)
V(t)φ+
1
2
(
∂2
∂x2
+
∂
∂x
4+42
)
w(t)
− 1
2
∂xH
2(t)
= −
(
∂2
∂x2
+
∂
∂x
4+42
)(
V(t)φ− 1
2
w(t)
)
− 1
2
∂xH
2(t)
= −
(
∂2
∂x2
+
∂
∂x
4+42
)
H(t)− 1
2
∂xH
2(t)
Reciprocamente, sea H la solucio´n del problema de valor inicial (1), es decir
Hτ + ∂x4H +42H + ∂2xH = −
1
2
∂xH
2(τ) (3.5)
en Hs−4(T2). Aplicando V(t− τ) a (3.5), 0 ≤ t− τ ≤ T , tenemos,
V(t− τ)[Hτ + ∂x4H +42H + ∂2xH] = −
1
2
V(t− τ)∂xH2(τ) (3.6)
Como,
∂tV(t− τ)H(τ) = V(t− τ)[Hτ + ∂x4H +42H + ∂2xH], (3.7)
en Hs−4(T2), (3.6) y (3.7) implican que,
∂tV(t− τ)H(τ) = −1
2
V(t− τ)∂xH2(τ) (3.8)
Integrando de 0 a t en (3.8) obtenemos (3.1). 
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Teorema 3.2. Sea φ ∈ Hs(T2) para s ≥ 1. Entonces, existe Ts = T (‖φ‖s) >
0 y una u´nica solucio´n H ∈ C([0, Ts];Hs(T2)) de la ecuacio´n integral (3.1)
Demostracio´n. Usaremos el teorema del punto fijo de Banach en un subespa-
cio adecuado C([0, T ];Hs(T2)) para demostrar la existencia de la solucio´n de
la ecuacio´n integral (3.1). En efecto, consideremos el espacio me´trico com-
pleto (X(T ), ds,T ) definido por:
X(T ) =
{
H ∈ C([0, T ];Hs(T2)) : ‖H(t)− V(t)φ‖s ≤M
}
donde M > 0, dotado de la me´trica:
ds,T (H,G) = sup
t∈[0,T ]
‖H(t)−G(t)‖s = ‖H −G‖s,∞,
con H,G ∈ X(T ). En dicho espacio definimos la aplicacio´n
FH(t) = V(t)φ− 1
2
∫ t
0
V(t− τ) (H2(τ))
x
dτ (3.9)
para un T > 0 adecuado y probemos que es una contraccio´n. Con esto en
mente, veamos primero que siH ∈ X(T ), entonces FH(t) ∈ C([0, T ];Hs(T2)).
En efecto,
‖FH(t+ h)− FH(t)‖s ≤ ‖V(t+ h)φ− V(t)φ‖s
+
1
2
∫ t+h
t
‖V(t+ h− τ) (H2(τ))
x
‖sdτ
+
1
2
∥∥∥∥V(h)− I∫ t
0
V(t− τ) (H2(τ))
x
dτ
∥∥∥∥
s
(3.10)
El primer y tercer te´rmino de la derecha de la desigualdad (3.10) tienden a
cero cuando h 7→ 0; puesto que V(t) es un semigrupo fuertemente continuo.
Que el segundo te´rmino de la derecha de la desigualdad (3.10) tienda a cero
cuando h 7→ 0 es consecuencia de los teoremas 2.3 y 2.4 para s > 1 ys = 1
respectivamente.
Ahora, probemos que para s ≥ 1, existe T1 > 0 tal que FH ∈ X(T1), siempre
que H ∈ X(T1). Es decir, veamos que
‖FH(t)− V(t)φ‖s ≤M. (3.11)
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Con esto en mente trabajaremos por separado el caso s > 1 y el caso s = 1.
Comenzaremos primero con el caso s > 1,
‖FH(t)− V(t)φ‖s ≤ 1
2
∫ t
0
‖V(t− τ) (H2(τ))
x
‖sdτ
≤ K1
2
‖H‖2s,∞
∫ t
0
[
1 +
(
1
(t− τ)
) 1
4
]
dτ,
que es consecuencia del teorema 2.3 con λ = 1. Por lo tanto,
‖FH(t)− V(t)φ‖s ≤ KF (t)(M + ‖φ‖s)2
donde F (t) = t
3
4 y K > 0 es una constante. Eligiendo 0 < T1 ≤ M
4
3
K
4
3 (M+‖φ‖s)
8
3
tenemos que
‖FH(t)− V(t)φ‖s ≤M,
para t ∈ [0, T1]. El caso s = 1 es similar salvo que en vez de usar el teorema
2.3 usamos el teorema 2.4,
‖FH(t)− V(t)φ‖1 ≤ 1
2
∫ t
0
‖V(t− τ) (H2(τ))
x
‖1dτ
≤ K‖H‖21,∞
∫ t
0
[
1 +
3
(t− τ) 38
]
dτ
≤ KP (t)(M + ‖φ‖1)2,
donde P (t) = t
5
8 y K > 0 es una constante. Eligiendo 0 < T1 ≤ M
8
5
K
8
5 (M+‖φ‖1)
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5
tenemos que
‖FH(t)− V(t)φ‖1 ≤M,
para t ∈ [0, T1].
Resta demostrar que la aplicacio´n F : X(T2) 7→ X(T2) es una contraccio´n
para algu´n T2 > 0. Con esto en mente, procederemos como antes separando
el caso s > 1 y el caso s = 1. En el caso s > 1 utilizamos el teorema 2.3 con
λ = 1,
‖FH(t)− FG(t)‖s ≤
∫ t
0
‖V(t− τ) ((H2(τ))
x
− (G2(τ))
x
) ‖sdτ
≤ 1
2
∫ t
0
K1
[
1 +
(
1
(t− τ)
) 1
4
]
‖ (H2(τ))
x
− (G2(τ))
x
‖s−1dτ,
(3.12)
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donde H(t), G(t) ∈ X(T ). La desigualdad
‖ (H2(τ))
x
− (G2(τ))
x
‖s−1 = ‖
(
H2(τ)−G2(τ))
x
‖s−1
≤ Ks‖H2(τ)−G2(τ)‖s
≤ Ks‖H(τ)−G(τ)‖s‖H(τ) +G(τ)‖s
≤ Ks‖H(τ)−G(τ)‖s (‖H(τ)‖s + ‖G(τ)‖s)
≤ K ′s(M + ‖φ‖s)‖H −G‖s,∞,
(3.13)
que es consecuencia de ‖H‖s = ‖H(t)−V(t)φ+V(t)φ‖s ≤ (M + ‖φ‖s) y de
ser el operador ∂x acotado de H
s en Hs−1 implica que (3.12) se tranforme en
‖FH(t)− FG(t)‖s ≤ K(M + ‖φ‖s)‖H −G‖s,∞
∫ t
0
[
1 +
(
1
(t− τ)
) 1
4
]
dτ
≤ K(M + ‖φ‖s)F (t)‖H −G‖s,∞
(3.14)
donde F (t) = t
3
4 . Eligiendo 0 < T2 <
1
K
4
3 (M+‖φ‖s)
4
3
tenemos que F es una
contraccio´n. Para el caso s = 1 procedemos de forma similar que en caso
s > 1 salvo que en este caso en vez de emplear el teorema 2.3, empleamos el
teorema 2.4. Luego,
‖FH(t)− FG(t)‖1 ≤
∫ t
0
‖V(t− τ) ((H2(τ))
x
− (G2(τ))
x
) ‖1dτ
≤ K
∫ t
0
[
1 +
3
(t− τ) 38
]
‖HHx(τ)−GGx(τ)‖L1(T2)dτ
≤ K
∫ t
0
[
1 +
3
(t− τ) 38
]
‖H −G‖1(‖H‖1 + ‖G‖1)dτ
≤ K
∫ t
0
[
1 +
3
(t− τ) 38
]
‖H −G‖1(M + ‖φ‖1)dτ
≤ KP (t)‖H −G‖1,∞(M + ‖φ‖1)
(3.15)
donde P (t) = t
5
8 . Observe que la tercera desigualdad en (3.15) es consecuencia
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de
‖HHx −GGx‖L1(T2) ≤ ‖(H −G)Hx‖L1(T2) + ‖G(H −G)x‖L1(T2)
≤ ‖(H −G)‖0‖Hx‖0 + ‖G‖0‖(H −G)x‖0
≤ ‖H −G‖L1(T2)(‖H‖L1(T2) + ‖G‖L1(T2)).
Eligiendo 0 < T2 <
1
K
8
5 (M+‖φ‖1)
8
5
en (3.15) tenemos que que F es una contrac-
cio´n. Haciendo Ts ≤ {T1, T2}, el Teorema del punto fijo de Banach garantiza
que existe una u´nica H(t) ∈ X(Ts) tal que
FH(t) = H(t).
Resta mostrar la unicidad de la solucio´n en el espacio C([0, T ];Hs(T2)), para
ello procederemos como antes, separando el caso s > 1 y el caso s = 1. En el
caso s > 1 utilizamos el teorema 2.3 con λ = 1. Con esto en mente, sean H y
G soluciones del problema de Cauchy (1) con condiciones iniciales H(0) = φ
y G(0) = ϕ respectivamente,
‖H(t)−G(t)‖s ≤ ‖V(φ− ϕ)‖s+
+
1
2
∫ t
0
‖V(t− τ) · ((H2(τ))
x
− (G2(τ))
x
) ‖sdτ
≤ ‖φ− ϕ‖s + 1
2
∫ t
0
[
1 +
(
1
(t− τ)
) 1
4
]
· ‖ ((H2(τ))
x
− (G2(τ))
x
) ‖s−1dτ
(3.16)
eligiendo Ts si es necesario, para que
1
4√t−τ ≥ 1, (3.16) se transforma en
‖H(t)−G(t)‖s ≤ ‖φ− ϕ‖s +K(‖H‖s,∞ + ‖G‖s,∞)·
·
∫ t
0
1
4
√
t− τ ‖H(τ)−G(τ)‖sdτ
(3.17)
El Lema 1.13 con a = ‖φ − ϕ‖s, b = K = K(‖H‖s,∞ + ‖G‖s,∞), g(t) =
‖H(τ)−G(τ)‖s, γ − 1 = 0, β − 1 = −14 , y (3.17) implican que
‖H(t)−G(t)‖s ≤ ‖φ− ϕ‖s
∞∑
m=0
Cm
(
(KΓ(3/4))4/3 t
) 3m
4
(3.18)
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donde ν = 3
4
, C0 = 1,
Cm+1
Cm
=
Γ( 3m
4
+1)
Γ( 3m
4
+1+ 3
4
)
, y Γ es la funcio´n Gama que satisface
la siguiente identidad (ver [11])
Γ(x) =
√
2pi · xx−1/2e−xe θ(x)12x , (3.19)
para x > 0 y implica que Cm+1
Cm
7→ 0 cuando m 7→ ∞, es decir que la serie
(3.19) converge uniformemente en compactos de R. Por lo tanto si φ = ϕ,
(3.18) implica la unicidad para s > 1.
Aplicando el Teorema 2.4 para s = 1,
‖H(t)−G(t)‖1 ≤ ‖φ− ϕ‖1 + 1
2
∫ t
0
K
[
1 +
1
(t− τ)3/8
]
· ‖ ((H2(τ))
x
− (G2(τ))
x
) ‖L1(T2)dτ (3.20)
Eligiendo T1 > 0, si es necesario, para que
1
(t−τ)3/8 ≥ 1, (3.20) se transforma
en
‖H(t)−G(t)‖1 ≤ ‖φ− ϕ‖1 +K[‖H‖1,∞ − ‖G‖1,∞]·
·
∫ t
0
1
(t− τ)3/8‖H(τ)−G(τ)‖1dτ
(3.21)
Ana´logamente, con el fin de utilizar el Lema 1.13, con a = ‖φ− ϕ‖1, g(t) =
‖H(t)−G(t)‖1,b = K = K[‖H‖1,∞ − ‖G‖1,∞], β = 3/8, γ = 1, obtenemos,
‖H(t)−G(t)‖1 ≤ ‖φ− ϕ‖1
∞∑
m=0
Cm
(
(KΓ(3/8))8/3 t
)3m/8
, (3.22)
donde C0 = 1 y
Cm+1
Cm
= Γ(3m/8+1)
Γ(3m/8+1+3/8)
, para m ≥ 0. Al igual que la serie (3.18)
la serie (3.22) converge uniformente en compactos de R. Si φ = ϕ en (3.22)
se obtiene la unicidad para s = 1 
Teorema 3.3. El problema (1) para s ≥ 1 es localmente bien planteado. Mas
precisamente, existen T > 0 y una u´nica H ∈ C([0, T ];Hs(T2)) satisfaciendo
(1). Adema´s, la aplicacio´n φ 7→ H es continua en el siguiente sentido:Si
φn 7→ φ∞ en Hs(T2) y si Hn ∈ C([0, Tn];Hs(T2)), son las soluciones de (1)
con dato inicial Hn(0) = φn. Entonces las soluciones Hn pueden extenderse
si es necesario para todo n suficientemente grande al interval [0, T ] y
l´ım
n7→∞
sup
t∈[0,T ]
‖Hn(t)−H∞(t)‖s = 0
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Demostracio´n: La existencia y la unicidad de la solucio´n se siguen del Teo-
remas 3.1 y del Teorema 3.2. Falta demostrar la dependencia continua. En
efecto, la demostracio´n del teorema 3.2 implica que el tiempo de existencia T
es una funcio´n continua de ‖φ‖s. Por lo tanto, existe N ∈ N tal que Tn > T
para todo n ≥ N. As´ı que Hn esta definido en [0, T ] para tales n. Como Hn,
n = 1, 2, ...∞ es solucio´n de 1 con dato inicial Hn(0) = φn, n = 1, 2, ...∞ se
sigue,
‖Hn(t)‖s − ‖φn‖s ≤M
que para todo n ≥ N . Luego
‖Hn(t)‖s ≤ ‖φn‖s +M ≤ R +M (3.23)
donde R = sup1≤n≤∞ ‖φn‖s. Si s > 1 combinamos (3.17) con (3.23) para
obtener
‖Hn(t)−H∞(t)‖s ≤ ‖φn − φ∞‖s +K(R +M)·
·
∫ t
0
1
4
√
(t− τ)‖Hn(τ)−H∞(τ)‖sdτ
(3.24)
Para 3.24 se hace un tratamiento semejante que el hecho a 3.17 y se obtiene
que
‖Hn(t)−H∞(t)‖s ≤ ‖φn − φ∞‖s
∞∑
m=0
Cm
(
(KΓ(3/4))4/3 t
) 3m
4
(3.25)
para todo t ∈ [0, T ], donde K = K(M + R). Si s = 1 procedemos como lo
hecho para 3.21 salvo que tenemos en cuenta la acotacio´n 3.23 y obtenemos
exactamente 3.22 salvo que en este caso K = K(M +R). 
Teorema 3.4. Si H ∈ C([0, T ];Hs(T2)), s ≥ 1 es la solucio´n de (1) con
dato inicial H(0) = φ ∈ Hs(T2) obtenida en el Teorema 3.3, entonces H ∈
C((0, T ];Hr(T2)) para r > s. Es decir H ∈ C((0, T ];P)
Demostracio´n. Si 0 < λ < 3 y s > 1 el Teorema 2.3, con r = s − 1, implica
que
‖H‖s+λ ≤
[
1 +
(
1
t
)λ/4]
‖φ‖s
+K1
∫ t
0
1 +
(
1
(t− τ)
) 1+λ
4
dτ
(3.26)
28
Como la integral de (3.27) es finita, tenemos que H ∈ C1((0, T ];Hs+λ(T2)).
Iterando este argumento obtenemos lo requerido para s > 1. Si 0 < λ < 5/2
y s = 1 el Teorema 2.4, implica que
‖H‖1+λ ≤
[
1 +
(
1
t
)]
‖φ‖s
+K2
∫ t
0
[
1 +
(
1
t− τ
)3/8+λ/4]
‖ (H2(τ)) ‖L1(T2)dτ
≤
[
1 +
(
1
t
)]
‖φ‖s
+K2‖H‖s,∞
∫ t
0
[
1 +
(
1
t− τ
)3/8+λ/4]
dτ
(3.27)
Donde la u´ltima integral de (3.27) es finita. Por lo tantoH ∈ C1((0, T ];Hs+λ(T2)).
Iterando este argumento obtenemos lo requerido para s = 1. 
Cap´ıtulo 4
El problema Global
El objetivo de este cap´ıtulo es establecer estimativas apriori de las soluciones
de (1) con el fin de obtener el buen planteamiento global en Hs(T2), para
s ≥ 1.
Teorema 4.1. Sean
T ∗ = sup
{
T > 0 : ∃!H ∈ C([0, T ];Hs(T2)) satisfaciendo (1)} ,
donde s ≥ 1 y G la solucio´n maximal de (1) en [0, T ∗). Si T ∗ <∞, entonces
l´ım
t↑T ∗
‖G‖s =∞,
Demostracio´n: Supongamos que T ∗ <∞ y que existe B > 0 tal que,
‖G(t)‖s ≤ B (4.1)
para todo t ∈ [0, T ∗). La ecuacio´n integral (3.1), los teoremas 2.3 y 2.4 y
la hipo´tesis de acotacio´n (4.1) implican que existe l´ımt↑T ∗ G(t) = ψ en Hs,
pues {G(t)}t es una red de Cauchy en Hs. Por lo tanto, el principio de
extensio´n implicar´ıa que [0, T ∗) no sera´ el intervalo maximal de existencia lo
cual contradice la eleccio´n de T ∗ 
Proposicio´n 4.2. Sea H ∈ C([0, T ];H1(T2)) la solucio´n de (1) dada por el
Teorema 3.3. Entonces,
‖H‖20 ≤ ‖φ‖20 (4.2)
‖Hx‖20 ≤ ‖φx‖20 · eC(1+‖φ‖
4
0)t (4.3)
‖Hy‖20 ≤ ‖φy‖20 · eC(1+‖φ‖
4
0)t (4.4)
observe que (4.3) y (4.4) implican que ‖∇H‖20 ≤ ‖∇φ‖20eC(1+‖φ‖40)t
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Demostracio´n: La estimativa en(4.2) es consecuencia del Teorema 3.4, de
multiplicar (1) por H y luego integrar por partes. Posteriormente, tenemos
en cuenta que
∫
T2 H
2Hxdxdy = 0, que 〈∂x4H,H〉0 = 0, que 〈∂2xH,H〉0 =
−〈∂xH, ∂xH〉0 y que 〈∆2H;H〉0 = −‖4H‖20. Por lo tanto,
1
2
∂t‖H‖20 = −‖4H‖20 + ‖∂xH‖20
= −
∑
k1,k2
(k41 + k
4
2)|Hˆ(k1, k2, t)|2 +
∑
k1,k2
k21|Hˆ(k1, k2, t)|2
=
∑
k1,k2
[
k21 − (k41 + k42)
] |Hˆ(k1, k2, t)|2
≤
∑
k2
∑
|k1|≥2
(−k41 + k21)|Hˆ(k1, k2, t)|2 −
∑
k1,k2
k42|Hˆ(k1, k2, t)|2
≤
∑
k2
∑
|k1|≥2
−3k21|Hˆ(k1, k2, t)|2 −
∑
k1,k2
k42|Hˆ(k1, k2, t)|2
Por lo tanto 1
2
∂t‖H‖20 ≤ 0 que integrando de 0 a t, implica 4.2.
Para demostrar (4.3), hacemos uso del Teorema 3.4 y luego derivamos (1)
con respecto a x, para obtener
Htx +H
2
x +HHxx + ∂x4Hx = −42Hx − ∂2xHx. (4.5)
Haciendo V = Hx en (4.5), dicha equacio´n se transforma en,
Vt + V
2 +HVx + ∂x4V = −42V − ∂2xV (4.6)
Ahora, multipliquemos (4.6) por V e integremos sobre T2, para obtener
1
2
∂t‖V ‖20 = −
∫
T2
V 3dxdy −
∫
T2
HV Vxdxdy − ‖4V ‖20 + ‖∂xV ‖20 (4.7)
Observemos que
∫
T2 HV Vxdxdy = −12
∫
T2 V
3dxdy , por lo tanto (4.7) se trans-
forma en:
1
2
∂t‖V ‖20 =
∫
T2
HV Vxdxdy − ‖4V ‖20 + ‖∂xV ‖20
≤
∫
T2
|H||V ||Vx|dxdy − ‖4V ‖20 + ‖∂xV ‖20
(4.8)
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En (4.8) aplicando Ho¨lder, Cauchy-Schwartz, y (4.2) obtenemos que
1
2
∂t‖V ‖20 ≤ −‖4V ‖20 + ‖∂xV ‖20 + ‖V ‖∞‖φ‖0‖Vx‖0 (4.9)
La desigualdad de Gagliardo-Nirenberg (Lema 1.12) tranforma (4.9) en:
1
2
∂t‖V ‖20 ≤ −‖4V ‖20 + ‖∂xV ‖20 + ‖4V ‖
3
2
0 ‖V ‖1/20 ‖φ‖0 (4.10)
La desigualdad de Young con p = 4 transforma (4.10) en
1
2
∂t‖V ‖20 ≤ −‖4V ‖20 + ‖∂xV ‖20 +
1
4ε4
(
‖V ‖1/20 ‖φ‖0
)4
+
3
4
ε
4
3‖4V ‖20 (4.11)
Eligiendo ε > 0 tal que 3
4
ε
4
3 = 1
2
se obtiene que
∂t‖V ‖20 ≤ −‖4V ‖20 + 2‖∂xV ‖20 + Cε‖φ‖40‖V ‖20 (4.12)
Como −‖4V ‖20 + 2‖∂xV ‖20 ≤ ‖V ‖20 tenemos que (4.12) lo podemos escribir
de la siguiente forma,
∂t‖V ‖20 ≤ Cε(1 + ‖φ‖40)‖V ‖20
Si integramos de 0 a t tenemos:
‖V ‖20 ≤ ‖φx‖20 + Cε(1 + ‖φ‖40)
∫ t
0
‖V (t′)‖20dt′ (4.13)
Por lo tanto la desigualdad de Gronwall aplicada a (4.13) implica que
‖Hx‖20 ≤ ‖φx‖20eCε(1+‖φ‖
4
0)t. (4.14)
Para demostrar (4.4), hacemos uso del Teorema 3.4 y luego derivamos (1)
con respecto a y, para obtener
Hty +HyHx +HHxy + ∂x4Hy = −42Hy − ∂2xHy. (4.15)
Haciendo W = Hy en (4.15), dicha equacio´n se transforma en,
Wt +WV +HWx + ∂x4W = −42W − ∂2xW (4.16)
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Ahora, multipliquemos (4.16) por W e integremos sobre T2, para obtener
1
2
∂t‖W‖20 = −
∫
T2
HWxWdxdy −
∫
T2
W 2V dxdy −
∫
T2
HV Vxdxdy
− ‖4W‖20 + ‖∂xW‖20
(4.17)
Observemos que
∫
T2 VW
2dxdy = −2 ∫T2 WWxHdxdy , por lo tanto (4.17) se
transforma en:
1
2
∂t‖W‖20 =
∫
T2
HWWxdxdy − ‖4W‖20 + ‖∂xW‖20
≤
∫
T2
|H||W ||Wx|dxdy − ‖4W‖20 + ‖∂xW‖20
(4.18)
En (4.18) aplicando Ho¨lder, Cauchy-Schwartz, y (4.2) obtenemos que
1
2
∂t‖W‖20 ≤ −‖4W‖20 + ‖∂xW‖20 + ‖W‖∞‖φ‖0‖Wx‖0 (4.19)
La desigualdad de Gagliardo-Nirenberg (vea Lema 1.12) tranforma (4.19) en:
1
2
∂t‖V ‖20 ≤ −‖4W‖20 + ‖∂xW‖20 + ‖4W‖
3
2
0 ‖W‖1/20 ‖φ‖0 (4.20)
La desigualdad de Young con p = 4 transforma (4.20) en
1
2
∂t‖W‖20 ≤ −‖4W‖20+‖∂xW‖20+
1
4ε4
(
‖W‖1/20 ‖φ‖0
)4
+
3
4
ε
4
3‖4W‖20 (4.21)
Eligiendo ε > 0 tal que 3
4
ε
4
3 = 1
2
se obtiene que
∂t‖W‖20 ≤ −‖4W‖20 + 2‖∂xW‖20 + Cε‖φ‖40‖W‖20 (4.22)
Como −‖4W‖20+2‖∂xW‖20 ≤ ‖W‖20 tenemos que (4.22) lo podemos escribir
de la siguiente forma,
∂t‖W‖20 ≤ Cε(1 + ‖φ‖40)‖W‖20
Si integramos de 0 a t tenemos:
‖W‖20 ≤ ‖φy‖20 + Cε(1 + ‖φ‖40)
∫ t
0
‖W (t′)‖20dt′ (4.23)
Por lo tanto la desigualdad de Gronwall aplicada a (4.23) implica que
‖Hy‖20 ≤ ‖φy‖20eCε(1+‖φ‖
4
0)t. (4.24)

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Teorema 4.3. El problema (1) es globalmente bien puesto es Hs(T2), para
s ≥ 1
Demostracio´n: Como consecuencia de la proposicio´n 4.2 el problema (1) es
globalmente bien puesto en H1(T2). Supongamos que 0 < θ < 5
2
y utilicemos
el Teorema 2.4,
‖H‖21+θ ≤ ‖V(t)φ‖1+θ +
∫ 1
0
‖V(t− τ) (HHx(τ)) ‖1+θdτ
≤ ‖φ‖1+θ +
∫ t
0
K1
[
1 +
M(t)
(t− τ) 2(1+θ)+18
]
‖HHx‖L1(T2)dτ
≤ ‖φ‖1+θ +K2
∫ t
0
[
1 +
1
(t− τ) 3+2θ8
]
‖H‖0‖Hx‖0dτ
≤ ‖φ‖1+θ +K2
∫ t
0
[
1 +
1
(t− τ) 3+2θ8
]
‖H‖1dτ
como ‖H‖1 es acotada entonces, ‖H‖1+θ es acotada, como consecuencia de
la proposicio´n anterior 4.2. Supongamos ahora 0 < θ < 3, el Teorema 2.3
implica que
‖H‖21+2θ ≤ ‖φ‖1+2θ +
1
2
∫ t
0
K
[
1 + 2
(
1 + θ
2(t− τ)
) 1+θ
4
]
‖∂xH2(τ)‖θdτ
≤ ‖φ‖1+2θ + 1
2
∫ t
0
K
[
1 + 2
(
1 + θ
2(t− τ)
) 1+θ
4
]
‖H2(τ)‖1+θdτ
≤ ‖φ‖1+2θ + 1
2
∫ t
0
K
[
1 + 2
(
1 + θ
2(t− τ)
) 1+θ
4
]
‖H(τ)‖21+θdτ
Ya que ‖H‖1+θ es acotada podemos afirmar que ‖H‖1+2θ tambie´n lo es. Con-
tinuando con esta iteracio´n concluimos que el problema (1) es globalmente
bien puesto es Hs(T2), para s ≥ 1 
Nota 1. Los casos R2, R×T y T×R se tratan de forma similar y se obtienen
resultados semejantes.
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