Abstract. In this paper we complete the attempt of H. Lefmann to show that Borel equivalence relations on the n-element subsets of 2 ω , that respect an order type, have a finite Ramsey basis.
Introduction
The purpose of this paper is to prove a canonical Ramsey theorem for the finite powers of the Cantor space 2 ω completing a previous attempt of H.Lefmann [Le] . We shall, of course, use some of the ideas from [Le] but we shall also correct an essential omission of that paper. It is well known how Ramsey Theorem, [Ra] generalizes to its canonical form the Erdős-Rado Theorem, [Er-Ra] . Namely, the classical Ramsey theorem considers finite colorings of n-element subsets of ω and the Erdős-Rado theorem considers countable colorings of the same set.
Theorem. (Ramsey) [Ra] For every positive integer n and every finite coloring of the family [ω] n of all n-element subsets of ω, there is an infinite subset X of ω such that the set [X] n of all n-element subsets of X is monochromatic.
Theorem. (Erdős-Rado) [Er-Ra] Given an arbitrary set R, a positive integer n and a mapping c : [ω] n → R, there are an infinite subset X ⊆ ω and a finite set I ⊆ n such that for any A, B ∈ [X] n one has c(A) = c(B) if and only if A : I = B : I
Here for A = (x 0 , . . . , x n−1 ) ∈ [ω] n , I ⊆ n A : I = {x i : i ∈ I}. In this paper we consider uncountable versions of these results. In particular we consider the Cantor space 2 ω with its lexicographic ordering induced by 0 < 1. By [2 ω ] 2 we mean the set of all pairs ordered increasingly with respect to the lexicographic order. In [Sie] it is shown that there exists a coloring c : [2 ω ] 2 → {0, 1} such that for any uncountable subset Y ⊆ 2 ω the restriction of c to [Y ] 2 is not constant. The definition of that coloring uses a well-ordering of the continum, so it is not definable. Similarly in [Ga-Sel] is shown that there is a partition of [2 ω ] 2 into infinitely many pieces, so that for any subset X of cardinality of the continuum, [X] 2 intersects all of the pieces. This coloring also uses a well-ordering of the continum so it is not definable. It turns out that if we consider mappings which are Baire measurable a partition result can be obtained.
We start with the Cantor space 2 ω . We consider any x ∈ 2 ω as an ω-sequence of 0, 1. Then 2 ω can be endowed with the metric d defined by
This metric gives on the Cantor space the usual Tychonoff product topology. In this paper we only consider n-element subsets of 2 ω ordered lexicographically and by (x 0 , . . . , x n−1 ) < lex we express that x 0 < lex x 1 < lex · · · < lex x n−1 . In that manner [2 ω ] n the set of all n-element subsets of 2 ω ordered lexicographically, is a subset of the finite product (2 ω ) n and it is a topological space with the subspace topology. Let n ∈ ω and ({1, . . . , n − 1}, ) be a total order. Then
n are said to have the same order type. Consider a Borel equivalence relation E on [2 ω ] n . In particular E viewed as a subset of (2 ω ) 2n has the property of Baire. Mycielski [Myc] has shown that for any meager subset of [2 ω ] n there exists a perfect subset P such that [P] n avoids it. Recall that a subset P of 2 ω is perfect if it is non empty, closed and has no isolated points. Therefore we can assume that E as a subset of (2 ω ) 2n is open. As a consequence we can assume that each equivalence class is open. Define c : [P] n → 2 ω by letting
The map c picks from each equivalence class a minimal element with respect the coordinatewise partial ordering, where on each coordinate we take the lexicographic ordering. Then c is a Borel map representing E on [P] n . Thus any Borel equivalence relation E on [2 ω ] n can be reduced on a perfect subset P to a smooth equivalence relation, meaning that there exists a Borel mapping c such that xEy if and only if c(x) = c(y).
Given any X = (x 0 , . . . ,
where x 0 ∩x 1 = max{t : t x 0 and t x 1 }. By t x 0 we denote that t is an initial segment of x 0 and maximality is taken under inclusion. Given t x, |t| denotes the length of t, namely the level on which it lies on 2 <ω , the binary tree ordered by inclusion. For a t ∈ 2 <ω by t d, for d ∈ {0, 1}, we denote the unique extension of t so that |t d| = |t| + 1. Let
and similarly for J ⊆ C n we define the set
where C n is the fixed representative of the class
We recall the following result of F. Galvin Theorem 1. [Ga] Let n ≤ 3, l ∈ ω and let T ⊆ 2 ω be a perfect subset. Then for any Baire measurable coloring c : [T ] n → l there exists a perfect subset P ⊆ T such that c [P] n is constant for every total order ({1, . . . , n − 1}, ).
The general case for any n ∈ ω was obtained by A. Blass Theorem 2. [Bla] Let n, l ∈ ω and let T ⊆ 2 ω be a perfect subset. Then for any Baire measurable coloring c : [T ] n → l there exists a perfect subset P ⊆ T such that c [P] n is constant for every total order ({1, . . . , n − 1}, ).
A subset P of 2 ω is skew if and only if for every x 0 , x 1 , y 0 , y 1 ∈ 2 ω with x 0 = x 1 and
It is easily seen (for a proof see [Bla] ) that every perfect subset of 2 ω contains a skew perfect subset.
Main theorem
The main theorem of this section is the following:
n . There exists a skew perfect subset P of 2 ω , a subset I ⊆ n and
n one has XEY if and only if X :
This theorem tells us that any Borel equivalence relation on [2 ω ] n corresponds to a pair (I, J) such that I ⊆ n and J ⊆ C n . Notice that there exists only finitely many such a pairs. Therefore we say that Borel equivalence relations on [2 ω ] n have a finite Ramsey basis.
We prove the following version of Theorem 3
Theorem 4. Let n ∈ ω and ({1, . . . , n − 1}, ) be a total order. Further let T ⊆ 2 ω be a perfect subset and M a metric space. Then for any Baire measurable mapping
Proof. The proof is done by induction on n.
First of all notice that c can be assumed to be continuous. For the purpose of Theorem 3 the metric space M is a Polish space (recall the map c : [P] n → 2 ω from the introduction). Theorem 4 deals with any metric space M . Given now any Baire measurable mapping c : [R] n → M where M is a metric space and R a perfect subset of 2 ω , there is always a perfect subset T of R such that the restriction of c on [T ] n is continuous. To see this notice that by assuming that M is a separable space the map c can be assumed to be continuous on [R] n modulo a meager set. In [EFK] is shown that in the case of [R] n the condition of M being separable can be omitted. Then by Mycielski [Myc] there is a perfect subset T so that [T ] n avoids that meager set. Therefore the map c restricted on [T ] n is continuous. Let n = 1 and c : [T ] 1 → M be a continuous map. This induces another continuous map c : [T ] 2 → {0, 1} defined by c (X, Y ) = 0 if c(X) = c(Y ) and equal to 1 otherwise. By Theorem 1 there exists a skew perfect subset P ⊆ T and l ∈ 2 such that c
[P] 2 = {l}. In other words the restriction of c on P is either constant or one to one. In the first case I = ∅, J = ∅ and in the second case I = n and J = ∅.
To establish the inductive step we need some special constructions. Let X ∈ [T ] n with X = (x 0 , . . . , x n−1 ) < lex . Consider the map f : {0, . . . , n − 1} → {1, −1} defined by: for i = 0, n − 1
In other words f (i), for i ∈ n and i = 0, n − 1, is the unique j, with j ∈ {1, −1},
we define the set of n + 1-tuples resulting from X with the addition of a new element x + i such that the following conditions hold:
Notice that all elements of X + i have the same order type ({1, . . . , n}, + i ), cause by conditions 2 and 3 one has that i ∈ {1, . . . , n} must have a fixed position in ({1, . . . , n}, + i ). To see that, below we exhaust all possibilities.
Observe that the i ∈ ({1, . . . , n − 1}, ) becomes i + 1 ∈ ({1, . . . , n}, + ). The i in ({1, . . . , n}, + ) comes from x + i ∩ x i−1 and the i + 1 ∈ ({1, . . . , n},
Keeping that in mind we consider the following two possibilities: Let i, j ∈ ({1, . . . , n − 1}, ) and x j < lex x i . The new element x + i also satisfies
). In the case of j i, then j + 1
n+1 we define the set of n + 1-tuples that result from X with the addition of a new element x ⊕ i such that the following three conditions hold:
Notice that all elements of X ⊕ i, are not necessarily of the same order type, because of condition 2 above i ∈ {1, . . . , n} cannot be restricted to any interval as in the case of X + i.
Notice that X + i could be empty for some X ∈ [T ] n and i ∈ n. For example it can be the case that f (i) = 1 and (x i ∩ x i−1 ) 1 = x i ∩ x i+1 . Observe that in this case X + i = ∅. Now we return to the inductive step. Suppose our theorem holds for all k < n and consider a continuous map c : [T ] n → M . This induces for every i ∈ n continuous maps c
if otherwise. We remind the reader here that for every i ∈ n, elements of X +i are of unique order type {(1, . . . , n),
By Theorem 2 there exists a skew perfect subset P ⊆ T and for each i a constant f i ∈ {0, 1} such that c
= {f i }. We distinguish two cases: Case 1 : There exists i ∈ n with f i = 0. For all X ∈ [P] n the resulting set X : ({0, . . . , n − 1} \ {i}) has order type ({0, . . . , n − 2}, ). Then c induces naturally a continuous map c
To make this map well defined and continuous, we may restrict to a perfect subset of P. The inductive hypothesis now applies to gives us a skew perfect subset P 0 ⊆ P, I and J such that for all Z, W ∈ [P 0 ] n−1 it holds: Case 2 : Suppose that for all i ∈ n it holds that f i = 1. As we observed above elements of X ⊕ i are not of the same order type. The different order types can be ordered as follows. Condition 2 of the definition of X ⊕ i implies that x ⊕ i ∩ x i can have length bigger than x j−1 ∩x j , where j ∈ n is such that
In the case that f (i) = −1, set B i = {j ∈ n \ {0} : i j}. In the case that f (i) = 1, set B i = {j ∈ n \ {0} : i + 1 j}. Equivalently
Let |B i | = m i and B i = (j p ) p∈mi be an enumeration such that if q, p ∈ m i with q < p then j q j p , in other words |x i ∩ x i+f (i) | ≤ |x jq−1 ∩ x jq | < |x jp−1 ∩ x jp |. Observe that j 0 = i in the case of f (i) = −1 and j 0 = i + 1 in the case of f (i) = 1. Then 0 ∈ m i , corresponds to the total order ({1, . . . , n},
We remind the reader here that the i ∈ ({1, . . . , n − 1}, ) becomes i + 1 in ({1, . . . , n},
Having dealt with the different order types, we notice that the map c gives rise to maps c
For every i and k ∈ m i , by Theorem 2 there exists a perfect skew subset P 0 and a constant d i,k ∈ {0, 1} such that c
In other words Theorem 2, for every total order ({1, . . . , n},
n ] 2 , their union has cardinality |X 0 ∪ X 1 | = p, order type ({1, . . . , p − 1}, p ). We order X 0 ∪ X 1 lexicographically. There are subsets I 0 , I 1 ⊆ {0, . . . , p − 1} such that (X 0 ∪ X 1 ) : I 0 = X 0 and (X 0 ∪ X 1 ) : I 1 = X 1 . Consider now an injective enumeration of all occurring ({1, . . . , p−1}, j , I Notice that each of these maps is a continuous map. By a successive application of Theorem 2 we get a skew perfect subset P 1 ⊆ P 0 with the property that c j restricted on [P 1 ] Let I = {i ∈ n : d i,k = 1 for all k ∈ m i }. To define J ⊆ C n consider the following: For i / ∈ I there exists an l ∈ m i such that d i,l = 0 and for all g < l it holds that d i,g = 1. We observe that if for l we have d i,l = 0, then for all h > l we also have d i,h = 0. To see that, suppose there exist
n , that agree on all but their i-th element, namely
Assume also that c(X 0 ) = c(X 1 ) and x 0 i is such that X 1 ∪ {x
with respect the total order ({1, . . . , n},
The fact that d i,l = 0 implies that c(X 0 ) = c(X) = c(X 1 ), a contradiction. If no such x ∈ P 1 can be found, we can always choose X 0 , X 1 satisfying the above conditions with (X 0 ∪ X 1 ), (X 0 ∪ X 1 ) being of the same order type and relative position, so that x ∈ P 1 can be found. We also have c(X ) = c(Y ).
For i / ∈ I and l as above, namely the very first natural number with the property
Notice that x j l −1 ∩x j l is such that for any x, if X ∪{x} ∈ X ⊕i and x |x j l −1 ∩x
for some h ≥ l.
We claim that for all X, Y ∈ [P 1 ] n it holds that: We show now the implication from left to right. Suppose that c(X) = c(Y ), and assume at first that X : I = Y : I. Let i ∈ I be such that x i = y i and suppose that x i < lex y i . Choose now y ∈ P 1 such that:
(1) x i < lex y < lex y i and X ∪ Y and ((X ∪ Y ) \ {y i }) ∪ {y} are of the same type ({1, . . . , p − 1}, j , I
These conditions imply c(Y ) = c(X) = c((Y \ {y i }) ∪ {y}) which contradicts that d i,k = 1 for all k.
Next consider the case that
We claim the following.
Claim 1. In our context, namely where
Proof. Suppose D(X) = D(Y ) and let w ∈ 2 b , b ∈ ω, be such that
There exists t ∈ {0, 1} such that w t is not an initial segment of a y i ∈ Y for all i ∈ n. If no such a t exists, then w ∈ D(Y ) as well, contradicting that w ∈ ∆. Let w t be an initial segment of x d . Identical argument applies in the case that w t is an initial segment of x d−1 . Choose x ∈ P 1 such that (X \{x d })∪{x} ∈ X +d and X ∪ Y , ((X ∪ Y ) \ {x d }) ∪ {x} have the same order type, relative position. But then we have:
Once more we remind the reader that if we cannot pick an x ∈ P 1 directly, we can always consider X , Y so that X ∪ Y and X ∪ Y are of the same order type and relative position, that allow us to pick such an x. We also have c(X ) = c(Y ) and the above argument holds. 
for some total order ({1, . . . , n}, 
Once more we remind the reader that if we cannot pick an x ∈ P 1 directly, we can always consider X , Y so that X ∪ Y and X ∪ Y are of the same order type and relative position, that allows us to pick such an x. Then we also have that c(X ) = c(Y ) since P 1 has that property by construction.
Therefore there is a finite list of all possible patterns that correspond to each pair (I, J).
Borel equivalence relations with countable quotients
In the case that we consider the metric space in Theorem 4 countable then we get the following version of our Main Theorem:
Theorem 5. Let n ∈ ω and ({1, . . . , n − 1}, ) be a total order. Further let T ⊆ 2 ω be a perfect subset and M a countable metric space. Then for any Baire measurable iff {x i : i ∈ I} = {y i : i ∈ I} and {d(x j−1 , x j ) : j ∈ J} = {d(y j−1 , y j ) : j ∈ J}
In his approach Lefmann did not take in the account the restrictions on the intersections, namely our set D(X) \ D(X). Therefore his theorem for n = 2 has the correct form since D(X) = ∅.
After the completion of this work, we came across a preprint [Vu] which treats the same classification problem. We were not able to verify the approach of [Vu] but we are sure that our two approaches are quite different.
