Standard estimates of the NAIRU or natural rate of unemployment are subject to considerable uncertainty. We show in this paper that using multiple indicators to extract an estimated NAIRU cuts in half uncertainty as measured by variance. The inclusion of an Okun's Law relation is particularly valuable. We estimate the NAIRU as an unobserved component in a state-space model and show that using multiple indicators reduces both parametric uncertainty and filtering uncertainty. Additionally, our multivariate approach overcomes the "pile-up" problem observed by other investigators.
Introduction
A prerequisite for the conduct of countercyclical macroeconomic policy is to know where we are in the cycle -loosely, are we above or below the NAIRU? Measuring the natural rate and the corresponding cyclical fluctuations of the US economy with reasonable precision poses a significant challenge. Our aim in this paper is to reduce uncertainty about the NAIRU by employing a multiple indicator approach. The essential notion is that the concept of "a business cycle" is meaningful in that there is a single "gap" which drives cyclical behavior across sectors and across variables. By employing a number of indicators jointly we are able to significantly improve the precision of estimates of the NAIRU, reducing uncertainty by about half.
While our primary interest is in reducing uncertainty about the NAIRU, we confront two related issues along the way. The first issue we discuss is the need for care in measuring uncertainty for a target, such as the NAIRU, which is itself unobserved. For our purposes the resolution is to use standard models from the literature as benchmarks.
The second issue is the so-called "pile-up" problem, where the Kalman filter puts too little weight on the variance of the permanent component. Where the goal is to find point estimates of the NAIRU as an unobserved component, the pile-up problem is an annoyance that has been dealt with by imposing reasonable values on the variance parameters. This solution is unsatisfactory when the goal is to measure uncertainty, because picking a value for the variance comes too close to picking a value for total uncertainty. Fortunately, our multivariate approach seems to eliminate the pile-up problem.
We treat the NAIRU as an unobserved component to be estimated by the Kalman filter. Watson (1997a, hereafter SSW (1997a) ) points out three sources of uncertainty in a state-space setup. The first source of uncertainty is the model uncertainty arising out incomplete knowledge about the true model. The second source is the parametric uncertainty due to estimation of the parameters of the model from a sample. The final source is unpredictable stochastic shocks to the NAIRU, also called filtering uncertainty.
We begin with a discussion of model uncertainty and identification in the context of trying to predict an unobserved component. Measuring uncertainty about an unobserved component adds a twist that isn't present in the discussion about uncertainty in forecasting an ex post observable variable. Suppose the econometrician is attempting to predict an ex post observable variable. For an observable variable, it is only a mild exaggeration to say that whatever model gives the tightest forecast confidence intervals is the best model. For an unobservable variable the econometrician still wants a tight confidence interval, but confidence intervals are comparable only across models using the same stochastic specification for the unobserved NAIRU and gap. One needs to separate arguments about improved prediction from arguments that are really about appropriate models. In other words, a tight confidence interval for an incorrectly defined NAIRU isn't very useful.
1 However, for any given specification a multiple indicator approach has the potential to improve precision. 2 Our solution is to start with standard models in the literature and show that using multiple indicators can significantly reduce the variance.
There are two genres of identification restrictions used in the literature. One set of restrictions describes the statistical behavior of the natural rate, for example that the gap averages zero. The other set of restrictions uses the Phillips curve and identifies the gap as the variable that drives a wedge between expected and realized inflation. In particular,
we follow SSW (1997a) in making this distinction. Laubach (2001) showed that the NAIRU uncertainty can be reduced by using both kinds of identifying restrictions. We use Laubach's models as a launching point.
As a first model, suppose the natural rate is constant. A constant natural rate is a straw man rather than a seriously tenable model. (See, for examples of time-varying NAIRU, Summers (1986), Juhn, Topel and Murphy (1991) , Gordon (1997 Gordon ( , 1998 , Shimer (1998), and Ball and Mankiw (2002) , to name only a few.) Nonetheless, two different estimates of a constant NAIRU reinforce SSW (1997a)'s conclusion that it is very difficult to estimate the natural rate precisely. First, suppose the identifying restriction is that the gap, unemployment minus the NAIRU, averages zero. Then the estimate of the NAIRU is the sample mean of unemployment. In our data a regression of unemployment on a constant with an AR(2) error process gives an estimated NAIRU of is 5.90 with a standard error of 0.41. Using the Phillips curve method, reported in In what follows we decompose total uncertainty within a given model into the components due to parametric uncertainty and filtering uncertainty. In general the portion due to parametric uncertainty is fairly large, a result which is not surprising given the large degree of uncertainty seen in the constant NAIRU model -where there is no filtering uncertainty. We show that moving to a multiple indicator model reduces both parametric and filtering uncertainty as cross-equation correlations improve the efficiency of estimates.
In section 2 we lay out our benchmark model, provide the estimates and show the results on reduction of filtering uncertainty when moving from a univariate to a bivariate approach. We augment our benchmark model in section 3 by estimating the NAIRU shock variance and thereafter extending our model to a multivariate framework adding four more variables; real GDP, GDP inflation, wage inflation and employment level. We summarize and conclude in section 4.
Reduction of filtering uncertainty using multiple indicators

Specifying the benchmark model
In modeling the NAIRU, we follow the standard set-up of Gordon (1997), SSW (1997a), Laubach (2001) . The following equations form the basic model of NAIRU:
, ,
where L is the lag operator,
is the first difference of inflation (calculated using the CPI-all items), t U and t N are the observed civilian unemployment rate and the NAIRU at time t . The term t X denotes a vector of supply shocks and t U g stands for the unemployment gap. The supply shocks used throughout this paper are a dummy variable for the Nixon price control era and the supply shocks measured by the difference between CPI inflation and food and energy price inflation 3 .
We specify the NAIRU to be a simple random walk (as in SSW (1997a ), Gordon (1997 and Laubach (2001)) and specify the gap as following an autoregressive process of order two to allow for periodicity in the cycle measure:
A special case of the random walk NAIRU is the constant NAIRU, where the variance in equation (3) We concentrate only on two-sided filtering uncertainty in this paper. 8 State-space models using the Kalman filter generally assume normal errors. In principle this is problematic because it implies that the unemployment rate is unbounded. One approach would be to model the log of unemployment and then back out estimate of the level of the natural rate. As a practical matter we found this to be an issue only in the univariate model. In calculating the filtering uncertainty using Monte Carlo methods, we resampled if the standard deviation of the filtering uncertainty turned out to be greater than 3 -which would put a less than zero NAIRU value within the 95 percent confidence interval based on a 6 percent NAIRU. This meant 9 percent resampling in the univariate model but no resampling in percent of the total variance. In the table we also show the point estimates of NAIRU at the beginning of last three decades along with its total standard deviation, parametric standard deviation and filtering standard deviation.
In Figure 2 , we present the two-sided estimates of the time-varying NAIRU, the unemployment gap and the 95 percent confidence interval of the NAIRU. The graph shows that the gap estimates pick up the shaded NBER recessions efficiently. The estimates of the NAIRU show a rise from the mid 1970s and a decline starting in mid 1980s and keeping low throughout 1990s. These features of the natural rate estimate are consistent with studies like Ball and Mankiw (2002), Gordon (1997 , 1998 ), Juhn, Topel and Murphy (1991 , SSW (1997a SSW ( , 1997b , Laubach (2001), Salemi (1999) , Shimer (1998) Katz and Kruger (1999) . It also illustrates the main point -that the NAIRU is very imprecisely estimated in the univariate model -by showing the large confidence interval of the NAIRU.
A bivariate model reduces filtering uncertainty
We now add equations (2) and (4) to equations (1) and (3) to make a bivariate model of NAIRU. Estimates of the model are in Table 2 . We observe a dramatic decrease in the average total variance coming from a decline in both average parameter variance and average filtering variance. Parametric uncertainty is reduced by a factor of five from the univariate model. But the drop in filtering uncertainty is even greater and most of the uncertainty in the previous model came from filtering, so reduction in filtering uncertainty dominates by being approximately 95 percent of the decline in total variance.
the all the following multivariate models. So, the uncertainty in the univariate model might be downward biased, but there is no such bias in the multivariate models.
The unemployment gap is fairly persistent; the sum of the autoregressive coefficients is 0.92.
In Figure 3 , we show the estimates of NAIRU from the bivariate model along with the 95 percent confidence interval. The NAIRU estimates are quite similar to the previous ones showing a similar rise from late 1960s -a result consistent with Summers (1986) , and a decline from the early 1980s. The confidence interval bands are much narrower now -the key result of Laubach (2001) -coming primarily from the decline in the filtering uncertainty. This decline is due to the bivariate -common factor approach since the NAIRU shock variance had the same value in both the models.
The estimated NAIRU shock variance, its standard error and the NAIRU uncertainty
The bivariate model with the estimated NAIRU shock variance
We now use the bivariate model described above in equations (1) -(4), generalize the variance covariance matrix of the three shocks, We faced a computational issue regarding parametric uncertainty while estimating the above model. Estimation of the parameters did not pose any problems but the Hessian of the parameter estimates turned out to be very unstable with respect to some covariance parameter terms between the shocks (log likelihood function very flat for those parameters). We took the following approach to address this problem: we estimated the model with the generalized variance covariance matrix. We noted the off-diagonal parameters with estimated values being close to zero and imprecisely estimated. Then we restricted those off-diagonal parameters to zero and re-estimated the model. The restricted model was used if it was not significantly different at the 90 percent after comparing the log likelihood values. We follow this approach for the rest of the paper.
This effectively meant two restrictions in our model and the log-likelihood difference was not significant at the 75 percent even for one restriction. The results are in Table 3 . The standard deviation of the shock to the NAIRU is 0.24, quite close to Laubach and ours imposed value of 0.20. The NAIRU -unemployment gap shock correlation is -0.77, precisely estimated and supports the MNZ result. The average total standard error is now 0.57 -a 20 percent rise over the bivariate model in section 2. The average parametric standard error doubles, from 0.14 in section 2 to 0.28 in this model, since we now incorporate uncertainty about N σ which was previously omitted. The filtering uncertainty increases marginally due to a higher value of the variance of the shock to the NAIRU. The NAIRU estimates along with the 95 percent confidence interval are shown in Figure 4 . The estimates confirm our previous observations.
The multivariate model
We now augment the bivariate model in section 3.1 to a multivariate model by using four more variables. We have two more inflationary measures -GDP (chained) deflator and wage (hourly compensation of labor in non-farm business), real GDP and civilian employment level (16 years or over, in millions). The real GDP (in natural logs), t Y , equation, following Watson(1986) , Kuttner (1994) , MNZ (2003) , is specified as a sum of a permanent stochastic trend, t Y T and the output gap, t y g :
The permanent stochastic trend follows a random walk with a constant drift and the output gap follows a second order autoregressive process: 
We also assume the permanent, stochastic trend of the employment variable, t L T , follows a random walk with a constant drift:
Note that the lags chosen equations (8) and (9) are on the basis of significance of the last lag.
The GDP deflator inflation equation is quite similar to the CPI inflation equation except that we use the output gap instead of the unemployment gap. The wage inflation equation also has a similar structure as our equation (1) in section 2.
In the above equations,
is the first difference of the GDP inflation rate and
is the first difference of the wage inflation rate. Equations (1) -(12) now form our new multivariate model. We start our estimation with a generalized variance -covariance matrix of the seven shocks and then restrict the off-diagonal parameters as described previously.
Based on the significance of the last lag, we used one lag (along with the contemporaneous) for equations (8) and (9). This is consistent with the Clark (1989) framework. For equations (11) and (12) we had to use three lags of their respective inflation differences and two lags of the respect gaps. The estimates of the model are in Table 4 . The parameter estimate of the standard deviation of the shock to the NAIRU is 0.17 and much more precisely estimated. The estimate of the standard deviation of the GDP trend shock is large and precise. The standard deviation of the employment trend shock is lower than that of the GDP trend shock, but still precise. The correlation of the GDP trend shock to the gap shock is negative. The drift terms imply a 3.2 percent annual GDP growth and 1.7 percent annual employment growth. Tables 3 and 4 show the large increase in precision due to the use of multiple indicators. Overall variance drops in half, from 0.33 to 0.16. This overall drop comes from roughly equal proportional decreases in each component, the parametric variance dropping from 0.08 to 0.03 and the filtering variance dropping from 0.24 to 0.13. Since filtering variance was considerably larger in terms of absolute level, most of the total decrease is due to the reduction in filtering uncertainty. Note that a considerable part of the improvement in the filtering uncertainty is due to the lower estimate of the NAIRU shock variance. In Figure 5 , the NAIRU estimates are quite similar to previous estimates but the 95 percent confidence interval is narrower.
Comparisons of
Conclusion
We show in this paper that using multiple indicators to extract a common unobserved factor helps to reduce the filtering uncertainty and parametric uncertainty around the extracted point estimates. We use this method to estimate the NAIRU and reduce its uncertainty. Specifically, we find that four variables, the GDP deflator, average wage, real GDP, and civilian employment level are valuable indicators of the gap in the business cycle. The improvement in precision cuts in half the uncertainty as measured by total variance. We chose these additional indicators because they did a good job and are consistent with theory. Use of this method opens the possibility for further research which might suggest yet more such useful indicators. We can write the model in the state-space representation as:
Measurement equations: 
Since the F matrix is a zero matrix, we have As evident from the analysis above, the same argument applies to the precision of t i 1 .
This example highlights, ceteris paribus, the role a common factor approach can play by extracting information from multiple indicators in improving its precision. In Table A1, The surprising element of the generalized covariance matrix is in its effect on the total uncertainty. The average filtering variance remain almost the same as in Table 3 , not a surprising result given the estimate of the standard deviation of the shock to the NAIRU is quite similar to what used before. However, the average total variance now has risen to 1.33, primarily due to the big rise in the average parametric variance. In Figure A1 , we show the new NAIRU estimates along with the new 95 percent confidence bands. The NAIRU estimates are similar to our previous estimates but the confidence bands are a lot wider. This was happening because the log likelihood function is very flat with respect to the two new covariance parameters, making the Hessian and the variance -covariance matrix of the estimated parameters very unstable and resulting in a large increase in the parametric uncertainty. 
