Abstract. The effectiveness of BM25 retrieval function is mainly due to its sub-linear term frequency (TF) normalization component, which is controlled by a parameter k1. Although BM25 was derived based on the classic probabilistic retrieval model, it has been so far unclear how to interpret its parameter k1 probabilistically, making it hard to optimize the setting of this parameter. In this paper, we provide a novel probabilistic interpretation of the BM25 TF normalization and its parameter k1 based on a log-logistic model for the probability of seeing a document in the collection with a given level of TF. The proposed interpretation allows us to derive different approaches to estimation of parameter k1 based solely on the current collection without requiring any training data, thus effectively eliminating one free parameter from BM25. Our experiment results show that the proposed approaches can accurately predict the optimal k1 without requiring training data and achieve better or comparable retrieval performance to a well-tuned BM25 where k1 is optimized based on training data.
Introduction
The Okapi BM25 retrieval function [17, 19] has been the state-of-the-art for nearly two decades, and its performance remains quite competitive for a wide range of tasks. The BM25 formula, as presented in [6] , scores a document D with respect to query Q as follows:
The meanings of the involved symbols are explained in Table 1 . A key component of BM25 contributing to its success is its sub-linear term frequency (TF) normalization formula: 
which is controlled by two parameters b and k 1 . Parameter b has been interpreted as the "slope" in pivoted document length normalization [21] , but it has so far been rather unclear how to interpret parameter k 1 . Indeed, although the whole BM25 formula was derived using the classic probabilistic retrieval model, its TF normalization parameter appears to have no obvious corresponding probabilistic interpretation. The divergence from randomness (DFR) framework has been explored to explain the TF formula of BM25 [1] , but there is no probabilistic interpretation for parameter k 1 . In fact, it has been widely accepted that "the model tells us nothing about what kind of value to expect for k 1 ", as was pointed out by Robertson and Walker when proposing BM25 [17] . As a result, it is often hard to optimize k 1 ; it is usually set to a default value of 1.2 or manually tuned based on training data [17] , which requires manual effort due to its parameter interaction with b, yet still without guarantee of optimality on future test data due to the possibility of overfitting.
In this paper, we provide a novel probabilistic interpretation of the TF normalization component of BM25 as the probability of seeing a document in the collection with a given level of TF. Our work is motivated by the observation that the parameter k 1 is related to the relative differences in score contributions from matching a term with different TF values. It is known that in general the score contribution should increase with TF, but the increasing rate should be decreasing as the already observed occurrences become larger, i.e., sub-linear growth, which is ensured through the BM25 formula. However, how exactly this score should increase with TF has not been well studied. We hypothesize that the optimal score for a document from matching a term with a TF value should depend on the counts of documents matching the term with more/less TF values. Specifically, the score from matching t occurrences is related to how many documents in the collection have at least t occurrences of the term. Intuitively, if many documents contain at least t occurrences of the term, it would not be surprising to see a document with t occurrences of the term, thus we should assign low scores to documents matching t occurrences of the term in such a case. As t becomes larger, there would be naturally fewer documents with at least t occurrences of the term, and thus the score would naturally become larger. Moreover, the numbers of documents containing at least t and t + 1 occurrences of the term would be very close to each other when t is very large, so the score would become relatively stable, i.e., the score increasing rate would decrease.
Following this intuition, we develop a percentile TF normalization scheme which connects TF normalization with the percentile rank of a TF value based on the counts of documents containing different levels of TF for a query term. In this scheme, we assume that, given a term, the distribution of its TF values over the collection can be described by the log-logistic model. Then we can estimate the score from matching t occurrences of the query term as the ratio of the number of documents matching the term with a TF value of at most t to the total number of documents containing this term, which is essentially the corresponding cumulative probability of the model. Interestingly, the proposed approach can cover the TF normalization formula of BM25 as its special case. As a result, it not only gives a meaningful interpretation to k 1 (as the scale parameter of the log-logistic model) but also makes it possible to automatically and adaptively estimate k 1 via model estimation based on the statistics of term occurrences. Note that the proposed approach requires no training data.
Our experiment results show that the log-logistic model-based interpretation can lead to accurate estimation of the optimal k 1 value without requiring any training data. It not only achieves better or comparable retrieval performance to an empirically tuned BM25 using training data, but also works more robustly. As a "by-product", we can effectively eliminate the k 1 parameter from BM25. Thus with our approach, we only need to tune a single parameter b, which needs less manul effort than tuning both b and k 1 simultaneously.
Related Work
The Okapi BM25 retrieval function [17, 19] has been the state-of-the-art for nearly two decades. Quite a few studies have attempted to improve BM25 from various perspectives. Robertson et al. [18] proposed an important extension of BM25, called BM25F, for combining attributes across multiple fields. He and Ounis [8] evaluated different strategies for document length normalization under the framework of BM25. Some studies extended standard BM25 function to incorporate additional retrieval heuristics, e.g., term proximity [24, 23] . Machine learning was also explored to tune and improve the BM25 retrieval function in a supervised way [25, 22] . Recently, our work [15, 14] revealed a previously unknown deficiency of BM25 (namely that the component of term frequency normalization by document length is not properly lower-bounded), and developed two efficient methods to fix this deficiency, resulting in two more effective retrieval formulas, BM25L and BM25+, respectively. In another recent work of ours [13] , we proposed a heuristic approach for adaptive term frequency normalization in BM25. However, no previous work aims to interpret the TF normalization parameter k 1 of BM25 from the probabilistic perspective.
The within document term frequency (TF), which dated back to Luhn's pioneer work on automatic indexing [12] , has been playing a critical role in modern information retrieval models [19, 21, 16, 28, 20, 1, 6, 15, 14, 13] . It is widely recog-nized that linear scaling in term frequency puts too much weight on repeated occurrences of a term. So the term frequency should be normalized so as to dampen the contribution from repeated occurrences, which can often be achieved by using logarithm functions [21] , adopting some special sub-linear transformations [19] , or assuming some probabilistic models [16, 28, 1, 27, 5] . However, no TF normalization method considers the special characteristics of occurrence patterns for each individual term in probabilistic approaches.
Our use of the log-logistic model for modeling term distribution is not entirely novel, as some other studies (e.g., [4, 5] ) have used this distribution to model word burstiness [3] in information retrieval. However, the model parameters in their work were set heuristically and not really adapted to the special characteristics of the TF distribution of each term. Moreover, our study aims at a different goal, i.e., interpreting the sub-linear TF normalization formula of BM25.
In the general area of optimizing term weights, our work is also related to some recent work on learning optimal query term weights (see, e.g., [11] and [2] ), but our work differs in that we focus on the optimization of the document-side weighting of a term, which is complementary with the query-side term weighting.
A Divergence-from-Randomness View of BM25
The TF component in BM25 was originally motivated based on the 2-Poisson model [17] , but it did not lead to a rigorous probabilistic interpretation of this component. In this paper, we follow previous work [1] and attempt to interpret the TF component from the viewpoint of DFR [1] . As we will show later, such a view can lead to a novel probabilistic interpretation of BM25 TF as a normalized probability of seeing a document with a given level of TF.
We first borrow from [7, 17, 1] the notion of an elite set of a term w, i.e., C w , which is defined as the set of documents containing w. With a DFR view, we can see that the component idf (w) of BM25 is essentially the information content [9] of randomly picking a document that will fall in C w , while the dtf (w, D) component captures the relative weights of documents within C w with respect to w. In other words, idf (w) balances the weights between different elite sets, while dtf (w, D) adjusts the relative weights of documents within the same elite set. In this sense, the functionalities of idf (w) and dtf (w, D) are similar to the two components (−log2P rob1) and (1 − P rob2) respectively in the DFR approach.
Note that the raw term frequency c(w, D) depends on the document length. It is well-known that longer documents tend to have higher term frequency. Following BM25, we also choose the pivoted normalization method [21] , as shown in Equation 3 , to obtain the normalized version of the term frequency c ′ (w, D). Presumably, if the ranking of a document with c ′ (w, D) occurrences of term w is relatively high in the elite set C w in terms of the normalized TF, the contribution of the c ′ (w, D) occurrences of this term is also high. Hence, given the term distribution of w over all documents in C w , based on our analysis, a natural way to implement dtf (w, D) would be to base it on the percentage of documents in C w that no higher term frequency than D. What is more interesting is that this percentile TF normalization strategy is term-specific: the contribution of a TF value depends on the TF distribution of a term over the elite set.
Formally, we define the percentile-based dtf (w, D) to be proportional to the probability that a randomly picked document from C w will contain no more than c ′ (w, D) occurrences of w:
where the random variable X takes on values {c
Log-logistic model-based interpretation of TF normalization of BM25
A straightforward and non-parametric way to estimate the probability in Formula 4 is: (2) It may not capture the global tendency of the entire TF distribution and is also hard to incorporate prior knowledge.
To address these problems, we propose to use a parametric model F (x) to model the TF distribution over the elite set C w . The probability p(X ≤ t) in this case is just the cumulative probability of the model. In our work, we use the log-logistic distribution (LL), mainly due to its burstiness property [4, 5] :
where t > 0, k 1 > 0, and β > 0. Interestingly, it can be easily proved that the sub-linear TF normalization function of BM25 is a special case of this log-logistic cumulative distribution function, as presented in Theorem 1.
Theorem 1. The sub-linear TF normalization function of BM25 is equivalent
to the cumulative distribution function of the log-logistic model F (t|k 1 , β = 1) normalized by the cumulative probability of this model at t = 1:
Proof.
Normalizing the cumulative distribution function by the cumulative probability at t = 1 can also be justified. As we have discussed, p(X ≤ t|k 1 , β = 1) = F (t|k 1 , β) only represents the relative weights of documents within the elite set C w . Thus, in order to balance and aggregate the relevance scores with respect to different query terms, we need to adjust p(X ≤ t|k 1 , β = 1) to the corresponding absolute values. Following the dtf formula in the standard BM25 retrieval function (Formula 2), t = 1 corresponds to the normalized TF for one occurrence in documents with average document length. This is why F (1|k 1 , β) is chosen as the normalization factor.
We can see that, our derivation provides a probabilistic interpretation of the well-performing TF normalization formula in BM25. The k 1 is shown to have a clear meaning, the scale parameter of the LL model, and thus it would be able to be estimated automatically through statistical model estimation.
Automatic Setting of k 1 based on Log-logistic Model
When β = 1, we call the LL model "one-parameter log-logistic distribution (LL1)". We use the log-moment estimation method [26] to fit this LL1 model to the TF distribution of w to estimate the parameter k 1 (w), which generally varies according to w. Although we have not found a closed-form solution, k 1 (w) can be calculated easily by solving the following minimization problem:
where
Due to space limit, we cannot show all the derivation details. Generally, we can solve this problem efficiently by applying a Newton-Raphson method, or we can even enumerate some k 1 values to find the approximately optimal one, since the optimal k 1 is usually within a range of (0, 2] in our experiments. The above optimization problem can be solved efficiently, since it only relies on the distribution of term frequency which can be accessed very quickly thanks to the inverted index. Moreover,k 1 can also be pre-computed easily offline.
After obtainingk 1 (w), we can then construct an extended BM25 function that has essentially parameter k 1 eliminated. We call this BM25 with the proposed term-specific k 1 "BM25T". However, there would be some potential data sparseness issues with BM25T since it relies solely on the observed TF distribution of a particular term. For example, if a term w is rare and only occurs in a few documents,k 1 (w) may be inaccurate. To address this problem, we average thek 1 (w) values of all query terms in the same collection as a globally estimated k 1 for every query term to avoid large deviation caused by data sparseness. For example, we use the followingk 1 for every query term in the WT2G collection:k1
We label BM25 with such a collection-specific k 1 as "BM25C". Between BM25T and BM25C there is another run "BM25Q", which averagesk 1 (w) values for terms from the same query and applies thisk 1 (w) value to every term in this query. BM25Q takes a tradeoff between purely term-specific k 1 and purely termindependent k 1 .
Experiments

Testing Collections and Evaluation
We used several standard TREC collections in our study for the evaluation purpose: Robust04, WT2G and WT10G. They represent different sizes and genres of heterogeneous text collections. Robust04 is a large news dataset. WT2G is a small Web collection, while WT10G is a relatively large one. Besides, we also used a homogeneous news collection AP as a cross-domain training data to evaluate the robustness of different methods. Queries were taken from the title field of the TREC topics. An overview of these collections is shown in Table 2 . We used the Lemur toolkit (4.10) 1 to implement all our algorithms. For all the datasets, the preprocessing of documents and queries included stemming with the Porter stemmer and stopwords removing using a total of 418 stopwords from the standard InQuery stoplist.
We used the standard BM25 function as our baseline, in which, both b and k 1 were well tuned on a training data set: we tuned b from 0.1 to 0.9 in increments of 0.1 and tuned k 1 from 0.2 to 3.0 in increments of 0.2. We also consider an upper bound run of BM25 (called "Oracle") where we train and test the model on the same dataset. We evaluated three variations of the proposed model-based TF normalization approach: BM25C, BM25Q, and BM25T, which automatically tune k 1 in a collection-specific, query-specific, and term-specific way respectively. For the three proposed algorithms, we only tuned parameter b in the same way as tuning the baseline; in contrast, we tuned both b and k 1 for the baseline runs.
In all experiments, k 3 was fixed to 1000 [10] . The top-ranked 1000 documents for each run were compared in terms of their mean average precisions (MAP), which also served as the objective function for parameter training. In addition, the precision at top-10 documents (P@10) was also considered in our evaluation for completeness.
Performance Comparison
In this section, we are seeking empirical evidence to answer the following two questions:
1. Can we estimate a near optimal k 1 using the automatic estimation method derived based on the log-logistic model without using any training data? 2. Is it beneficial to set k 1 adaptively to individual terms or individual queries?
We first compare our methods, i.e., BM25C, BM25Q, and BM25T, with the standard BM25. All methods are trained and tested on the same collection, and the parameter k 1 in the standard BM25 is well tuned to its optimal value manually. We can see that the BM25 run here represents the upper-bound of standard BM25, so we label it as "Oracle". Oracle uses the ground truth k 1 setting, while our methods use an automatically estimated k 1 setting. Our main goal here is to investigate if the proposed methods can automatically predict the optimal k 1 value. We report the experiment results in Table 3 .
Comparing BM25C, BM25Q, and BM25T, we find that BM25C works mostly stably. This observation shows that, although we can potentially predict k 1 adaptively for individual terms (BM25T) or for individual queries (BM25Q) by exploiting term or query specific occurrence patterns, adaptive TF normalization tends to suffer from the data sparseness problem as we discussed previously in Section 5. As a result, leveraging the estimated k 1 values of multiple terms would be able to make the prediction more robust. Yet it does not necessarily mean that adaptive TF normalization is useless: we can see that BM25T works especially well on WT2G, which may suggest that adaptive TF normalization would potentially predict k 1 more accurately but its benefits can often be offset due to the data sparseness problem. In general, BM25C works at least as effectively as Oracle. It suggests that we can automatically predict the optimal k 1 well without using any training data. Although Oracle uses the ground-truth parameter setting, BM25C still sometimes works more effectively than Oracle, which may be caused by the granularity of parameter tuning: we can only enumerate a set of discrete candidate k 1 values in the manual tuning process for Oracle, but the automatic predicted value based on Formula 9 can be more precise.
We are also interested in understanding how sensitive the parameter k 1 is and how likely a standard BM25 algorithm with manually tuned k 1 can achieve performance similar to our methods. We thus set the parameter b in each method to its corresponding optimal value, and then vary k 1 from 0.2 to 2.0 to examine the sensitivity of MAP to k 1 . The sensitivity curves are shown in Figure 1 . We can see that the standard BM25 is quite sensitive to k 1 , and even with the optimal setting for k 1 , the performance is still lower than or only comparable to our methods. This confirms again that the proposed automatic parameter tuning methods are effective.
Comparison of optimal retrieval performance alone only demonstrates the promising potential of the proposed methods. We further use a 2-fold crossvalidation method to verify our observations, where the query topics are split into even and odd number topics as the two folds. The performance is then measured by combining all the test sets. The results are reported in Table 4 . Overall, the relative performance of BM25C, BM25Q, and BM25T is consistent with our previous observations. Moreover, BM25C works consistently better than standard BM25, suggesting that, our method, although with fewer parameters to tune, appears to perform more effectively and robustly. In practice, we may not have appropriate training data in the right domain for all queries. So we are also interested in the robustness of a retrieval algorithm when the training and test sets are from different domains. In this experiment, we simulate such a scenario: a homogeneous news collection, i.e., AP, is chosen as the training data, while the three heterogeneous collections (i.e., WT2G, WT10G, and Robust04) are taken as the test data respectively. We compare the proposed three methods with a standard BM25 in this setting and present the results in Table 5 . It shows that the proposed BM25C, BM25Q, and BM25T are clearly more effective than BM25, suggesting that our estimation method is more domain-insensitive. One possible explanation is that, the parameter k 1 in the standard BM25 often over-fits the training data; the proposed approach, however, can really adapt k 1 to different collections by exploiting their term occurrence patterns.
These results thus allow us to reach the following answers to the two questions we raised at the beginning of this section:
1. We can estimate an optimal k 1 using the automatic estimation methods derived based on the log-logistic model without using any training data. 2. Due to the data sparseness problem, setting k 1 adaptively to individual terms or individual queries is often not as robust as simply averaging the estimated k 1 values of multiple terms and setting k 1 to this average value for all query terms, although adaptive k 1 prediction would potentially help.
Conclusions and Future Work
In this paper, we provide a novel probabilistic interpretation of the BM25 TF normalization and its parameter k 1 based on a log-logistic model for the probability of seeing a document in the collection with a given level of TF. The proposed log-logistic TF model can cover the TF normalization formula of BM25 as its special case, and the parameter k 1 can be meaningfully interpreted as the scale parameter of the log-logistic model. In addition, the proposed interpretation allows us to derive different approaches to estimation of parameter k 1 based solely on the current collection without requiring any training data, thus effectively eliminating one free parameter from BM25. Our experiment results show that the proposed approaches can accurately predict the optimal k 1 without requiring training data and achieve better or comparable retrieval performance to a well-tuned BM25 where k 1 is optimized based on training data. Our work also makes an important contribution in proposing a new retrieval heuristic, i.e., automatic TF normalization, which ties optimal TF normalization with interesting global statistics. Traditionally, the main global statistics exploited in a retrieval function is the IDF; our work shows that it is possible to further exploit other global statistics and develop more effective retrieval models.
There are many ways to further extend our work. Firstly, in our current study, we have only evaluated a one-parameter log-logistic model and a simple estimation method for modeling the distribution of term frequency, and it would be very interesting to investigate the interpretation of TF formula of BM25 using other appropriate models. Secondly, it would be interesting to further study how to interpret the whole TF normalization component (including document length normalization) in BM25 from a probabilistic viewpoint so that we can also optimize another important parameter in BM25, i.e., b. This is out the scope of this paper but is obviously an interesting future work.
