This paper derives a rationale for the service architecture of the ATM Forum's Traffic Management 4.0 specification. This model distinguishes a small number of general ways to provide Quality of Service (QoS) which are appropriate for different classes of applications. We construct the set of ATM service categories by first analysing the QoS and traffic requirements for a reasonably comprehensive list of applications. The most important application properties and the complexity of the related network mechanisms are used to structure the services. This method has the desirable property that the number of service categories does not expand rapidly with the introduction of new applications. We also discuss packet scheduling as the key component for realizing such a set of services, and report on an experimental realization of a Fair Queueing scheduler.
Introduction
The ATM Forum Traffic Management (TM) working group has recently completed its TM 4.0 specification, which includes a revised service architecture for Asynchronous Transfer Mode (ATM) networks [TM40] . The purpose of such an abstraction is to draw a small number of very basic distinctions in the Quality of Service (QoS) behavior of the network. It provides a conceptual tool to both equipment designers and network service providers by structuring the problem of providing appropriate QoS and traffic management over the vast space of application requirements.
We first provide a brief view of the historical development of this service architecture. The next section identifies a taxonomy of application classes, and Section 3 analyses the traffic and QoS requirements of these applications. We then develop the service categories by considering simple and then more complex services appropriate to the applications identified. The next sections discuss the methodology of our service model derivation. In the remaining two sections, we argue that packet (or cell) scheduling is the essential mechanism for attaining meaningfully differentiated QoS behavior, and report on a high-speed scheduler implementation. 1
History
This service architecture is similar to the ATM Bearer Capability (BC) concept, and is essentially a newly thought-out version of that idea. The form of the BC information element, which is signaled as part of an ATM connection set-up message, dates back to the earliest standards for B-ISDN (Broadband Integrated Services Digital Network). The BC service model distinguishes three properties: whether a source is constant or variable rate, whether the source and destination are time-synchronized, and whether the service above the ATM layer is connection-oriented or connectionless.
By comparison, our new model essentially retains the CBR/VBR distinction. The timing requirement in the BC is a very strong property. When it is asserted, the network must provide some explicit means of timing recovery, such as the Synchronous Residual Time-Stamp mechanism of ATM Adaptation Layer 1 (AAL-1). In the new model we have a fundamental notion of real-time or non-real-time, but it is limited to determining whether timing parameters such as delay and jitter are specified. Finally, the connectionoriented indication of the BC does not serve a useful purpose since a flow must always set up a connection in ATM. Whether or not a higher layer protocol is connection-oriented has little effect on the behavior of the ATM network. The BC service model is pervasive in the ITU Traffic Management standards, and provided the original structure for both the AALs and the QoS Classes [I.356] .
In order to better accommodate data communications applications, the ATM Forum incorporated a "Best Effort" indication in the signaling specification of UNI 3.0 [ATM93] . During the early TM discussions which led to the TM 4.0 model (in Sept. 1993), it became clear that Best Effort should be split into two modes, a "Plain Best Effort" (which became UBR), and a "Better Best Effort" (which became ABR) [GIRO93] . One contributing factor was that people from the telecommunications industry were less comfortable with a totally unspecified service than those from the data communications side. It was not clear for several months, however, exactly how these two services would be distinguished. In early 1994, the genesis of ABR emerged as a consensus that an ATM data-oriented service should offer a very low cell loss rate (in order to keep the Internet Protocol packet loss rate reasonable [ROMA94] ), and that this would be accomplished through some sort of native ATM feedback flow control. The VBR service underwent a similar split and clarification. In Sept. 1994, Dan Grossman of Motorola presented an argument that VBR, which is characterized by a double Leaky Bucket traffic description, should have both a real-time and a non-real-time version, the former of which includes delay and jitter parameters [GROS94] .
The rationalization presented in this paper for the ATM service model was contributed to the ATM Forum in Sept. 1994, in order to develop consensus that this model was correct, useful and not arbitrary [GARR94a] . Although it was presented publically after the model was effectively in place, the work leading to this result actually pre-dated the best effort split of 1993. (So it was not as much an afterthought as it might seem.)
We proceed with the derivation by looking at a set of applications and identifying the important characteristics. We show that the structure in the service categories reflects structure in both the application set and the switch functionality.
Consider the list of application classes in Table 1 . These are at a level of abstraction corresponding to what the user is generically doing. This list cannot be claimed as complete, of course, but it is large and representative, and therefore sufficient for our purpose. Note that this list does not include terms like "circuit emulation" or "SMDS", because these are services at a lower level of abstraction, and which themselves carry more basic applications. It also does not distinguish between business video conferencing and residential video telephone; both would be interactive video at this level.
( This list is derived (roughly following an ITU taxonomy [I.211]) by considering video, voice, image and data in conversational, messaging, distribution, and retrieval modes. Some computer applications have been added which vary in the volume of traffic and tolerance to time delay. Conversational or interactive means there is a person on each end of the connection. Messaging means a person talking to a machine. Retrieval is a person causing a machine to transfer information. Distribution is a machine sending to people or machines who listen passively. The computer communications application classes listed (17-21) are machine to machine interactions.
Each of these classes corresponds to a set of applications. Some well-known examples are indicated in Table 1 . Signaling for the ATM network itself is an important source of traffic. In terms of QoS, it is an asynchronous application which requires timely delivery. Signaling would require a QoS perhaps similar to either remote procedure call or distributed file service.
For some applications there may be different technical solutions, such as CBR MPEG vs. VBR motion-JPEG coding for video, that significantly affect the traffic and QoS of the application. These innovations often improve a service by exploiting tradeoffs (e.g., statistical multiplexing for loss) which, in turn, impose different requirements on the ATM service. These differences are not reflected in Table 1 , but will come into play in defining the service categories.
Detailed Discussion of Traffic Description and QoS Requirements
From our list of applications, we can identify a number of important traffic and QoS issues, such as the following: constant/variable rate, degree of burstiness, statistical multiplexing, real-time delay constraints, delay tolerance in non-real-time applications, interactiveness, loss tolerance, priority, use of leftover bandwidth, multiresolution coding (e.g., for loss concealment), QoS consistency, and fairness. Keeping this list in mind, we can now analyse the QoS needs of our set of applications.
Audio and video can be transmitted conveniently using CBR since they are traditionally CBR coded for circuit transport. Even with packet transport and VBR coding, the peak to average ratio for audio and video is typically in the range 3 to 10 [ GARR94, GARR93a] . Since this number bounds the statistical multiplexing gain, we could argue that CBR transport is moderately efficient for real-time audio and video applications.
Traditional computer communications applications as well as video/audio/image applications which transport discrete units of information (i.e., messaging and retrieval applications) can be quite bursty and therefore have a lot to gain from statistical multiplexing. Also, such unit-oriented applications do not have a natural rate. A first-order description of QoS for such applications is that the transaction is complete when all of the data arrives, and the sooner the transfer completes, the better the quality. The user does not care about the timing details of particular cells, but only about the transfer taken as a single object. This property identifies a fundamental distinction between such unit-oriented applications and the rate-oriented applications such as voice and video.
Considering this more carefully, however, we can note that there is a minimum transfer time, below which the user will not notice any better quality. For real-time applications, a late cell is a lost cell. For unit-oriented transfers, it is not so easy to describe good delay QoS concisely. For example, some computer communications applications are sensitive to delay because they involve tight interaction between machines. These include remote procedure calls, distributed file service and memory paging/swap. (Note that these applications can have different sensitivity to delay, even though we may call them all "non-real-time" or "delay-tolerant".) An occasional bad delay is quite tolerable, but excessive average delay will badly affect the machine processes' efficiency. A unit-oriented application can also be interactive. A text-based interaction between people or between a person and a machine is also degraded by excessive average delay, although an occasional long delay is tolerated.
Some applications are semi-interactive, meaning that one side of the conversation treats the communication as interactive and the other does not. For example any audio/video messaging or retrieval application has a person on one end and a machine on the other. This can be handled by either a real-time, rate-oriented transport or a non-real-time, unit-oriented transport. An answering machine takes advantage of the existence of the telephone network, and the information is transported as if the application were interactive. One could alternatively record the message locally and send the audio file by electronic mail. In this case the transport would be non-interactive. This choice depends on what network options are conveniently available to the user.
All messaging applications are very tolerant to delay. Distribution applications can be delayed substantially, but the delay variation has to be bounded, since a buffer is necessary to re-synchronize the playback.
For retrieval applications, a user may be somewhat sensitive to delay beyond some number of seconds; however this is much longer than the interactive real-time delay constraint.
Computer communications applications are generally sensitive to loss because all data must be received correctly and errors cause retransmission. The cost or inconvenience of retransmission depends on whether the application is also sensitive to delay. When a machine process must wait for retransmitted data, it may be desirable to purchase a more reliable network service. For bulk message forwarding, retransmission over a lossy or delayed channel may be perfectly acceptable and cheaper. Audio and video can be quite tolerant to loss if they are coded correctly. Loss of video frame synchronization information will cause significant QoS damage, while loss of some picture element resolution or loss of some speech samples could easily go unnoticed. The current thinking in video coding research is toward layered or multi-resolution coding, where high-priority and low-priority streams are created. Loss of low-priority cells has very limited effect on the overall quality, while the high-priority stream must be well protected against loss [VETT92, GARR93] . (Note that layered coding is not yet reflected in video standards such as MPEG, which were not originally designed for packetized transport.) The permitted loss tolerance of a video service may depend greatly on the user application. A video conferencing application may require less reliability than entertainment and distribution video, for example, because the users can easily compensate for slight glitches in the transmission.
There are two aspects of priority. The first is to differentiate between applications that tolerate loss or delay differently. The second is to determine who gets access to resources (bandwidth or buffers) in real time. Resources may be allocated to one service, but if not used, they can be made available to another [FLOY95] . The statistics of the applications sharing a VBR service, for example, are interesting in two ways. First, the statistical behavior and some knowledge of the required QoS can be used to produce resource allocation rules that realize statistical multiplexing gain while retaining appropriate QoS. Second, the statistics of the sources will indicate how well the leftover bandwidth, not used by that service, can be relied upon by other services running at lower priority. An obvious example is that even somewhat delay-sensitive data applications can make good use of bandwidth left over from a VBR video service, because on the rare occasion that the video uses all of its allocation, the data service can easily survive on less for the moment.
Finally, whenever various users are statistically multiplexed there is an issue of fairness. Even when a service is defined symmetrically with respect to two users, it is possible that one user gets better service than another because of the quantity or timing of the traffic submitted. If there is a wide variation in quality, such as the delay in transmitting a message, then the user may be annoyed by a perceived lack of QoS consistency provided by the network. The network can potentially provide some functionality to guarantee (or aid) fair and consistent service provision across the set of users who subscribe to the same service.
Service Categories Derived from Application Properties
The single most important distinction among applications is that of real-time and rate-oriented vs. non-realtime and unit-oriented. When people are observing a continuous flow of visual or auditory information, a lack of continuity caused by excessive jitter or loss has a significant quality impact. Further, when the application involves people interacting in real time, there is an overall delay constraint of a few hundred msec, beyond which the delay becomes noticeable and annoying. Applications having this delay constraint require very precise handling. Those that do not can be switched more economically. The tolerance of delay can be exploited to allow the switch considerable flexibility.
CBR Service Category
Real-time applications are predominately those which contain video or audio information. These applications also tend not to be very bursty, in the sense that it is reasonably efficient to assign a fixed bandwidth to a single source. For this reason, voice and video communications are commonly carried over fixed-rate circuits with tiny delays incurred in switches. This leads to a definition of the CBR service as a very simple, reliable, guaranteed channel. CBR is (by this definition) intended for real-time applications, and therefore assumes a real-time delay constraint. The allocated rate is defined, and the application is assumed to offer traffic constantly at this rate. The acceptable loss rate, maximum delay and maximum jitter are also specified.
Although CBR may be the simplest service to define, it may not necessarily be the easiest to implement well. For example, consider a CBR connection spanning several administrative domains. The CBR rate is measured and policed by a leaky bucket (LB) mechanism 1 at each administrative boundary. After traversing the first network, the measured jitter (or Cell Delay Variation, CDV) will surely increase. The traffic entering the next network is then more bursty, even though the description signaled at connection setup is the same. One approach to this problem is to set the bucket size parameter initially to accommodate the jitter inherent in the source and added by all of the networks in the path. However, this will probably lead to overly pessimistic engineering rules, since the entity setting up the connection does not generally know about the whole path. The problem of CDV accumulation, and how it scales as the network gets very large, is perhaps one of the most important and underestimated open problems in ATM networking 2 .
UBR Service Category
The applications that will not utilize a CBR channel efficiently are those which sporadically send discrete units of information. Most computer communications and messaging applications behave this way and therefore benefit greatly from statistical multiplexing. These applications do not have the real-time delay constraint, but can be moderately sensitive to loss. We can call these applications unit-oriented, as distinguished from rate-oriented, because fundamentally the object is to transfer a fixed quantity of bits rather than provide a continuous flow. The most natural, simple service discipline (in terms of implementation) for these applications is first-in first-out (FIFO) queueing, as we find in the Internet and other computer networks. The tolerance to delay implies that large buffers are appropriate in the network since they trade delay for loss. The notion of a simple service for non-real-time, bursty traffic (for which a FIFO might be an appropriate implementation), is what we commonly call "best effort". This has evolved in the ATM Forum TM group to be called Unspecified Bit-Rate (UBR), because it is a service without any explicit rate parameter. Note that UBR is exactly the service model of the current Internet, which argues that, although simple and lacking much control, it is quite useful and commercially viable.
The UBR definition therefore includes no notion of rate or GCRA parameters, although it may be useful to negotiate a ceiling rate corresponding to the smallest bottleneck along the path (the peak cell rate parameter is used for this). Similarly, there is no cell-wise delay or jitter requirement, nor any explicit loss rate contract. The QoS in this case is determined, not by algorithms operating on each cell, but by engineering the capacity of the overall system to accommodate the overall traffic demands. Although there may be no rate allocation per VC, it is probably a good design choice for the UBR service, as a whole, to have an amount of bandwidth assigned to it which cannot be pre-empted by other services.
In the current Internet, the sub-network itself is assumed not to do any congestion control. An end- 
Progression from Simple to Complex
CBR and UBR are therefore two very simple services which can accommodate the vast majority of applications. We can now add more service categories by finding features of applications which are not completely or efficiently satisfied by the existing categories. This approach gives us a systematic process and justification for creating new service categories.
Real-time VBR Service Category
An improvement in efficiency can be made by allowing real-time applications to use variable bit rate (VBR) coding. Sources can be statistically multiplexed, resulting in more efficient bandwidth usage. Since multiplexing implies some non-zero probability of loss, the applications must be coded appropriately. We can define a VBR service category as real-time (like CBR), but where the source rate is allowed to vary. The acceptable cell loss rate, delay and jitter are specified. The SCR/MBS (Sustainable Cell Rate and Maximum Burst Size) parameters can be used in addition to the peak rate to describe the variable bandwidth process. An effective way to provide statistical multiplexing while ensuring appropriate QoS for VBR video is to make engineering rules for the amount of bandwidth and buffers that are necessary for a given number of multiplexed sources. To produce these rules would require extensive experience with user-perceived quality as a function of allocated resources and perhaps other properties of the service. This design is more feasible when a dominant type of coder exists, and its statistical behavior can be studied in depth. For this to work in ATM, it may be useful to signal a source type parameter, to identify the appropriate set of engineering rules for the application. (Note that currently no such parameter exists, and in general, an adequate consensus regarding the use of rt-VBR has not been been attained in the industry.)
There are two flavors of real-time VBR, which are not explicitly separated in the standards. In the first, the traffic rate varies but the QoS (loss and delay) are consistent because sufficient resources are always guaranteed (call this Peak-allocated VBR, or PVBR). In the second, the sources are truly statistically multiplexed, so both the traffic presented and the throughput provided to the source vary (call this statistically multiplexed VBR, or SMVBR).
For PVBR, the allocated resources are always sufficient to ensure no congestion loss, assuming the source conforms to a condition such as the GCRA. When the source is not using its peak rate, then there is some leftover bandwidth which may be utilized by other services at lower priority. Since the leftover bandwidth is intermittent, it could be used for best effort traffic (either UBR or ABR), which benefits from the extra bandwidth but has no allocation contract for it.
In the SMVBR case, the network allocates less than peak rate for each source. This introduces a non-zero probability of loss, and statistically multiplexes the sources against each other. Again, any leftover bandwidth may be utilized, through the use of a work-conserving scheduler.
From the viewpoint of the network's QoS guarantee and perhaps resource allocation, PVBR is like CBR. However, from the view of the traffic description, and whether there is any possibility of economizing on leftover bandwidth, PVBR is more like SMVBR. These two forms of PVBR can be distinguished in a sense in ATM. The definition of CBR [TM40] , strictly speaking, commits resources, but does not preclude a source from underutilizing those resources. Therefore a varying source using CBR is a PVBR service with no attempt to recover unused bandwidth; while a real-time-VBR service with peak and sustainable rates set equal allocates the peak rate, but allows the network to recover unused bandwidth, if it can.
All types of video and audio applications can gain bandwidth efficiency through statistical multiplexing. However, given the choice, some applications will continue to use CBR transport because they are unwilling to incur any loss.
Nrt-VBR and ABR Service Categories
For some non-real-time, unit-oriented applications, QoS can be improved substantially by adding network functions that improve fairness, loss and/or delay. As discussed in Section 3, an appropriate delay control for these applications is quite different from one appropriate for real-time applications.
The non-real-time VBR service category improves loss and delay over UBR by providing peak and sustainable rate parameters (and corresponding bucket parameters) and a loss rate parameter. These are used to allocate resources for each nrt-VBR connection. The loss rate allows the service category to be engineered for statistical multiplexing while maintaining acceptable performance.
The main QoS considerations which have lead the ATM Forum TM group to its definition of ABR have been to minimize loss and provide fairness. The network functionality which realizes these goals is a rate-based feedback flow control protocol, the details of which can be found in the recently completed ATM Forum Traffic Management specification [TM40] . End-to-end flow control algorithms (such as TCP) do not necessarily cause resources in the middle of the network to be shared fairly. Nor do they minimize congestion as efficiently as might be possible using information from the congested node within the network. The operation of ABR's feedback flow control is assumed to be independent of the windowing mechanism of TCP. This raises two issues. Most immediately, how do these two protocols behave together? Is TCP performance improved by the ABR flow control? Is it ever worse? What happens when the ATM network is only a small part of the end-to-end TCP path? Some encouraging results were presented to the ATM Forum during the development of ABR, but clearly more work is needed. The second issue opens an interesting topic for research: Supposing that ATM becomes a significant technology underlying TCP/IP internets, can the explicit congestion notification from within the ATM subnet be passed to the end-to-end flow control mechanism, and does this improve performance over having independent mechanisms?
The ABR protocol does not use leaky bucket traffic description, and the resource allocation philosophy is therefore closer to that of UBR. It has no signaled Cell Loss Rate, although a network provider could generally advertize a CLR value with its service. No delay or jitter parameters are applicable. The ABR protocol does include an optional minimum cell rate. While this parameter is certainly useful for allocating minimum resources to the connection, and thus improving the delay averaged over, say, a file transfer, it does not necessarily provide a delay bound for each cell carried, as would be the case for a real-time service.
Defining Further Service Categories
This method of creating service categories is one of expansion by refinement. We create a tree-shaped hierarchy of choices by identifying properties that distinguish one branch from another, as shown in Fig. 1 . There are several desirable properties to this method. First, there is progressive growth. An ATM switch can be implemented immediately which accommodates any application (perhaps inefficiently) using CBR and UBR. As the usefulness of VBR and ABR becomes clear, the implementation can be extended. Services are backward compatible in the sense that, where a complex service is unavailable, an appropriate simple service will exist. This does not guarantee interoperability between switches supporting different levels of complexity, but at least it structures the problem. Also, as service categories are added, it becomes less likely that more will be justified, since the most important functions and requirements are accommodated first.
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Fixed, guaranteed resources. "Best Effort"; no explicit network control or source description; rate adaptation and loss recovery at end points. To make the decision whether to create a new category, we can ask whether a newly envisioned function is critical to the applications which use the other functions of the pre-existing category. If it provides a complementary, but non-essential function for the category, then it may be appropriate to spin off a new category for it, rather than clutter the definition of the existing category. If the added complexity is minimal, however, then it could be incorporated into the existing category, because a new category would not be justified by the distinction. For example, the minimum cell rate parameter was a small enough change to the ABR service that it could be simply added to the definition. Conversely, the TM group felt that extending the ABR mechanism to include real-time QoS would have required defining a new service category; and so the delay and jitter parameters were not allowed to be optional within ABR.
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Service Architecture as an Appropriate Abstraction for Network Design
A variety of functional mechanisms are available to switch designers in order to realize the transport of the wide spectrum of applications which ATM is intended to support. These include simple and complex scheduling algorithms, priorities, feedback flow control, and other mechanisms which selectively impose delay and loss upon traffic. A switch design combines these mechanisms to realize an appropriate QoS balance for all of the contending sources.
Both the applications and the mechanisms are concrete in the sense that their properties can be well defined, measured and evaluated. The service model, conversely, is really an abstraction. It is a tool which we use to help match applications to mechanisms. The service category is a concept which suggests that there is a set of important applications with certain common requirements and properties; and that some mechanisms exist which can provide appropriate QoS for these applications. The service category concept provides a way to discuss these common properties without having to identify precisely or enumerate fully the applications and mechanisms that we have in mind.
To see the conceptual importance of the service model, consider the problem of designing a network without one. (This discussion reflects a debate which surfaced occasionally in the TM working group before we presented this paper in 1994.) Consider the set of quantitative QoS and traffic parameters which are commonly used in ATM (i.e., PCR, CDVT, SCR, MBS, CTD, CDV, CLR, MCR, etc.). Some might argue that each application can be quantified uniquely with these parameters. The presumption then, is that the network will somehow know what to do. From the switch designer's point of view, however, the 8-dimensional space of possible characterizations is completely unstructured. At some point in the continuum of values for the parameters the functional mechanism has to change qualitatively, not just quantitatively. It is exactly this type of qualitative relation between applications and network mechanisms which is captured by the distinctions among the several service categories. The service model says which areas of the parameter space are significant in that they are likely to contain meaningful applications.
Scheduling Related to Quality of Service
This section describes briefly how scheduling, together with Connection Admission Control (CAC) and resource allocation, can be used to realize a broad range of QoS behaviors, such as those of the ATM service architecture. Admission control and resource allocation operate at the time of connection setup, while scheduling controls the transmission of each packet 3 . These functions provide the following properties:
Isolation of sources or service classes from cross-traffic; Sharing of bandwidth by connections within the same class; Utilization of bandwidth unallocated or allocated to idle sources; Statistical multiplexing; Maintaining appropriately low delay and/or loss; QoS consistency; Fairness.
Scheduling essentially creates a policy of isolation and sharing [CSZ92, FLOY95] . Typically employed at the output ports of a switch or router, it determines which of the set of waiting packets will be served next (Fig. 2) . Packets within each service class are queued together and (typically) retain their order. So the scheduler is really choosing only among the head-of-line packets of each of the service classes.
Most early ATM switches and Internet routers used the first-in first-out (FIFO) service discipline for scheduling. FIFO is a simple solution, and is quite appropriate where the traffic sources have equal priority and roughly equivalent QoS requirements. A method to provide partial isolation for different classes of applications is through priority scheduling. A two-priority system can effectively separate real-time video sources from bursty computer sources which tolerate delay. However, when there are two statistically multiplexed classes with different QoS requirements-that is, each can overload its allocation but neither can tolerate arbitrary interference from the other-then an isolation mechanism beyond priority is necessary. This is certainly the case for ATM. Since the two VBR service categories can be engineered for an acceptable level of loss, there must be some way to allocate bandwidth and buffer resources without statically prioritizing one over the other.
A number of schedulers which are all variations on Fair Queueing [DEME89] have the effect of providing access to a share of bandwidth, as if each service class in Fig. 2 had its own server at its given rate. The fact that other classes are sharing the link does increase the delay variation somewhat over this ideal. Since these schedulers are work conserving, they have the property that when at least one class is backlogged, the server will not be idle. This ensures that any bandwidth left unused by an idle class will not be wasted. A delay bound for real-time services is ensured by allocating enough bandwidth, and limiting the buffer size for the service class. Loss rates are controlled by limiting the number of connections which can join a class. To provide a meaningful bound on loss may require more knowledge of the types of 
Fair Queueing Algorithms
The Fair Queueing service discipline was originally an attempt to ensure fair access to bandwidth for a set of similar users [DEME89] . The number of users was assumed to vary dynamically without any explicit limit. This version also used equal shares for each source. A generalization known as Weighted Fair Queueing (WFQ) [PARE92, CSZ92] allows an arbitrary balance of the users' access to bandwidth. In contrast to FIFO queueing where a source can increase its share of service by presenting more demand, Fair Queueing is designed to serve users according to their weights, or shares, and any over-active sources are penalized by packet loss or delay. Thus, Fair Queueing is essentially a mechanism to assign bandwidth to connections, or sets of connections, while allowing any leftover capacity to be shared by the active users. Fair Queueing is itself a generalization of the round robin service discipline [HAHN86, KLEI75] . Round robin can also be weighted, but always checks the service classes in a fixed order, and requires small-integer ratios of the weights. If a class is idle it moves as quickly as possible to the next active class. It is therefore (like WFQ) work conserving and particular transmission slots are not reserved. Fair Queueing gains some performance over Round Robin by avoiding the fixed service order.
WFQ has a significant implementation problem in the form of high computational complexity. Another variation known as VirtualClock was invented at about the same time [ZHAN90] . This can be easily implemented, but does not always achieve the delay and fairness properties of WFQ. These properties were proved by Parekh and Gallager for WFQ when used in conjunction with the Leaky Bucket packet admission policy [PARE93a, PARE94] . Our experiment uses an approximation to WFQ called Self-Clocked Fair Queueing (SCFQ), which is implementable and yet retains most of the desirable properties of WFQ [GOLE94, GOLE95, BENN96].
Details of WFQ
A compact expression and realization for the WFQ scheme was presented in Abhay Parekh's doctoral thesis [PARE92] . A hypothetical fluid-flow queueing (FFQ) system with the same server speed and an identical pattern of traffic arrivals is considered and a virtual finishing time or service tag is computed. Packets in the real system are then served in the order of these tag values. The service tag F i k is determined as, In order to calculate the packet service tags, we need to know v(t) for the corresponding FFQ system. Now, v(t) is a piecewise linear function which describes the cumulative service acquired by a backlogged source of unit weight [PARE92] . The complexity of computation of v(t) depends on the frequency of its breakpoints, which occur whenever there is a change in the set of concurrently active classes in the fluid model. That is, whenever a class changes from busy to idle, or the reverse, the algorithm requires some computation. It is possible for a large number of breakpoints to occur during a small period of time. This property makes the implementation of WFQ practically impossible-which leads us to consider approximations.
Self-Clocked Fair Queueing (SCFQ)
This scheme 4 adopts a different notion of virtual time. Instead of linking virtual time to the work progress in the FFQ system, or to an outside clock (as in VirtualClock), it uses a measure of progress in the system itself, hence its name. For SCFQ the service tag is computed as
wherev (t) = service tag of the packet in service at time t.
Whenever the server becomes idle and no packets are queued, the algorithm may be re-initialized by setting to zero bothv(t) = 0 and the last tag for each class. The value ofv(t) is a measure of virtual time in SCFQ as v(t) is in WFQ. There does not, however, appear to be a simple relationship between the two constructions of virtual time, so the mathematical proofs of properties for each algorithm are quite different [PARE93a, PARE94, GOLE94, GOLE95]. The advantage of this scheme is that the computation of the virtual time is negligible as it is simply extracted from each packet as it goes into service.
Fair Queueing Implementation
We have constructed an experimental research prototype for cell scheduling using the Output Port Controller (OPC) of the Sunshine Switch, which was a previous project at Bellcore [GIAC91] . This board is capable of running Fair Queueing algorithms in real-time with link rates of 150 Mb/s. It has two inputs and one output with STS-3c interfaces, so the input traffic is capable of overloading the output during traffic bursts. (This is necessary, of course, to have traffic queued within the scheduler.) The board uses an i960 processor and a large cell store. The scheduling algorithm is realized in software, and controls the order in which cells are transmitted. The SCFQ algorithm has been programmed into the OPC using C code which was compiled into assembly and then further optimized. 4. transmit the packet corresponding to the lowest tag in the sorted list;
5. store the lowest tag value (it is used for the computation of tags of subsequently arriving packets).
The only major complexity is the maintenance of a sorted list of tags from the head-of-line packets of each class. Using a software algorithm would be prohibitively complex at broadband speeds (e.g., 3 sec for an ATM cell at 150 Mb/s). To solve this problem, we use a VLSI chip [CHAO91, CHAO92] , which can sort up to 256 items at a rate which is one order of magnitude faster than our requirement.
Results
This implementation had a measured input bandwidth of about 147 Mb/s. Although not able to keep up with two full-speed inputs, it is sufficient to allow experimentation with FQ algorithms. A demonstration has been set up with two video sources, running on workstations at about 4-5 Mb/s. A steady cross-traffic generator is applied to the second input to provide a constant overload on the 150 Mb/s output. A switch output with only FIFO queueing would normally drop cells from all three sources in proportion to their offered load. The Fair Queueing controller, however is able to protect the video sources from the overload by allocating them sufficient bandwidth, and isolating their service from the interference caused by the overloading source.
Given this experimental realization, we can argue that such a Fair Queueing mechanism is easily realizable for real switches. There are processors on the market now with ten times the speed of the i960 (we're using an old version), and a commercial implementation would be reduced to faster hardware devices rather than using a general programmable platform. Between these two factors, we conclude that it should be possible to implement such a device even at 622 Mb/s without difficulty.
Conclusions
The purpose of the ATM service architecture discussion, as it was presented to the ATM Forum in late 1994, was to develop some consensus on both the model itself, and on how service categories should be generally defined and distinguished. The qualitative distinctions made by service category definitions are an important supplement to the quantitative traffic/QoS parameter values. We argue that the set of service categories can be derived logically from application requirements. In particular they distinguish real-time from non-real-time services and then provide simple and more complex solutions for each case. The added mechanisms in the more complex categories are justified by providing some benefit or economy appropriate to a significant subset of the applications considered.
The Fair Queueing scheduling algorithms, and SCFQ in particular, provide an extremely useful mechanism for realizing differentiated QoS behavior in ATM switches. An experimental research prototype has been constructed to demonstrate the practicality of such sophisticated scheduling mechanisms.
