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Fig. 2. The receiver block diagram with RNS processing.
the retained MLD outputs can be corrected using the RRNS de-
coder. The variables for in Fig. 2 are com-
puted in the process of demodulating the residue digits. They
are used as the metrics for making decisions as to which MLD
outputs will be dropped before RRNS decoding, an issue that
will be discussed in Section IV.
Given the properties of the RNS arithmetic, here we propose
RRNS codes for error control. RRNS codes can be constructed
according to the characteristics of the RNS arithmetic [6]–[8].
They are so-called maximum-distance-separable codes [8].
An RRNS code—where the information dynamic range
is [0, ) and the total code dynamic range is [0,
)—has a minimum distance of ( 1) and hence is
capableofdetecting( )orlessresiduedigiterrorsorcorrect
up to residue digit errors. Alternatively,
an RRNS code is capable of correcting a maximum of
residue errors and simultaneously detect a maximum of
residue errors, provided that . Algorithms for
RRNS decoding can be found in [6]–[8].
However,ifwelet bethenumberofdiscardedresiduedigits,
where , then an RRNS code is converted to a
RRNS code after out of the residue digits and
their corresponding moduli are discarded. Hence, the reduced
RRNS code can detect up to [ ] residue digit
errors and correct up to [ 2] residue digit errors.
This property suggests that the RRNS decoding can be
designedbyfirstdiscarding outofthe outputsof
theMLDsinSectionIofFig.2,whichisfollowedbyRRNS
decoding. Since the discarded outputs are not required to
be considered in the RRNS decoding, the decoding
procedure is therefore simplified.
Accordingly, as seen in Fig. 2, Section II of the receiver
is used to implement the above RNS processing, such as
error-correction-only decoding, error-dropping-only decoding,
and error-dropping-and-correction decoding. The performance
of this system will be analyzed in the forthcoming sections.
After the RNS processing, the set of retained residue digits
of the RNS-processing outputs are input to the IRNST block of
Fig. 2 (Section III). The estimation of the information symbol
ensues according to known RNS decoding algorithms [14],
[15].
The structures of the transmitter and receiver in the RNS-
based or the RRNS-based parallel communication systems sug-
gest that the moduli have to be selected according to the fol-
lowing criteria.
1) For a given information dynamic range , the informa-
tion can be uniquely and unambiguously represented by
a residue digit sequence with respect to the moduli.
2) Since the sum of the modulus values determines the
number of required correlators, the number of moduli
and the modulus values must be selected such that their
productis maximizedand theirsum is minimized. Hence,
for a given number of moduli, the modulus values have
to be selected to be as close to each other as possible for
the sake of maximizing their product and minimizing
their sum.
Now, we focus our attention on the performance analysis of
theproposedalgorithms.Wenoteherethatreadersmainlyinter-
estedinthesystem’sBERperformance—ratherthaninitsmath-
ematical characterization—can directly proceed to Section V.
III. AVERAGE BIT ERROR RATE WITHOUT RNS PROCESSING
In this section, we derive the expression of the BER for
the proposed system over AWGN channels without RNS
processing. This implies that and all moduli are used
for signal transmission, or, in other words, the dynamic range
of the transmitted symbols is given by [0, ). Note that
the expressions of the BER are reduced to the corresponding
conventional formulas for the -ary orthogonal signalling
scheme discussed in [23], when .
Due to the independence of different residue digits in the
RNS, we may compute the system’s BER by first computing1538 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 51, NO. 6, NOVEMBER 2002
theerror probabilities forreceiving the residuedigits separately.
Then the system’s average BER can be obtained by exploiting
the previously stated properties of the RNS arithmetic, it will
become explicit during our further discourse.
When a coherent receiver is considered, the set of decision
variables can be written as [23]
Re
(7)
for receiving residue digit ( ), where is the
carrier phase. Let us assume that the orthogonal sequences
are selected for transmitting the
residue sequence (0, 0, , 0). Then, the decision variables can
be expressed as
(8)
(9)
for and a given , where
Re (10)
are zero-mean Gaussian random variables with variance
. Consequently, the probability density functions (pdfs)
of the decision variables and
for a given index are given by [23]. After
normalization by the mean-square noise power of , the above
distributions are given by
for (11)
for and for a given (12)
where denotes the output signal-to-noise ratio
(SNR) of the demodulator dedicated to receiving residue digit
. Moreover, if we let for all for a
given ,thenthepdfof canbeexpressedas(AppendixI)
(13)
where is the -function defined as
.
The probability of correctly receiving the residue digit
is the probability that exceeds all other decision variables
within its residue bank in Fig. 2, or the
probability that exceeds , which can be computed as
[23]
(14)
for .
Since no redundant moduli are considered in this section, a
symbol is received correctly, if and only if all residue digits
are received correctly. Hence, the probability of correct
symbol recovery can be expressed as
(15)
Finally, the BER can be approximated as [23]
(16)
when is sufficiently high.
When , (16) is simply reduced to the BER of the con-
ventional -ary orthogonal signaling system [23]. However,
if the conventional -ary orthogonal signaling system has the
samenumberofbitspersymbol,astheRNS-basedsystem, then
(17)
must be satisfied. This implies that for the conventional -ary
orthogonal signaling system, number of cor-
relators are required in order to demodulate ( )-bit
symbols,incontrasttotheproposedRNS-basedparallelorthog-
onalsignalingscheme,inwhichonly( )numberofcor-
relators are necessitated.
In thecontext of thewell-known 64-ary IS-95 system, clearly
a total of 64 correlators are required in order to detect the 6-bit
symbols transmitted. By contrast, in our proposed RNS-based
system, we may opt for using the relativeprime moduli of three,
four, and seven. The demodulation of each of the associated
residues in Fig. 2 requires only three, four, and seven correla-
tors, respectively. Explicitly, only correlators
are required at the receiver, instead of 64 in the conventional
IS-95-like -ary system.
As a more extreme example of a futuristic system, let us con-
siderthesysteminthefirstlineof[36,TableI],transmitting
bits per symbol and hence requiring
correlators, which is clearly impractical for any application. By
contrast, the proposed RNS-based system needs
correlators. Hence, the complexity of
the receiver is significantly decreased in terms of the number of
correlatorsrequired. However,in RNS- or RRNS-based parallel
communication systems, an RNST unit is required at the trans-
mitter side and an IRNST unit is required at the receiver side in
ordertoimplementbinary-to-residueandresidue-to-binarycon-
versions, respectively. The complexity of the IRNST converter
can be significantly decreased when using systematic RRNS
codes and the so-called mixed radix conversion (MRC) based
on base extension (BEX) algorithm [19]. In the following sec-
tion, we derive the BER expressions for the RNS-based system
having redundant moduli, i.e., after RNS processing in Fig. 2.
IV. AVERAGE BIT ERROR RATE WITH RNS PROCESSING
In this section, we derive the BER expression of the RRNS-
based orthogonal system when redundant moduli are consid-
ered. In this part of this paper, an approximation is proposed
for evaluating the BER over the AWGN channel in order to
render the numerical analysis tractable. By contrast, accurate
BER computations are invoked over Rayleigh fading channels
in Part II of this paper [36]. We also assume an equal energy for
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furthermore that all equations derived in this section and in [36,
Section IV] are suitable for the average BER computation of
Reed–Solomon (RS) coded systems [35] using similar design
criteria. To characterize the BER performance of RS codes, we
simplyreplacethecorrespondingmoduli oftheRRNScodes
in the computations by a constant modulus of , which
is the dynamic range of the RS coded symbols; is the number
of bits per RS coded symbol. In [36, Section IV], we will elab-
orate on this issue further, emphasizing that the corresponding
RS-coded system constitutes the special scenario of con-
stant number of bits per symbol.
The properties of the RNS arithmetic indicate that if an RNS-
basedorthogonalsignalingschemeisdesignedwith
numberofredundantmoduli,thenupto( )numberofMLD
outputs in Fig. 2 can be dropped before the IRNST while still
recovering the transmitted symbol using the retained MLD out-
puts, provided that the retained MLD outputs are those matched
to the related residue digits. Conventionally, this kind of drop-
ping is referred to as “erasure.” An example of this is known in
the context of RS codes [29], [30], [34], [35], where the lowest
reliability symbols are erased and error-and-erasure decoding is
employedatthereceiver.Intheproposedsystem,weintroduced
the so-called ratio statistic test (RST). A relative of this test was
defined as the ratio threshold test (RTT) by Viterbi [34] due to
invokingathresholdinhissystem.Inthispaper,theRSTisused
in the demodulation process in order to decide which MLD out-
puts of Fig. 2 may be dropped in the RNS processing before
RRNS decoding or the IRNST. The RST of the correlator bank
for receiving residue digit , , is defined as [34]:
(18)
where and represent the maximum
and the “second maximum” of the correlator outputs of
, respectively, which are invoked for
detecting residue digit . The RST is based on the fact that an
unreliable received signal is likely to have nearly equal energy
in both the correlation branch matched to the transmitted signal
and the correlation branches mismatched to the transmitted
signal, in particular, as far as the second largest one is con-
cerned. More explicitly, let the residue sequence (0, 0, ,0 )
be transmitted. Then the noise-contaminated pdfs of and
for , which are given in (11) and (13),
are shown in Fig. 3 for an AWGN channel at a bit-SNR of 2
dB. Let us assume that and represent the hypotheses
that a residue digit is demodulated correctly and erroneously,
respectively. Then—under the error-free reception hypothesis
of —the amplitudes of and are most likely to
reside in the area of and of Fig. 3, respectively. However,
if the residue digit is decided erroneously—i.e., under the
hypothesis of —both the amplitudes of and
are most likely to reside in the area of . Since these decision
regions are comparable in size, we often arrive at erroneous
decisions. Accordingly, we can argue that the absolute value of
, i.e., under the error-free reception hypothesis —is
usually higher than that under the erroneous reception hypoth-
esis of . Consequently, we can assume that the demodulator
Fig. 3. The noise-contaminated pdf f (x);f (x) according to (11)
and (13) for the modulus of m =1 6and an AWGN channel SNR per bit of
￿ =2dB.
Fig. 4. The pdf of j￿ j = max f￿g= max f￿g according to (19) under
thehypothesisofH andH ,usingthemoduliofm =1 6and32atanAWGN
channel SNR per bit of ￿ =2and 6 dB.
outputs having the lowest absolute value of for the RST are
the lowest reliability outputs. The exact pdfs of under the
assumptions of and are given in Appendix II. Finally,
the pdfs of under assumptions and can be expressed
as
(19)
where .
The exact pdfs of and are shown in
Fig. 4 at SNRs per bit of 2 and 6 dB when moduli of
and are considered. As expected, when a residue digit
isdemodulatedcorrectly,thevalueof mostprobablyresides
intheareaof ,whileunder ,thevalueof islikelyto
be close to . As evidenced by Fig. 4, when increasing the
SNRperbit,thedistributionof willshifttotheright
foragivenvalueof .Moreover,whenincreasingtheSNRper
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at —the peak of the distribution under the erroneous de-
cision hypothesis—becomes higher. These phenomena can be
explainedwithreference toFig.3asfollows.Let bethecor-
relator output matched to the transmitted residue digit , while
arethecorrelatoroutputsmismatched
to . Then, since was not the maximum correlator output
under the erroneous decision hypothesis , the expression of
in (18) obeys
(20)
Furthermore, when carrying out an erroneous decision, we
found that in AWGN, the most likely event is that is
the second largest correlator output and hence the “second
maximum,” namely, in (18), obeys
(21)
It can be shown mathematically that under the erroneous deci-
sion hypothesis and for a given SNR per bit, we have
i.e., when using a high value of , statistically both the first
maximum and the second maximum of the correlator outputs
dedicated to receiving the residue digit take a similar value.
Consequently, the distribution peak of their ratio, namely, that
of at , is increased when increasing the
value of . Viewing the same phenomenon from a different
perspective in AWGN, for a given value of and for a high
SNR per bit —i.e., when the effects of noise are negligible—the
second maximum of the correlator outputs dedicated to re-
ceiving residue digit is the most likely error event under ,
which is most likely to happen around the crossing point of the
curves of and in Fig. 3. Consequently, both
the first maximum and the second maximum of the correlator
outputs dedicated to receiving residue digit have a similar
value, which increases the pdf peak of their ratio, namely,
that of at . Furthermore, from the results
of this part of the paper concerning AWGN and on the basis
of the results of Part II [36] concerning multipath fading, we
can argue—without a formal proof—that the distribution of
tends to a Dirac pulse when increasing the value of
toward infinity.
However, using the exact pdfs of in order to
estimate the BER after IRNST is an arduous task due to
the quadruple or even higher number of embedded integrals
involved. Hence, in this part of this paper, we invoke ap-
proximations in order to simplify the analysis, noting that for
Rayleigh channels, we will provide exact equations in Part
II [36]. First, under the error-free decision hypothesis ,
the pdfs of and can be approximated by
the individual pdfs in (11) and (13), respectively, when the
SNR per bit is sufficiently high, which leads to the terms of
[ ], , and becoming near unity in
the effective area of and . These
approximations also imply that under the error-free decision
hypothesis , the pdfs of and are the
unconditional pdfs of the correlator output matched to the
transmitted residue digit and the maximum among the other
correlator outputs mismatched to the transmitted residue digit,
respectively. Using the above approximation, we can obtain the
pdf of under , which is formulated as shown in (22) at
the bottom of the page, where represents the probability
that exceeds , i.e., is the correct reception
probability of residue digit , which is given by (14).
Secondly, we approximate the pdf of under the er-
roneous decision hypothesis by a Dirac pulse, i.e.,
. Note that the first approximation
increases the estimated BER, since the pdfs of and
are assumed unconditionally to reside in the area
of Fig. 3—rather than residing there conditionally—which con-
sequently increases the pdf overlap probability that is indicative
of the BER. By contrast, the second approximation decreases
the estimated BER, since the distribution of is more
noise-resilient when , since increased noise-samples are
required for its corruption. However, when the SNR per bit of
the transmitted signal is sufficiently high, the estimated result
is very close to the exact BER.
Having determined the pdfs of under and ,w e
now estimate the BER by first estimating the correct symbol
probability after the IRNST block in Fig. 2. After obtaining the
correct symbol probability, the average BER can be estimated
using (16).
Let represent the number of residue digit errors encoun-
tered in the received RRNS codeword and let rep-
resent the actual number of residue digit errors discarded by
dropping number of lowest reliability MLD outputs before
RRNS decoding. Since a RRNS code can
correct up to residue digit errors [8],
a symbol is recovered without errors after IRNST if and
follow a) or b) and
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where represents a possible map-
ping of and we used the approxi-
mation of in the
derivation of (27).
We note here that instead of the above RRNS codes, the well-
known RS codes can be introduced for the protection of the par-
allel transmitted information symbols. Recall that RS codes are
based on a constant value of —where is the number
of bits per RS-coded symbol—and a similar BER performance
is maintained for an RS and an RRNS code.
This is because both codes constitute a class of maximum-dis-
tance-separable codes [35]. An RS code can correct up
to [ 2] errors and detect up to [ ] errors. More-
over, an RS code can correct up to errors and era-
sures, if and only if 2 . Hence, upon using
an RS code for the protection of the parallel transmitted
information instead of the RRNS scheme described pre-
viously, up to number of the lowest reliability
outputs of the MLDs can be discarded, yielding a similar BER
performance to that of our proposed RNS-based system. How-
ever, if an MLD output is discarded, the RS decoding interprets
the related symbol as an erasure, and error-and-erasure correc-
tion decoding is used for error correction and erasure filling
[35]. Consequently, the decoding procedure cannot be simpli-
fied by discarding some outputs of the MLDs in Fig. 2, and
hence the decoding complexity cannot be decreased. Further-
more, short RS codes are usually designed by shortening long
RS codes, which implies complex decoding algorithms, since
shortened RScode decoding typically uses full-length decoding
of the zero-padded shortened code. The above similarities and
dissimilarities of RS and RRNS codes were mentioned in order
to link the less known RRNS codes to their better known rela-
tives. However, RS coding of the parallel transmitted informa-
tion is not discussed further in this paper.
V. NUMERICAL RESULTS AND ANALYSIS
In this section, the previously derived analytical expres-
sions are numerically evaluated and interpreted. In Fig. 5,
we evaluated the influence of unequal residue digit en-
ergy on the BER. The relative prime moduli used were
, which did not achieve a
near-maximum dynamic range, since that requires values close
to due to . Nevertheless, these
different values allowed us to demonstrate the effect of unequal
residue energy distribution. The symbol-SNR could be ex-
pressedas
according to (5). This implied that we could examine the in-
fluence of unequal residue energy on the BER by changing
the SNR per residue digit. Hence, we let the bit-SNR be
dB. Then the total SNR for transmitting the three
residuedigitscanbecomputedby .
Hence, by changing one of the , , values, say, ,
( ), the other two follow the relation
for .
Consequently, three curves were obtained. The curves sug-
gest that the equal residue energy scheme is not the optimum
one. More explicitly, the point where the three curves intersect
Fig.5. BERversusresiduedigitSNR￿ ,￿ ,and￿ fortheRNSsystemwhen
unequal energy is distributed for the residue digits r , r , and r (m = 3,
m =1 7 , m =5 3 ) computed from (16) and (14).
Fig. 6. BER performance of various nonredundant RNS-based orthogonal
signaling schemes with u =2moduli and a dynamic range of M = m m
computed from (16) and (14).
represents the BER when equal residue energy is assumed, i.e.,
SNR dB. To
achievetheoptimum BERperformance, thecurves indicate that
lessthantheaverageenergyshould be allocatedtothose residue
digitswhosemoduliare lessthantheaverage.Bycontrast,more
than average energy should be allocated to moduli larger than
the average. However, for systems having approximately equal
moduli,e.g.,2 ,2 ,2 ,theequalresidueenergyscheme
can achieve near-optimum BER performance.
The BER performance of various nonredundant RNS-based
systems using moduli was computed according to (16)
and (14). The associated BER curves are shown in Fig. 6.
Throughout our experiments, a range of different moduli values
were assumed, which are explicit in the figures. In the com-
putations, equal energy residue digits were employed for the
RNS-based system. The results show that when the values of
the relative prime moduli increased—in fact, when the product
of the two moduli increased—the BER decreased gracefully.YANG AND HANZO: RESIDUE NUMBER SYSTEM BASED PARALLEL COMMUNICATION SCHEME: PART I 1543
TABLE I
THE PARAMETERS RELATED TO THE NUMERICAL COMPUTATIONS OF FIG.7
Fig. 7. BER versus SNR performance for the RRNS-based orthogonal
signaling system with parameters given in Table I using (24), (25), and (16).
This may be explained on the basis of (14), since when the
product of , increases, the dynamic range and the
number of bits per residue symbol— —also
increases, implying that the energy per symbol, or the energy
used for transmitting each residue digit, increases. Hence, the
BER is decreased.
Fig. 7 portrays the BER performance computed from the
equations of Section IV conditioned on the assumption that
the information bit energy was limited. In this figure, we
evaluated the effect of the error-dropping and error-correction
policies on the BER performance of the proposed RNS-based
orthogonal signaling scheme with moduli. The param-
eters related to the computations were given in Table I, where
is the number of bits per symbol. The re-
sultsofFig.7showthatbydesigningtheRNS-basedorthogonal
signaling scheme with redundant moduli—i.e., upon using the
proposed RRNS-based orthogonal signaling scheme—coding
gain can be obtained to improve the BER performance for both
error-dropping-only and error-correction-only RNS processing.
Upon employing error-dropping-only RNS processing, an SNR
gain of about 1.5 or 2.1 dB can be achieved, respectively, using
one or two redundant moduli at a bit error rate of 10 . Using
error-correction-only RNS processing, only about 1-dB SNR
gain can be achieved using two redundant moduli at a bit error
rate of 10 . Hence, the RST-assisted RNS-based orthogonal
signaling scheme is an attractive communication scheme. This
Fig. 8. BER versus SNR performance for the RRNS-based orthogonal
signaling system with parameters given in Table II using (26)–(27), and (16).
TABLE II
PARAMETERS RELATED TO THE NUMERICAL COMPUTATIONS OF FIG.8
is because upon using number of redundant moduli, we can
drop up to number of residue digit errors and recover the
codeword correctly by using the proposed RST-based dropping
scheme, while we can only correct up to 2 residue digit
errors by using our error-correction scheme.
Similarly, in Fig. 8, we evaluated the BER performance of
the RNS-based orthogonal system, when error-dropping-only,
error-correction-only, and error-dropping-and-correction RNS
processing were considered. The parameters concerned were
given in Table II. The results show that in the scenario consid-
eredusingthesamenumberofredundantmoduli,abouttwiceas
high SNR gain can be obtained upon using error-dropping-only
RNS processing than by error-correction-only RNS processing.
Part II of this paper considers the associated system perfor-
mance over Rayleigh channels.
APPENDIX I
THE PROBABILITY DENSITY FUNCTION OF THE TH MAXIMUM
InthisAppendix,wederivethepdfofthe thmaximumofthe
independent random variables , which may
be expressed as
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where for follows the pdf of . The
distribution function of can be written as
(29)
where represents the sum of different selections of
out of . Note that at the second step of the above derivation,
we assumed that was the th maximum. Consequently,
there were ( 1) out of the remaining ( 1) variables whose
values were lowerthan , and thevalues of theremaining (
)variableswerehigherthan .Since for
are independent random variables, (29) can be expressed as
(30)
After differentiating the above equation with respect to the vari-
able , we finally obtained the pdf of (28) as
(31)
Note that when or and obey identical
distributions, then
and
are equal to one and (31) represents the well-known
pdf of the distribution or
, where the corresponding pdfs are
written as [33]
(32)
(33)
respectively.
APPENDIX II
THE PROBABILITY DENSITY FUNCTIONS OF THE RATIO
STATISTIC TEST UNDER ASSUMPTIONS AND
The aim of this Appendix is to derive the pdfs of the RST de-
fined in (18), under the hypotheses that the demodulator output
is correct ( ) and that it is inerror ( ). Under the assumption
of , the normalized pdfs of the maximum and the “second
maximum” of the correlator outputs
can be expressed as
(34)
(35)
where is given by (14). Under the assumption of , the
pdfs can be expressed as
(36)
(37)
Consequently, the pdfs of condi-
tioned on the assumption that the maximum is larger than the
secondmaximum,andundertheassumptionsof and can
bederived.Duetospacelimitations,wedonotprovidetheinter-
vening steps, only the results, which are shown in (38) and (39)