Regularity of minimal intrinsic graphs in 3 dimensional sub-Riemannian
  structures of step 2 by Barbieri, Davide & Citti, Giovanna
ar
X
iv
:1
11
1.
06
66
v1
  [
ma
th.
AP
]  
2 N
ov
 20
11
Regularity of minimal intrinsic graphs in 3 dimensional
sub-Riemannian structures of step 2
D. Barbieria,1, G. Cittia,1
aUniversita` di Bologna, Dipartimento di Matematica, p.zza di p.ta S.Donato 5, 40126 Bologna, Italy.
Abstract
This work provides a characterization of the regularity of noncharacteristic intrinsic min-
imal graphs for a class of vector fields that includes non nilpotent Lie algebras as the one
given by Euclidean motions of the plane. The main result extends a previous one on the
Heisenberg group, using similar techniques to deal with nonlinearities. This wider set-
ting provides a better understanding of geometric constraints, together with an extension
of the potentialities of specific tools as the lifting-freezing procedure and interpolation
inequalities. As a consequence of the regularity, a foliation result for minimal graphs is
obtained.
Resume´
Ce travail fournit une caracte´risation de la re´gularite´ des graphiques intrinse`ques mini-
maux pour une classe de champs de vecteurs qui comprend alge`bres de Lie non nilpotent
comme celles obtenues dans le groupe des mouvements rigides du plan Euclidien. Le
re´sultat principal e´tend un pre´ce´dent re´sultat dans le groupe d’Heisenberg, en utilisant
des techniques similaires pour traiter les non-line´arite´s. Dans ce cadre plus ge´ne´ral,
on peut mieux comprendre les contraintes ge´ome´triques et les potentialite´s des outils
spe´cifiques comme la proce´dure de lifting-freezing et les ine´galite´s d’interpolation. A
la fin un re´sultat de foliation pour les graphiques minimaux est obtenu comme une
conse´quence de la re´gularite´.
Keywords: minimal surfaces, vector fields, nonlinear degenerate differential equations,
sub-Riemannian geometry.
1. Introduction
We prove a regularity result for noncharacteristic intrinsic minimal graphs in a 3
dimensional sub-Riemannian contact structure. Such a sub-Riemannian structure is
defined by the choice at every point of R3 of a couple of vector fields X1, X3, which,
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together with their first order commutator
X2 = [X1, X3] (1.1)
span the tangent space at any point. This condition is a special case of the well known
Ho¨rmander type condition [29] and ensures that it is possible to endow the space with a
sub-Riemannian metric (see [3]). However we will see that low dimensional situation is
particularly interesting for our problem, since minimal graphs in 3 dimensional Lie group
satisfy a foliation result, which is not present in higher dimension.
As it is usual, we will call horizontal tangent bundle the bundle H spanned at every
point by X1 and X3, and we will define on it a metric g0, by requiring that {X1, X3}
form a g0−orthonormal basis of H. For each ǫ > 0 we extend g0 to a Riemannian metric
gǫ by requiring that {X1, X3, X2} form a gǫ−orthonormal basis of H.
The notion of regular surface in the sub-Riemannian setting has been introduced by
Franchi, Serapioni and Serra Cassano, who (in [21], [22]) extended to this context the
celebrated blow up technique introduced by De Giorgi. They defined a regular surfaceM
as the zero level set of a function f , whose intrinsic gradient (X1f,X3f) never vanishes.
The horizontal tangent space to M , denoted by HM, is the fiber bundle whose fibers
HpM at any point p are given by the intersection between the Euclidean tangent space
TpM and the horizontal tangent space Hp. The assumption of nonvanishing gradient on
f ensures that HpM is spanned at every point by a single vector field, called horizontal
tangent vector to M at the point p. Hence a surface of this type is not regular in the
standard Euclidean sense and in general it will be a fractal (see [31]). In particular, the
standard implicit function result does not hold in this case. However, up to a suitable
change of coordinates, we can assume that the vector fields Xi are represented as
X3 = ∂x3 , Xi = σ
j
i (x1, x2, x3)∂xj i = 1, 2
and in these coordinates the surface M becomes an intrinsic graph of the form
M = {x3 = u(x1, x2); (x1, x2) ∈ Ω ⊂ R2} . (1.2)
It has been proved in [1] and [15] that the function u is differentiable along the vector
field X1,u, projection on TΩ of the horizontal tangent vector to M :
X1,u = X1
∣∣
M
= σ11(x1, x2, u(x1, x2))∂x1 + σ
2
1(x1, x2, u(x1, x2))∂x2 .
Besides, if the Lie derivative X1,uu is continuous, the function u is called of class C1u. In
the particular case of the Heisenberg group a systematic study of properties of spaces C1u
has been carried out in [23], [24], [6], [4].
1.1. Minimal surfaces
The first definition of minimal surfaces in this context is due to Garofalo and Nhieu
[25], as first variation of the perimeter functional. Pauls in [35], studied the same notion
as the elliptic regularization of the sub-Riemannian metric. A different, but equivalent
notion was given by Cheng, Hwang, Malchiodi and Yang [11] in general CR manifolds.
In particular the specific case of three dimensional pseudo-hermitian manifolds has been
outlined in [32]. Later, Danielli, Garofalo and Nhieu in [19] extended these concepts
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with a general notion of horizontal mean curvature in sub-Riemannian setting. Ritore´
and Rosales, in [37] and [38], use a different approach in order to introduce a notion of
constant mean curvature under a volume constraint. We also refer to [33], [40] for different
notions of first variation of the perimeter, and to [10] for a survey of the problem.
The condition of zero horizontal mean curvature can be expressed as follows in terms
of the previously introduced vector field:
X1,u
(
X1,uu√
1 + |X1,uu|2
)
= 0 (1.3)
(see [7], [2], [20]). Indeed equation (1.3) is the Euler-Lagrange equation for the sub-
Riemannian area functional
Lip(Ω) ∋ u 7→ PX1,X3(Eu,Ω× R) =
∫
Ω
√
1 + |X1,uu|2dx1dx2
where Eu
.
= {(x1, x2, x3) ∈ Ω×R : x3 < u(x1, x2); (x1, x2) ∈ Ω} and PX1,X3(Eu,Ω×R)
denotes the sub-Riemannian perimeter measure of Eu in Ω×R associated to the system
of vector fields X1 and X3 ≡ ∂x3 , according to the definition introduced in [25].
It is also well known (at least in the examples of the Heisenberg group and the
rototranslation group, see [11], [18], [27]) that for regular curves the mean curvature
coincides with the curvature of the projection of the Legendrian leaves on the horizontal
plane. However the same result is know for Lipschitz continuous solution only in the
Heisenberg case.
On the other side weaker definitions of minimal surfaces have been proposed (see
[1], [11], [12], [13], [25], [34], [35]). Explicit examples of nonregular surfaces (in the
Euclidean sense) have been provided by [34], [35], by [36] and in [13]. Hence the problem
of regularity is particular interesting, and by now only a few results are known in the
Heisenberg group [7], [6].
Here we plan to study regularity of Lipschitz continuous solutions in general 3D
structures. Of course we try to adapt to this situation the typical instruments of nonlinear
PDEs. The celebrated works of Ho¨rmander [29] and Rothschild and Stein [39] started the
study of linear operators defined in terms of vector fields, satisfying the bracket generating
condition. We refer to the monographs [5] and [41] for an exhaustive presentation of the
theory, which however, can not be applied here for two main reasons. The first one is
that our vector fields are nonlinear, since they explicitly depend on the solution. To our
knowledge the only known results regarding Ho¨rmander type nonlinear vector fields have
been obtained in [8], [42], while studying curvature equations in a completely different
context. However not even these more delicate results can be applied to our situation,
since we are dealing with only one vector field in a two dimensional space. Clearly one
vector field can not generate the whole tangent space at any point, hence the Ho¨rmander
condition is violated at every point and because of this situation we can obtain a foliation
result.
In order to prove regularity, we will follow the approach introduced to handle the
Levi curvature equation in [16] or the H1 curvature equation in [7]. We introduce an
elliptic regularization
Lǫ,uu = Xi,u
(
Xi,uu√
1 + |∇ǫu|2
)
= 0 (1.4)
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where summation over repeated indices is intended. The regularization is performed
adding the transverse direction scaled by a small parameter, so that we denote
X2,u = ǫ
[
σ12(x1, x2, u(x1, x2))∂x1 + σ
2
2(x1, x2, u(x1, x2))∂x2
]
= ǫX2
∣∣
M
and ∇ǫ stands for the gradient (X1,u, X2,u). The class of minimal graphs under study is
then that of vanishing viscosity solutions:
Definition 1.1. A function u ∈ Lip(Ω) is said to be a vanishing viscosity solution of
(1.3) if there exists a sequence (ǫn) in R
+ with limn→∞ǫn = 0 and a sequence (un) in
C∞ such that
1. Lǫn,unun = 0 in Ω for all n;
2. the sequence (un) is uniformly bounded in Lip(Ω), i.e. there exists an l > 0 such
that ‖un‖Lip(Ω) ≤ l, and converges to u uniformly on compact subsets of Ω.
We note that this approach will allow us, for all positive values of ǫ, to work with
smooth solutions, due to the uniform ellipticity of (1.4). This point will be of key
importance since it permits to skip passing through density of smooth functions, which
is not guaranteed in this general setting.
1.2. Main results
Throughout all the paper we will assume the solution u to be Euclidean Lipschitz,
i.e. we set
Yu = X2
∣∣
M
=
1
ǫ
X2,u
and assume that
‖X1,uu‖L∞(Ω) + ‖Yuu‖L∞(Ω) ≤M <∞ . (1.5)
In order to adopt the previously described approach, and hence work with smooth
approximating functions, we will also require that the coefficients σji be smooth, more
precisely we will intend them as C∞ functions.
Under this assumption we will prove the following result
Theorem 1.2. Let u be a vanishing viscosity solution of equation (1.3). Then for all
k > 0 and all α < 1 it holds
Xk1,uu ∈ Cαloc(Ω) . (1.6)
The main regularity result, expressed by Theorem 1.2, provides C∞ regularity along
the horizontal direction. This in particular implies that equation (1.3) can be represented
simply as X21,uu = 0 pointwise everywhere in Ω. The geometric meaning is expressed
by Corollary 1.3, which ensure that minimal graphs are foliated into horizontal curves,
along which they are smooth.
Corollary 1.3. Let x3 = u(x1, x2), (x1, x2) ∈ Ω be a vanishing viscosity minimal graph.
Then the flow of the vector field X1,u yields a foliation of the domain Ω by horizontal
curves γ. More precisely, let (x1, x2) ∈ Ω and denote by γ the integral curve of X1,u
passing through it. Then u is differentiable at (x1, x2) along γ and equation (1.3) reduces
to
d2
dt2
u(γ(t)) = 0 .
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We remark that no regularity can be achieved in the transverse direction, since this
does not play a role in the intrinsic curvature equation.
This result then extends to a very general setting results only known in the special
case of the Heisenberg group. We explicitly note that the largest majority of the results
known for intrinsic graphs only apply to nilpotent or homogeneous groups, while here
this condition is not required. In this wider setting only the definition of regular surface
is known. Adapting the proof in this contest is not purely an extension, but also provides
a better understanding of the role of geometric constraints in the present approach to
surfaces regularity, which in the end turns out not to rely on any nilpotency assumption.
We explicitly note that results of this type are not expected in higher dimension. In
the specific case of the Heisenberg group, it is indeed known that 2-dimensional minimal
surfaces foliates in regular curves, and are not regular as surfaces. In higher dimension
the surfaces are C∞ in the Euclidean sense and there is no foliation result.
1.3. Sketch of the proof
We first introduce Sobolev spaces associated to the vector fields Xi,u: we say that a
function z belong to the Sobolev space W 1,pǫ if
z,∇ǫz ∈ Lp,
and in this case we set
‖z‖W 1,pǫ = ‖z‖Lp + ‖∇ǫz‖Lp .
Higher order Sobolev spaces are defined in a similar way. We explicitly note that this
definition contains a linearization, since we now apply the vector fields Xi,u to any
function z, not necessarly to the function u.
Accordingly, in Section 3 we study the regularity properties of solutions for such a
linearization of equation (1.4). This is done applying a Moser-like iteration procedure,
and to this end we have worked with the linear operator (with nonregular coefficients)
that defines the equation satisfied by the derivatives of the solution to the linearized
equation, namely
Mǫ,uz = Xi,u
(
aij(∇ǫu)√
1 + |∇ǫu|2
Xj,uz
)
= f
where the coefficients aij are regular and uniformly elliptic (see also definition (3.2)).
The Moser iteration technique has been extended for equation expressed in terms of
vector fields, which satisfy Sobolev embedding theorem. This theorem is in general true
for Ho¨rmander vector fields, with regular or nonregular coefficients (see e.g. [30], [9], [26]
and references therein). However we can not hope to prove a Sobolev inequality uniform
in ǫ, since the equation does not naturally involve derivatives in the transverse direction:
indeed the intrinsic geometry of these minimal graphs will induce a Legendrian foliation,
so one cannot expect to gain Sobolev regularity when passing from one fiber of the
foliation to the other. Hence following [14] and [7] we replace these type of inequalities
with an interpolation inequality, Proposition 3.6. Another crucial ingredient in the Moser
method is a Caccioppoli type inequality. This is then obtained in Lemma 3.8. Combining
these two instruments with a bootstrap argument, we obtain estimates for a solution of
the linear equation in terms of the coefficients of the equation itself in Theorem 3.1.
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Unfortunately the regularity for the coefficients required by the cited theorem is not
available under assumption (1.5). For this reason we prove in section 4 a rather delicate
Sobolev type estimate to start the iteration. This estimate will not be optimal, since for
the previously recalled reason we can not hope to obtain an intrinsic Sobolev inequal-
ity with optimal exponent. Moreover, we will need assumptions both on the intrinsic
derivatives X1,uu and on the transverse derivatives in direction Yu. The main idea is
to approximate, through a freezing and a lifting procedure, the vector fields Xi,u with
Ho¨rmander type vector fields of step three. We will choose the approximating vector fields
in such a way that they do not span the space at step 2, so that the second derivatives
along the approximating operator provide a good approximation of the corresponding
derivatives along the vectors Xi,u. On the other side, since the approximating vector
fields satisfy the Ho¨rmander condition, we will be able to establish the required Sobolev
inequality. This will be done in Theorem 4.1. We explicitly note that this freezing and
lifting method is only vaguely reminiscent of the celebrated method of Rothschild, and
Stein [39]. Indeed they approximate Ho¨rmander operators with nilpotent operators with
the same bracket generating property. Here on the contrary the novelty of the idea is to
adapt this method to non-Ho¨rmander vectors fields.
Finally in section 5 we obtain the regularity in the Sobolev spaces for viscosity solu-
tions of the nonlinear equation (1.3), concluding the proof of Theorem 1.2.
2. Notations and technical facts
2.1. Significative examples of such structures
This setting include all three dimensional simply connected Lie group G whose Lie
algebra g can be generated by two vector fields. The simplest noncommutative Lie algebra
with two generator is the three dimensional Heisenberg group, whose left invariant vector
fields over R3 read
X1 = ∂x1 + x3∂x2 , X2 = ∂x2 , X3 = ∂x3 .
A relevant example of non nilpotent Lie group is given by the group E(2) of transla-
tions and rotations of the Euclidean plane. In this case the vectors X1 and X2 express
translations in two orthogonal directions of R2 while X3 describes a rotation. Hence they
can be expressed as vector fields over R2x1,x2 × S1x3 with components
X1 = cos(x3)∂x1 + sin(x3)∂x2 , X2 = − sin(x3)∂x1 + cos(x3)∂x2 , X3 = ∂x3 .
And the bracket relations are the following:
[X1, X3] = −X2 , [X1, X2] = 0 , [X2, X3] = X1 .
This case is particularly important since the related minimal surfaces provide a concrete
model for the geometric completion operated by the primary visual cortex, as introduced
in [18]. Indeed an interesting perspective on minimal surfaces in this setting was recently
obtained in [28].
Other notable Lie group included in the present investigation are SO(3), or SL(2),
but we remark that the group structure is not an essential point in defining the setting.
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2.2. Linear vector fields in the sub-Riemannian space
Let us first recall some properties of the linear vector fields Xi, defined in (1.1) on
R3. In order to obtain the asserted representation of the vector field X3 as a partial
derivative, we need to introduce polarized exponential coordinates.
Indeed to any pair of points (x, y, z), (x, y, z) ∈ R3 sufficiently close we can associate
coordinates (x1, x2, x3) ∈ R3 such that
(x, y, z) = exp(x3X3) exp(x1X1 + x2X2)(x, y, z). (2.1)
Relation (2.1) simply means that if we take two curves γ1, γ2 in R
3 such that
γ1(0) = (x, y, z) , γ˙1(t) = x1X1(γ1(t)) + x2X2(γ1(t))
and
γ2(0) = γ1(1) , γ˙2(t) = x3X3(γ2(t))
then, due to the span property of the vector fields, we can always choose (x1, x2, x3) such
that (x, y, z) = γ2(1).
In these coordinates, by a structure result given by [15, Lemma 3.1], we have
Remark 2.1. The vector field X3 is expressed in the new coordinates as
X3 = ∂x3
while for X1, X2 we can write
X1 = σ
1
1(x1, x2, x3)∂x1 + σ
2
1(x1, x2, x3)∂x2 + σ
3
1(x1, x2, x3)∂x3
X2 = [X3, X1] = σ
1
2(x1, x2, x3)∂x1 + σ
2
2(x1, x2, x3)∂x2 + σ
3
2(x1, x2, x3)∂x3
where condition (1.1) sets the σi2’s to σ
i
2(x1, x2, x3) = ∂x3σ
i
1(x1, x2, x3).
The span condition for the vector fields can be written as
rank
(
σ11 σ
2
1
∂x3σ
1
1 ∂x3σ
2
1
)
= 2
i.e. we assume that∣∣∣σ11(x1, x2, x3)∂x3σ21(x1, x2, x3)− σ21(x1, x2, x3)∂x3σ11(x1, x2, x3)∣∣∣ > 0 (2.2)
for all (x1, x2, x3) ∈ G.
We remark that we do not assume nilpotency, so that
[X2, X3] = c
1
2,3X1 + c
2
2,3X2 + c
3
2,3X3
[X1, X2] = c
1
1,2X1 + c
2
1,2X2 + c
3
2,3X3
where the structure coefficients cij,k(x1, x2, x3) can well be nonzero.
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2.3. Projected vector fields in R2
For what concerns the nonlinear vector fields X1,u, X2,u, their formal adjoints are
given by
X†i,u = −Xi,u −mi(x1, x2) (2.3)
where
m1(x1, x2) = ∂x1σ
1
1(x1, x2, u(x1, x2)) + ∂x2σ
2
1(x1, x2, u(x1, x2))
= ∂iσ
i
1(x1, x2, u(x1, x2)) + ∂3σ
i
1(x1, x2, u(x1, x2))∂xiu(x1, x2)
= ∂iσ
i
1 + [X3, X1]
∣∣
M
u = ∂iσ
i
1 +
1
ǫ
X2,uu
m2(x1, x2) = ǫ
(
∂x1σ
1
2(x1, x2, u(x1, x2)) + ∂x2σ
2
2(x1, x2, u(x1, x2))
)
= ǫ
(
∂iσ
i
2(x1, x2, u(x1, x2)) + ∂3σ
i
2(x1, x2, u(x1, x2))∂xiu(x1, x2)
)
= ǫ
(
∂iσ
i
2 + [X3, X2]
∣∣
M
u
)
= ǫ∂iσ
i
2 − ǫc12,3X1,uu− c22,3X2,uu
where cijk stands now and in what follows for c
i
jk(x1, x2, u(x1, x2)) and we note that, in
agreement with the choice of X2,u = ǫX2
∣∣
M
, only m2 is of global order ǫ.
Moreover, their commutator can be written explicitly:
[X1,u, X2,u] = ǫ[σ
j
1∂xj , σ
k
2∂xk ] = ǫ
(
σj1(∂xjσ
k
2 )∂xk − σk2 (∂xkσj1)∂xj
)
= ǫ
(
σj1(∂jσ
k
2 )∂xk − σk2 (∂kσj1)∂xj
)
+ ǫσj1(∂3σ
k
2∂xju)∂xk − ǫσk2 (∂3σj1∂xku)∂xj
= ǫ[X1, X2]
∣∣
M
+ ǫ (X1,uu) [X3, X2]
∣∣
M
− (X2,uu)X2
∣∣
M
= ωi(x1, x2)Xi,u
where
ω1(x1, x2) = ǫ
(
c11,2 − (X1,uu) c12,3
)
ω2(x1, x2) = c
2
1,2 − (X1,uu) c22,3 − 1ǫ (X2,uu) .
By ωij,k we will indicate the corresponding commutator coefficients, antisymmetric with
respect to lower indices, i.e. ωij,k = −ωik,j and
ωij,k(x1, x2) =
{
0 if j = k
ωi(x1, x2) if j = 1, k = 2
(2.4)
so that in general we can write
[Xj,u, Xk,u] = ω
i
j,kXi,u
and we note that this commutator is of global order ǫ, in agreement with the choice of
scaling X2,u with ǫ.
This implies in particular that, under hypothesis (1.5), there exists a finite positive
constant CM depending only on M and Ω such that
‖m1‖L∞(Ω) +
1
ǫ
‖m2‖L∞(Ω) +
1
ǫ
‖ω1‖L∞(Ω) + ‖ω2‖L∞(Ω) ≤ CM <∞ . (2.5)
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3. A priori estimates I: Caccioppoli inequalities
In this section we provide a priori Sobolev estimates for solutions u to equation (1.4).
The adopted procedure relies on the equations satisfied by the derivatives z1 = Xk,uu,
z2 = Xl,uXk,uu and zY = Yuu of such solutions: these equations will be treated as linear
equations with respect to z, considering u as part of the coefficients of the differential
operator that defines the equations. The first two lemmata of the section show that they
take the following divergence form
Mǫ,uz = Xi,u
(
aij(∇ǫu)√
1 + |∇ǫu|2
Xj,uz
)
= f (3.1)
where the precise formulations of the nonhomogeneous term will be given and the coef-
ficients aij are
aij(ν) = δij − νiνj
1 + |ν|2 (3.2)
and we note at they are symmetric, uniformly bounded and positive definite, i.e.
1
1 + |ν|2 |ξ|
2 ≤ aij(ν)ξiξj ≤ |ξ|2 ∀ ξ ∈ R2 , ∀ ν ∈ R2 . (3.3)
The final result will be the following
Theorem 3.1. Let u be a function satisfying (1.5). Let z be a smooth solution of equation
(3.1) and f be a given C∞(Ω) function, then for any p ≥ 3 there exists a positive constant
C depending only on p,Ω and the constant M of (1.5) but independent of ǫ such that for
any m ≥ 1 it holds
i) ‖z‖p+1/2
W
m+1,p+1/2
ǫ (Ω)
≤ C
(
1 + ‖z‖4p+2
Wm,4p+2ǫ (Ω)
+ ‖u‖(4p+2)/3
W
m+1,(4p+2)/3
ǫ (Ω)
+ ‖u‖(2p+1)/3
W
m+2,(2p+1)/3
ǫ (Ω)
+ ‖Y u‖(2p+1)/3
W
m,(2p+1)/3
ǫ (Ω)
+ ‖f‖(4p+2)/7
W
m,(4p+2)/7
ǫ (Ω)
)
ii) ‖|∇m+1ǫ z|(p−1)/2‖2W 1,2ǫ (Ω) ≤ C
(
1 + ‖z‖4p+2
Wm,4p+2ǫ (Ω)
+ ‖u‖(4p+2)/3
W
m+1,(4p+2)/3
ǫ (Ω)
+ ‖u‖(2p+1)/3
W
m+2,(2p+1)/3
ǫ (Ω)
+ ‖Y u‖(2p+1)/3
W
m,(2p+1)/3
ǫ (Ω)
+ ‖f‖(4p+2)/7
W
m,(4p+2)/7
ǫ (Ω)
)
For the sake of simplicity, from now on we will abandon the subscript u in the non-
linear vector fields, and we will make use of the following short-hand notation
Aij(ν) = aij(ν)√
1 + |ν|2
so that we can write the operator in equation (3.1) as Mǫ,u = XiAij(∇ǫu)Xj , or
Mǫ,u = XiAijXj .
By differentiating equation (1.4), we have the following lemmata.
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Lemma 3.2. If u is a smooth solution of Lǫ,uu = 0, then z = Xku is a solution of
equation
Mǫ,uz = f (3.4)
where the term at the right hand side is given by
f = −XiAijωlk,jXlu− ωlk,iXl
(
Xiu√
1 + |∇ǫu|2
)
and the constants ωlj,k are given by (2.4).
Proof.
0 = Lǫ,uu = XkLǫ,uu = XkXi
(
Xiu√
1 + |∇ǫu|2
)
= [Xk, Xi]
(
Xiu√
1 + |∇ǫu|2
)
+XiXk
(
Xiu√
1 + |∇ǫu|2
)
= [Xk, Xi]
(
Xiu√
1 + |∇ǫu|2
)
+Xi
[
XiXku√
1 + |∇ǫu|2
+
[Xk, Xi]u√
1 + |∇ǫu|2
−(Xiu)
(
(Xju)(XjXku+ [Xk, Xj]u)√
1 + |∇ǫu|23
)]
= [Xk, Xi]
(
Xiu√
1 + |∇ǫu|2
)
+Xi
[
Xiz√
1 + |∇ǫu|2
− (Xiu)(Xju)√
1 + |∇ǫu|23
Xjz
]
+Xi
[
[Xk, Xi]u√
1 + |∇ǫu|2
− (Xiu)(Xju)√
1 + |∇ǫu|23
[Xk, Xj ]u
]
.
Lemma 3.3. If z is a smooth solution of Mǫ,uz = f , then s = Xkz is again a solution
of the same equation, but with a different right hand side, i.e.
Mǫ,us = ρ (3.5)
where ρ is given by
ρ = Xkf − (XiXkAij) (Xjz)−XiAijωlk,jXlz − ωlk,iXlAijXjz
and the constants ωlj,k are given by (2.4).
Proof.
Xkf = XkXiAijXjz = XiXkAijXjz + [Xk, Xi]AijXjz
= Xi [(XkAij)(Xjz) +AijXjXkz +Aij [Xk, Xj]z] + [Xk, Xi]AijXjz .
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By direct computation and noting that, under hypothesis (1.5), there exists a positive
constant C depending only on M of (1.5) such that
|XiAij | ≤ C|∇2ǫu| j = 1, 2 (3.6)
we obtain the following corollaries.
Corollary 3.4. There exists a positive constant C depending only on M such that the
function f of Lemma 3.2 satisfies
|f | ≤ C(|∇ǫu|+ |∇2ǫu|).
Corollary 3.5. If u is a smooth solution of Lǫ,uu = 0, then v = Y u is a solution of
equation
Mǫ,uv = fv
where fv is such that there exists a positive constant C depending only on M such that
|fv| ≤ C(1 + |∇2ǫu|+ |∇ǫv|) .
From the study of equations (3.4) and (3.5) we can obtain estimates for the derivatives
of the solution to equation (1.4).
Proposition 3.6 (First interpolation inequality). Let us assume (1.5). Then for every
p ≥ 3 there exists a δ∗ > 0 and a positive constant C depending only on p, Ω and M of
(1.5) such that for every 0 < δ < δ∗ it holds∫
|Xiz|p+1/2φ2p ≤ C
δ
(∫
|z|4p+2φ2p + 1
)
+ δ
∫ ∣∣∣∇ǫ (|Xiz|(p−1)/2)∣∣∣2 φ2p
for every function z ∈ C∞(Ω) and every cutoff function φ.
Proof. In this proof we will not make use of the convention of summation over repeated
indices.
I =
∫
|Xiz|p+1/2φ2p =
∫
Xiz|Xiz|p−1/2sign(Xiz)φ2p
=
∫
zX†i
[
|Xiz|p−1/2sign(Xiz)φ2p
]
= −
∫
miz|Xiz|p−1/2sign(Xiz)φ2p − (p− 1/2)
∫
zX2i z|Xiz|p−3/2φ2p
−2p
∫
z|Xiz|p−1/2sign(Xiz)φ2p−1Xiφ ≤ CMI1 + (p− 1/2)I2 + 2pI3
where, by Young inequality and noting that∫ ∣∣∣Xi (|Xiz|(p−1)/2)∣∣∣2 φ2p = (p− 1)2
4
∫
|X2i z|2|Xiz|p−3φ2p (3.7)
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we have
I1 =
∫
|z||Xiz|p−1/2φ2p ≤ δI + 1
δ
∫
|z|4p+2φ2p + 1
δ
∫
φ2p
I2 =
∫
|z||X2i z||Xiz|p−3/2φ2p ≤
δ
p− 1/2
∫ ∣∣∣Xi (|Xiz|(p−1)/2)∣∣∣2 φ2p
+δ
(p− 1)2
4(p− 1/2)I +
1
δ
4(p− 1/2)
(p− 1)2
∫
|z|4p+2φ2p
I3 =
∫
|z||Xiz|p−1/2φ2p−1|Xiφ| ≤ δI + 1
δ
(∫
|z|4p+2φ2p +
∫
|Xiφ|2p +
∫
φ2p
)
.
Thus
I ≤
(
CM + 2p+
(p− 1)2
4
)
δI +
1
δ
(
CM + 2p+
4(p− 1/2)2
(p− 1)2
)∫
|z|4p+2φ2p
+δ
∫ ∣∣∣∇ǫ (|Xiz|(p−1)/2)∣∣∣2 φ2p + CM + 2p
δ
(∫
|Xiφ|2p +
∫
φ2p
)
hence setting δ∗ =
(
CM + 2p+
(p−1)2
4
)−1
we obtain the statement.
For solutions to equations (3.4) and (3.5) it is possible to estimate the last term in
Proposition 3.6.
Lemma 3.7. Let z be a smooth solution of equation (3.4) and let f be locally summable
in Ω, then for every p ≥ 3 there exists a positive constant C1 depending only on p and
the constant M in (1.5) such that for any cutoff function φ it holds∫ ∣∣∣∇ǫ (|z|(p−1)/2)∣∣∣2 φ2p ≤ C1
(
1
δ
∫
|z|p−1(φ2 + |∇ǫφ|2)φ2p−2 −
∫
f |z|p−3zφ2p
)
.
We explicitly note that we can not estimate the last term with its absolute value, but
we prefer keeping the minus sign, since a very delicate estimate will be needed in the
next lemma.
Proof. The proof relies essentially on uniform boundedness and ellipticity of the coef-
ficients aij (3.2). We start by multiplying both members of (3.4) by |z|p−3zφ2p and
integrating over Ω, then integrate by parts using (2.3). At that point we make use of
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(3.3) and Lipschitz condition (2.5):∫
f |z|p−3zφ2p =
∫
(XiAijXjz) |z|p−3zφ2p
= −(p− 2)
∫
Aij(Xjz)(Xiz)|z|p−3φ2p
−2p
∫
Aij(Xjz)|z|p−3z(Xiφ)φ2p−1 −
∫
Aij(Xjz)mi|z|p−3zφ2p
≤ − p− 2
(1 + C2M )
3/2
∫
|∇ǫz|2|z|p−3φ2p
+2p
∫
|z|p−3zφ2p−1|∇ǫz| |∇ǫφ|+
∫
|z|p−3zφ2p|∇ǫz|
√
m21 +m
2
2
≤
(
(2p+
√
2CM )δ − p− 2
(1 + C2M )
3/2
)∫
|∇ǫz|2|z|p−3φ2p
+
2p+
√
2CM
δ
∫
|z|p−1(φ2 + |∇ǫφ|2)φ2p−2
where the last transition is Young inequality. By (3.7) and choosing δ sufficiently small
we then end up with the desired claim.
Lemma 3.8. Let z be a smooth solution of equation (3.4) and let f be locally summable
in Ω, then for every p ≥ 3 there exists a positive constant C2 depending only on p and
the constant M in (1.5) such that for any cutoff function φ it holds∫ ∣∣∣∇ǫ (|∇ǫz|(p−1)/2)∣∣∣2 φ2p ≤ C2
(∫
|∇ǫz|p+1/2φ2p +
∫
|∇2ǫu|(4p+2)/3φ2p
+
∫
|∇ǫY u|(2p+1)/3φ2p +
∫
|f |(4p+2)/7φ2p + 1
)
Proof. By Lemma 3.3, s = Xkz satisfies equation (3.5), so that we can apply Lemma 3.7
to the left hand side:
I =
∫ ∣∣∣∇ǫ (|s|(p−1)/2)∣∣∣2 φ2p ≤ C1
(
1
δ
∫
|s|p−1φ2p + 1
δ
∫
|s|p−1|∇ǫφ|2φ2p−2
−
∫
ρ|s|p−3sφ2p
)
= C1
(
J ′ + J ′′
δ
− J
)
.
Let us now consider the last term at the right hand side explicitly in terms of f
J =
∫
ρ|s|p−3sφ2p =
∫
(Xkf) |s|p−3sφ2p −
∫
(Xi (XkAij) (Xjz)) |s|p−3sφ2p
−
∫ (
XiAijωlk,jXlz
) |s|p−3sφ2p − ∫ ωlk,i (XlAijXjz) |s|p−3sφ2p
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and integrate by parts
J = (p− 2)
∫
(XkAij) (Xjz) (Xis) |s|p−3φ2p
+2p
∫
(XkAij) (Xjz) |s|p−3s (Xiφ)φ2p−1 +
∫
mi (XkAij) (Xjz) |s|p−3sφ2p
+(p− 2)
∫
Aijωlk,j (Xlz) (Xis) |s|p−3φ2p
+2p
∫
Aijωlk,j (Xlz) |s|p−3s (Xiφ)φ2p−1 +
∫
miAijωlk,j (Xlz) |s|p−3sφ2p
+(p− 2)
∫
Aij (Xjz)ωlk,i (Xls) |s|p−3φ2p
+2p
∫
Aij (Xjz)ωlk,i|s|p−3s (Xlφ)φ2p−1 +
∫
mlω
l
k,iAij (Xjz) |s|p−3sφ2p
+
∫
Aij (Xjz)
(
Xlω
l
k,i
) |s|p−3sφ2p − (p− 2)∫ f (Xks) |s|p−3φ2p
−2p
∫
f |s|p−3s (Xkφ)φ2p−1 −
∫
mkf |s|p−3sφ2p .
We will now work to isolate terms of type
∫ |∇ǫz|p+1/2φ2p or terms that can be reabsorbed
into I, J ′ or J ′′. Indeed p + 1/2 is the power needed for the estimate as it results from
Proposition 3.6, and
J ′ + J ′′ =
∫
|∇ǫz|p−1
(
φ2 + |∇φ|2)φ2p−2
≤
∫
|∇ǫz|p+1/2φ2p +
∫
φ2p + 2p
∫ (
φ2 + |∇φ|2)p (3.8)
so the other terms that appear in the statement result by pairing through Young inequal-
ity.
First we observe that there exists a positive constant CA depending only on M such
that
|XkAij | ξiηj ≤ CA|∇2ǫu||ξ|η| ∀ ξ, η ∈ R2 (3.9)
indeed
|XkAij | ≤ |Xkaij |+ aij |∇2ǫu| ≤ |XkXiuXju|+ 3aij |∇2ǫu| .
Using (3.9) and Young inequality we can estimate the first term by∣∣∣∣
∫
(XkAij) (Xjz) (Xis) |s|p−3φ2p
∣∣∣∣ ≤ CA
∫
|∇2ǫu||∇ǫs||∇ǫz||s|p−3φ2p
≤ CA
[
δ
4
(p− 1)2 I +
1
δ
(∫
|∇ǫz|p+1/2φ2p +
∫
|∇2ǫu|(4p+2)/3φ2p
)]
All the other terms can be treated analogously, making use of assumption (2.5). We
only turn our attention to the term that needs to be estimated with Y u, since it involves
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derivatives of the commutator coefficients:∣∣∣∣
∫
Aij (Xjz)
(
Xlω
l
k,i
) |s|p−3sφ2p∣∣∣∣ ≤
∫
|Xω||∇ǫz|p−1φ2p
≤
∫
|∇ǫz|p+1/2φ2p +
∫
|Xω|(2p+1)/3φ2p
≤
∫
|∇ǫz|p+1/2φ2p + 2(2p−2)/3
∫
|∇ǫY u|(2p+1)/3φ2p
+2(2p−2)/3(|c12,3|+ |c22,3|)(2p+1)/3
(∫
|∇2ǫu|(4p+2)/3φ2p +
∫
φ2p
)
where we have indicated Xω = X1ω
1 +X2ω
2, and the last transition holds since
|Xω|p =
∣∣∣∣ǫc12,3X1X1u+ c22,3X2X1u+ 1ǫX2X2u
∣∣∣∣
p
≤ 2p−1
[
(|c12,3|+ |c22,3|)p|∇2ǫu|p + |X2Y u|p
]
.
Keeping only the higher power of f in the last terms, we then end up with
I ≤ C
(
δI +
J ′ + J ′′
δ
+
∫
|∇ǫz|p+1/2φ2p +
∫
|∇2ǫu|(4p+2)/3φ2p
+
∫
|∇ǫY u|(2p+1)/3φ2p +
∫
|f |(4p+2)/7φ2p +
∫
φ2p +
∫
|∇ǫφ|2p
)
where C is a positive constant depending only on p,M . By (3.8), for δ sufficiently small
we end up with the desired claim.
Theorem 3.9. Let u be a function satisfying (1.5). Let z be a smooth solution of equation
(3.1) and f be a given C∞(Ω) function, then for any p ≥ 3 there exists a positive constant
C depending only on p,Ω and the constant M of (1.5), hence independent of ǫ, such that
it holds
‖z‖p+1/2
W
1,p+1/2
ǫ (Ω)
+ ‖|∇ǫz|(p−1)/2‖2W 1,2ǫ (Ω) ≤ C3
(
‖z‖4p+2L4p+2(Ω) + ‖u‖
(4p+2)/3
W
2,(4p+2)/3
ǫ (Ω)
+ ‖Y u‖(2p+1)/3
W
1,(2p+1)/3
ǫ (Ω)
+ ‖f‖(4p+2)/7
L(4p+2)/7(Ω)
+ 1
)
Proof. Applying Lemma 3.8 to Proposition 3.6 we get∫
|∇ǫz|p+1/2φ2p ≤ C
δ
(∫
|z|4p+2φ2p + 1
)
+ δ C2
∫
|∇ǫz|p+1/2φ2p
+ δ C2
(∫
|∇2ǫu|(4p+2)/3φ2p +
∫
|∇ǫY u|(2p+1)/3φ2p +
∫
|f |(4p+2)/7φ2p + 1
)
so that for any δ <
1
C2
we obtain
∫
|∇ǫz|p+1/2φ2p ≤ C3
(∫
|z|4p+2φ2p +
∫
|∇2ǫu|(4p+2)/3φ2p
+
∫
|∇ǫY u|(2p+1)/3φ2p +
∫
|f |(4p+2)/7φ2p + 1
)
.
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By inserting this last expression into Lemma 3.8 we have the estimate∫
|∇ǫz|p+1/2φ2p +
∫
|∇ǫ(|∇ǫz|(p−1)/2)|2φ2p ≤ C3
(∫
|z|4p+2φ2p
+
∫
|∇2ǫu|(4p+2)/3φ2p +
∫
|∇ǫY u|(2p+1)/3φ2p +
∫
|f |(4p+2)/7φ2p + 1
)
.
The statement of the theorem now follows by choosing a sequence of cutoff functions
that converges to the characteristic function of the set Ω.
Iterating the previous theorem once, we obtain the following estimates.
Theorem 3.10. Let u be a function satisfying (1.5). Let z be a smooth solution of
equation (3.1) and f be a given C∞(Ω) function, then for any p ≥ 3 there exists a
positive constant C depending only on p,Ω and the constant M of (1.5) but independent
of ǫ such that it holds
‖z‖p+1/2
W
2,p+1/2
ǫ (Ω)
+ ‖|∇2ǫz|(p−1)/2‖2W 1,2ǫ (Ω) ≤ C4
(
‖z‖4p+2
W 1,4p+2ǫ (Ω)
+ ‖u‖(4p+2)/3
W
2,(4p+2)/3
ǫ (Ω)
+ ‖Y u‖(2p+1)/3
W
1,(2p+1)/3
ǫ (Ω)
+ ‖f‖(4p+2)/7
W
1,(4p+2)/7
ǫ (Ω)
+ ‖u‖(2p+1)/3
W
3,(2p+1)/3
ǫ (Ω)
+ 1
)
.
Proof. If we call s = Xkz then by Lemma 3.3 Mǫ,us = ρ, where ρ is given by
ρ = Xkf −Xi (XkAij)Xjz −XiAijωlk,jXlz − ωlk,iXlAijXjz .
From Theorem 3.9 we have
‖s‖p+1/2
W
1,p+1/2
ǫ (Ω)
+ ‖|∇ǫs|(p−1)/2‖2W 1,2ǫ (Ω) ≤ C3
(
‖s‖4p+2L4p+2(Ω) + ‖u‖
(4p+2)/3
W
2,(4p+2)/3
ǫ (Ω)
+ ‖Y u‖(2p+1)/3
W
1,(2p+1)/3
ǫ (Ω)
+ ‖ρ‖(4p+2)/7
L(4p+2)/7(Ω)
+ 1
)
where, using λ = (4p+2)/7 and denoting with C a positive constant depending only on
p,M that may change from line to line
‖ρ‖λLλ(Ω) ≤ C
(
‖Xkf‖λLλ(Ω) + ‖Xi (XkAij)Xjz‖λLλ(Ω)
+‖XiAijωlk,jXlz‖λLλ(Ω) + ‖ωlk,iXlAijXjz‖λLλ(Ω)
)
≤ C
(
‖f‖λ
W 1,λǫ (Ω)
+ ‖|∇3ǫu||∇ǫz|‖λLλ(Ω) + ‖|∇2ǫu||∇2ǫz|‖λLλ(Ω)
‖|∇2ǫu||∇ǫz|‖λLλ(Ω) + ‖|∇ǫY u||∇ǫz|‖λLλ(Ω) + ‖|∇2ǫz|‖λLλ(Ω)
)
.
Again, by Young inequality we can estimate each of these terms by
‖|∇3ǫu||∇ǫz|‖(4p+2)/7L(4p+2)/7(Ω) ≤ ‖|∇3ǫu|‖
(2p+1)/3
L(2p+1)/3(Ω)
+ ‖|∇ǫz|‖4p+2L4p+2(Ω)
‖|∇2ǫu||∇2ǫz|‖(4p+2)/7L(4p+2)/7(Ω) ≤
1
δ
‖|∇2ǫu|‖(4p+2)/3L(4p+2)/3(Ω) + δ‖|∇2ǫz|‖
p+1/2
Lp+1/2(Ω)
‖|∇2ǫu||∇ǫz|‖(4p+2)/7L(4p+2)/7(Ω) ≤ ‖|∇2ǫu|‖
(4p+2)/3
L(4p+2)/3(Ω)
+ ‖|∇ǫz|‖4p+2L4p+2(Ω) + c
‖|∇ǫY u||∇ǫz|‖(4p+2)/7L(4p+2)/7(Ω) ≤ ‖|∇ǫY u|‖
(2p+1)/3
L(2p+1)/3(Ω)
+ ‖|∇ǫz|‖4p+2L4p+2(Ω)
‖|∇2ǫz|‖(4p+2)/7L(4p+2)/7(Ω) ≤ δ‖|∇2ǫz|‖
p+1/2
Lp+1/2(Ω)
+
c
δ
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that proves the statement for δ <
1
C3
Iterating this last result we can then obtain Theorem 3.1.
4. A priori estimates II: approximation with a Ho¨rmander-type operator
In this section we provide a new estimate of Sobolev type for solutions of the equation
(1.4), using the fact that the equation can represented in the nondivergence form
Nǫ,uu = aij(∇ǫu)Xi,uXj,uu = 0 (4.1)
where the coefficients aij are given by (3.2).
We first linearize this equation, i.e. we apply the operatorNǫ,u to a sufficiently regular
arbitrary function z. This leads to
Nǫ,uz = aij(∇ǫu)Xi,uXj,uz = 0 . (4.2)
The aim of this section is to obtain some a priori bounds of Sobolev norms for solutions
z to the linearized equation (4.2). In particular we will need to estimate Lp norm of second
order derivatives of the function z in the direction of the vector fields X1, X2, which do
not satisfy a Ho¨rmander type condition uniform in ǫ. Hence we will approximate these
vector fields with C∞ vector fields which, together with their commutators of order 2, do
not span the space. Since at the moment we are not interested to higher regularity of
the solution, we do not require that the new vector fields approximate the given one up
to the third derivative, and we can require, at the opposite, that they span the space at
step 3. Hence they can satisfy a Sobolev type inequality, which will be used to estimate
second order derivatives of the solution of the given operator.
Theorem 4.1. Let z be a classical solution of equation Nǫ,uz = 0, then
i) if there exists a constant α ∈]0, 1[ and a constant p > 10/3 such that for any
compact K ⊂⊂ Ω there exists a positive constant C such that
‖u‖C1,αǫ (K) + ‖Y z‖Lp(K) + ‖Y z‖W 1,2ǫ (K) + ‖z‖W 2,2ǫ (K) ≤ C
then for any compact set K1 ⊂⊂ K there exists a positive constant C1 depending
on K, C and M such that
z ∈W 2,10/3ǫ (K1) ;
ii) if, in addition, there exists a positive constant C′ such that
‖Y Xkz‖L4(K) ≤ C′
and α ≥ 1/4, then for every p > 1
z ∈ W 2,pǫ (K1) .
We have denoted by C1,αǫ the class of functions whose X1,u and X2,u derivatives are
Ho¨lder continuous of order α. They are in particular Euclidean Ho¨lder continuous of
order (1 + α), but the Ho¨lder constant is not independent on ǫ.
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4.1. Lifting and freezing
We introduce the new vector fields
X˜1 = X1 + s
2Y , X˜2 = X2 , X˜3 = ∂s (4.3)
such that
[X˜3, X˜1] =
2s
ǫ
X˜2, [X˜3, [X˜3, X˜1]] =
2
ǫ
X˜2 .
The related exponential coordinates based at (x0, 0), which we will call (e˜1, e˜2, e˜3), are
defined as
(x1, x2, s) = exp(x0,0)
(
e˜1X˜1 + e˜2X˜2 + e˜3X˜3
)
(4.4)
that is to say, given a curve γ(t) such that γ(0) = (x0, 0), whose derivative is given by the
above vector field, i.e. γ˙(t) = e˜1X˜1(γ(t))+ e˜2X˜2(γ(t))+ e˜3X˜3(γ(t)), then the exponential
coordinates in (4.4) satisfy (x1, x2, s) = γ(1). They can be obtained by the following
system 

x˙1 = e˜1σ
1
1 +
(
e˜1s
2 + ǫe˜2
)
σ12
x˙2 = e˜1σ
2
1 +
(
e˜1s
2 + ǫe˜2
)
σ22
s˙ = e˜3 .
Integrating we have {
s = e˜3
(x− x0)i = e˜1Ii1 + e˜1s2J i + ǫe˜2Ii2
where
Iij =
∫ 1
0
dt σij(x(t), u(x(t)))
J i =
∫ 1
0
dt t2σi2(x(t), u(x(t)))
and the system {
e˜1I
1
1 + e˜1s
2J1 + ǫe˜2I
1
2 = (x− x0)1
e˜1I
2
1 + e˜1s
2J2 + ǫe˜2I
2
2 = (x− x0)2
is solved implicitly by

e˜1 =
(x− x0)1I22 − (x− x0)2I12
(I11I
2
2 − I21I12 ) + s2(J1I22 − J2I12 )
ǫe˜2 =
(x− x0)2(I11 + s2J1)− (x− x0)1(I21 + ǫs2J2)
(I11 I
2
2 − I21I12 ) + s2(J1I22 − J2I12 )
(4.5)
where rank condition (2.2) ensures the well posedness of this solution, since I11I
2
2 6= I21I12 .
We now introduce a freezing for the vector fields X˜j . With the short-hand notation
Σkj =
σkj (x0)
σ11(x0)σ
2
2(x0)− σ21(x0)σ12(x0)
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we start approximating the exponential coordinates (4.5) in the following way{
e
01 = Σ
2
2(x− x0)1 − Σ12(x− x0)2
ǫe
02 = Σ
1
1(x− x0)2 − Σ21(x− x0)1
and define an analogue of the first order Taylor polynomial of a function h : Ω→ R
Px0h(x) = h(x0) + e01(x)X˜1h(x0, 0) + e02(x)X˜2h(x0, 0)
= h(x0) + e01(x)X1h(x0) + e02(x)X2h(x0) . (4.6)
The freezed vector fields then read
X
01 = Px0σ
i
1(x)∂xi + s
2Y
0
, X
02 = ǫPx0σ
i
2(x)∂xi , X03 = ∂s (4.7)
where
Y0 = Px0σ
i
2(x)∂xi .
These are Ho¨rmander vector fields defining a step three stratified Lie algebra, whose
first layer is spanned by {X
01, X03}. We will denote by d0 the corresponding Carnot-
Carathe´odory distance, by d
0 ǫ the full Riemannian distance and by B0 ǫ the balls relative
to d
0 ǫ. Notice also that the homogeneous dimension of the space (R
3, d
0
) is 5.
Remark 4.2. It is well known that sub-Riemannian structures can be obtained with a
limiting procedure from Riemannian counterparts [3]. More precisely, in this case we
have that (R3, d
0 ǫ) converge as a metric space in the Hausdorff-Gromov sense to (R
3, d
0
)
as ǫ goes to zero. In particular for any ξ, η ∈ Ω×(−1.1) we have that d
0 ǫ(ξ, η)→ d0(ξ, η),
that implies that given a threshold ǫ0 sufficiently small, there exists a positive constant
C = C(ǫ0) depending only on it such that for all 0 < ǫ < ǫ0 it holds
|B
0ǫ
(
(x0, 0), R
)| ≥ CR5 .
This means that for small ǫ the volume growth for the Riemannian metric measure space
can be considered the same as for the sub-Riemannian one.
Lemma 4.3. If h : Ω→ R is a C1,αE , i.e. h belongs to the Euclidean Ho¨lder class (1, α),
then there exists an ǫ0 > 0, a neighborhood U of x0 and a positive constant C depending
on ǫ0, U but not on ǫ such that
|h(x)− Px0h(x)| ≤ Cd01+αǫ (x, x0) (4.8)
for all x in U and all ǫ < ǫ0.
Proof. We will first prove that
|h(x)− Px0h(x)| ≤ Cd1+αE (x, x0) (4.9)
where dE stands for the Euclidean distance. Indeed this is sufficient for having (4.8),
since by the hypothesis of u being C1,αE , in a sufficiently small neighborhood of x0 the
Euclidean distance is controlled by the Riemannian one with constant depending on the
coefficients that define the vector fields (4.7), i.e. the derivatives of u. Moreover, since
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X
01 contains the unscaled direction Y0 , once ǫ is fixed under a given threshold ǫ0 it does
not interfere anymore on the constant.
Let us first calculate exponential coordinates (e1, e2, e3) with respect to the vector
fields (4.7), in a neighborhood of (x0, 0). They are then given by
(x1, x2, s) = exp(x0,0)
(
e1X01 + e2X02 + e3X03
)
(4.10)
that is 

e1 =
(x− x0)1I022 − (x− x0)2I012
(I
0
1
1I0
2
2 − I021I012) + s2(J01I022 − J02I012)
ǫe2 =
(x− x0)2(I011 + s2J01)− (x− x0)1(I021 + s2J02)
(I
0
1
1I0
2
2 − I021I012) + s2(J01I022 − J02I012)
where
I
0
k
j =
∫ 1
0
dt Px0σ
k
j (x(t), u(x(t)))
= σkj (x0, u(x0)) +Xiσ
k
j (x0, u(x0))
∫ 1
0
dt e
0 i(x(t))
J
0
i =
∫ 1
0
dt t2Px0σ
i
2(x(t), u(x(t))) .
We now define in Ω an integral curve of (4.7), connecting x0 with x
γ(t) = expx0
(
t
(
e1(x)X01 + e2(x)X02
))
so that, by Mean Value Theorem, for all t ∈ (0, 1) there exists a t∗ ∈ (0, t) such that
h(γ(t))− h(x0) = e1(x)X01h(γ(t∗)) + e2(x)X02h(γ(t∗)) .
Thus, for all t ∈ (0, 1) we have
h(γ(t))− Px0h(γ(t))= h(γ(t))− h(x0)− e01(γ(t))X˜1h(x0, 0)− e02(γ(t))X˜2h(x0, 0)
= ei(x)X0 ih(γ(t
∗))− e
0 i(γ(t))X˜ih(x0, 0)
= ei(x)
[
X
0 ih(γ(t
∗))−X
0 ih(x0)
]
+ ei(x)
[
X
0 ih(x0)
−X˜ih(x0, 0)
]
+
[
ei(x)− e0 i(γ(t))
]
X˜ih(x0, 0)
where in particular the second term is zero since X
0 ih(x0) = X˜ih(x0, 0). For the first
term, then, we observe that
|X
01h(γ(t
∗))−X
01h(x0)| ≤ CdαE(x, x0)
|X
02h(γ(t
∗))−X
02h(x0)| ≤ ǫCdαE(x, x0)
because of the hypothesis of h being C1,α and the smoothness of the coefficients, so that
the constant C depends also on the neighborhood of x0 chosen. Then
|ei(x)|
∣∣X
0 ih(γ(t
∗))−X
0 ih(x0)
∣∣ ≤ Cd1+αE (x, x0) .
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For the third term, after introducing the notation
I0kj =
I
0
k
j
I
0
1
1I0
2
2 − I021I012
we have {
e1(x, 0) = I022(x− x0)1 − I012(x− x0)2
ǫe2(x, 0) = I011(x− x0)2 − I021(x− x0)1
so that
|e1(x, 0)− e01(γ(t))| =
∣∣I
0
2
2(x− x0)1 − I012(x− x0)2
− Σ22(γ(t)− x0)1 +Σ12(γ(t)− x0)2
∣∣
≤
∣∣I
0
2
2(x− x0)1 − Σ22(γ(t)− x0)1
∣∣
+
∣∣I
0
1
2(x− x0)2 − Σ12(γ(t)− x0)2
∣∣
ǫ|e2(x, 0)− e02(γ(t))| =
∣∣I
0
1
1(x− x0)2 − I021(x− x0)1
− Σ11(γ(t)− x0)2 − Σ21(γ(t)− x0)1
∣∣
≤
∣∣I
0
1
1(x− x0)2 − Σ11(γ(t)− x0)2
∣∣
+
∣∣I021(x− x0)1 − Σ21(γ(t)− x0)1∣∣ .
The generic term to control is then
∆ kij =
∣∣∣(x− x0)iI0kj − (γ(t)− x0)iΣkj ∣∣∣ .
Explicitly, setting D1 = I0
1
1I0
2
2 − I021I012 and D2 = σ11(x0)σ22(x0)− σ21(x0)σ12(x0)
∆ kij =
∣∣∣∣∣(x− x0)i
∫ 1
0
dτ Px0σ
k
j (γ(τ))
D1
− (γ(t)− x0)i
σkj (x0)
D2
∣∣∣∣∣
≤
∣∣(x− x0)i∣∣
∣∣∣∣∣
∫ 1
0
dτ
(
Px0σ
k
j (γ(τ)) − σkj (γ(τ))
)
D1
∣∣∣∣∣
+
∣∣∣∣(x − x0)i
∫ 1
0
dτσkj (γ(τ))
∣∣∣∣
∣∣∣∣D1 −D2D1D2
∣∣∣∣
+
∣∣∣∣∣(x− x0)i
∫ 1
0
dτσkj (γ(τ))− (γ(t)− x0)iσkj (x0)
D2
∣∣∣∣∣
=
N1
D1
+
N12
D1D2
+
N2
D2
≤ C(N1 +N12 +N2) .
Where the last transition holds since rank condition (2.2) ensures that the Di’s do not
vanish, so that they can be bounded from below uniformly on compacts, and C is a
constant depending on the compact set. Moreover
N12 ≤ Cd2E(x, x0)
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indeed
N12 ≤
∣∣∣∣(x− x0)i
∫ 1
0
dτσkj (γ(τ))
∣∣∣∣
(∣∣∣∣Xi (σ11σ22 − σ21σ12) (x0)
∫ 1
0
dτe
0 i(γ(τ))
∣∣∣∣
+
∣∣∣∣(Xiσ11)(Xjσ22)
∫ 1
0
dτe
0 i
∫ 1
0
dτe
0 j − (Xiσ21)(Xjσ12)
∫ 1
0
dτe
0 i
∫ 1
0
dτe
0 j
∣∣∣∣
)
where ∣∣∣∣(x− x0)i
∫ 1
0
dτσkj (γ(τ))
∣∣∣∣ ≤ CdE(x, x0)
since the functions σkj are smooth, so they and their derivatives are locally bounded, and∣∣∣∣
∫ 1
0
dτe
01(γ(τ))
∣∣∣∣ ≤
∫ 1
0
dτ
∣∣Σ22(γ(τ)− x0)1 − Σ12(γ(τ) − x0)2∣∣ ≤ CdE(x, x0)
and the same holds for e
02, where the 1/ǫ in the integrand is compensated by the ǫ in
the vector field.
Writing for N1 and N2
N1 ≤ dE(x, x0)
∫ 1
0
dτ
∣∣σkj (γ(τ)) − Px0σkj (γ(τ))∣∣
N2 ≤
∫ 1
0
dτ
∣∣(x− x0)iσkj (γ(τ)) − (γ(t)− x0)iσkj (x0)∣∣
we obtain
|h(γ(t)) − Px0h(γ(t))| ≤ C
(
d1+αE (x, x0) (4.11)
+
∑
ijk
∫ 1
0
dτ
∣∣(x− x0)iσkj (γ(τ)) − (γ(t)− x0)iσkj (x0)∣∣
+ dE(x, x0)
∑
jk
∫ 1
0
dτ
∣∣σkj (γ(τ)) − Px0σkj (γ(τ))∣∣
)
.
Now if we set t = 1, inequality (4.11) reads
|h(x) − Px0h(x)| ≤ C
(
d1+αE (x, x0)
+ dE(x, x0)
∑
jk
∫ 1
0
dτ
∣∣σkj (γ(τ)) − σkj (x0)∣∣
+ dE(x, x0)
∑
jk
∫ 1
0
dτ
∣∣σkj (γ(τ)) − Px0σkj (γ(τ))∣∣
)
≤ C
(
d1+αE (x, x0) + dE(x, x0)
∑
jk
∫ 1
0
dτ
∣∣σkj (γ(τ))− Px0σkj (γ(τ))∣∣
)
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so that in order to complete the proof we need only to prove the following claim∣∣σkj (γ(τ)) − Px0σkj (γ(τ))∣∣ ≤ dE(x, x0) .
To do so, we make use of inequality (4.11) in the case h(x) = σβα(x), where for x suffi-
ciently close to x0 the last term at the right hand side can be reabsorbed, so the claim
follows by noting that∣∣(x− x0)iσkj (γ(τ)) − (γ(t)− x0)iσkj (x0)∣∣ ≤ |(x− x0)i| ∣∣σkj (γ(τ)) − σkj (x0)∣∣
+ |(x − γ(t))i|
∣∣σkj (x0)∣∣
≤ CdE(x, x0) .
This proves (4.9) and hence the full statement.
Remark 4.4. The difference between the frozen vector fields and the original ones are
expressed by
X1 −X01 =
(
σi1(x)− Px0σi1(x)− s2σi2(x)
)
∂xi
X2 −X02 = ǫ
(
σi2(x)− Px0σi2(x)
)
∂xi .
In view of Lemma 4.3, and because of the choice of lifting up to step three, we get the
estimate
|Xiz −X0 iz| ≤ d01+αǫ ((x, s), (x0, 0))|∇Ez|
≤ d
0
1+α
ǫ ((x, s), (x0, 0))(|∇ǫz|+ |Y z|) . (4.12)
Indeed if we had s instead of s2 that would not hold true. This will be a key step for
concluding the proof of Theorem 4.1.
4.2. The fundamental solution of the frozen operator
If we extend to three dimensions the 2 × 2 matrix aij(∇ǫu(x0)) to a 3 × 3 matrix
keeping the same form (3.2) but with respect to the lifted vector fields (4.3), i.e. we
define
a
0 ij = a0 ij(∇˜u(x0, 0)) = δij −
X˜iu(x0, 0)X˜ju(x0, 0)
1 + |∇˜u(x0, 0)|2
then with the new vector fields (4.7) we can define a uniformly subelliptic operator acting
on a smooth function z generally defined on Ω× (−1, 1)
N
0
z
.
=
∑
i,j∈{1,3}
a
0 ijX0 iX0 jz (4.13)
that, due to the uniform ellipticity of the matrix a0 , behaves like a sublaplacian with
respect to the corresponding stratified Lie algebra. Its elliptic regularization contains
also the vector field X
02 and reads
N
0ǫz
.
=
3∑
i,j=1
a
0 ijX0 iX0jz . (4.14)
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Operator (4.14) will be used in this section to approximate the original operator in
nondivergence form (4.1). The main advantage in this approximation consists of the fact
that the limit operator for (4.14) is subelliptic, while the limit operator for (4.1) is not.
We will make use of the fundamental solution to (4.14), which will be denoted by
Γ
0 ǫ(ξ|η). Its variables ξ, η are then in Ω× (−1, 1). For the sake of simplicity we will also
make use of the following notation
(Γ
0ǫ ∗ f)(ξ) =
∫
Γ
0ǫ(ξ|η)f(η)dη
and when a derivation is applied to Γ
0 ǫ(ξ|η), we will mean it is made with respect to its
first variable.
The following estimates on the fundamental solution are proved in [14].
Theorem 4.5. Let Γ
0ǫ(ξ|η) be the fundamental solution of (4.14) and x0 ∈ Ω. Then for
all compact sets K ⊂⊂ Ω × (−1, 1), for all k ∈ N and every multiindex I = (i1, . . . , ik)
with ij ∈ {1, 2, 3} there exists a positive constant C independent of ǫ such that
|∇
0
I
ǫΓ0ǫ(ξ|η)| ≤ C
d0
2−k
ǫ (ξ, η)
|B
0 ǫ(ξ, d0 ǫ(ξ, η))|
Proposition 4.6. Let f be in Lq(Ω) and extend it to a function on Ω×(−1, 1) by setting
f(x, s)
.
= f(x). Let K : [Ω× (−1, 1)]2 → R be a kernel satisfying
|K(ξ, η)| ≤ C d0
κ
ǫ (ξ, η)
|B
0ǫ(ξ, d0 ǫ(ξ, η))|
. (4.15)
Then a function u(ξ) defined as
u(ξ) =
∫
K(ξ, η)f(η)dη
and such that u(x, s) = u(x) satisfies
‖u‖Lr(Ω) ≤ C‖f‖Lq(Ω)
with 5− κq > 0 and r = 5q5−κq .
The idea is that, by the homogeneity of the measure on stratified groups, the require-
ment (4.15) implies that K is in Ls with s < QQ−κ where Q is the homogeneous dimension
of the group, in this case Q = 5. An argument like the standard Young inequality for
convolutions implies then ‖u‖r ≤ C‖K‖s‖f‖q with 1/s+ 1/q = 1+ 1/r, so r < QqQ−κq .
For the sake of clarity, we reproduce here the main arguments of the proof, addressing
the reader to [17] and [7] for the full detailed computation of representation formulae.
Proof of Theorem 4.1. Let z be a classical solution to Nǫ,uz = 0, hence if considered as a
function on Ω× (−1, 1) it will not have dependence on the s variable, i.e. z(ξ) = z(x0, 0).
Using the convention of summation over repeated indices, by definition of fundamental
solution we have
zφ = Γ
0 ǫ ∗N0ǫzφ
= Γ
0 ǫ ∗
(
zN
0ǫφ+ 2a0 ij(X0 iz)(X0jφ)
)
+ Γ
0 ǫ ∗ (N0 ǫz −Nǫz)φ
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where the term involving the difference between the freezed and the original operator,
since z does not depend on s, is
N
0ǫz −Nǫz = a0 ijX0 iX0jz − aij(∇ǫu)XiXjz
= (a
0 ij − aij(∇ǫu))XiXjz + a0 ij(X0 iX0 jz −XiXjz)
and in particular the last term can be written as
X
0 iX0jz −XiXjz = (X0 i −Xi)Xjz +X0 i(X0j −Xj)z .
We then obtain the representation formula
zφ = Γ
0 ǫ ∗
(
zN
0ǫφ+ 2a0 ij(X0 iz)(X0jφ)
)
+ Γ
0 ǫ ∗
(
φ(a
0 ij − aij(∇ǫu))XiXjz
)
+Γ
0ǫ ∗
(
φa
0 ij(X0 i −Xi)Xjz
)
+ Γ
0ǫ ∗
(
a
0 ij(X0 iφ)(X0 j −Xj)z
)
+X
0 iΓ0ǫ ∗
(
a
0 ijφ(X0 j −Xj)z
)
. (4.16)
To get a W 2,p estimate of z we perform second derivatives on the above representation
formula. Arguing as in [7], we can represent frozen second derivatives at the freezing
point x0, i.e. X0kX0 lzφ(x0, 0), simply by putting the derivatives on Γ0ǫ, hence obtaining
a representation formula similar to the above one but with X
0kX0 lΓ0((x0, 0), η). Pro-
ceeding in this direction, the worst term to estimate is then the one corresponding to
the last term in (4.16), since it contains third derivatives of Γ
0ǫ. Making use of Remark
(4.4), it becomes∫ ∣∣∣X0kX0 lX0 iΓ0 ǫ((x0, 0)|η)(a0 ijφ(X0 j −Xj)z(η))∣∣∣ dη
≤ C
∫
K((x0, 0), η)(|∇ǫz(η)|+ |Y z(η)|)φdη
where by (4.12) and Theorem 4.5
K = |X
0kX0 lX0 iΓ0ǫ((x0, 0)|η)| d01+αǫ (x, x0) ≤ C
d0
α
ǫ ((x0, 0), η)
|B
0 ǫ((x0, 0), d0ǫ((x0, 0), η))|
.
Applying Proposition 4.6 to this term and handling the others in the same way, we
get the boundedness of the function x0 → |X0kX0 lz(x0)| in the Lr norm, with r = 5q5−αq
where q is by hypothesis bigger than 10/3, so also r > 10/3.
5. Uniform Sobolev regularity for the nonlinear approximating PDE
In this section we unify the results obtained up to now, coming back to the nonlinear
regularized equation (1.4). We will prove that
Theorem 5.1. Let u be a smooth solution to Lǫ,uu = 0 in Ω ⊂ R2, then for every open
set Ω1 ⋐ Ω, every p ≥ 3 and every m ≥ 2 there exists a positive constant C depending
on p, m, Ω1 and the constant M of (1.5) but is independent of ǫ such that
‖u‖Wm,pǫ (Ω1) + ‖Y u‖Wm,pǫ (Ω1) ≤ C .
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5.1. First iteration step
First Euclidean Caccioppoli inequality: C1,α regularity
We start providing a regularity sufficient to apply Theorem 4.1. This can be obtained
by an Euclidean Caccioppoli type estimate for solutions to (1.4), uniform in ǫ, which
allows to perform a classical Moser iteration.
Lemma 5.2. Let u be a smooth solution of Lǫ,uu = 0, then for every q ≥ 2 there exits
a positive constant C independent of ǫ such that for any cutoff function φ it holds∫
|∇E(|∇ǫu|q/2)|2φ2p ≤ C
∫
|∇ǫu|q
(
φ2 + |∇Eφ|2
)
φ2p−2 .
Proof. We first prove the following claim:∫
|∇ǫ(|∇ǫu|q/2)|2φ2p ≤ C
∫
|∇ǫu|q
(
φ2 + |∇Eφ|2
)
φ2p−2 . (5.1)
In order to do this, we note that setting z = Xku we can rewrite the conclusion of Lemma
3.7 as ∫
|∇ǫ(|z|q/2)|2φ2p ≤ C
(∫
|z|q (φ2 + |∇ǫφ|2)φ2p−2 +
∫
|f ||z|q−1φ2p
)
by choosing the exponent p of the function z as equal to q− 1 while leaving unvaried the
exponent of the cutoff function (the proof of Lemma 3.7 shows that the two exponents
need not to be the same). Let us now look at the last term. By Corollary 3.4 we have
|f | ≤ C(|∇ǫu|+ |∇ǫz|)
so that ∫
|f ||z|q−1φ2p ≤ C
(∫
|∇ǫu|qφ2p +
∫
|∇ǫz||z|q−1φ2p
)
≤ C
([
1 +
1
δ
]∫
|∇ǫu|qφ2p + δ
∫
|∇ǫz|2|z|q−2φ2p
)
and
|∇ǫz|2|z|q−2 = 4
q2
|∇ǫ(|z|q/2)|2 .
Noting then that |∇ǫφ| ≤ |∇Eφ|, claim (5.1) is proved. The same argument holds for
|Y (|∇ǫu|q/2)|2, which provides the full statement since for any given function h
|∇Eh| ≤ C (|∇ǫh|+ |Y h|) . (5.2)
The previous lemma allows us to obtain a statement analogous to that of [8, Propo-
sition 3.7], i.e.
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Theorem 5.3. Let u be a solution of Lǫ,uu = 0 in Ω ⊂ R2, then for every compact set
K ⋐ Ω there exists a positive constant C such that
‖u‖C1,αǫ (K) + ‖u‖W 2,2ǫ (K) + ‖Y u‖W 1,2ǫ (K) ≤ C
where the class C1,αǫ is the same as was defined for Theorem 4.1.
Indeed the previous Caccioppoli estimates works precisely on the ∇ǫ derivatives of u,
so C1,αǫ is the natural class that can result from a Moser iteration.
We note that this is sufficient to apply Theorem 4.1, since when dealing with the
nonlinear equation there is not anymore difference between “solution” z and “coefficients”
u, so in particular the Lploc requirement for Y z is implied by the C1,α boundedness of u.
Second Euclidean Caccioppoli inequality: higher integrability
Proceeding analogously to the proof of Proposition 3.6 and Lemma 3.8, we obtain
the following interpolation inequality and a priori Caccioppoli estimate.
Proposition 5.4 (Second interpolation inequality). For every p ≥ 3 there exists a
positive constant C dependent only on p and the constant M in (1.5) such that for
every function z ∈ C∞(Ω), every cutoff function φ and every δ > 0 it holds∫
|Xiz|p+1φ2p ≤ C
[∫ (
zp+1φ2p + z2|Xiz|p−1φ2(p−1)|Xiφ|2
)
+
∫
|X2i z|2|Xiz|p−3z2φ2p
]
.
Corollary 5.5. Let z be a smooth solution of equation (3.4) and let f be locally summable
in Ω, then for all p ≥ 3 there exists a positive constant C′2 depending only on p and the
constant M in (1.5) such that for any cutoff function φ it holds∫ ∣∣∣∇ǫ (|∇ǫz|(p−1)/2)∣∣∣2 φ2p ≤ C′2
(
δ
∫
|∇ǫz|p+1φ2p + 1
δ
∫
|∇2ǫu|p+1φ2p
+
1
δ
∫
|∇ǫY u|(p+1)/2φ2p + 1
δ
∫
|f |(p+1)/2φ2p + 1
)
.
These two results allow to obtain a second Euclidean Caccioppoli estimate for solu-
tions to the nonlinear elliptic regularized equation, which combined with the Euclidean
Sobolev inequality will provide the first step of the iteration.
Lemma 5.6. Let u be a smooth solution of Lǫ,uu = 0. Then there exists a positive
constant C independent of ǫ such that its derivatives z = Xku satisfy∫
|∇E∇ǫz|2φ6 ≤ C
(∫
|∇ǫz|4φ6 + 1
)
.
Proof. Let us indicate v = Y u and z = Xku and denote by C a positive constant
depending only on p,M allowed to change from line to line.
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By Corollary 5.5, choosing p = 3 and using Corollaries 3.4 and 3.5, we get∫
|∇2ǫz|2φ6 ≤ C
(
δ
∫
|∇ǫz|4φ6 + 1
δ
(∫
|∇2ǫu|4φ6 +
∫
|∇ǫv|2φ6 + 1
))
∫
|∇2ǫv|2φ6 ≤ C
(
δ
∫
|∇ǫv|4φ6 + 1
δ
(∫
|∇2ǫu|4φ6 + 1
))
.
Moreover, by Proposition 5.4 with p = 3 and using assumption (2.5) we obtain∫
|∇ǫz|4φ6 ≤ C
(∫
|∇ǫz|2φ4|∇ǫφ|2 +
∫
|∇2ǫz|2φ6
)
∫
|∇ǫv|4φ6 ≤ C
(∫
|∇ǫv|2φ4|∇ǫφ|2 +
∫
|∇2ǫv|2φ6
)
where the first term is bounded by Theorem 5.3, so that∫
|∇ǫz|4φ6 ≤ C
(∫
|∇2ǫz|2φ6 + 1
)
∫
|∇ǫv|4φ6 ≤ C
(∫
|∇2ǫv|2φ6 + 1
)
(5.3)
that provide the two intrinsic Caccioppoli inequalities∫
|∇2ǫz|2φ6 ≤ C
(∫
|∇2ǫu|4φ6 + 1
)
∫
|∇2ǫv|2φ6 ≤ C
(∫
|∇2ǫu|4φ6 + 1
)
. (5.4)
Noting that
|∇EXjz| ≤ |X1Xjz|+ |Y Xjz| ≤ |∇2ǫz|+ |XjY Xku|+
1
ǫ
|ωlXlz|
≤ |∇2ǫz|+ |XjXkY u|+
1
ǫ
|XjωlXlu|+ 1
ǫ
|ωlXlz|
≤ |∇2ǫz|+ |∇2ǫv|+
1
ǫ
|(Xjωl)Xlu|+ 1
ǫ
|ωlXjXlu|+ 1
ǫ
|ωlXlz|
where
1
ǫ
|(Xjωl)Xlu| =
∣∣∣∣
(
Xj
ω1
ǫ
)
X1u+ (Xjω
2)Y u
∣∣∣∣ ≤ C|∇2ǫu|
1
ǫ
|ωlXjXlu| =
∣∣∣∣ω1ǫ XjX1u+ ω2XjY u
∣∣∣∣ ≤ C (|∇2ǫu|+ |∇ǫv|)
1
ǫ
|ωlXlz| =
∣∣∣∣ω1ǫ X1z + ω2Y z
∣∣∣∣ ≤ C (|∇ǫz|+ |∇ǫv|+ 1)
so that
|∇EXjz| ≤ C
(|∇2ǫz|+ |∇2ǫv|+ |∇ǫz|+ |∇ǫv|+ |∇2ǫu|+ 1) (5.5)
we end up with the desired claim.
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Proposition 5.7. Let u be a solution of Lǫ,uu = 0 in Ω ⊂ R2, then for every Ω1 ⋐ Ω
and every p ≥ 1 there exists a positive constant C independent of ǫ such that
i) ‖u‖W 2,pǫ (Ω1) ≤ C
ii) ‖Y u‖W 1,pǫ (Ω1) ≤ C
Proof. To prove i) we make use of Lemma 5.6 together with the Euclidean Sobolev
inequality in R2. Let us indicate z = Xku and denote with φ a cutoff function. Then we
get, for any 2 ≤ r <∞
(∫ (|∇ǫz|φ3)r
)2/r
≤
∫ ∣∣∇E (∇ǫzφ3)∣∣2 ≤ C
[∫
|∇ǫz|4φ6 + 1
]
≤ C
[(∫ (|∇ǫz|αφ3α)q
) 1
q
(∫ (|∇ǫz|4−αφ6−3α) qq−1
) q−1
q
+ 1
]
where the last transition is Ho¨lder inequality. We now choose α and q such that αq = r
and 1/q = 2/r, i.e. α = 2 and q = r/2 so that
(∫ (|∇ǫz|φ3)r
)2/r
≤ C

(∫ (|∇ǫz|φ3)r
) 2
r
(∫
supp(φ)
|∇ǫz| 2rr−2
) r−2
r
+ 1

 (5.6)
By Theorem 5.3 we can apply Theorem 4.1 i), so that if we set r = 6 we have 2r/(r−2) =
3, and ∫
supp(φ)
|∇ǫz|3 ≤
(∫
supp(φ)
|∇ǫz| 103
)9/10
|supp(φ)|1/10
can be chosen arbitrarily small with the support of φ. We emphasize that for this point it
was crucial to have an integrability up to a power higher than 3. This could be obtained
through estimates which could be applied with the full strength of the Ho¨rmander setting
by making use of the freezing technique.
Since estimate (5.6) holds for k = 1, 2 we now obtain∫
|∇2ǫu|6φ18 ≤ C .
By inequalities (5.3) and (5.4) we then have∫
|∇ǫv|4φ6 ≤
∫
|∇2ǫv|2φ6 ≤ C
(∫
|∇2ǫu|4φ6 + 1
)
(5.7)
≤ C
(∫
|∇2ǫu|6φ18 +
∫
supp(φ)
|∇2ǫu|3 + 1
)
≤ C .
Now since
|∇E∇ǫu| ≤ C
(|∇2ǫu|+ |∇ǫv|+ 1)
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we have proved that |∇E∇ǫu| ∈ L4loc, and consequently by the Euclidean Sobolev-Morrey
inequality in R2 we have that ∇ǫu is Euclidean Ho¨lder continuous of order 1/2. This
way we can apply the conclusion of Theorem 4.1 ii) and obtain point i).
For point ii) we note that we can apply Theorem 3.9 to v = Y u:
‖v‖p+1/2
W 1,p+1/2(Ω)
≤ C3
(
‖v‖4p+2L4p+2(Ω) + ‖u‖
(4p+2)/3
W 2,(4p+2)/3(Ω)
+‖v‖(2p+1)/3
W 1,(2p+1)/3(Ω)
+ ‖fv‖(4p+2)/7L(4p+2)/7(Ω) + 1
)
where at the right hand side the first term is bounded by assumption (2.5), the second
term is point i) we proved, and the third and fourth terms can be bounded using Corollary
3.5 by
‖∇ǫv‖(2p+1)/3L(2p+1)/3(Ω) + ‖fv‖
(4p+2)/7
L(4p+2)/7(Ω)
≤ C‖∇ǫv‖pLp(Ω)
that is bounded for p = 4 by (5.7) and then for all p.
5.2. Proof of the main iteration step
Lemma 5.8. Let us assume (1.5). Then there exists a positive constant C depending
only on Ω and M of (1.5) such that for every δ sufficiently small it holds∫
|∇ǫz|7/3φ4 ≤ C
(
δ
∫
|∇2ǫz|2φ4 + δ
∫
|∇ǫz|2φ4 + 1
δ
∫
|z|3 (|∇ǫφ|3 + φ3)φ+ 1
)
for every function z ∈ C∞(Ω) and every cutoff function φ.
Proof. The claim follows by choosing p = 2 in the following interpolation inequality∫
|∇ǫz|p+1/3φ2p ≤ C
(
δ
∫
|∇ǫ(|∇ǫz|p/2)|2φ2p + δ
∫
|∇ǫz|pφ2p
+
1
δ
∫
|z|3p/2
(
|∇ǫφ|3p/2 + φ3p/2
)
φp/2 + 1
)
which can be proved in the same way as Proposition 3.6.
Proof of Theorem 5.1. Let us denote z = Xku and v = Y u. Then by Theorem 3.1 i) we
have
‖z‖p+1/2
Wm,p+1/2(Ω)
+ ‖v‖p+1/2
Wm,p+1/2(Ω)
≤ C4
(
‖z‖4p+2Wm−1,4p+2(Ω) + ‖v‖4p+2Wm−1,4p+2(Ω)
+ ‖fz‖(4p+2)/7Wm−1,(4p+2)/7(Ω) + ‖fv‖
(4p+2)/7
Wm−1,(4p+2)/7(Ω)
+ ‖u‖(4p+2)/3
Wm,(4p+2)/3(Ω)
+ ‖u‖(2p+1)/3
Wm+1,(2p+1)/3(Ω)
+ 1
)
≤ C
(
‖z‖4p+2Wm−1,4p+2(Ω) + ‖v‖4p+2Wm−1,4p+2(Ω)
+ ‖z‖(2p+1)/3
Wm,(2p+1)/3(Ω)
+ ‖v‖(2p+1)/3
Wm,(2p+1)/3(Ω)
+ 1
)
(5.8)
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where the last transition holds due to Corollaries 3.4 and 3.5 and Ho¨lder inequality. Let
us now rewrite the obtained inequality setting q = p+ 1/2:
‖z‖qWm,q(Ω) + ‖v‖qWm,q(Ω) ≤ C
(
‖z‖4qWm−1,4q(Ω) + ‖v‖4qWm−1,4q(Ω)
+ ‖z‖
2
3 q
Wm,
2
3
q(Ω)
+ ‖v‖
2
3 q
Wm,
2
3
q(Ω)
+ 1
)
By Proposition 5.7 i) and ii) the first two terms at the right hand side are bounded
for m = 2, provided a restriction to a subsets Ω1 compactly contained in Ω. We want to
prove now, by induction, that for all m ≥ 2
‖z‖qWm,q(Ω1) + ‖v‖
q
Wm,q(Ω1)
≤ C
(
‖z‖
2
3 q
Wm,
2
3
q(Ω1)
+ ‖v‖
2
3 q
Wm,
2
3
q(Ω1)
+ 1
)
. (5.9)
The induction scheme reads as follows: given that for any m it holds
‖h‖qm,q ≤ C
(
‖h‖4qm−1,4q + ‖h‖
2
3 q
m, 23 q
+ 1
)
(5.10)
and given the starting point m = 2
‖h‖q2,q ≤ C
(
‖h‖2/3q
2,23 q
+ 1
)
we want to prove that if for a fixed m we have
‖h‖qm,q ≤ C
(
‖h‖
2
3 q
m, 23 q
+ 1
)
(5.11)
then it holds
‖h‖qm+1,q ≤ C
(
‖h‖
2
3 q
m+1, 23 q
+ 1
)
.
This is done using (5.10)
‖h‖qm+1,q ≤ C
(
‖h‖4qm,4q + ‖h‖
2
3 q
m+1, 23 q
+ 1
)
and noting that (5.11) implies that ‖h‖qm,q is bounded for all q by bootstrapping, provided
we can get a starting point. This is given by q = 3, using Theorem 3.1 ii). Indeed,
repeating the argument used for inequality (5.8) with p = 3 we get
‖z‖2Wm+1,2(Ω1) + ‖v‖2Wm+1,2(Ω1) ≤ C
(
‖z‖14Wm−1,14(Ω1) + ‖v‖14Wm−1,14(Ω1)
+ ‖z‖7/3
Wm,7/3(Ω1)
+ ‖v‖7/3
Wm,7/3(Ω1)
+ 1
)
where at the right hand side the first two terms are bounded for m = 2 by Proposition
5.7, and the other two terms can be reabsorbed using the interpolation given by Lemma
5.8. By (5.9), bootstrapping on q we then obtain the desired result.
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6. Intrinsic regularity for vanishing viscosity solutions
This section is devoted to the proof of regularity for vanishing viscosity solutions
introduced in Definition (1.1), which provides a foliation result for intrinsic minimal
graphs, i.e. solutions to equation (1.3). Regularity estimates are obtained by making
use of the estimates proved in the previous section, since they were uniform in ǫ. In
particular we will obtain Ho¨lder continuity, that in definitive will be sufficient for C∞
regularity, in the horizontal direction, while no regularity is expected in the transverse
direction, in accordance with the geometry outlined by the foliation.
To come back to the notation of Definition (1.1), we will indicate by u a vanishing vis-
cosity solution of (1.3) and by (un) its approximating sequence referring to the vanishing
positive real sequence (ǫn). The corresponding nonlinear vector fields will be denoted by
X1,n = σ
j
1(x1, x2, un(x1, x2))∂xj , X2,n = ǫnσ
j
2(x1, x2, un(x1, x2))∂xj and Yn =
1
ǫn
X2,n.
Accordingly, we will use ∇ǫn and W k,pǫn for the natural gradient and Sobolev spaces.
For the limit equation we will use the notations X = X1,∞ = σ
j
1(x1, x2, u(x1, x2))∂xj ,
∇0 = (X, 0), W k,p0 , while ∇E and W k,pE still stand for the usual Euclidean gradient and
Sobolev spaces.
Theorem 6.1. Let u be a vanishing viscosity solution of equation (1.3). Then
Xu ∈ W 1,pE,loc(Ω) for all p > 1 . (6.1)
Proof. To prove (6.1) it suffices to obtain the following estimate uniform in ǫ: for every
ball B ⊂⊂ Ω and all p > 1 there exists a positive constant C such that
‖∇ǫnun‖W 1,pE (B) ≤ C (6.2)
for all n, and this is a direct consequence of (5.2) and Theorem 5.1 with m = 2.
Proposition 6.2. Let u be a vanishing viscosity solution of equation (1.3). Then
X1,nun → Xu, X2,nun → 0 (6.3)
as n→ +∞ weakly in W 1,2E,loc(Ω). Moreover equation (1.3) can be represented as
X2u = 0
and is satisfied weakly in the Sobolev sense, and hence, pointwise a.e. in Ω, i.e.∫
Ω
XuX†φ = 0 for all φ ∈ C∞0 (Ω) .
Proof. Since the approximating solution un is of class C∞, we can use the nondivergence
form of equation (1.3)
2∑
i,j=1
aij(∇ǫnun)Xi,nXj,nun = 0.
Here
aij(∇ǫnun)→ aij(∇0u) = δi1δj1 in Lp ,
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while (6.2) and the definition of vanishing viscosity solution imply
X1,nun → Xu, X2,nun → 0
as n → +∞ weakly in W 1,2E,loc(Ω). Hence letting n go to ∞ in the nondivergence form
equation we conclude
X2u = 0
in the Sobolev sense.
Proof of Theorem 1.2. By Theorem 5.1 with m = 3 and inequality (5.2) we have that
X2u ∈ W 1,pE,loc(Ω) for all p > 1. Then, by Sobolev-Morrey embedding in R2, X2u is
Ho¨lder continuous, and this implies that the equation X2u = 0, satisfied weakly by the
previous proposition, is satisfied pointwise everywhere in Ω.
We can now give a new pointwise definition of derivative in the direction of vector
fields X1 and X2.
Definition 6.3. Let V be a Lipschitz vector field on Ω and let ξ0 ∈ Ω and γ(s) be a
solution to problem γ′ = V (γ) , γ(0) = ξ0. We say that a function f ∈ Cαloc(Ω), with
α ∈]0, 1[, has Lie derivative in the direction of the vector field V in ξ0 if there exists
d
ds
(f ◦ γ)
∣∣∣
s=0
,
and we will denote its value by V f(ξ0).
If the weak derivative of a function f is sufficiently regular, then the two notions of
derivatives coincide. For the proof of the following result see [16, Proposition 5.2].
Proposition 6.4. If f ∈ Cαloc(Ω) for some α ∈]0, 1[ and its weak derivatives satisfy
X1,uf ∈ Cαloc(Ω), Yuf ∈ Lploc(Ω) with p > 1/α, then for all ξ ∈ Ω the Lie derivative
X1,uf(ξ) exists and coincides with the weak one.
We are now ready to prove the main result concerning the foliation
Proof of corollary 1.3. By Theorem 1.2 we have X2u = 0, and the previous proposition
ensures that X(Xu) is a Lie derivative, so by Definition 6.3 we have
d2
ds2
u(γ(s)) = X2u = 0 .
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