Introduction
Sn-Pb eutectic solders are commonly used in electronic packaging as both a mechanical and electrical connection because of their good wetting properties. However, the solders have a low melting point of about 183°C. The operating temperature of most of electronics components is between Ϫ40-150°C which is as high as 0.5-0.9 times the melting point ͑in K͒. At such high homologous temperatures, stresses caused by temperature gradients and fluctuations during service can cause viscous creep flow for a constrained solder joint, and further result in joint failure. Therefore, to increase solder joint reliability requires a fundamental understanding of the creep behavior of Sn-Pb solders.
Simple Arrhenius type power-law creep constitutive models ͑Morris et al. ͓1͔, Pao et al. ͓2͔͒ have been widely employed to predict the steady-state creep behavior of Sn-Pb solders for the past twenty years. However, the models were often found to break down at high stress levels and are incapable of explaining the experimental observations that the values of the stress exponent and activation energy are temperature and stress dependent ͑see Sections 3.1 and 3.2͒. As a consequence, Darveaux et al. ͓3͔ developed a hyperbolic sine type power-law constitutive model for tin-based solders. His model can describe creep flow for low stresses and also for high stresses at which the simple power-law breaks down, but it is only an empirical model and fails to explain the temperature dependencies of the stress exponent and activation energy. On the other hand, a two-regime power-law constitutive model has been increasingly used in recent research works ͑Knecht et al. ͓4͔, Hacke et al. ͓5͔, Syed et al. ͓6͔͒ . The model assumes that each regime has a power-law dependency of strain rate on stress and each follows an Arrhenius model for temperature dependency with a different activation energy value ͑Knecht et al. ͓4͔͒. However, it cannot describe clearly the creep deformation mechanism for different temperatures and stress levels. More important, it does not explain why the stress exponent varies significantly from 1.7-11.1 or why activation energy differs considerably from 43.5-96.5 KJ/mol when the model is used in different studies ͑Knecht et al. ͓4͔͒. The above issues strongly suggest that some important physical quantity is missing from the models.
In the present study, a large number of creep tests were carried out at various stress levels from 1.25 MPa-70 MPa, over a wide temperature range from Ϫ40°C-150°C, to investigate the stress and temperature dependent creep flow of 63 Sn/37Pb solder in a systematic manner. The dislocation controlled creep mechanism and Gibbs' free-energy theory were employed to analyze the creep data and explain the abovementioned issues.
Experimental Methods
The material used in the study was a eutectic solder alloy 63Sn/ 37Pb, whose chemical composition is as follows ͑in wt.%͒: 63.200 Sn, 36.773 Pb, 0.006 Sb, 0.002 Cu, 0.004 Bi, 0.001 Zn, 0.002 Fe, 0.001 Al, 0.010 As, and 0.001 Cd. To get the similar microstructure as solder joints in actual packages, the air cooling method was used when the solder bars were cast. Subsequently, small rectangular specimens were prepared by machining from the high purity as-cast solder bars. The specimens had a total length of 30 mm and a central cross-section of 0.5 mm by 3 mm with a gauge length of 12 mm. After machining, the gauge section of each specimen was carefully ground on fine SiC paper and polished using 1 m diamond paste. Afterwards, the specimens were annealed at 60°C for 24 h in a N 2 atmosphere to eliminate residual stresses.
Creep tests were conducted on a micro-force test system from MTS. The system has the capability to hold the load constant ͑load variation Ͻ5%͒. A specially designed environmental chamber rated from Ϫ65-250°C was mounted onto the system to run the creep tests at low and high temperatures. TestStarII software was used to control the system and collect test data. In the test, the specimen was deformed in tension at constant load. An extensometer was employed to measure the strain. Testing was carried out at five different temperatures ͑Ϫ40, 25, 75, 125, and 150°C͒ with constant stress set at twelve different values ͑1. 25, 2, 3.25, 5, 10, 15, 20, 25, 30, 40, 50, and 70 MPa͒. Three samples were tested per test condition and the results were averaged.
Experimental Results
In all the creep tests, the creep-time curve displays three stages, namely primary, secondary and tertiary creep. A typical curve is shown in Fig. 1 . Attention was focused on steady-state ͑second-ary͒ creep since it dominates the creep rupture life of the eutectic solder. Based on the curve, the creep strain rate can be determined for any given time by taking the derivative of the creep strain with creep time. The minimum rate was taken as the creep strain rate of the steady-state stage. The tensile stress and tensile strain were converted into shear stress and shear strain using von Mises yield criterion. The results of the creep shear strain rate are plotted against the applied shear stress, as shown in Fig. 2 
where n is the stress exponent, Q is the activation energy for creep, R is Boltzmann's constant, T is the absolute temperature, and C is a constant. Assuming that one creep mechanism dominates the creep deformation in the whole temperature range studied, the activation energy can be considered to be constant for the range. Under logarithmic coordinates, Eq. ͑1͒ describes a linear relationship between the shear strain rate and applied shear stress for any given temperature. In contrast to the prediction, creep test results of the present study show nonlinear characteristics, as can be seen from Fig. 2 .
As shown in Fig. 2 , the creep shear strain rate is less dependent on shear stress in the low stress regime but becomes more dependent on stress in the high stress regime. In each of the stress regimes, an approximately linear relationship exists between logarithmic values of the shear strain rate and applied shear stress. The n values for low and high stress regimes were determined separately from the slope of the linear curve and plotted as a function of temperature in Fig. 3 . Two trends can be observed from the figure. First, stress exponent n is larger in high stress regime than that in low stress regime at any given temperature. This phenomenon is referred to as power-law break-down. Second, in both low and high stress regimes, stress exponent n decreases with increasing temperature. It is therefore noted that the stress exponent in Eq. ͑1͒ is not a constant, but varies from 3 to about 12 for different temperatures and stress levels. In other words, the creep flow of the solder is no longer dominated by one mechanism over the wide testing temperature range from Ϫ40-150°C and the applied tensile stress level from 1.25-70 MPa.
Dependency of Activation Energy on Temperature and
Stress. The activation energy Q represents the energy barrier to be overcome so that an atom might move from a higher energy location to a lower energy location. It should be noted that for a given stable structure and applied stress, Eq. ͑1͒ prescribes the linear relationship in logarithmic coordinates between the shear strain rate and the reciprocal of absolute temperature. The slope of the curve represents the activation energy Q. Unfortunately, as shown in Fig. 4 , the experimental results display nonlinear characteristic at any given shear stress level, indicating that for any given shear stress level there is more than one process that controls the creep throughout the temperature range examined. It is therefore concluded that this isostress line method is not suitable for determining the activation energy of the solder. Transactions of the ASME As can be seen in Fig. 4 , the curves can be considered to exhibit good linearity only within a small temperature range. Therefore, a new measurement method, the so-called temperature differential creep test method, was proposed to determine the activation energy. Under a given stress at the initial temperature T 1 , the temperature is changed abruptly to T 2 , which is slightly above T 1 . The difference in the steady-state shear strain rate associated with T 1 and T 2 is recorded. The activation energy for the creep process can be calculated by
where ␥ 1 and ␥ 2 are the creep shear strain rates at the temperatures T 1 and T 2 , respectively. Using the temperature differential creep test method, a large number of creep tests were carried out at certain shear stress level and certain temperature. Subsequently, Eq. ͑2͒ was used to calculate the values of activation energy Q at any tested shear stress and tested temperature. In the analysis, the shear stress was normalized by shear modulus G ͑Shi et al. ͓7͔͒.
Gϭ͑24782Ϫ39.63T ͒ ͑MPa͒
At a certain tested normalized shear stress level, it can be seen from the typical result presented in Fig. 5 that the Q value increases with increasing temperature, but it shows a nonlinear trend. At both regimes of low temperature ͑Ϫ40 to 25°C͒ and high temperature ͑125 to 150°C͒, the Q value changes slightly. In contrast, at intermediate temperature regime ͑25 to 125°C͒, it varies more drastically. On the other hand, for a given test temperature, it is interesting to note from the typical result as shown in Fig. 6 that the activation energy does not remain constant and it decreases with increasing normalized shear stress level. It is clear from the study that creep activation energy of the solder is a function of both temperature and stress, so a new creep constitutive model needs to be established to take this phenomenon into consideration.
New Creep Constitutive Model
For alloys, when the test temperature is above 0.4 T m ͑melting temperature of alloys͒, the dislocation is thermally activated to glide along the slip plane by cutting or by-passing a set of obstacles. This rate-controlling process is the diffusive motion of single ions or vacancies to or from the activated glide of the dislocation itself. As a result, the rate-dependent creep flow becomes much stronger than that at low temperature. This creep flow is usually referred to as core-diffusion control creep. However, at very high temperatures, dislocations acquire a new degree of freedom: they can climb as well as glide. The average velocity of dislocation is determined mainly by the climb step. This high temperature climb creep is generally lattice-diffusion controlled ͑Hertzberg ͓8͔͒.
Let Eq. ͑1͒ be rewritten as:
where CЈ is a constant, and
It is noted that the simple Arrhenius model does not consider the difference in dislocation creep mechanisms at low and high temperatures. It employs only one power-law creep process for the whole temperature range, i.e., D is the diffusion coefficient, and D o is a pre-exponential material constant for the certain dislocation-controlled creep process. Therefore, it is not surprising that the simple Arrhenius model cannot explain the dependencies of stress exponent and activation energy on temperature.
With the assumption that both dislocation core-diffusion and lattice-diffusion contribute significantly to the overall diffusive transport of matter, and one of them becomes the dominant transport mechanism under certain circumstances, an effective diffusion coefficient D eff was then defined to include those two mechanisms ͑Frost et al. ͓9͔͒
where A is a constant, D c and D l are the diffusion coefficients for the core-diffusion and lattice-diffusion, which are given by:
where D oc and D ol are the pre-exponential material constants for the core-diffusion and lattice-diffusion, Q c and Q l are the activation energy for the core-diffusion and that for lattice-diffusion. If the effective diffusion coefficient D eff given in Eq. ͑6͒ is used to replace the diffusion coefficient D in Eq. ͑4͒, the Arrhenius model can be rewritten as:
where C 1 Ј and C 2 Ј are constants. In Eq. ͑8͒, shear modulus G given in Eq. ͑3͒ is used to normalize the shear stress and T is introduced to take into account the temperature effect observed. It was found from Eq. ͑8͒ that at low temperatures the second term within the brackets is much larger than 1, so the equation becomes core-diffusion controlled power-law creep, while at high temperatures the second term is much smaller than 1, and the equation reduces to lattice-diffusion controlled power-law creep ͑Frost et al. ͓9͔͒. On the other hand, it is noted that if the stress exponent at high temperature is assumed to be nϭ3, the stress exponent at low temperature is determined from Eq. ͑8͒ to be n ϭ5. These values are just in agreement with the experimental results at the temperatures of Ϫ40°C (nϭ5) and 150°C (n ϭ3). It is therefore concluded that Eq. ͑8͒ correctly explains the dependencies of stress exponent and activation energy on temperature. However, Eq. ͑8͒ still cannot describe the observed fact that the activation energy and stress exponent change with applied stress, as shown in Figs. 3 and 6 .
To consider the stress effect, the assumption was made that external stress forces dislocations through the obstacles. Based on the Gibbs' free-energy theory, the stress dependent activation energy Q() for the cutting or by-passing of a random obstacle can be defined as follows ͑Kocks et al. ͓10͔͒:
where 0рpр1, 1рqр2 for all materials; Q o is the total activation energy required to overcome the obstacle without aid from external stress; is a material parameter related to shear strength. When the above equation was employed to fit the test data in Fig.  6 , the values of both p and q were found to be 1, indicating that the activation energy has a linear relationship with applied stress level for any given temperature. By replacing the activation energy with the stress dependent activation energy, Eq. ͑7͒ can be rewritten as
where ␣, ␤ represent the slopes of the activation energy versus normalized shear stress curves at the low and high temperatures, respectively. From Eqs. ͑4͒, ͑6͒, and ͑10͒, a possible constitutive model should be of the following form:
where (n 1 ϩn 2 ) and n 1 are the stress exponents for the low temperature and for the high temperature, respectively, and C 1 and C 2 are constants. The activation energy at zero stress and the constants, ␣ and ␤, can be determined from the intercept and slope of the straight lines at different temperatures, as shown in Fig. 6 . At the lowest temperature (Ϫ40°C) and highest temperature (150°C), Eq. ͑11͒ was evaluated and the associated stress exponents were then determined. It was interesting to find from the experimental results that n 1 ϭ2.5 and n 2 ϭ0. Subsequently, Eq. ͑11͒ was applied for other temperatures ͑25, 75, and 125°C͒. As a result, the curves of normalized shear strain rate versus normalized shear stress were plotted in Fig. 7 for all temperatures studied. As can be seen, all the data can be fitted into a single straight line. It means that a unique stress exponent is available for whole stress regime and temperature. The value of n was found to be 2.5. Thus, a new creep constitutive model can be established:
The constants in the model for the eutectic solder were found to be: C 1 ϭ2.5ϫ10 8 , C 2 ϭ6ϫ10 4 ; nϭ2.5; Q c ϭ52.5 KJ/mol, Q l ϭ86.5 KJ/mol; ␣ϭ1.08ϫ10 7 , and ␤ϭ1.36ϫ10 7 . Equation ͑12͒ can correctly describe the experimental fact that the activation energy changes with the temperature and stress. On the other hand, the n value obtained is found to be independent of temperature and stress, indicating that the variation in n value is due to the assumption of constant activation energy. Since eutectic solder is an alloy with low-melting point, small temperature change causes large change relative to the melting point. This may result in a change of the creep mechanism. Therefore, the changing of activation energy should be considered when studying the creep deformation of eutectic solder.
The new model was employed to predict the creep behavior of eutectic solder. The results are presented in Fig. 8 for comparison with the experimental results. It is noted that the model can predict accurately the creep deformation for different temperatures and shear stress levels.
Application
To verify the validity further, the new creep constitutive model was implemented into the finite element modelling ͑FEM͒ software, ABAQUS, to numerically predict the creep flow and longterm reliability of solder joints in a 256 I/O plastic ball grid array Transactions of the ASME ͑PBGA͒ package subjected to accelerated thermal cycling ͑ATC͒ loading. Meanwhile, ATC tests were carried out for the same package under the same loading profile. Results obtained from simulation and experiments were then compared for the purpose of verifying the accuracy of the new creep constitutive model.
Finite Element Modeling.
The PBGA package, which has 1.5 mm pitch between solder joints, was mounted to a printed circuit board ͑PCB͒ as a test vehicle to carry out the numerical simulation and the corresponding ATC tests. A schematic diagram of the plastic BGA assembly is given in Fig. 9 . The package consists of six constituent materials, namely, the PCB test board, copper pads, solder joints, silicon die, bismaleimide triazine ͑BT͒ resin substrate, and overmold compound. The dimensions of the package are given in Table 1. A thermal cycling environmental chamber with three temperature zones was employed in this study for ATC test of the PBGA assemblies. The thermal loading profile had a temperature range from Ϫ40 to 125°C, a ramp rate of 13.75°C/min., a dwell time of 15 minutes at the two extreme temperatures, and a total cycle time of 54 minutes. A total of 25 samples were tested for the Weibull statistical analysis.
The general purpose FEM code ABAQUS version 5.8 was used to conduct the numerical simulation for the PBGA package. Since the solder alloy displays the characteristics of viscoplasticity at high temperature, the total inelastic strain ␥ in of the solder was given by the sum of the time independent plastic strain ␥ pl and the time dependent creep strain ␥ cr :
From our previous study ͑Shi et al. ͓7͔͒, it was found that the yield stress and ultimate tensile stress ͑UTS͒ increase with increasing strain rate for any given temperature. However, when the strain rate reaches to certain value ͑e. g., 2.78ϫ10 Ϫ1 ͒, the yield stress and UTS do not increase again, indicating that the inelastic deformation is mainly contributed by the plastic deformation ͑Mc-Cabe et al. ͓11͔͒. Therefore, the stress-strain curves obtained at the strain rate of 2.78ϫ10
Ϫ1 were employed in current FEM to calculate the time independent plastic strain of the solder. The material properties, such as Young's modulus E, coefficient of thermal expansion ͑CTE͒, and Poisson's ratio, are listed in Table  2 . The new creep constitutive model was implemented into the ABAQUS to calculate the time dependent creep strain of the solder. The rest of the materials in the package were assumed to be elastic and their properties are given in Table 2 .
A three-dimensional model was generated. Because of geometry symmetries along the centerline of the PCB and along the diagonal-line of the PBGA component, only one eighth of the PBGA was modeled, as illustrated in Fig. 10 . In total, 20289 nodes and 22418 three-dimensional elements were used in constructing the numerical model of the assembly. In thermal cycling analysis, the symmetry boundary conditions were applied along the centerline of the PCB and the diagonal-line of the PBGA component. A node at the center point O was fixed with U X ϭU Y ϭU Z ϭ0 to prevent free body translation. All the nodes along the diagonal-line ͑XЈ direction͒ were imposed with the boundary condition of U Y Ј ϭ0, and the other boundary conditions will help to prevent any rigid rotation. In this study, four cycles were run for the simulation.
Results and Analysis.
Throughout the FEA simulation, it was observed that the stress state in the solder joint was multiaxial. Therefore a relationship between shear and tensile deformation was needed to account for the multiaxial stress states in solder joints. Employing the von Mises yield criterion, the following equations were used to obtain the equivalent stress and strain:
and
where 1 , 2 , and 3 are the principal stresses and 1 , 2 , and 3 are the principal strains. It was found that the maximum cumulative equivalent inelastic strain occurred at the upper corner of the solder joint, located underneath the corner of the silicon die. This observation agrees with the experimental results obtained by the ATC tests.
Since the point with maximum cumulative equivalent inelastic strain has the highest possibility for cracking, its inelastic strain Note: T is the absolute temperature. Except 63Sn/37Pb solder, the properties of the rest materials in the package were taken from the book ͑Lau et al ͓12͔͒.
energy density was taken to predict the fatigue life of the solder joint. Generally, the hysteresis loop was observed to stabilize after the second cycle. Therefore, the third cycle was used to calculate the inelastic strain energy density. By plotting the equivalent stress versus the equivalent strain at the point, the hysteresis loop can be obtained, as illustrated in Fig. 11 . Employing the flow stress-modified energy-based model developed in the authors' previous work ͑Shi et al. ͓13͔͒, the fatigue life was calculated to be about 4300 cycles. The two-parameter Weibull distribution was used to analyze the experimental fatigue data obtained by the ATC tests. This twoparameter Weibull function was found to be adequate for the analysis. The mean time to failure ͑MTTF͒ was determined to be 4455 cycles. It can be seen that the simulation result is in good agreement with the ATC tests.
Summary and Conclusions
Extensive creep tests of the eutectic solder were carried out at various stresses between 1.25 and 70 MPa in a wide temperature range of Ϫ40-150°C. Both stress exponent and activation energy were observed to be dependent on temperature and stress, as the Arrhenius model was employed to describe the creep flow of the solder.
When the two creep mechanisms, which are dislocation corediffusion and lattice-diffusion for low and high temperatures, respectively, were introduced to modify the Arrhenius model, it was found that the modified Arrhenius model is capable of explaining the temperature dependencies of stress exponent and activation energy. On the other hand, the Gibbs' free-energy theory was found to be applicable for explaining the stress dependencies of stress exponent and activation energy. As a result, a new unified constitutive creep model was proposed. The model is shown to describe accurately the experimental data. In particular, it explains well the effect of temperature and stress on stress exponent and activation energy.
It was interesting to note that the variation in stress exponent with changing temperature and stress is caused by the inappropriate assumption that activation energy is a constant. Moreover, the difference in creep activation energy given in different researches is due to ignoring the contribution of external stress to the dislocation creep process and neglecting the change in creep mechanism from dislocation core-diffusion at low temperatures to dislocation lattice-diffusion at high temperatures.
To verify the validity further, the model was applied to investigate the long-term reliability of a 256 I/O PBGA package under accelerated thermal cycling loading. The failure site and the fatigue life predicted by using the model were in good agreement with that obtained from the ATC tests. It is therefore concluded that the new creep constitutive model can be used confidently to give insight into the creep flow behavior of solder joints. 
