ABSTRACT This paper investigates the downlink of a single-cell base station (BS) equipped with a large-scale antenna array system while considering a non-negligible transmit circuit power consumption. This consumption involves that activating all RF chains does not always necessarily achieve the maximum sum-rate when the total BS transmit power is limited. This paper formulates a sum-rate maximization problem when a low complexity linear precoder, such as conjugate beamforming or zero forcing beamforming, is used. The problem is first relaxed by assuming arbitrary antenna selection. In this case, we derive analytically the optimal number of activated RF chains that maximizes the sum-rate under either optimal power allocation or equal received power constraint for all users. Also, user scheduling algorithms are proposed when users require a minimum received signal-to-interference-plus-noise ratio. Two iterative user scheduling algorithms are designed. The first one is efficient in terms of fairness and the second one achieves the optimal performance. Next, the antenna selection is investigated and we propose iterative antenna selection algorithms that are efficient in terms of instantaneous sum-rate. Simulation results corroborate our analytical results and demonstrate the efficiency of the proposed algorithms compared with arbitrary and optimal brute force search antenna selection.
I. INTRODUCTION
It is widely accepted that large-scale multiple-input multipleoutput (MIMO) (also known as massive MIMO) is a key technology to increase the spectral efficiency by several orders of magnitude, as requested for future 5G wireless networks and beyond [2] - [4] . Large-scale MIMO is based on using few hundreds antennas simultaneously to serve tens of users in the same time-frequency resource. The diversity of large number of antennas implies quasi-orthogonality between the users' channels in consequence of the law of large numbers. Hence, linear transmitters and receivers such as zero forcing (ZF), maximal ratio transmission (MRT) and maximal ratio combining (MRC) achieve high performance [5] - [7] .
Large-scale MIMO systems offers [3] higher energy efficiency, higher spectral efficiency, lower latency and simpler access layer. These gains cannot be fully exploited without adequate resource allocation strategies. Hence, the research have investigated this resource allocation issue under different network architectures and assumptions. In [8] , the authors derive the minimum number of transmit/receive antennas satisfying outage probability constraint in point-to-point massive MIMO systems. The problems of antenna selection, user scheduling and power allocation were the focus of [9] - [14] . In [9] , a joint antenna selection and user scheduling strategy is introduced for downlink massive MIMO systems assuming limited number of RF chains. In [10] , the authors designed a joint antenna selection and power allocation scheme that maximizes the sum-rate in large cloud radio access networks. A polynomial time algorithm is proposed in [11] to optimize the beamforming vector and select the set of antennas with maximum signal-to-noise ratio (SNR). Distributed massive MIMO systems with limited backhaul capacity are investigated in [12] . The antenna selection problem under limited number of RF chains is also investigated in [13] for measured massive MIMO channels. In [14] , a low complexity antenna selection algorithm is designed based on constructive interference for throughput maximization considering matched filter receiver in downlink massive MIMO systems.
We trust that because of the high number of antennas, the power consumed by the circuits of RF chains cannot be neglected anymore in the design of such systems. The literature proposes different circuit power consumption models, such as data rate dependent circuit power consumption model [15] . However, related works consider a data rate independent circuit power consumption model and investigate the energy efficiency or the channel capacity [16] - [22] . In [16] , antennas are selected to maximize the energy efficiency for the downlink of massive MIMO systems. This work is extended to include multi-cell and multi-user case in [17] . In [18] , the authors propose iterative resource allocation algorithm for energy efficiency maximization considering imperfect channel state information (CSI). The authors in [19] study the impact of RF circuit imperfection on energy efficiency of massive MIMO systems and derive the achievable user rate in such systems. In [20] , the energy efficiency is optimized in frequency division duplexing massive MIMO systems by deriving the training duration, training power and data power. The authors of [21] and [22] investigate the channel capacity for point-to-point transmission assuming MRT precoding when the RF circuit power consumption is not neglected. It was shown in [21] that the capacity is not always maximized by activating all the RF chains. In [22] , the authors study the optimal transmit power allocation and the number of transmit antennas based on an asymptotic approximation of the average capacity over channel realizations.
Previous work that investigate large-scale MIMO systems with circuit power consumption seek to optimize the energy efficiency for different network architectures. Due to the lack of spectral efficiency optimization in the literature, this paper proposes novel resource allocation schemes that optimize the system sum-rate. It is more efficient but challenging to optimize the instantaneous sum-rate for multi-user system over each channel realization. Hence, we derive in [1] the optimal number of RF chains and the optimal power allocation that maximize the sum-rate considering conjugate beamforming (CB) and assuming random antenna selection. In this paper, the main contributions can be summarized as follows:
• The problem of sum-rate maximization under circuit power consumption constraint in massive MIMO is formulated as a mixed integer nonlinear program.
• Assuming an arbitrary antenna selection (AAS), the optimal power allocation (OPA) is derived for both CB and zero forcing beamforming (ZFB). Next, the approximation of the optimal number of RF chains is analytically found under either OPA or equal received power (ERP) constraint.
• User scheduling algorithms, with AAS, are also proposed in order to improve the achievable sum-rate when ERP constraint is used.
• Iterative antenna selection (IAS) algorithms that are efficient in terms of instantaneous sum-rate are proposed for both CB and ZFB. The proposed algorithms jointly compute the number of RF chains to be activated, select the best antennas and allocate power among users.
Hence, they allow determining the near-to-optimal balance between the amount of power consumed at RF chains and the amount of power used for transmission.
• Simulations validate the analytical results and show the efficiency of proposed algorithms. In this paper, . denotes the floor function, . denotes the ceiling function, (x) + denotes max(0, x), (.) H represents the Hermitian matrix, (.) T represents the transpose of a matrix, the binomial coefficient is defined as C S N = N ! (N −S)!S! , Tr{.} denotes the trace of a square matrix, E{.} denotes the mathematical expectation, | . | represents the Euclidean norm of a vector, I S denotes the identity matrix with trace S and . F denotes the Frobenius norm of a matrix.
The rest of the paper is organized as follows. In Section II, the system model is presented. The joint optimization problem is formulated in Section III. Assuming arbitrary antenna selection in Section IV, the system sum-rate is maximized for both cases when allocating power optimally among users and when assuming equal received power per user. Then, iterative antenna selection and power allocation algorithms are proposed in Section V to maximize the instantaneous system sum-rate. Computational complexity of different algorithms are calculated in Section VI. Numerical and simulation results are shown and discussed in Section VII. Finally, we conclude and discuss the main findings in Section VIII. 
II. SYSTEM MODEL A. CHANNEL AND SIGNAL MODEL
The downlink of a single cell large-scale MIMO system shown in Fig. 1 is investigated. The base station (BS) is equipped with a large number of antennas N serving K singleantenna users with N K . Let g k ∈ C N ×1 denotes the small-scale fading channel vector for user k, that is assumed to be quasi-static Gaussian independent and identically distributed (i. i. d.) slow fading channel. Since users are assumed to be spatially separated, matrix describes the spatial correlation only between transmit antennas, the well-known Kronecker correlation model is considered [23] . The channel vector h k ∈ C 1×N is given by h T k = 1 2 g k . Assuming that the BS has imperfect channel state information (CSI), the minimum mean square error (MMSE) estimated channel vector satisfies [5] :
where 0 ≤ ξ ≤ 1 denotes the reliability of the estimate and e is an error vector with Gaussian i.i.d. entries with zero mean and unit variance. The antenna array is sufficiently compact so that the distances between a particular user and the BS antennas are assumed equal. Considering only path loss, the largescale fading component is expressed as
, where ν is the path loss exponent, d k is the distance between the BS and user k, d 0 is the reference distance and ζ is a constant related to the carrier frequency and reference distance. Vector p = [p 1 , p 2 , . . . , p K ] denotes the portions of power allocated to the K users. As discussed before, this work deals with the practical case of non negligible circuit power consumption. Hence, the system performance can no longer be maximized by activating all the transmit antennas. Therefore, this work seeks to optimize the number of activated RF chains where only a subset of antennas is activated. We define α n as an antenna index that is set to 1 if antenna n is activated and to 0 otherwise and we define the vector α = [α 1 α 2 . . . α N ]. We also define S = N n=1 α n as the cardinality of the set of selected antennas. In consequence, the downlink channel matrix between the selected antennas and the K users can be defined as
is the k th beamforming vector for user k. Hence, the signal received by user k can be written as:
where s k is a data symbol with unit energy and n k is assumed to be additive white Gaussian noise (AWGN) with zero mean and variance σ 2 . Hence, the received signal-to-interferenceplus-noise ratio (SINR) at user k is expressed as:
The sum-rate is given as:
where B is the bandwidth.
The optimal precoding to achieve the sum-rate in MIMO systems is dirty paper coding (DPC) [24] . Since DPC implementation is impractical due to its high complexity, we consider two linear beamforming strategies: ZFB and CB.
1) CONJUGATE BEAMFORMING (CB)
The CB matrix is given by W CB (α) = H(α) H η CB (α) , where the normalization factor is defined as η CB (α) = H(α) H F . Hence, the received SINR at user k is given by:
2) ZERO FORCING BEAMFORMING (ZFB)
The zero forcing beamforming matrix is expressed as
, where the normalization factor is defined as
The received SINR at user k is given by:
B. CIRCUIT POWER CONSUMPTION MODEL
A circuit power consumption model similar to the one used in [16] - [19] , [21] , [22] , and [32] is adopted in this paper. The circuit power consumption is expressed in function of the sum of consumptions of different analog and digital components as:
where p fix is a constant consumed power for the base-band unit, p c = p dac + p mix + p fil denotes the fixed power consumed by each activated RF chain (the sum of the powers consumed by the digital to analog converter, mixer and filter), p syn denotes the power consumed by the frequency synthesizer, p out = K k=1 p k is the output transmit power and δ is the efficiency of the power amplifier.
Hence, the power consumption constraint can be expressed as:
where p max denotes the power available at the BS.
III. PROBLEM FORMULATION
The aim of this work is to maximize the system sum-rate. Since the total available power at BS is limited, the circuit power consumption implies that activating all RF chains does not achieve the maximum sum-rate. Hence, an adequate antenna selection strategy should be designed in order to maximize the sum-rate. Moreover, the available power should be VOLUME 4, 2016 optimally divided into a portion that is dedicated to RF chains, and a second one used for transmission. The system sum-rate is maximized when the power allocated for transmission p out is optimally allocated among users. Hence, regardless of the used beamformer the main problem can be formulated as:
The formulated problem is in general a mixed-integer nonlinear problem (MINLP) because of its combinatorial nature and the non-linearity of the objective function. Antenna selection in MIMO wireless communication is known to be an NP-hard problem [25] , [26] . Consequently, the problem is combinatorial with exponential complexity growth in N .
Under conjugate beamforming, the objective function is non-convex due to multi-user interference. Hence even when α is fixed, the formulated problem is still non-convex and the well known water-filling algorithm does not lead to optimal power allocation among users [27] , [28, Sec. 5.5.3] . However, under ZFB and for a given set of selected antennas, waterfilling gives the optimal power allocation among users for perfect CSI scenario.
Fairness may be investigated by imposing the constraint of equal received power at each user. The following constraint may be added to problem (9) in order to obtain a fair optimization:
Moreover, complete fairness may lead to low sum-rate and hence scheduling users with minimum received SINR becomes of significant importance. Thus, it has to be investigated in order to enhance system performance.
IV. ARBITRARY ANTENNA SELECTION (AAS)
Due to the large number of antennas at the BS, optimal antenna selection is computationally very complex. Therefore, we first study a low complexity antenna selection, namely arbitrary antenna selection (AAS) that works as follows: the index of the first activated antenna n 0 is chosen randomly in {1 : N /S }. The rest of S −1 activated antennas are chosen such that each two successive antennas have the same footstep N /S . The set of activated antennas can be analytically expressed as = {n 0 + N /S ·s, s = 0 : S −1}. This way of choosing arbitrary antennas implies that each two activated antennas are distant enough to lower the transmit spatial correlation. Hence, the analytical derivations presented in this section assume that (α) → I S and hence the estimated channel vector for user k is given by
First, we derive analytically the optimal power allocation among users for both CB and ZFB. Then, the achieved sum-rate averaged over channel realizations is expressed in function of S the number of activated RF chains. Based on that, the optimal value of S can be derived iteratively. Next, we consider the sum-rate maximization problem under a fairness constraint by assuming equal received power. The received SINR is derived analytically, which allows to determine analytically the optimal number of RF chains maximizing the sum-rate. Since the fairness constraint leads to low sum-rate because some users may require high transmit power, we propose user scheduling algorithms in order to select users that respect a minimum received SINR constraint and maximize the system sum-rate.
The whole AAS procedure can be summarized in the following three steps:
• compute the optimal number of activated RF chains S * maximizing the average sum rate;
• select S * antennas arbitrary as explained above;
• perform an optimal or near-optimal power allocation. It is to be noted that with OPA and ERP, all users are served; whereas, user scheduling algorithms serve only the subset of users that achieve the required SINR constraint.
A. OPTIMAL POWER ALLOCATION (OPA)
As AAS is assumed, the sum-rate R(p, S) can be maximized by activating the optimal number of RF chains and applying the optimal power allocation. The problem in (9) becomes:
1) CB
Under CB, the sum-rate is a non-convex function due to the multi-user interference term. The interference term can be asymptotically approximated when K and S are large but finite, [29] as:
Hence, the sum-rate can be approximated by:
The sum-rate function becomes concave in p and the power allocation among users can be given by water-filling:
where µ CB is the water level. The closed-form expression for the optimal number of RF chains S * CB is intractable due to the complex expression of R CB . However, it can be numerically determined by an iterative search over the set {K , . . . , min(N RF , N )}. This search terminates when the sum-rate averaged over channel realizations R CB starts decreasing.
It is to be noted that N RF = (p max − p fix − p syn )/p c > K represents the maximum number of RF chains that can be powered (assuming no transmit power) by the system.
2) ZFB
Considering ZFB, the sum-rate function is convex in p for perfect CSI scenario when ξ → 1 and the transmit power can be optimally shared among users using the water-filling algorithm as:
where µ ZF is the water level. For imperfect CSI scenario, the interference term can be asymptotically approximated when K and S are large but finite as:
Therefore, the portion of power allocated to user k can be adequately given by:
The achieved sum-rate can be approximated in order to determine analytically the number of activated RF chains. By assuming that all users are served with transmit power
Hence, the water level can be derived from C1 as:
The term η ZF (α) 2 is approximated [5] - [7] , when K and S are large but finite, as follows:
Theses approximations are validated later by simulations. Hence, the sum-rate averaged over the channel realizations can be approximated as:
The expression of R ZF is concave in S. However, the closed-form expression for the optimal number of RF chains S * ZF is intractable due to the complex expression of R ZF but can be numerically determined by an iterative search over the set {K , . . . , min(N RF , N )}. This search terminates when the sum-rate averaged over channel realizations R ZF starts decreasing.
For perfect CSI scenario when ξ → 1 and τ → 0, the optimal number of RF chains can be derived analytically:
where
B. EQUAL RECEIVED POWER (ERP)
This section discusses the case of complete fairness between users by having equal received power at each user, or more precisely equal SINR. The following constraint is imposed:
The problem becomes the same as in (11) in addition to the constraint given in (23) . The transmit power allocated to each user is derived for both CB and ZFB and the optimal number of RF chains maximizing the average sum-rate is derived analytically.
1) CB
Considering CB, the transmit power allocated to user k under fairness constraint is derived by solving (23) . It is given by:
. . , K }. As the transmit power is derived, the sum-rate averaged over channel realizations should be evaluated in order to derive analytically the optimal number of RF chains. The normalization factor η CB (α) 2 can be approximated as
These approximations will be validated later by simulations. Hence, the sum-rate averaged over the channel realizations can be approximated as:
The optimal number of RF chains can be analytically derived as: where (27) and
2) ZFB
Here, the optimal number of RF chains under ERP constraint is investigated considering ZFB. Since users are assumed to have equal received power, the transmit power allocated for user k can be expressed as:
Hence, using E{| h k (α)w ZF k (α) | 2 } = ξ 2 S−K K the sumrate averaged over the channel realizations can be expressed as:
In consequence, the optimal number of RF chains that maximizes the average sum-rate over channel realizations can be derived as:
C. USER SCHEDULING
Imposing the stringent constraint of ERP, although achieving a complete fairness, may lead to low sum-rate performance since some 'bad' users can require high amount of transmit power to achieve the ERP constraint. If the users require a minimum received SINR γ th , then only a subset of users can be scheduled and the previously mentioned case can not happen since 'bad' users will not be scheduled.
We define χ k as a user index that is set to 1 if user k is scheduled and to 0 otherwise and we define the vector χ = [χ 1 χ 2 . . . χ K ]. The problem is reformulated as:
Constraint C5 ensures that the scheduled users have equal received power and constraint C6 imposes a minimum received SINR to the scheduled users.
In consequence, considering CB, the scheduled users must satisfy the following constraint:
and considering ZFB, the scheduled users must satisfy the following constraint:
In order to solve problem (34), we propose two heuristic user scheduling algorithms described in Algorithm 1 and Algorithm 2. The first algorithm aims to schedule the maximum number of users. It proceeds by eliminating the 'worst' users one by one until the minimum required received SINR constraint becomes satisfied. The worst user is defined as the one that requires the highest amount of power. The second algorithm eliminates the 'worst' users iteratively and schedules the best set of users in order to maximize the system sum-rate. Hence, the second algorithm is supposed to achieve higher performance in terms of system sum-rate. On the other hand, the first algorithm is expected to provide higher fairness since it aims to schedule the maximum number of scheduled users. Sum-rate computation R
Algorithm 1 Heuristic User Scheduling
Algorithm I 1: χ k ← 1, k = 1 : K , initialization (all users are scheduled) 2: ← {k, k = 1 : K },
9:
if R > R max 10:
end if 12: end for
V. ITERATIVE ANTENNA SELECTION (IAS)
In this section, antennas are not arbitrarily selected any more. Hence, efficient algorithms are proposed to heuristically solve problem (9) . They jointly find the set of antennas α and provide a power allocation p among users that approaches the maximum sum-rate. The optimal antenna selection for ZFB can be obtained using a brute-force search (BFS) algorithm but suffers from very high computational complexity. For CB, it can be obtained using a branch and bound (BB) algorithm which highly improves the meantime complexity of the BFS, but still suffers from exponential complexity in the worst case.
Algorithm 3 CB-IAS Algorithm
← {n, n = 1 : N }, set of non-selected antennas 3: for s = 1 : min(N RF , N ) do 4: for n ∈ do 5: α n ← 1, activate antenna n 6: compute p k using (14) 7:
compute R CB using (4) 8:
R CB max ← R CB 10:
end if 12: α n ← 0, deactivate antenna n 13: end for 14: α n * ← 1, select antenna n *
15:
← \ {n * } 16: end for
A. CB
A greedy antenna selection and power allocation algorithm is described in Algorithm 3. At each iteration, the best antenna n * , the one that maximizes the sum-rate, is determined among the set of non selected antennas . Once the selected antennas are found, the power can be allocated among users using (14) . The proposed algorithm allows to determine the number of activated RF chains, the selected antennas and the power allocated among users.
It is to be noted that even without taking into consideration the circuit power consumption, the system sum-rate considering CB is not always maximized when activating all antennas. Specifically, 'bad' antennas (those experiencing poor channel gains) may cause high interference and decrease the system performance. Hence, based on this property, a second low complexity greedy algorithm is proposed. The new algorithm takes at each iteration the antenna with maximum average channel gain. It verifies if the correspondent antenna allows to increase the sum-rate. If this is the case, the antenna is activated; otherwise, it is considered as a 'bad' antenna and it is discarded. The details of the low complexity greedy algorithm are given in Algorithm 4. 
Algorithm 4 CB Low Complexity IAS Algorithm
α n * ← 1, activate antenna n *
7:
compute p k using (14) 8:
compute R CB using (4) 9:
if R CB > R CB max 10:
else 12: α n * ← 0, deactivate antenna n *
13:
end if 14: end while
The two proposed algorithms can be easily adapted in order to ensure the fairness constraint discussed in Section IV. In fact, instead of computing the p k 's using (14) , they have to be computed using (24) . Also, algorithms can be slightly modified to incorporate the user scheduling.
B. ZFB
Here, we propose a reverse greedy algorithm that is able to determine the set of antennas and power allocation among users that maximizes the instantaneous sum-rate for ZFB. The optimal set of antennas minimizes the normalization factor, that is, we have:
Equation (37) allows to build a greedy algorithm where the best antenna is selected with no need for power or sumrate computation. Since the normalization factor η ZF (α) 2 is infinite for S < K and the beamforming matrix W ZF (α) cannot be calculated in this case, the reverse greedy algorithm is initialized by selecting all antennas. Then, the worst antenna is deactivated at each iteration. The worst antenna is defined as the one that the sum-rate is maximized when VOLUME 4, 2016 it is deactivated (i.e. the normalization factor is minimized). Hence, we have
where is the set of activated antennas. The computation of the normalization factor at each iteration requires a matrix inversion. When the spatial correlation between antennas is low enough, the complexity of the algorithm can be reduced. A low complexity method based on matrix theory was proposed in [30] and [31] to compute the normalization factor iteratively. Let H s , the matrix formed by the selected antennas at iteration s and
When the antenna corresponding to the n th column of the channel matrix H denoted v n is deactivated, the expression of the updated trace of D s−1 can be simplified as:
Hence, the worst antenna is the one that when deactivated at step s−1 minimizes the normalization factor and is derived as:
In consequence, the matrix inversion is done only once and the normalization factor is updated with low complexity.
The number of activated RF chains must be less than N RF . Once the transmit antennas are selected, the transmit power can be optimally shared among users using the water filling algorithm.
The convergence is obtained when the sum-rate starts decreasing. A pseudo code of the proposed algorithm is given in Algorithm 5.
Algorithm 5 ZFB-IAS Algorithm
← {n, n = 1 : N }, set of selected antennas 3: while R ZF > R ZF max do 4 : 2 , find the worst antenna n *
6:
α n * ← 0, deactivate the antenna n *
7:
← \ {n * },
compute p k using (17) 10:
compute R ZF using (4) 11:
end if 12: end while
Similarly to CB, Algorithm 5 can also be slightly modified to ensure the fairness constraint discussed in Section IV. Therefore, instead of using (17) to compute the p k 's, they are computed using (29) . Also, it can be easily adapted to incorporate the user scheduling.
VI. COMPLEXITY ANALYSIS
In this section, the worst case computational complexity of the algorithms proposed in section V is computed asymptotically. For the brute-force search optimal algorithm under ZFB, the number of possible combinations of sets of antennas is N RF s=K C s N . While for the ZFB-IAS algorithm, the number of combinations of sets of antennas is given by N s=K s. For each selected set of antennas, the coefficient η ZF (α) 2 is calculated using one matrix multiplication with a complexity of O(sK 2 ) and one matrix inversion with a complexity of O(K 3 ). Also, the water filling power allocation complexity is O(K 3 ). Hence, the computational complexity of the optimal BFS algorithm under ZFB is given by:
For the ZFB-IAS algorithm, the complexity order of the normalization factor computation is simplified to O(K 2 ). Hence, the overall complexity is given by:
Now, we investigate the complexity of CB. For the optimal BB algorithm, the number of possible combinations of the antennas in the worst case is
For each selected set of antennas, the coefficient η CB (α) 2 is calculated, which includes one matrix multiplication. Hence, the computational complexity of the optimal BB algorithm under CB is given by:
For the CB-IAS algorithm, the number of combinations of antennas is given by N RF s=1 N − s + 1. The update of the normalization factor at each iteration can be simplified using (39). Hence, its computational complexity is given by:
Finally, we investigate the complexity of the proposed CB low complexity IAS algorithm. The complexity of order of sorting the antenna coefficients is O (N log 2 (N ) ). Hence, the complexity order of this algorithm is given by:
The optimal antenna selection can be obtained with very high complexity whereas the proposed efficient algorithms are polynomial time at most quadratic on N . The computational complexities of these algorithms are evaluated for different values of N in Table 1 considering K = 10. 
VII. NUMERICAL RESULTS
In this section, Monte Carlo simulations show the efficiency of the proposed algorithms and validate the analytical results.
The correlation among the BS transmit antennas is following the Kronecker spatial correlation model represented by
where θ is a correlation coefficient such that θ = 0 (resp. θ = 1) corresponds to the uncorrelated (resp. fully correlated) conditions [8] .
We consider that the BS is equipped with 256 antennas serving 10 users. The users are assumed to be randomly distributed within a circular cell of radius d max = 500 m. Simulation parameters are summarized in Table 2 . A. ARBITRARY ANTENNA SELECTION Fig. 2 shows the average sum-rate as a function of the number of activated RF chains assuming AAS and OPA. Clearly, the maximum achievable sum-rate is not obtained when activating all RF chains. At low p max , the performance given by CB is higher than ZFB whereas ZFB outperforms CB for higher p max due to the increasing impact of multi-user interference.
The optimal number of activated RF chains with AAS is shown in Fig. 3 . Simulation results confirm the analytical expressions of the optimal number of activated RF chains. It can be noticed that ERP requests the activation of less RF chains compared to OPA for both beamforming techniques. 4 shows the maximum achievable sum-rate considering AAS for different power allocation strategies. The optimal user scheduling is given by BFS algorithm (i.e. an exhaustive search over all possible users' combinations). Under CB, it can be seen that the proposed user scheduling algorithms significantly ameliorate the performance VOLUME 4, 2016 compared to ERP. Also, user scheduling outperforms slightly OPA (except for very high p max ) since OPA has the constraint to schedule all the users. As expected, Algorithm 1 is less performant than Algorithm 2 since it aims to schedule the maximum number of users. It will be seen later that Algorithm 1 provides higher fairness. The achieved sumrate by Algorithm 2 approaches the optimal user scheduling. Under ZFB, user scheduling algorithms can achieve higher performance than OPA because ZFB eliminates completely the multi-user interference. Therefore, when serving less users (i.e. scheduling only the users whose channel vectors are near-orthogonal), the system can achieve higher sum-rate. It is to be noted that OPA serves always all users whereas the optimal user scheduling applies optimal power allocation to a subset of adequately selected users.
The achieved sum-rate by the Algorithm 2 fits exactly with the optimal user scheduling. Also, we observe that the analytical expressions of the average sum-rate under ERP given in (25) and (30) fit with the simulations results. These figures corroborate that under ERP and when the antenna selection is performed arbitrary, using CB provides higher system sum-rate than using ZFB for large p max values (the crossing point of the two curves can be obtained by solving Fig . 5 shows the fairness level achieved by the proposed algorithms for AAS under CB and ZFB respectively. The used fairness metric is the well known Jain's fairness index [33] defined as J (R) =
. Under equal received power, the Jain index is close to 1 due to channel estimation imperfection. Full and instantaneous fairness between users can be only achieved when considering perfect CSI at the BS. For the other algorithms, the Jain index increases when we increase the total available power at the BS. For both CB and ZBF, Algorithm 1 provides higher fairness than optimal user scheduling since it aims to schedule the maximum number of users with ERP. The fairness provided by Algorithm 2 is the same as optimal user scheduling for ZFB. On the other hand, these figures show also that the Jain fairness index given by optimal user scheduling is less than OPA. Also, it can be seen that CB provides higher fairness than ZFB when considering OPA.
In Fig. 6 , we show the impact of the transmit spatial correlation on the maximum achieved sum-rate under ERP considering both beamforming techniques. In high p max region and high spatial correlation factor, sensitivity to the spatial correlation increases and results in serious system performance degradation. Also, it can be seen in this figure that ZFB is more robust to the spatial correlation between transmit antennas than CB. Now, we investigate the energy efficiency and spectral efficiency tradeoff (EST) by considering the utility function given by [34] . The EST utility is expressed in function of the number of activated RF chains and the output power p out as:
where f SE denotes the spectral efficiency that is given by the system sum rate, f max SE denotes the maximal spectral efficiency, f EE denotes the energy efficiency, f max EE denotes the maximal energy efficiency and w ∈ [0, 1] denotes the preference for the spectral efficiency. The energy efficiency is given by the spectral efficiency divided by the total consumed power as f EE 
Considering ERP, the EST utility is optimized by deriving the optimal S * and p * out for different values of w and shown in Fig. 7 for both CB and ZFB. Fig. 8 plots the maximum achievable sum-rate under the proposed IAS algorithms and optimal antenna selection. Simulation results for optimal antenna selection are presented for limited number of antennas N and for K = 3 due to the extremely high exponential complexity of the optimal algorithm. As expected, the increase in the number of antennas offers more diversity and achieves higher sum-rate. The performance gap between the IAS and optimal antenna selection is tight and does not change too much when N increases.
B. ITERATIVE ANTENNA SELECTION
In Fig. 9 , we compare the performance of the proposed IAS algorithms assuming OPA under different channel imperfection levels (i.e. different values of ξ ). It is clear VOLUME 4, 2016 that the IAS algorithm under ZFB significantly outperforms IAS under CB for higher value of p max . The opposite is true in low p max region. The degradation of the performance of conjugate beamforming is due to the increase of multiuser interference. Also, the proposed CB low complexity IAS algorithm (Algorithm 4) outperforms the CB-IAS algorithm (Algorithm 3) in high p max region. It is clear that the decrease of the reliability of the estimation (as ξ decreases) degrades the system performance. The IAS algorithms are more sensitive to channel estimation imperfection than AAS because this imperfection has effect on both power allocation and antenna selection. Under imperfect CSI, ZFB cannot perfectly mitigate multi-user interference. Therefore, CB is more robust to channel estimation imperfection than ZFB. Finally, we compare the proposed algorithm ZFB-IAS with a state-of-the-art algorithm, namely JASUS [9] after performing some minor adaptations according to our system model. In fact, JASUS takes as input the number of active RF chains and selects iteratively the best antennas that maximize the sum-rate under ZFB. Therefore, we have run JASUS taking as input the number of RF chains calculated under AAS. Fig. 10 shows that ZFB-IAS outperforms JASUS.
VIII. CONCLUSION
The downlink of large-scale MIMO systems is investigated in this paper considering a non negligible circuit power consumption. The studied resource allocation focuses on: (i) activating a subset of RF chains, (ii) activated antenna selection, (iii) power allocation and (iv) user scheduling considering two linear precoders CB and ZFB. Since the instantaneous sum-rate is considered as the objective function, we confirm that it isn't maximized by activating all RF chains. For this reason, we find the optimal number of RF chains to be activated that maximizes the sum-rate assuming firstly arbitrary antenna selection and considering either optimal power allocation or fair equal received SINR (denoted ERP). CB is shown to provide higher fairness than ZFB. However, ERP leads to low performance compared to optimal power allocation. Hence, scheduling only the users that are able to respect a minimum SINR requirement is investigated. Two user scheduling algorithms are proposed. The first one is shown to be fair and achieves acceptable sum-rate whereas the second one achieves the optimal system sum-rate. Next, we investigate instantaneous antenna selection that allows to improve the system sum-rate. Since the optimal antenna selection is highly complex, we propose two polynomial time iterative antenna selection algorithms that allow to find a near-to-optimal balance between the amount of power consumed at the RF chains and the transmit power.
Future work could be directed towards the design of low complexity beamforming schemes that outperform CB and ZFB considering a non-negligible circuit power consumption. Also, the system model may be extended to intercell scenario where multi-cell interference and pilot contamination are taken into account for the design of resource allocation strategies.
