Abstract-Using an ensemble of classifiers instead of a single classifier has been demonstrated to improve generalization performance in many dificult problems. However, for this improvement to take place it is necessary to make the classifiers in an ensemble more complementary. In this paper, we highlight the need to reduce the correlation among the component classifiers and investigate one method for correlation reduction: input decimation. We elaborate on input decimation, a method that uses the discriminating features of the inputs to decouple classifiers. By presenting different parts of the feature set to each individual classifier, input decimation generates a diverse pool of classifiers. Experimental results confirm that input decimation combining improves genemlization performance.
I. Introduction
A classification learning task involves constructing a mapping from input instances (normally described by several features) to the (most likely) class to which the instances belong. Supervised learning consists of setting free parameters in the system (e.g., weights in a feed-forward neural network) according to a set of training examples-instances with known class memberships. The generalization performance of such a classifier (performance on patterns that have not previously been presented to the classifier) provides an indication of how well the classifier has learned the particular mapping [2]. However, in general, there are many reasonable generalizations given a finite training set. For example, when training a neural network classifier, different initial weights, learning rates, momentum terms, and architectures (e.g., number of hidden layers and hidden units, connections, single vs. distributed output encoding, etc.) affect how the classifier performs on novel examples [19] . For this reason, choosing a single classifier is not optimal. Even choosing the single best classifier among several classifiers trained using the same training examples is suboptimal because potentially valuable information may be wasted. These observations lead to the idea of generating classifier ensembles -also known as combiners or turnkey methods -to get better performance [12] , [31] , [32] .
Recently, many researchers have demonstrated that using classifier ensembles (e.g., averaging the outputs of multiple classifiers before reaching a classification decision) leads to improved performance for many difficult generalization problems [4] , [28] , [32] . However, in many domains there are serious impediments to such "turnkey" classification accuracy improvements. Most notable among these is the deleterious effect of highly correlated classifiers on ensemble performance. One particular solution to this problem is training each classifier in the ensemble using a "new" training set generated by sampling from the original one. However, with finite number of patterns, this causes a reduction in the training patterns each classifier sees, often resulting in considerably worsened generalization performance for each individual classifier (particularly for high-dimensional data domains). Generally, this drop in the accuracy of the individual classifier performance more than offsets any potential gains due to combining, unless diversity among classifiers is actively promoted. [30] , and error-correcting output codes [9] .
In this work, we present input decimation, a method that:
0 reduces the dimensionality of the data, thus lessening the impact of the "curse of dimensionality"; 0 reduces the correlation among the classifiers by training them on different features; and thereby, improves the classification performance of the ensemble.
In conventional dimensionality reduction methods such as Principal Component Analysis (PCA), the focus is on extracting the axes on which the data shows the highest variability. Although this approach "spreads" out the data in the new basis, and therefore is 0-7803-5529- 6 tion by a factor of four to six on the data sets we used in these experiments. Furthermore, this dimensionality reduction was accompaaied by a drop on the error rate of input decimated combiners by 23-50% over combiners using the full feature set.
In the next section, we first briefly review a combining framework for classification problems that quantifies the need to reduce the correlation among individual classifiers (for more details, see [30] ), and summarize the various correlation reduction methods. In Section III., we discuss the particular type of input decimation we implemented, i.e., how we chose the number of classifiers and the subsets of inputs for each classifier. In Section IV. we discuss experimental results on three data sets from the PROBENl benchmark 1241 and the UCI Machine Learning Repository [3]. We conclude with an analysis of our results, and a discussion of the benefits of input decimation compared to other methods of constructing ensemble classifiers.
Background
It is well known that classifiers that have a distributed encoding for the output and that are trained to minimize a cross-entropy or mean square error (MSE) function over that output approximate the posterior probability densities of the corresponding classes [25], [26] . That is, the ith output of the classifier approximates the posterior probability density of the ith class. Therefore, we can model the ith output of such a classifier as follows(details of this derivation are in [29]):
where P(Cilx) is the posterior probability distribution of the ith class given instance x, and a(%) is the error associated with the ith output. Given an input x, if we only had this one classifier, we would classify x as being in the class i whose value fi(z) is largest.
Instead, if we use a combiner that calculates the arithmetic average over the outputs of N classifiers fp(z) (m E (1,. . . , N } ) , then we get an approximation to P(Ci1x) as follows:
where:
and q r ( x ) is the error associated with the ith output of the mth classifier. The variance of fji(z) is given by [30] :
If we express the covariances in terms of the correlations ( m ( z , y ) = co~~(z,y)o~o,), assume the same variance oii across classifiers, and use the average correlation factor among classifiers, 6i, given by then the variance becomes:
Defme have to be the difference between the decision boundary of the average combiner and the true decision boundary between classes i and j. It can be shown 1311 that the variance of this boundary offset is where s is the difference between the derivatives of the posteriors of classes i and j . Using equation (3) and some simplification, we get: 3070
Using the fact that the errors across classes are independent and identically distributed (i.e., ulli(z) = ~~~(~1 ) leads to:
where U: is the variance of the boundary offset for a single component of the average combiner. The correlation term above applies only to classes i and j. To extend this expression to include all the classes, we use the following:
where P i is the prior probability of class i. We can now write the average combiner's added error beyond the Bayes error rate as:
From this, we can immediately see that as the correlations among classifiers decrease, the added error introduced by the average combiner decreases, which leads to improved combiner performance.
Input Decimated Features
Many combining methods incorporate (explicitly or implicitly) a correlation reduction method to improve generalization. Some partition the training set much like one does when using cross-validation and train one classifier on each partition [MI, [30] . A better known method, bugging [SI, [SI, constructs several sets of m training examples drawn randomly with replacement out of the original set of m training examples and trains one classifier using each of these resampled training sets. Boosting [lo] , [ll] also subsamples the input space, but the training samples are selected based on their "difficulty" to be learned and the training sets are constructed iteratively.
Unlike the methods mentioned above, the approach we adopt here is based on using different subsets of input feutures, rather than a different subset of input patterns. Intuitively, input decimation decouples the classifiers by exposing them to different aspects of the same data. In this method one trains L classifiers, one corresponding to each class in an Eclass problem. For each classifier, one selects a subset of the input features according to their correlation to the corresponding class. The objective is to "weed" out all input features that do not carry discriminating information relevant to the particular class. Cherkauer reports improved generalization using a similar method in which hand-tuned feature sets are used to train classifiers in a combiner [7] . The main advantage of input decimation over standard dimensionality reduction methods such as Principal Component Analysis (PCA) is that input decimation selects features based on their correlation with the outputs.
In this paper, we report the results of experiments in which each decimated feature set had the same dimensionality (e.g., we chose a fixed number of highestcorrelation inputs for each classifier) .l The base classifiers we selected for this study are Multi-Layered Perceptrons (MLPs) trained with the backpropagation algorithm [13] . For comparison purposes, we also report the results of using a fixed number of highestcorrelation principal components for each classifier. We also report results of base classifiers trained on the full feature set, along with results from combiners that pool L base classifiem2 We have selected the "averaging" combiner, as it is computationally cheap and provides results quantitatively similar to combiners discussed above (e.g., bagging, boosting etc.) [29] .
IV. Experimental Results

A . Data Sets and Classifiers
The Gene data has 120 input features and three class variables [21] , [24] . Through e~perimentation,~, we selected an MLP with a single hidden layer of 20 units, a learning rate of 0.5 and a momentum term of 0 A 4
The Splice data consists of 60 input features and three classes [3] . Here we selected an MLP with a single hidden layer composed of 120 units, a learning rate of 0.05, and a momentum term of 0.1. The Satellite 'We are currently exploring cases where each classifier has (potentially) access to a different number of inputs. 2These combiners will be referred to as "original combiners" in the remainder of this paper to distinguish them from the decimated combiners. 3The learning momentum rates were selected experimentally, whereas the number of hidden units was selected through crossvalidation.
4F0r each data set, we chose the same number of hidden units, learning rate, and momentum term to use in training both the isolated neural networks and the networks that were part of combiners.
Image data has 36 input features and 6 classes [3] . We chose an MLP with a single hidden layer of 50 units, and a learning rate and momentum term of 0.5. In all three data sets, we performed 20 independent training runs of 100 epochs each for both the single networks and the combiners.
The average classification accuracies (percentage correct) with standard deviations over 20 runs of the original MLP ("Single") and the original combiner ("Average") and the average correlations among the components in the combiners are given in Table I . For each problem there as many classifiers in the combiners as there are classes in the data (e.g., we combined 3 classifiers for Gene and Splice and 6 for Satellite). Note that even though the networks in the combiner are structurally the same and are trained on precisely the same data, they are not perfectly correlated due to the random initial assignment of weights to these networks. This is the main reason why we get some improvement in the classification accuracy through ensembles. For the Gene data, the average combiner was significantly more accurate than the single MLP, while for the Satellite Image and Splice data sets, the combiner was only marginally more accurate. 
B. Input Decimation Combining
This section describes experiments in which we chose a fixed number of inputs or principal components for each of the classifiers in our ensemble. For the Gene data we chose a range from 20 inputs to 110 inputs (in increments of 10) out of the original 120. For the Splice data, we chose a range from 10 inputs up to 50 inputs (in increments of 10) out of the original 60. For the Satellite Image data, we chose a range from 9 to 27 inputs (in increments of 9) out of the 36 total inputs. For input decimation, for each classifier, we chose the features having the highest correlations with the corresponding class output. The accuracies of the resulting classifiers with standard deviations over 20 independent runs are given in Tables 11-IV below, for the input Decimated Features (DF) and PCA. The column "Single" is the average classification accuracy of the individual components in the decimated combiners.
In case of the Gene data, the average combiners with 20, 30, and 40 inputs are significantly more accurate than both the original network combiners described in the previous section and their PCA counterparts. Note also that the performances of the PCA-based combiners vary arbitrarily as the number of principal components changes, while the performances of the featurebased combiners are more stable. This is consistent with the fact that principal components are not necessarily good discriminative features, and eliminating particular principal components have unpredictable effects on the classification performance. In the Splice data experiments, all the decimated feature-based combiners significantly outperformed both the original combiner and the PCA-based combiners. What is particularly notable in this case is that a reduction of dimensionality based on PCA has a strong negative impact on the classification performance. With 20 principle components for example, the performance of the individual classifiers drops by 7 %, whereas the performance of the DF individual classifier increases by 3 %. The improvement of the performance due to decimation is an initially surprising aspect of these experiments. However, an analysis shows that the inputs that were decimated were in fact providing "noise" to the classifier. Therefore, although it is theoretically possible for the classifier with all the features to do well, it is in practice very difficult to train.
In the Satellite Image data however, the input decimated combiner with 27 features was the only one that did not perform SigniScantly worse than the single neural network and the original combiner. This is the data set with the lowest dimensionality, and shows two things: (i) in order to take advantage of input decimation, the initial dimensionality has to be very high; and (ii) If there are features that have significant meaning, they need to be included in the feature set regardless of their correlation to the particular output. We observed that consecutive groups of four features in the satellite image data set correspond to spectral values for a given pixel. In examining the eigenvalues and eigenvectors, we found that the highest eigenvalue was 91.6% of the sum of the eigenvalues, and the corresponding eigenvector was a simple linear combination of the four spectral values across all the pixels. In this case, the higher principal components are good discriminative features. Because all the features have the same range, directions of higher variability are more likely to correspond to good discriminative features.
V. Analysis
We can analyze the performance of the decimated feature combiners in more detail by examining the average performances of the individual components in the combiners (column "Single") and the average correlations among the components in Tables II-IV. The correlation among the individual classifiers was reduced in all cases but the Splice data. Furthermore, only for the Gene data did this drop come without a substantial performance penalty. For the Gene data, as more features were removed, the accuracy of the individual classifiers decreased, but the correlation among the classifiers also decreased. This trade-off needs to be balanced in order to find the best combiner. In case of the Satellite Image data, as the number of inputs decreased, even though the correlations among the classifiers decreased, the performance of the individual classifiers dropped sufficiently to eliminate any potential benefits. For the Splice data, as the number of inputs decreased, the correlation decreased noticeably, while the individual classification rate improved, thereby yielding superior combiners.
As discussed above, there is some variation in how well input decimation works. In cases where the correlation drop is not accompanied by a correspondingly large drop in individual performance, gains can be achieved through combiners. In some cases however, instead of a drop, a reduction in correlation is coupled with improved individual classification performance. We attribute this phenomenon to the reduction in the complexity of the model required. Therefore, reduction of overfitting can be a side benefit of input decimation in many cases. (This is akin to a signal-te noise issue. Removing features with low correlation to the outputs is removing noise from the Classifier.)
As the experiments show, input decimation performed substantially better than the conventional combiners on two of the data sets. In the Satellite Image data, on the other hand, input decimation failed to yield improvements over conventional algorithms (indeed failed to reach their level in many cases). According t o the documentation for this data [3] , the features (17-21) corresponding to the central pixel (the center of the image) are more useful than the others; however, many of the other inputs have higher correlations with the different classes. Because of this, many of the classifiers had to have a large number of features, before features 17-21 were included. In this case, due to a particular coding of the features, certain features had to be included in all cases.
VI. Conclusion
This paper discussed the importance of reducing the correlation among classifiers in an ensemble and explored input decimation as a technique for correlation reduction. Experimental results on three data sets revealed several benefits of input decimation over using combiners based on dimensionality reductions relying on PCAs.
Furthermore, training individual classifiers with reduced input sets gives our method several advantages over other methods of introducing diversity in a pool. In particular, input decimation and subsequent training of classifiers on smaller features sets:
0-reduces overfitting in each classifier; 0 reduces training times for the individual classifiers; 0 reduces the correlations among the classifiers; and 0 provides more insight into how each classifier and associated combiner makes its decisions (i.e., which features carry the most discriminating features for each task.)
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The experiments reported in this article were based on all classifiers being trained on the same number of features. We are currently investigating allowing a variable number of inputs for each classifier. We are also investigating various measures that reveal the best set of variables to include in each classifier. Such measures need to account for the correlations (or other measure of similarity) of the inputs with each class output, the correlations among the inputs themselves, and the number of inputs common to the classifiers. We are also exploring "prelearning" (i.e., preparing the components before learning by training them only to minimize their correlations with each other). This approach shifts the component classifiers to different parts of the parameter space so that they are less likely to find the same locally-optimal solution during training.
