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TWO REMARKS ON THE REDUCTION OF ALPERIN’S
WEIGHT CONJECTURE.
MARC CABANES
Abstract. The so-called inductive McKay condition on finite simple groups,
due to Isaacs-Malle-Navarro, has been recently reformulated by Spa¨th. We show
that this reformulation applies to the reduction theorem for Alperin’s weight con-
jecture, due to Navarro-Tiep. This also simplifies the checking of the inductive
condition for Alperin’s weight conjecture in the case of simple groups of Lie type
with regard to the defining prime.
Introduction
Thanks to Isaacs-Malle-Navarro’s reduction theorem [IMN], McKay’s conjecture
on complex characters of finite groups reduces to a so-called inductive condition
that must be fulfilled by any finite quasi-simple group. This has opened the way to
a proof of McKay’s conjecture using the classification of those finite groups. Isaacs-
Malle-Navarro’s inductive condition requires of course that each quasi-simple group
satisfies McKay’s conjecture, but it also requires the fulfilment of another condi-
tion, of a cohomological nature (see [IMN] §10 (8)). The whole inductive condition
has been reformulated by Spa¨th in [S1], [S2]. This brings a major simplification
to both the proof of the reduction theorem and to the actual verification of the
cohomological condition, allowing it in particular for quasi-simple groups of Lie
type with regard to the defining prime [S2].
Let us recall now Alperin’s weight conjecture [Al]. When p is a prime and
G is a finite group, let F be an algebraically closed field of characteristic p and
FG the corresponding group algebra. Denote by IBr(G) the set of simple FG-
modules up to isomorphism, and by Alp(G) the set of G-conjugacy classes of pairs
(P, ψ) where P is a p-subgroup of G and ψ ∈ IBr(NG(P )/P ) is a simple projective
F(NG(P )/P )-module. Alperin conjectured that
|IBr(G)| = |Alp(G)|.
Navarro-Tiep [NvTi] have shown that this conjecture is implied by a related
“inductive” condition to be fulfilled by any finite quasi-simple group. We show
here that the main ideas of [S1], [S2] apply also to Brauer characters and the crucial
step of Navarro-Tiep’s reduction in [NvTi] 3.2. This reduction step is the one
common to Alperin’s weight conjecture and McKay’s conjecture (see [IMN] 13.1).
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Our main result (Theorem 2.5) shows that Spa¨th’s version of the cohomological
condition used in [IMN] and [NvTi] implies an isomorphism of certain character
triples. In the proof of the reduction theorems, it is through this statement that
the condition on simple subquotients of an arbitrary group G is used.
We also introduce a condition on modular representations ensuring this cohomo-
logical condition (see Proposition 4.1). This simplifies the checking of the inductive
conduction for Alperin’s weight conjecture for quasi-simple groups of Lie type with
regard to the defining prime, which is known from [NvTi] Theorem C.
1. Notations and background results.
1.1. Groups. Assume the group G acts on the set X . If x ∈ X , one denotes
Gx := {g ∈ G | g.x = x} the stabilizer of x. If G acts on several sets X , X
′,. . .
and x ∈ X , x′ ∈ X ′, . . . , then Gx,x′,... denotes the intersection of stabilizers of x,
x′, . . . .
For G a group, its automorphism group is denoted by Aut(G). If g ∈ G,
adg ∈ Aut(G) denotes the inner automorphism x 7→ adg(x) =
gx = gxg−1.
When H is a subgroup of G, one denotes by NG(H) ⊇ CG(H), its normalizer,
resp. centralizer in G. A (normalized) H-section
s : G/H → G
is any abstract map such that s(1) = 1 and s(x)H = x for any x ∈ G/H . If H,K
are subgroups of G, one denotes by [H,K] the subgroup generated by commutators
[h, k] = hkh−1k−1 for h ∈ H , k ∈ K. One calls G perfect whenever G = [G,G]. A
quasi-simple group is a perfect group G such that G/Z(G) is simple.
If p is a prime, one denotes by Gp, Gp′, and Op(G) . . . the subset of p-elements,
resp. p-regular elements, and maximal normal p-subgroup of G.
1.2. Modular representations. (See [Nv] §8.) Let F be an algebraically closed
field. If G is a finite group, we denote by IBr(G) = Irr(FG) the set isomorphism
classes of irreducible F -linear representations of G or equivalently of simple FG-
modules. If H is a subgroup and ζ ∈ IBr(H), one denotes by IBr(G|ζ) the subset
of IBr(G) corresponding with simple FG-modules whose restriction to FH contains
a submodule in the isomorphism class of ζ . We won’t really use the interpretation
in terms of characters, except for the notation ζ(1) ∈ N to denote the dimension of
the representation involved, along with the case of 1-dimensional representations
which we identify with group morphisms G → F× := GL1(F). An irreducible
linear representation L : G → GLn(F) (or a simple FG-module) is said to afford
χ ∈ IBr(G) if χ is its isomorphism class.
1.3. Cocycles and Schur multipliers. (See [As] §33, [NgTs] §3.5.) If A
is a commutative (multiplicative) group and G a finite group, let us recall the
(multiplicative) groups AG of arbitrary maps G → A, and Z2(G,A) of cocycles
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G×G→ A. Recall
∂ : AG → Z2(G,A) , (∂f)(g1, g2) = f(g1)f(g2)f(g1g2)
−1
for any f : G→ A and g1, g2 ∈ G. Recall H
2(G,A) = Z2(G,A)/∂(AG).
Recall the Schur multiplier H2(G,C×), which is a finite group. A covering of a
perfect finite group G is a surjective group morphism H → G with perfect H and
central kernel. A universal covering Ĝ→ G is one such that its kernel is the Schur
multiplier of G. It is unique up to isomorphism of coverings.
1.4. Projective representations. (See [CuRe] §11, [NgTs] §3.5, [Nv] §8.) A
(normalized) projective representation of a group G is a map P : G→ GLn(F) such
that P(1) = Idn and there is a (unique) αP ∈ Z
2(G,F×) such that P(g)P(g′) =
αP(g, g
′).P(gg′) for any g, g′ ∈ G. The integer n is called the dimension of P.
Moreover P is called irreducible if and only if no proper subspace of Fn is stable by
P(G). Note that Aut(G) acts on projective representations of G by τP := P ◦τ−1.
The linear representations are the projective representations whose cocycle is
trivial (identically 1). Changing a projective representation P into a proportional
representation βP with β ∈ F×G will change the associated cocycle by ∂β, namely
αβP = ∂β.αP .
Recall that two projective representations X , X ′ : X → GLn(F) of a finite group
X are said to be equivalent if and only if there is J ∈ GLn(F) such that
JX ′(x)J−1 ∈ F×X (x)
for any x ∈ X . We will need the following elementary facts.
Proposition 1.1. Let XEG be finite groups and let V be an irreducible projective
representation ofX stabilized byG (that is V◦adg is equivalent to V for any g ∈ G).
Assume X is perfect. Then
(i) V extends into a projective representation V˜ of G, unique up to equivalence.
(ii) If moreover the cocycle of V is of finite order (in Z2(X,F×)), one may choose
V˜ so that its cocycle has finite order (in Z2(G,F×)).
Proof of Proposition 1.1. (i) Arguing as in the proof of [NgTs] 3.5.7.(i) or [Nv]
8.14, one finds a map V˜ : G→ GLd(F) extending V and such that, fixing a, a
′ ∈ G
and defining T = V˜(a)V˜(a′)V˜(aa′)−1, one has
V(x)TV(x)−1 ∈ F×.T for all x ∈ X.
The invertible scalar above is a multiplicative map X → F×, while X is perfect.
So the above equation actually is a commutation V(x)T = TV(x) for all x ∈ X ,
and Schur’s lemma tells us that T is scalar. So V˜ is a projective representation.
If W is another projective representation of G extending V, one has the same
equation as above with T := V˜(g)W(g)−1. So the same argument as above implies
that V˜ and W are proportional, hence equivalent.
4 MARC CABANES
(ii) The group H2(G,F×) is finite, so we may choose an integer N ≥ 1 such that
(αV)
N = 1 in Z2(X,F×) and hN = 1 for any h ∈ H2(G,F×). If the characteristic
of F is non zero, one can take N coprime to it, so that any element of F× has an
N -th root.
We have (αV˜)
N ∈ ∂((F×)G), so (αV˜)
N = ∂γ where γ ∈ (F×)G. Note that from
our hypothesis and the choice of N , ∂γ is trivial on X . This means that the
restriction of γ to X is a multiplicative map X → F×. But this can only be trivial,
so γ(X) = {1}. Let’s now take an N -th root β(g) of each γ(g)−1 (g ∈ G) with
β(X) = {1}. Then βV˜ coincides with V˜, hence V on X , and its cocycle is ∂β.αV˜
whose N -th power is ∂(βN )∂(γ) = ∂(βNγ) = 1.
2. Embeddings and cohomologically related representations.
We fix an algebraically closed field F. All simple modules for group algebras are
over F. We use the notation IBr(G) (which may of course mean Irr(G) when the
characteristic of F is 0).
One recalls Spa¨th’s condition on pairs of linear irreducible representations (see
[S1] 2.8). In the following, X ⊇ Y ⊇ Z = Z(X) are finite groups and χ ∈ IBr(X),
ψ ∈ IBr(Y ).
Condition 2.1. There are (normalized) projective representations P of Aut(X)χ,
Q of Aut(X)Y,ψ such that (identifying X/Z with the subgroup of inner automor-
phisms in Aut(X))
(i) Res
Aut(X)χ
X/Z P = L ◦ s where s : X/Z → X is a (normalized) section of the
quotient map X → X/Z, and L is a linear representation of X affording χ,
(i’) Res
Aut(X)Y,ψ
Y/Z Q =M◦ t where t : Y/Z → Y is the restriction of s, and M is
a linear representation of Y affording ψ,
(ii) Res
Aut(X)χ
Aut(X)Y,ψ,χ
P and Res
Aut(X)Y,ψ
Aut(X)Y,ψ,χ
Q have same cocycle γ ∈ Z2(Aut(X)Y,ψ,χ,F
×).
Remark 2.2. (i) Let (χ, ψ) ∈ IBr(X) × IBr(Y ) and σ ∈ Aut(X). Then (χ, ψ)
satisfies Condition 2.1 if and only if (χσ, ψσ) ∈ IBr(X)× IBr(Y σ) satisfies Condi-
tion 2.1.
(ii) Take L an irreducible linear representation of X . If s : X/Z → X is a section
for Z = Z(X), one may define ∂s ∈ Z2(X/Z, Z) by
∂s(a, a′) = s(a)s(a′)s(aa′)−1
for a, a′ ∈ X/Z. Then denoting by λ : Z → F× the linear character such that
L(z) = λ(z)Idχ(1), one has clearly αL◦s = λ ◦ ∂s. This is of finite order.
So, when X is perfect, Proposition 1.1 applied to X/Z EAut(X)χ tells us that
P as in Condition 2.1 always exists and has a finite cocycle.
Here are some less elementary properties.
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Proposition 2.3. Assume X ⊇ Y ⊇ Z = Z(X) are finite groups, and that
(χ, ψ) ∈ IBr(X)× IBr(Y ) satisfies Condition 2.1. Assume X is perfect with trivial
Schur multiplier (or just H2(X,F×) = {1}). Assume Z ′ ⊆ Z is in both kernels
of χ and ψ, and denote by (χ′, ψ′) ∈ IBr(X/Z ′) × IBr(Y/Z ′) the corresponding
characters obtained by deflation. Then (χ′, ψ′) satisfies Condition 2.1 for X/Z ′ ⊇
Y/Z ′ ⊇ Z/Z ′ = Z(X/Z ′).
Proof of Proposition 2.3. If X is perfect with trivial multiplier, Aut(X)Z′ identifies
with Aut(X/Z ′) by the universal property of coverings. Then Aut(X/Z ′) injects
in Aut(X) by a map which is the identity on inner automorphisms. So it is easy
to deduce Condition 2.1 for (χ′, ψ′) from the same property of (χ, ψ) simply by
restricting the projective representations P and Q from Aut(X)χ and Aut(X)Y,ψ
to Aut(X/Z ′)χ and Aut(X/Z
′)Y/Z′,ψ. This gives Proposition 2.3.
Proposition 2.4. Let n ≥ 1 and X ⊇ Yi ⊇ Z = Z(X) some finite groups for
i = 1, . . . , n, with X quasisimple non-abelian.
Assume (χi, ψi) ∈ IBr(X)× IBr(Yi) for i = 1, . . . , n satisfy Condition 2.1.
Assume that,
(*) for any i, j ∈ {1, . . . , n}, τ ∈ Aut(X), we have χi =
τχj if and only if (Yi, ψi)
and τ (Yj, ψj) are X-conjugate.
Then (χ1⊗. . .⊗χn, ψ1⊗. . .⊗ψn) satisfies Condition 2.1 for X
n ⊇ Y1×· · ·×Yn ⊇
Zn = Z(Xn).
Proof of Proposition 2.4 (see [S2] 3.4). Using Remark 2.2.(i) with elements of
Aut(X)n ⊆ Aut(Xn), we may assume that for any i, j,
χi ∈ Aut(X).χj if and only if χi = χj .
Thanks to assumption (*), applying possibly inner automorphisms of X (which
leave the χi’s unchanged), we may assume that for any i, j
(**) χi ∈ Aut(X).χj ⇔ χi = χj ⇔ (Yi, ψi) = (Yj, ψj)⇔ (Yi, ψi) ∈ Aut(X).(Yj, ψj).
On the other hand, since X is quasi-simple non-abelian, each automorphism
of Xn has to permute the given summands which are the minimal normal per-
fect subgroups. So, denoting by Sn the symmetric group on n letters, one has
Aut(Xn) = Aut(X)≀Sn.
Denote Y = Y1 × · · · × Yn, χ = χ1 × · · · × χn, ψ = ψ1 × · · · × ψn. With
(**) above, it is easy to see that both Aut(Xn)χ and Aut(X
n)Y,ψ split as a direct
product along the partition of {1, . . . , n} that (**) defines. So we may assume that
χi = χ1, (Yi, ψi) = (Y1, ψ1) for all i’s.
The fact that (χ1, ψ1) satisfies Condition 2.1 ensures the existence of a (nor-
malized) section r : X/Z → X and projective representations P1 : A → GLF(V )
of A := Aut(X)χ1 extending L1 ◦ r for L1 a linear representation of X afford-
ing χ1, and Q1 : B → GLF(W ) of B := Aut(X)Y1,ψ1 extending M1 ◦ r|Y1/Z for
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M1 a linear representation of Y affording ψ1 and such that their cocycles coin-
cide on A ∩ B. Then one may choose rn : (X/Z)n → Xn as section and define
P˜1 : A≀Sn → GLF(V
⊗n) on Aut(Xn)χ = A≀Sn by the usual construction of linear
representations of wreath products (see [B] §3.15) suitably generalized to projective
representations. Namely, for a1, . . . , an ∈ A, σ ∈ Sn,
P˜1
(
(a1, . . . , an).σ
)
= (P1(a1)⊗ . . .⊗P1(an)) ◦ σV
where σV is the endomorphism of V
⊗n sending v1⊗· · ·⊗vn to vσ−1(1)⊗· · ·⊗vσ−1(n).
As for cocycles, we have αP˜1
(
(a1, . . . , an), σ; (a
′
1, . . . , a
′
n), σ
′
)
=
αP1(a1, a
′
σ−1(1)) . . . αP1(an, a
′
σ−1(n)).
The same process yields some Q˜1 on B≀Sn = Aut(X
n)Y,ψ from Q1 with the
corresponding properties and formula for its cocycle. It is then clear that αP˜1 and
αQ˜1 have same restriction to (A ∩B)≀Sn since αQ1 and αP1 have same restriction
to A ∩ B.
This completes the checking of Condition 2.1.
Theorem 2.5. Let Z = Z(X) ⊆ Y ⊆ X EG be finite groups, and let ν ∈ IBr(Z),
χ ∈ IBr(X|ν), ψ ∈ IBr(Y |ν). Denote X ′ = [X,X ], Y ′ = Y ∩X ′, Z ′ = Z ∩X ′.
Assume the following hypotheses
(i) X = X ′Z (so that X ′ is perfect with center Z ′) and Z ⊆ Z(G).
(ii)NX(Y )ψ = Y , NG(Y )χ = NG(Y )ψ andGχ = X.NG(Y )ψ (so that NG(Y )ψ/Y ∼=
Gχ/X by the natural map).
(iii) ResXX′χ and Res
Y
Y ′ψ satisfy Condition 2.1 with respect to X
′ ⊇ Y ′ ⊇ Z ′.
Then the modular character triples (Gχ, X, χ) and (NG(Y )ψ, Y, ψ) are isomor-
phic in the sense of [Nv] 8.25. In particular
|IBr(G|χ)| = |IBr(NG(Y )|ψ)|.
Proof of Theorem 2.5. As said before, most arguments are taken from [S2] §3.
Assume first that Gχ = G, and therefore NG(Y )ψ = NG(Y ).
By Definition 2.1, there are normalized projective representations P ′, Q′ of
Aut(X ′)ResX
X′
χ, resp. Aut(X
′)Y ′,ResY
Y ′
ψ such that their restrictions to X
′/Z ′, resp.
Y ′/Z ′ are L′ ◦ s, M′ ◦ t where L′, M′ are linear representations affording ResXX′χ,
ResYY ′ψ with s : X
′/Z ′ → X ′ a section, and t its restriction to Y ′/Z ′, with moreover
αP ′ and αQ′ coinciding on Aut(X
′)Y ′,ResY
Y ′
ψ,ResX
X′
χ.
We have X ′/Z ′ ⊆ G/CG(X
′) = G/CG(X) ⊆ Aut(X
′)ResX
X′
χ so we may restrict
the above projective representations to the corresponding intermediate groups
G/CG(X) and NG(Y )/CG(X). We may notice also that L
′ ◦ s = L ◦ s and
M′ ◦ t = M ◦ t where s, resp. t is considered having values in X , resp. Y
and L, resp. M, is a linear representation affording χ, resp. ψ.
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To sum up, we get projective representations P, Q of G/CG(X) , NG(Y )/CG(X)
such that their restrictions to X/Z, Y/Z are L◦ s, M◦ t and αQ is the restriction
of αP to NG(Y )/CG(X)×NG(Y )/CG(X).
Let us extend s : X/Z = X ′/Z ′ → X ′ into a CG(X)-section r : G/CG(X) → G.
Let µ : CG(X) → F
× be any map extending ν : Z → F× and such that µ(cz) =
µ(c)ν(z) for any z ∈ Z, c ∈ CG(X).
Define Pχ a map on G by
Pχ(c.r(a)) = µ(c)P(a)
for a ∈ G/CG(X), c ∈ CG(X). Analogously, one defines Qψ on NG(Y ) from Q by
Qψ(c.r(a)) = µ(c)Q(a)
for a ∈ NG(Y )/CG(X), c ∈ CG(X).
Lemma 2.6. (i) Pχ is a normalized projective representation of G whose restric-
tion to X is a linear representation affording χ.
(i’) Qψ is a normalized projective representation whose restriction to Y is a
linear representation affording ψ.
(ii) Pχ(txt
−1) = Pχ(t)Pχ(x)Pχ(t)
−1 for any x ∈ X , t ∈ NG(Y ) ; or equivalently :
(ii’) αPχ(t, x) = αPχ(txt
−1, t) for any x ∈ X , t ∈ NG(Y ).
(iii) αQψ is the restriction to NG(Y )× NG(Y ) of αPχ
Let us say how this will complete the proof of Theorem 2.5. Let T be a repre-
sentative system of NG(Y )/Y with 1 ∈ T. By the hypothesis (ii) of the theorem,
this is also a representative system for G/X .
Let R, resp. S, defined on G, resp. NG(Y ), by
R(xt) = Pχ(x)Pχ(t) = αPχ(x, t)Pχ(xt)
and
S(yt) = Qψ(y)Qψ(t) = αQψ(x, t)Qψ(yt)
for x ∈ X , y ∈ Y , t ∈ T.
By Lemma 2.6.(i) and (i’), ResGXR and Res
NG(Y )
Y S are linear representations
affording χ and ψ. By the above definition, the maps R and S are proportional to
Pχ, resp. Qψ, hence are projective representations with cocycles αR = αPχ .∂βχ,
resp. αS = αQψ .∂βψ where βχ : G → F
×, resp. βψ : NG(Y ) → F
×, are defined by
βχ(xt) = αPχ(x, t), resp. βψ(yt) = αQψ(y, t), for t ∈ T, x ∈ X , y ∈ Y .
So Lemma 2.6.(iii) gives that αS is the restriction of αR to NG(Y )× NG(Y ).
By Lemma 2.6.(ii) above, we have
(2.7) R(xt) = R(x)R(t) and R(tx) = R((txt−1)t) = R(t)R(x)
for any x ∈ X , t ∈ T. By Lemma 2.6.(ii’) and (iii) we also have Qψ(tyt
−1) =
Qψ(t)Qψ(y) for any t ∈ T and y ∈ Y , and consequently as above,
(2.8) S(yt) = S(y)S(t) and S(ty) = S(t)S(y).
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Since R and S are linear on X and Y respectively, it is easily checked that (2.7)
holds with any t ∈ X and (2.8) holds with any t ∈ NG(Y ).
This is precisely the requirement that the projective representations R and S
have to satisfy (see [NgTs] 3.5.7, [Nv] 8.14) to determine the isomorphism types
of the modular character triples (G,X, χ) and (NG(Y ), Y, ψ) via a standard ap-
plication of Clifford theorems ([CuRe] 11.20, [NgTs] 3.5.8, [Nv] 8.16). Moreover
we have seen that the cocycles αR and αS identify with the same cocycle on
G/X ∼= NG(Y )/Y . Hence the isomorphism of modular triples.
All this was in the case Gχ = G. In the general case, applying the above to
Gχ, one gets that the triples (Gχ, X, χ) and (NGχ(Y ), Y, ψ) = (NG(Y )ψ, Y, ψ) are
isomorphic. Then Clifford correspondence (see [NgTs] 3.3.2) implies
|IBr(G|χ)| = |IBr(Gχ|χ)| = |IBr(NG(Y )ψ|ψ)| = |IBr(NG(Y )|ψ)|.
Proof of Lemma 2.6. Let us denote C := CG(X) and pi : G → G/C the quotient
map.
(i) Writing Pχ(g) = µ(g.r(gC)
−1)P(gC) for any g ∈ G, the map Pχ is clearly
proportional to P ◦ pi, so it is a projective representation of dimension χ(1). Let
us now look at its restriction to X . In order to get our claim, it suffices to show
that for any z ∈ Z, x′ ∈ X ′
(a) Pχ(z) = ν(z)Idχ(1),
(b) Pχ(x
′) = L(x′),
(c) Pχ(zx
′) = Pχ(z)Pχ(x
′).
When x ∈ X , xC ∈ X ′C, so r(xC) = s(xC) ∈ X ′ and x.s(xC)−1 ∈ Z, so that
Pχ(x) = ν(x.s(xC)
−1)L(s(xC)).
This implies (a) since s(1) = 1. This also implies that Pχ is normalized. We
have (b) since more generally L(z′x′) = ν(z′)L(x′) for any x′ ∈ X ′, z′ ∈ Z ∩ X ′
and s(x′C) ∈ x′Z ′. Then (c) is clear from the above.
The proof of (i’) follows the same lines replacing G with NG(Y ), X
′ with Y ′ and
X with NG(Y ).
(ii) By the definition of αPχ , one has
Pχ(t)Pχ(x)Pχ(t)
−1 = ωt(x).Pχ(txt
−1)
for ωt(x) := αPχ(t, x)αPχ(
tx, t)−1 ∈ F×. Since Pχ is linear on X , one gets that ωt
is a group morphism X → F×. But the equality X = [X,X ].Z implies that ωt is
defined by its restriction to Z. On the other hand, (ii) is clear for x ∈ Z since then
Pχ(x) is the scalar matrix ν(x)Idχ(1) and txt
−1 = x. So ωt = 1 for any t ∈ NG(Y ).
Hence (ii) and (ii’).
(iii) By the definition of Pχ from P, its cocycle is ∂βµ.αP◦pi = ∂βµ.αP ◦ pi where
βµ : G → F
× is g 7→ µ(g.r(gC)−1). Restricting to NG(Y ) will give the cocycle of
Qψ since the restriction of αP to NG(Y )/C × NG(Y )/C is αQ by hypothesis.
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3. Application to Alperin’s weight conjecture.
Let’s fix a prime p, and an algebraically closed field F of characteristic p.
If Q ⊆ G is a p-subgroup of the finite group G, one denotes by IBrQ(NG(Q))
the set of (isomorphism classes) of simple FNG(Q)-modules which are projec-
tive modules when seen as F(NG(Q)/Q)-modules. This makes sense since sim-
ple FNG(Q)-modules must have Op(NG(Q)), hence Q, in their kernel. Note that
IBrQ(NG(Q)) 6= ∅ then implies that Q is p-radical, i.e. Op(NG(Q)) = Q. Of course,
IBrQ(NG(Q))
τ = IBrQτ (NG(Q
τ )) for any τ ∈ Aut(G).
Let us denote
Alp(G) :=
(∐
Q
IBrQ(NG(Q)
)
/G− conj
where the sum is over p-subgroups Q ⊆ G and G− conj means G-conjugacy. One
then considers the elements of Alp(G) as G-conjugacy classes of pairs (Q,ψ), the
so-called “weights”, with Q a p-subgroup of G and ψ ∈ IBrQ(NG(Q)). J. Alperin’s
“weight conjecture” (see [Al] §1) is as follows : there is a bijection
(AWC) Ω: IBr(G)
∼
−−→Alp(G).
The group Aut(G) acts on Alp(G) and we also have Alp(G) =
∐
ν∈IBr(Z(G)) Alp(G|ν)
where Alp(G|ν) collects the intersections IBrQ(NG(Q))∩ IBr(NG(Q)|ν) for a given
ν. A reasonable requirement is that Ω(IBr(G|ν)) = Alp(G|ν) for every ν. In [Al],
Alperin gives a version of his conjecture where the above ν’s are replaced by blocks
of FG, see also a related reduction statement in [P].
Added in proof: Since submission of the present paper, B. Spa¨th has completed
a reduction theorem for this blockwise version [S3].
Definition 3.1. A group G is said to satisfy (iAw) if and only if there is a bijection
Ω as above which is Aut(G)-equivariant, preserves the partition along IBr(Z(G)),
and if for every χ ∈ IBr(G), (Q,ψ) ∈ Ω(χ), the pair (χ, ψ) ∈ IBr(G)× IBr(NG(Q))
satisfies Condition 2.1.
If moreover G is perfect or abelian simple, one says G satisfies (îAw) to mean
that its universal covering Ĝ satisfies (iAw).
Navarro-Tiep main reduction theorem for Alperin’s weight conjecture (see [NvTi]
Theorem A) can be reformulated as follows :
Theorem 3.2. If a finite groupG is such that any simple subquotient of G satisfies
(îAw), then G satisfies the Alperin weight conjecture.
Remark 3.3. (i) Condition 2.1 is equivalent to the cohomological condition of
[NvTi] §3.3 by the same argument as in [S1] 2.8 which applies over any algebraically
closed field F (not just C). Concerning the finiteness of the cocycles involved
(assumed in [S1] §2) see Remark 2.2.(ii) above.
(ii) Concerning (îAw) for a non-abelian simple group S, note that it is equiva-
lent to Ŝ/Z(Ŝ)p satisfying (iAw). This is because all linear representations involved
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have Z(Ŝ)p = Op(Ŝ) in their kernel, and one may easily prove a converse of Propo-
sition 2.3 when Z ′ is Aut(X)-stable.
According to [NvTi] 3.2, one of the main steps of the proof of the reduction
Theorem is as follows
Theorem 3.4. Assume G andX are finite groups withXEG and [G,Z(X)] = {1}.
Assume moreover X/Z(X) = Sn with n ≥ 1 and S a simple group satisfying (îAw).
Then there exists a bijection
Ω: IBr(X)→ Alp(X)
which is G-equivariant, preserves the partition along elements of IBr(Z(X)) and
satisfying, for any χ ∈ IBr(X), (Q,ψ) ∈ Ω(χ),
|IBr(G|χ)| = |IBr(NG(Q)|ψ)|.
Proof of Theorem 3.4. The case where S is abelian (of prime order) is trivial
since X is then nilpotent and its only p-radical subgroup is normal in G. So we
assume S simple non-abelian. The p-radical subgroups of a direct product are
direct products of p-radical subgroups of each term, so that Alp(Ŝn) = Alp(Ŝ)n
just like we classically have IBr(Ŝn) = IBr(Ŝ)n. So, from the fact that Ŝ satisfies
(iAw) with some bijection Ω: IBr(Ŝ)→ Alp(Ŝ), we get a bijection
Ωn : IBr(Ŝn)→ Alp(Ŝn).
It is Aut(Ŝn)-equivariant since Ω is Aut(Ŝ)-equivariant and Aut(Ŝn) = Aut(Ŝ)≀Sn
(see the argument in the proof of Proposition 2.4). Note that the Aut(Ŝ)-equivariance
of Ω also ensures the property (*) in Proposition 2.4. The cohomological condition
for Ωn (see Condition 2.1) is now inherited from the one of Ω thanks to Proposi-
tion 2.4.
Further, we have [X,X ] = Ŝn/Z ′ for some Z ′ ⊆ Z(Ŝn). We have IBr(Ŝn/Z ′) ⊆
IBr(Ŝn) and Alp(Ŝn/Z ′) ⊆ Alp(Ŝn) both subsets corresponding with elements of
IBr(Z(Ŝn)) with Z ′ in their kernel. So we deduce from our first step a bijection
Ω′ : IBr([X,X ])→ Alp([X,X ])
which satisfies the cohomological condition thanks to Proposition 2.3. The same
idea allows to extend it into a bijection
Ω: IBr(X)→ Alp(X)
since X is a central quotient of [X,X ] × Z(X). Now, Ω preserves the partition
along elements of IBr(Z(X)) and Ω is G-equivariant thanks to the Aut([X,X ])-
equivariance of Ω′ and [G,Z(X)] = {1}. Let χ ∈ IBr(X), (Q,ψ) ∈ Ω(χ). The
hypotheses of Theorem 2.5 are satisfied with Y := NX(Q). We have NX(Y ) = Y
by p-radicality of Q, and the other hypotheses in Theorem 2.5.(ii) come from the
G-equivariance of Ω. Then the conclusion of Theorem 2.5 gives our last claim.
ON THE REDUCTION OF ALPERIN’S WEIGHT CONJECTURE 11
4. Fixed point modules.
Here is a case ensuring Condition 2.1. We keep p and F.
Proposition 4.1. Let X = [X,X ] a finite perfect group and Q ⊆ X a radical
p-subgroup. Let V be a simple FX-module affording χ ∈ IBr(X), such that
(i) the fixed point module V Q := {v ∈ V | q.v = v for all q ∈ Q} is simple as
FNX(Q)-module, affording ψ ∈ IBr(NX(Q))
(ii) Aut(X)Q,χ = Aut(X)Q,ψ.
Then (χ, ψ) satisfies Condition 2.1 with respect to (X,NX(Q)).
Proof of Proposition 4.1. Since X is perfect, we have Z(X/Z(X)p) = Z(X)/Z(X)p,
while Z(X)p is in the kernel of all modules involved. So we assume Z(X) is p
′.
Then Q injects in X/Z(X) and we can arrange that the section r : X/Z(X)→ X
is the identity (hence a group morphism) on Q. We denote by L, resp. M the
irreducible linear representation of X , resp. NX(Q), on V , resp. V
Q, so that
M(x)(v) = L(x)(v) for any x ∈ NX(Q), v ∈ V
Q.
Note that Aut(X)χ transforms L ◦ r into equivalent projective representations
of X . So, Proposition 1.1.(i) applied to X/Z(X)EAut(X)χ gives us the existence
of a projective representation P : Aut(X)χ → GL(V ) extending the projective
representation L ◦ r. Let us show that
(I) P(x)(V Q) ⊆ V Q
for any x ∈ Aut(X)χ,Q (note that, Q being p-radical, Aut(X)Q = Aut(X)NX(Q)).
The definition of V Q and r imply that
V Q = {v ∈ V | P(q)(v) = v for all q ∈ Q}.
This also equals {v ∈ V | P(q)(v) ∈ F×v for all q ∈ Q} since Q is a p-group
on which P is a group morphism. Now (I) is a consequence of P(q)P(x) ∈
F×P(x)P(x−1qx) whenever q ∈ Q and x ∈ Aut(X)Q.
Now (I) above allows to define a projective representation Q of Aut(X)χ,Q =
Aut(X)NX(Q),ψ (by (ii)) corresponding to the sub-representation of the restriction
of P to Aut(X)χ,Q with space V
Q. Then the restriction of Q to NX(Q)/Z(X) is
M◦ r|NX(Q)/Z(X), and since V
Q 6= 0, Res
Aut(X)χ
Aut(X)Q,χ
P and Q have same cocycle.
Remark 4.2. If necessary, it is easy to prove a strengthened version of the above
where the fixed point subspace V Q is replaced by any non-zero FNX(Q)-module
of type Vi ∩ V
′
j /Vi+1 ∩ V
′
j or V
′
i ∩ Vj/V
′
i+1 ∩ Vj where Vi = J
iV and V ′i = {v ∈ V |
Jn−i.v = 0} for J the Jacobson radical of FQ, n the nilpotence index of J , and
0 ≤ i ≤ n− 1.
We show how the above proposition allows a quite elementary checking of (iAw)
for quasi-simple groups of Lie type of characteristic p, thus giving another proof
of [NvTi] Theorem C.
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Proposition 4.3. Let G be a finite perfect group endowed with a strongly split
BN-pair of characteristic p (see [CaEn] 2.20). Then G satisfies (iAw) for the prime
p.
Proof of Proposition 4.3. Let Y := F[G/U ] where U is a Sylow p-subgroup of G.
Recall the so-called Green correspondence
M 7→ f(M)
which associates to any indecomposable FG-module M with vertex Q, an inde-
composable NG(Q)-module f(M) with same vertex, see [B] §3.12, [NgTs] §4.4. By
a general fact (see [Al] Lemma 1), when (Q, S) is a pair with Q a p-subgroup of G
and S a simple FNG(Q)-module affording an element of IBrQ(NG(Q)), the Green
vertex of S is Q and the Green correspondent f−1(S) of S is a direct summand of
Y . Denote
f ′(S) := f−1(S)/J(FG).f−1(S)
the largest semi-simple quotient of f−1(S) as FG-module. Recall (AWC) from the
preceding section. Let us show that in our case
(a) the map
f ′(S)← [ (Q, S)
is a bijection realizing (AWC) and
(b) S ∼= f ′(S)Q (fixed points).
This will complete our proof since the above map is clearly Aut(G)-equivariant,
preserves characters of Z(G)p′ (or even p-blocks), and Proposition 4.1 gives the
required cohomological condition (note that hypothesis (ii) in that proposition is
ensured by equivariance).
To prove (a) and (b), we follow the checking of (AWC) for those groups given in
[Ca] (see also [CaEn] §6.3). Let us recall the labelling of IBr(G) and of indecompos-
able summands of Y due to Green-Sawada-Tinberg (see [CuRe] §72.B, [CaEn] §6,
[T]). The axioms of BN-pairs ensure that G has subgroups B (Borel), T (torus) and
an associated set Π (fundamental roots) such that the subgroups of G containing B
(parabolic subgroups) are parametrized ∆ 7→ P∆ by subsets ∆ of Π. The BN-pair
being strongly split, each P∆ is a semi-direct product P∆ = NG(U∆) = U∆ ⋊ L∆
where U∆ = Op(P∆) and L∆ (Levi subgroup) is a group of the same type as G
with same torus T , Borel subgroup B ∩ L∆ and ∆ as set of fundamental roots.
One also has subgroups T∆ ⊆ T in (increasing) bijection with subsets of Π.
One has
Y = ⊕(λ,∆)Y (λ,∆)
where the sum is over “admissible pairs”, i.e. pairs (λ,∆) where λ ∈ IBr(T )
and ∆ ⊆ Π is such that λ(T∆) = {1} (see [T] §2, [Ca] §B.9.2). Each Y (λ,∆) is
indecomposable with head MG(λ,∆) a simple FG-module and
(λ,∆) 7→MG(λ,∆)
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provides a parametrization of IBr(G) by admissible pairs (see [CaEn] 6.12 or
[CuRe] 72.28). Moreover Y (λ,∆) has Green vertex U∆ and Green correspondent
ML∆(λ,∆) as F(NG(U∆)/U∆)-module (see [Ca] Proposition 6, [T] §3). This gives
(a), both sets involved being in bijection with admissible pairs.
Now (b) rewrites
ML∆(λ,∆) =MG(λ,∆)
U∆,
which is a special case of [CaEn] 6.12.(iii) (see also [GLS] 2.8.11).
Except in three cases, finite simple groups S of Lie type of characteristic p have a
universal covering Ŝ such that Ŝ/Z(Ŝ)p is also a group of Lie type endowed with a
strongly split BN-pair of same characteristic (see the tables in [GLS] §6.1]). Then
the above gives another proof of [NvTi] Theorem C.
The three exceptions are for the prime p = 2. The simple groups PSL2(9),
PSU3(3) are of characteristic 3 but sometimes also considered as groups of charac-
teristic 2 since isomorphic to [Sp4(2), Sp4(2)], [G2(2), G2(2)] respectively. For those
two and for [2F4(2),
2 F4(2)], a direct checking using available tables of 2-modular
characters has been made, see [NvTi] 6.1.
References.
[Al] J.L. Alperin, Weights for finite groups, in Proc. Symp. pure Math., 47 I
(1987), 369-379 .
[As] M. Aschbacher, Finite Group Theory, Cambridge University Press, Cam-
bridge, 1986.
[B] D. Benson, Representations and Cohomology I: Basic Representation The-
ory of Finite Groups and Associative Algebras, Cambridge University Press, Cam-
bridge, 1991.
[Ca] M. Cabanes, Brauer morphisms between modular Hecke algebras, J. Alge-
bra, 115-1(1988), 1-31.
[CaEn] M. Cabanes and M. Enguehard, Representation theory of finite reductive
groups, Cambridge University Press, Cambridge, 2004.
[CuRe] C.W. Curtis and I. Reiner, Methods of representation theory with appli-
cations to finite groups and orders, Wiley, New York, 1981.
[GLS] D. Gorenstein, R. Lyons and R. Solomon, The classification of the finite
simple groups, Number 3. Mathematical Surveys and Monographs, Amer. Math.
Soc., Providence, 1998.
[IMN] M. Isaacs, G. Malle, and G. Navarro, A reduction theorem for the McKay
conjecture, Invent. Math., 170 (2007), 33–101.
[NgTs] H. Nagao and Y. Tsushima, Representations of Finite Groups, Academic,
Boston, 1989.
[Nv] G. Navarro, Characters and Blocks of Finite Groups, Cambridge University
Press, Cambridge, 1998.
14 MARC CABANES
[NvTi] G. Navarro, P.H. Tiep, A reduction theorem for the Alperin weight con-
jecture, Invent. Math., 184 (2011), 529–565.
[P] L. Puig, On the reduction of Alperin’s conjecture to the quasi-simple groups,
J. Algebra, 328 (2011), 372–398.
[S1] B. Spa¨th, Inductive McKay condition in defining characteristic, Bull. Lon-
don Math. Soc., 44 (2012), 426–438.
[S2] B. Spa¨th, A reduction theorem for the Alperin-McKay conjecture, J. reine
angew. Math. (2012), to appear.
[S3] B. Spa¨th, A reduction theorem for the blockwise Alperin weight conjecture,
J. Group Theory, (2012), to appear, dx.doi.org/10.1515/jgt-2012-0032.
[T] N.B. Tinberg, Some indecomposable modules of groups with split (B, N)-
pairs, J. Algebra, 61 (1979), no. 2, 508–526
Marc Cabanes, CNRS-Universite´ Paris 7, Paris, France
cabanes@math.jussieu.fr
http://people.math.jussieu.fr/~cabanes/
