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Abstract Time and risk management have always been major concerns in a continously growing number of processes and
methodologies used to develop all kinds of useful products and services. Software like any other industry not only needs the
most appropriate development methodology but also an efficient project management strategy that is capable of estimating
and managing development times and any potential risks as best as possible in order to deliver high quality software products
and services on time. Hence, the success or failure of software development projects depends on the efficiency by which
several key factors such as cost, time, and risks are managed and how other software development factors influenced
them. This paper presents an exploratory factor analysis to study the effects produced primarily on time planning caused
by common factors observed in outsourced software development projects such as communication, teamwork, personnel
training, among others. In our work, we also build a structural model in which we analyze the relationships between sets
of dependent and independent variables derived from the responses of a survey applied to 32 Mexican organizations that
subcontracted their software development projects to outsourcing providers. The results are presented and the reliability of
our model was validated using the SmartPLS software.
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1. Introduction
Time has always been a critical factor in several situations. For instance, deficient time management may produce
economic losses for a company that does not meet its commitments on time. Very often, companies rely on external
service providers to fulfill their business needs given a lack of internal skills [1, 3, 5, 8, 18]. In particular, it is well
known that software development is one of the most common business areas handed off to outsourcing companies.
The outsourcing companies are expected to produce high quality software with shorter development cycles and
reduced costs [7, 14]. In order to do that, software development companies or software suppliers often must use
various tools and methodologies that not only can help reduce all development work, but also meet deadlines and
budgets [2, 25]. However, developing software products and services is usually a complex task that requires both
knowledge and experience in managing several major aspects related to the whole development process, e.g., costs,
risks, personnel, and scheduling or time management issues among others [6, 15, 26]. In fact, the success or failure
of a given project heavily depends on how well the previous aspects and several others are managed.
Regarding scheduling issues, it has been shown that software projects that are late usually imply higher
expenses. Therefore, time planning, which in this work entails time estimation and management, have become
one of the most important aspects of a growing number of software outsourcing projects where meeting deadlines
and staying under budget are as important as satisfying all customer requirements [24]. In general, factors such
as, development methodologies, level of technical skills, available personnel, teamwork, communication issues,
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among others, have been identified as relevant in project time planning and coordination efforts. Hence, the
motivation of this work is to investigate the level of significance that the previous factors and several others exert
on project time planning activities. For that, we performed an exploratory factor analysis (EFA) [17, 28] to address
the following research question:
RQ1: How feasible is to determine the factors that have more relevance on project time planning using an
EFA-based model in order to minimize risks.
To answer the previous question, we conducted a survey among 32 Mexican organizations of various types
that had to subcontract some or all of their software development needs to outsourcing providers. From the
responses, we obtained valuable information about the clients experience on such projects that allowed us to define
a structural model along with two sets of independent and dependent variables to analyze their dependencies
and level of significance through a series of hypotheses tests. By identifying the most relevant factors, not only
time planning and management activities can be executed more effectively, but also any potential risks can be
minimized namely, financial risks. Given the ubiquitous nature of software in a continuously growing number of
applications, we think this kind of studies can provide valuable information on how to handle numerous technical
and managerial aspects commonly found in software development projects within organizations. The rest of this
paper is organized as follows. In the next section, we present some background information and motivation for this
work by discussing various aspects that are usually present in virtually any process or methodology for developing
business or commercial software products and services, and their impact on any time management activities. In
Section 3, we describe our research methodology including our survey whose results were then used to build our
model. Section 4 presents the statistical analysis and results. The paper concludes with a summary of the key
findings and their implications for further research discussed in Section 5.
2. Background and motivation
Ever since it first appeared, software engineering has always sought to apply a systematic approach for developing,
operating, and maintaining software-based systems [2, 25]. However, as the demand for faster and more efficient
software products and services increases, software development methodologies have been constantly evolving to
satisfy such demands. Because of that, the scope of software engineering has not been limited to technical activities
of software development such as analysis, design, coding, and testing software. In fact, it also covers administrative
tasks that can only be successfully completed through an efficient project planning strategy that can ultimately help
meet all customer requirements [22]. Thus, an essential part of any project planning strategy should consider both,
time estimation and time management as two of the most important factors in any software development project
[24]. Inadequate handling of either or both time factors can originate a series of problems for both customers and
development organizations. Clearly, some of the most common problems are multiple delays, additional costs, and
in general, a loss of credibility and a negative image for the outsourcing organization [4]. Therefore, a correct time
planning strategy is so important in any software development project given the various forms to review progress
and status information [27].
Regarding time estimation, one approach indicates that time estimates can be derived from past projects that
share similar characteristics, i.e., historical data from previous efforts can be used as a basis for proposing new
estimates. The latter approach falls into a category known as analogy-based models [15]. However, for new software
projects the complexity of time estimation increases and other models would have to be considered to come up
with such important information [7, 25, 26]. In any case, a successful project management strategy depends on
how well the various software development and project management activities are organized and coordinated [22].
Among the various activities that play a major role in time planning and management activities, the development
methodology used to build the software has been identified as one of the most important factors. For instance,
it is well know that any software development methodology divide all the necessary work into several phases or
stages usually defined as requirements definition, design, coding and several forms of software testing and quality
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assurance activities embedded into them [2, 25]. Clearly, the previous work phases need to be properly managed and
planned out in order to minimize any potential risks [21], i.e., it should also include accurate estimates regarding
timeframe durations for each phase based on other key factors such as personnel size, their technical skills, available
resources, among others. Of course, customers and developers should communicate effectively at all times to ensure
deadlines are satisfied as well as all customers demands [16, 20]. Otherwise, communication deficiencies may cause
deliverables to slip.
Besides the development methodology and communication issues, there are other factors that also impact time
estimation and time management efforts. For instance, the members of the team responsible for developing the
requested software product or service should possess a set of technical and non-technical skills that would allow
them to deliver a quality product on time [9]. Hence, the level of technical competencies along with the number of
available members assigned to a given project represent two additional important aspects for time scheduling tasks.
As existing applications continue to evolve and the number of new requirements grows, software development
organizations have taken steps to improve their production processes in order to be more competitive in the
globalized world.
So far, we have identified and described the main sources that somehow affect any activities related to time
planning required in business or commercial software development projects. Clearly, there could be other sources
or factors which essentially make any software development time planning activity a complex task that requires
both ample knowledge and experience in project management, namely project time planning and risk management.
As indicated before, we first conducted a survey among 32 Mexican companies that subcontracted some or all of
their software development needs to external or outsourcing providers in order to obtain valuable information from
which we were able to define a model intended to analyse the level of significance between sets of independent
and dependent variables through an EFA-based study. Moreover, we also used the Smart-PLS software to help us
find the correlations between the two sets of aforementioned variables and test our proposed hypotheses [13]. In
the following sections, we explain how our method is capable of measuring which development factors are more
significant or have more influence on both time planning and risk management tasks.
3. Method
We consulted the database of the Software Council of the state of Nuevo Leon, Mexico (CSOFTMTY) which is an
alliance between universities, government, and enterprises searching for economic growth, quality, and innovation
mainly in the software industry. From the data set analysed, we developed a questionnaire of 29 multiple-choice
questions (indicators), each one using a five-point Likert scale (1. Totally disagree, 2. Disagree, 3. Neither disagree
nor agree, 4. Agree, 5. Totally agree), as our main data collection tool [19]. For only indicator V9 the scale had to
be changed accordingly (1. Once every two years, 2. Once a year, 3. Twice a year, 4. Three times a year, 5. Four
or more times a year). Notice, however, that the questions are formulated from the perspective of a client company
evaluating different aspects of the entire development work cycle provided by some software service provider.
The target population for this survey-based study was also selected from the CSOFTMTY database where we
identified a total of 73 organizations of various types that were invited to participate during the second half of 2011
although at the end, only 32 of those responded. Since we wanted to collect project-related data from experienced
people, the majority of respondents were either technical managers, high-level executives or project managers.
Hence, each participant responded all multiple choice questions based on their own background knowledge and
experience. A breakdown of the participants according to their role is the following: 71.88% are directors, 12.5%
are sub directors, 9.37% are project leaders, and 6.25% are group managers. Meanwhile, the gender distribution
is 90.63% for men and 9.37% for women. Even though there are other criteria such as lines of code (LOC) or
effort estimates based on the number of available personnel [25, 26], the size of the projects consulted in this study
was classified as small, medium, or large based on their approximate total costs, i.e., $1–500,000 USD for small,
$500,001–1,500,000 USD for medium, and over $1,500,000 USD for large-sized projects. In this case, the project
size distribution was roughly 40% for small, 35% for medium, and 25% for large efforts.
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As part of the models definition, the questions are then organized in constructs based on the specific aspects
or topics of a software development project they are focusing on. Moreover, for convenience each question is
assigned a unique identifier or code to facilitate the graphical representation of the various dependencies that may
exist among indicators and constructs. Table 1 and 2 show the 29 items that form our questionnaire in conjunction
with their corresponding constructs where each one represents one of the following common terms usually found in
any software development project: X1 = Employee training programs; X2 = Outsourcing; X3 = Communication;
X4 = Innovation; X5 = Teamwork; X6 = Project management; X7 = Project completion; Y1 = Lack of internal
development skills; Y2 = Development time planning; Y3 = Risk analysis.
In this work, the Yj variables represent our dependent variables and our goal is to measure the approximate level
of significance or influence that the Xi latent variables exert on the Yj ones.
Below we present the set of hypothesis tests that were defined based on the proposed constructs, and the data
that were collected and analyzed.
H1: Employee training programs (X1) are significant for a lack of internal development skills (Y1).
H2: Outsourcing (X2) is significant for a lack of internal development skills (Y1).
H3: Communication (X3) is significant for a lack of internal development skills (Y1).
H4: Communication (X3) is significant for development time planning (Y2).
H5: Innovation (X4) is significant for development time planning (Y2).
H6: Teamwork (X5) is significant for development time planning (Y2).
H7: Project management (X6) is significant for development time planning (Y2).
H8: Project completion (X7) is significant for risk analysis (Y3).
H9: Lack of internal development skills (Y1) is significant for risk analysis (Y3).
H10: Development time planning (Y2) is significant for risk analysis (Y3).
Figure 1 presents the complete graphical representation of our model including all the relationships between
constructs and indicators.
4. Model fit
In order to validate the efficiency of our model, the following tests were carried out:
First, we made a normality test on the data focusing on the skewness and kurtosis. As shown in Table 3, the
obtained values are within 2, and therefore, we can conclude that the proposed variables are normally distributed.
Next, a median test was conducted to determine whether the data comes from the same population and in which
we consider the following hypotheses:
H0: The median values of all k populations are the same
Ha: At least one of the populations has a distinct median value
As shown in Table 4, the null hypothesis of the medians’comparison is rejected whenever the significance value
is less than 0.05 which also corresponds to a confidence level of 95%. Therefore, we can conclude that for the
relationships between X6 and Y2 as well as X7 and Y3, at least one of the populations has a distinct median.
A multicollinearity analysis is performed in which Table 5 shows the values obtained for each of the latent
variables associated with their dependent variables. The Variance Inflation Factor (VIF) should have values under
5 [12]. As shown, each VIF value is less than 5 and the tolerance index values are within acceptable levels, i.e., the
values are neither close to 0 nor above 1. The latter shows that there is no collinearity between latent variables.
Convergent Validity (CV) evaluates whether a set of indicators measure a particular construct and not some
other concept [11]. Moreover, the Average Variance Extracted (AVE) represents the average variation that a latent
variable exerts over the observable variables [10]. It can be shown that values above 0.5 are acceptable [12], and
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Table 1. Survey questions and Hypothesis
Construct Hypothesis Code Indicators
Employee training
programs X1
H1 : X1 ! Y1
V1
Contractors showed a high level of
performance
V2
The software development methodology
satisfied all customer requirements
V3
The total project cost was reasonable
based on personnel capacities
Outsourcing X2 H2: X2 ! Y1 V4 Client sought outsourcing providers dueto a lack of internal capacities
Communication X3
H3: X3 ! Y1
H4: X3 ! Y2
V5
Contractors adapted to all client necessi-
ties
V6
Contractors showed a right judgment and
kept the client informed about any issues
V7
When needed, contractors displayed an
adequate command of the English lan-
guage
V8 Contractors communicated effectively
Innovation X4 H5: X4 ! Y2 V9 How often new software products orservices are released
Teamwork X5 H6: X5 ! Y2
V10
The determination and initiative of client
personnel was important to meet objec-
tives
V11
Clients long term vision to foresee any
future requirements
V12
The set of tangible resources (financial
resources, physical assets) were sufficient
V13 All project objectives were satisfied
V14
Adequate individual and collective inter-
personal abilities
Project
management X6
H7: X6 ! Y2
V15
The project management strategy help
achieve the financial commitments for the
project
V16
All project phases were effectively
planned
V17 Control over the final product
Project
completion X7
H8: X7 ! Y3
V18
Contractors appeared to be qualified and
up to date in their technical skills
V19
Contractors showed honesty, integrity and
ethical values
V20
The final product was completed within
the established dates
Source: Authors
as Table 6 shows, all AVE values are above 0.5 and their average value is 0.748 which altogether satisfy the CV
criterion [10, 12].
Composite Reliability (CR) refers to the internal consistency of a latent variable without assuming that the
indicators are reliable, but instead it assigns them priorities. Any values between 0.6 and 0.7 are considered
appropriate as inferior limit [12]. As shown in Table 6, all CR values are above 0.8.
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Table 2. Survey questions and Hypothesis, cont.
Dependent variables Hypothesis Code Indicators
Lack of internal
development
skills Y1
H9: Y1 ! Y3
V21
The provider added more contractors to
the project due to a shortage of skills
V22
Contractors showed at any time that they
needed to acquire more work related
experience
V23
The provider added more contractors to
the project to deliver the product sooner
Development
time planning Y2
H10: Y2 ! Y3
V24
The provider managed time effectively in
order to meet all project objectives
V25
The provider always kept enough person-
nel to attend each development phase
V26
The time allocated for each development
phase was adequate
Risk analysis Y3 -
V27
During the entire project development,
was there any risk of increasing the total
cost
V28
During the entire project development,
was there any risk of compromising the
products quality
V29
During the entire project development,
was there any risk of cancelling the whole
project
Source: Authors
Table 3. Normality test
Construct Skewness Kurtosis
X1 -0.793 -0.178
X2 0.384 -0.315
X3 -0.674 -0.741
X4 0.658 -0.399
X5 0.197 -1.219
X6 -0.283 -1.022
X7 -1.432 1.140
Y1 0.336 -0.910
Y2 -1.062 0.259
Y3 0.018 -1.507
Source: Analysis of results using
SPSS.
Discriminant Validity proves that a construct measures a concept distinct from other constructs. This type of
validity was performed in two parts, the first part consists of the Fornell-Larcker method which compares the
squared value of the highest correlation (0.454) against the AVE for each variable. It can be shown that the AVE
is superior, and therefore, the second part can be executed. Basically, in the second part we obtained the average
cross loading values for each latent variable which are then compared against the composite reliability values [11].
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Figure 1. Graphical view of the model
Table 4. Kruskal-Wallis test
Y1 Y2 Y3
K-W test X1 X2 X3 X3 X4 X5 X6 X7 Y1 Y2
2 6.634 3.049 5.616 6.348 7.368 7.824 14.941 9.317 7.734 2.814
Sig. 0.157 0.550 0.230 0.175 0.118 0.098 0.005 0.025 0.052 0.421
Source: Analysis of results using SPSS.
Table 5. Multicolinearity test
Dependent variable Construct Tolerance VIF
Y1
X1 0.718 1.392
X2 0.853 1.172
X3 0.632 1.581
Y2
X3 0.525 1.905
X4 0.977 1.024
X5 0.588 1.700
X6 0.545 1.835
Y3
X7 0.968 1.033
Y1 0.954 1.048
Y2 0.934 1.070
Source: Analysis of results using SPSS.
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Table 6. Quality criteria
Construct AVE Compositereliability
Average cross
loadings R
2 Cronbach’s
Alpha
X1 0.720 0.885 0.416 0.812
X2 1.000 1.000 0.169 1.000
X3 0.740 0.919 0.359 0.889
X4 1.000 1.000 0.049 1.000
X5 0.666 0.888 0.448 0.833
X6 0.840 0.940 0.405 0.905
X7 0.594 0.815 0.290 0.691
Y1 0.641 0.841 0.142 0.713 0.723
Y2 0.610 0.824 0.233 0.766 0.679
Y3 0.634 0.836 0.348 0.446 0.696
Source: Analysis of results using SMART-PLS.
Notice that for each latent variable, the composite reliability values are higher than the average cross loading values
as shown in Table 6.
The R2 results for dependent variables Y1 (0.713), Y2 (0.766), and Y3 (0.446) are shown in the fifth column of
Table 6. Any values above 0.750 are considered substantial whereas values above 0.500 are considered moderate,
and values above 0.250 are weak [12].
Cronbach’s alpha represents the internal correlation or reliability of a set of indicators that measure either a
non-observable or directly measured variable. In this case, each of the proposed variables have been measured with
their corresponding indicators, and the results are acceptable based on the fact that they all satisfy the lower limit
of 0.6 [12]. On the other hand, X2 and X4 are measured with just one indicator and that explains the high value
obtained (1.000) as shown in Table 6.
Analysis of Q2 value. Table 7 shows the predictive relevance of the model. For instance, any Q2 values above
0.35 have a high predictive relevance whereas any values between 0.15 and 0.35 have a medium predictive
relevance. Lastly, any values between 0.02 and 0.15 have a low predictive relevance [13].
Table 7. Results for Q2
Construct Y1 Y2 Y3
X1 0.498
X2 0.222
X3 0.470 0.409
X4 0.029
X5 0.177
X6 0.188
X7 0.221
Y1 -0.012
Y2 0.181
Source: Analysis of results using
SMART-PLS.
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Table 8. 2 Test
Constructs Causal relationship 2 Sig. Hypothesis
X1-Y1 0.837 161.62 0.004 H1: Accept
X2-Y1 0.560 75.56 0.000 H2: Accept
X3-Y1 -0.841 208.38 0.000 H3: Accept
X3-Y2 -0.931 178.94 0.000 H4: Accept
X4-Y2 0.236 41.06 0.258 H5: Reject
X5-Y2 0.630 191.00 0.000 H6: Accept
X6-Y2 0.682 172.11 0.000 H7: Accept
X7-Y3 0.548 66.46 0.005 H8: Accept
Y1-Y3 -0.078 145.52 0.005 H9: Accept
Y2-Y3 0.494 121.64 0.000 H10: Accept
Source: Analysis of results using SMART-PLS and SPSS.
5. Independence Test
In order to prove the hypotheses (Xi ! Yj) we used a 2 test to probe the relationship between two constructs by
the following hypothesis:
H0: The study construct is not related to the dependent variable.
Ha: The study construct is related to the dependent variable.
The test shown in Table 8 where all practical cases are higher than their theoretical counterparts except for
the relationship between Innovation (X4) and Development time planning (Y2). Therefore, each of the proposed
hypotheses is accepted except H5.
6. Analysis of results
Employee training programs (X1). Each employee assigned to work in a project is expected to apply various
skills and perform several activities that would in turn help the project satisfy its requirements. This variable also
represents all qualified personnel, development programs and any costs related to it. Moreover, it is important
to always maintain a good working relationship with the service provider, share information and communicate
effectively. Once the project is over, certain employees may be assigned to train users on how to operate the
recently created software. In general, this variable is relevant whenever there is a lack of internal skills.
Outsourcing (X2). This variable is relevant for companies whose main business has nothing to do with software
development. In this case, the idea is to hand off all the company’s software development needs to an external
service provider in order to save time and money that otherwise the company would have had to invest to hire and
train the right personnel to do it.
Communication (X3). This variable is very important throughout the entire development work cycle but
especially during the initial and final stages of a project. All personnel from both the client and outsourcing
companies should keep in constant communication during all development phases [16, 20]. It is possible that
communication deficiencies may cause a negative impact on other important variables, e.g., the negative values
obtained for ‘lack of internal development skills’(Y1) and ‘development time planning’(Y2).
Innovation (X4). This construct is not relevant because so far, one of the main business objectives of software
development companies is to satisfy all software-related customer demands on time and within cost estimates, i.e.,
the former are not necessarily innovating at least at the time when this work was performed. Actually, customer or
client organizations are the ones who are innovating with the aid of the software products and/or services they are
continuously requesting.
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Teamwork (X5). Represents the group of people responsible for performing all the necessary activities to develop
the end product. Clearly, there has to be an effective teamwork collaboration to minimize any potential risks,
in particular anything that could impact the proposed schedule and its deliverables. Hence, this variable is also
relevant.
Project management (X6). Evidently, this construct should not be overlooked as it is fundamental for other major
variables, in this case, for ‘development time planning ’(Y2). Moreover, we used a factor that represents the ‘vision
of the software development process ’as an indicator (V11). Such indicator tries to reflect the idea that projects, in
general, should be built with a broader long term vision and not just to satisfy any immediate needs
Project completion (X7). Unexpected events of various kinds may cause delays at any stage of the development
process among several other risks [24]. Therefore, it is very important that any software provider has an effective
project management strategy capable of handling the aforementioned events in order to reduce or eliminate risks
that can affect the estimated completion of a given project.
Lack of internal development skills (Y1). Even though the software provider is responsible for the whole
development process, there may be instances where personnel from the client company may be asked to provide
feedback or guidance with certain project related details. Thus, the less client employees know about the way
business software is usually developed, the higher the risks that they might provide incorrect or misleading
information.
Development time planning (Y2). The development time becomes larger, the higher the chances of witnessing
more risks that may increase costs, cause delays, among others.
As with any empirical study, our model is not freed from a number of threats of validity, both internally and
externally as well as the construct itself. First, internal validity reflects the extent to which the proposed model
supports its outcome. The criteria analyzed in section 4 provide support for a general assessment of the internal
and construct validity of our method. On the other hand, external validity is concerned with the generalization of
the obtained results to other environments or practical cases. In this case, our study only involved 32 respondents
from the same geographical region which represents a sample that somehow limits any attempts to generalize the
results to any software development projects. However, our model is capable of producing effective results for
samples of size 30 or more to comply with normality tests.
Moreover, our model is designed to work with quantitative data only, and requires qualitative data to be
transformed into some form of numerical representation prior to its application. In general, several factors such
as cross-cultural differences, work practices, and work values in the case of offshore software development can
also have a strong impact on the results of studies such as this one. Likewise, technical characteristics of each
project, e.g., whether it is a small, medium or large-sized project could play a major role in the outcome. Clearly,
business software development is a complex task that involves several factors that need to be properly addressed
and managed, in particular, the ones that can become the source of major risks and jeopardize the development of
the end product.
Given the large diversity of practical scenarios, we realize the list of dependent and independent variables
presented in this case study are not comprehensive because each respondent may come up with several more
factors based on their own experiences. Nevertheless, we are confident the set of indicators and constructs that
were defined provide a fair description of most current outsourced software development projects, and therefore,
we consider this kind of experimental studies can be valuable as they can show other ways to approach and analyze
certain aspects related to the development of software products or services.
7. Conclusions
The proposed model is designed to work with quantitative data only, and requires qualitative data to be transformed
into some form of numerical representation prior to its application. In general, several factors such as cross-cultural
differences, work practices, and work values in the case of offshore software development can also have a strong
impact on the results of studies such as this one. Likewise, technical characteristics of each project, e.g., whether it
is a small, medium or large-sized project could play a major role in the outcome.
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In this work, we have presented a novel way to define what are the most relevant factors behind time planning
and management activities required in any major business or commercial software development project. Our
methodology is mainly based on executing an exploratory factor analysis on a model that was built from the
responses of a survey intended to extract several factors in order to test their relevance in time scheduling tasks.
The decision to use an EFA-based study proved to be an effective and reliable way to identify such relevant factors,
and therefore, we were able to answer the research question stated in the introductory section. Finally, we consider
this kind of case studies can be very valuable as the software industry will continue to evolve and expand as well
as their development methodologies.
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