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4倍精度計算を利用した連立一次方程式の高速数値解計算の試み 
A Trial Approach to Accelerated Numerical Solutions of Linear Equations Combined with 
Quadruple Precision Floating-point Arithmetic 
幸谷智紀’ 
Tomonori KOUYA 
Abstract: As current numerical computations applied to various scientific simulations are larger, the number of these 
computations which must require more precise floating-poinL arithmetic over IBEE7S4 double precision arc increasing 
We have already proposed two kinds of accelerated multi叫e prectson numerical storategies based on direct method to 
obtain more precise approximation of the linea丁 system of equation to be solved: oロe is the ap叫icatiOn of mixed Pre一 
cision iterative refinement method for well-conditioned linear equations, the other is LU decomposition with Strasaens 
matrix multiplication algorithms to ill-conditioned problems.mthis paper, we implemented 山ese two storategies with 
Bailey's qd library and our BNCpack based on MPFR library, and then show that our codes are effective in the different 
conditioned linear equations. 
1. 初めに 
数値計算の大規模化に歩調を合わせるかのように，[EEE754 
倍精度 (2 進仮数部 53bits, 10 進約 16 桁）以上の浮動小数点演
算を要求する科学技術シミュレーションが増えている . それ
に伴い，倍精度を組み合わせた 4 倍精度（Quadruple precision. 
倍々精度 (double・double, DD) とも呼ぶ〕や 8 倍精度 (0m叫C 
precision) 演算1 更にそれを超えた多倍長精度（Multiple preか 
sion) 演算0)研究が盛んに行われ，そ 0)成果を利用した計算が
随所で普通に利用されている， I-かし，これらの計算はソフ
トウェアを用いて行う必要があり，ハードウェアベースの単
精度・倍精度浮動小数点数単体の計算に比べると著しく遅く
なる．そのため，新しいコンビュータアーキテクチャの機能
を生かした高速化や，アルゴリズムの工夫による効率化が常
に求められている＋ 
昨年度，我々は任意精度0)浮動小数点演算が可能な MPFRノ 
GMP ベースの数値計算ライブラリ BNCpack の機能を用いて， 
Strassen の行列積アルゴリズムが倍精度演算よりも，多倍長演
算に対しては極めて有効であることを示した I0)．更に，その
成果を生かして LU 分解の高速化が可能であることも示して
おり 5)，特に大規摸・高精度な計算が必要となる悪条件な連
立ー次方程式問題に対しては有効に使用できる. またこれと
は別に，良条件の問題に対しては混合精度反復改良法が有効
であることも既に示している ii)‘問題の性質に応じてこれら
の解法を組み合わせることで，ユーザの要求精度に応じて最
短の計算時間で数値解を求めることが期待できる. 
しかし，そのためには現在の多倍長精度演算において，精
度に応じた最高性能のライブラリを適宜選択して利用するこ
とが必要である . 現状，8倍精度までは Bailey の叫ライブラ
リ 2〕，および，その派生ライブラリが利用されることが多い. 
これらは倍精度浮動小数点数を組み合わせたものであり，比
較的低精度 (10 進約 64 桁以下）で済む数値計算には有効であ
り，GPU 上での実装ロ）を含め，現在まで様々な実装が提供
され続けている . それに対して，任意長の仮数部を利用でき
る MPFR/GMP は過去 20 年に渡る Cpu アーキテクチャにア
センブラレベルで最適化を行い続けており，実装が難しいと 
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される整数演算ベースのライブラリであるにも関わらず，最
高性能を維持し続けている， Lかし直接 qd との比較を行った
結果は公になっておらず，どの程度のアドバンテージが qd あ
るいは MPFR/GMP にあるのかは判然としない‘ 
本稿では，昨年度までの連立一次方程式の解の計算に対す
る成果を qd ライブラリを用いて行った結果と比較することで， 
どの程度の性能向上が見込めるかを確認する . 
2. 直接法による連立ー次方程式の求解 
本稿で扱う実係数連立一次方程式を（1) に示す」 
Ax=b 	 (1) 
ここで，正則な係数行列 AcR”×”および定数ベクトル bER" 
は既知とし，各要素は要求精度に応じて正しく丸められた浮
動小数点数として表現されているものとする. 
有限桁の浮動小数点演算を用いた場合，丸め誤差の影響によ
り，数値解 x に含まれる誤差は，係数行列 A の条件数尺（A〕＝ 
M川“1ill に比例して拡大する可能性があることは良く知られ
ている . 条件数が大きい問題を悪条件問題，小さい問題を良
条件問題と呼ぶ. 浮動小数点演算の精度に応じてこれらの基
準は変化する. 
使用する浮動小数点演算の桁数に対して条件数が小さい良
条件問題に対しては混合精度反復改良法が有効であり，悪条
件問題に対しては LU 分解を経由した直接法を使用するのが
数値計算の常識である.LU分解に対しては Strassen の行列積
アルゴリズムを利用することで，多倍長計算の場合は高速化
が可能である＋以下，これらの解法について簡単に解説する． 
2.1 直接法ベースの混合精度反復改良法のアルゴリズム 
本解法を提案した Buttaxうらは，混合精度反復改良法は後述
する収東条件を満足すれば，通常の連立一次方程式の解法を
全て L 桁で計算した時に得られる近似解の精度と同程度の精
度が得られるとしている．この時，計算の効率を上げるため
に，計算量の多い部分の計算を S(< t) 桁で実行する必要があ
る. ここで使用する解法は，低精度でも数値的に安定してい
るアルゴリズムが望ましいとしており，具体的には GMRES 
法や直接法を挙げている. 直接法を用いる場合，部分ビボッ 
1.AlL」：=A,A“」：=Aにl,b 
2.A［引；=,slどslU岡 
3.solve (P[slLF]UFlオ1 
4.ず :=ず」 
AlL]:  A11: ]Ll  b["1:=b, b[5];=biLl 
A
Solve P[51L1] '5' =b151 forず］ 
4L] =451 
5. Fork =0,1,2,... 
(a) r1:=biLl~ Axj 
2I3 
	 VoL23,2015 
ト選択を用いた LU 分解を経由するものとすると，予め A を 
LU 分解しておけ I尤 解の近似値 x血に対する残差 rk :=b~Ax* 
を定数ベクトル, 未知ベクトルを 4 とする連立一次方程式は 
(PLU)z,,=r 
となるので，次の解の近似値はぬ十1:=xI+14 となる。 この反
復の前に A = FLU として分解しておき (P は部分ビボット選
択による行の入れ替えを表現する行列），反復過程では前進・
後退代入のみ行って 4 の計算を行う. 
以上をアルゴリズムの形でまとめると以下のようになる，実
際に適用する際には，5, L 桁計算における指数部の違いを吸
収するために残差ベクトルに対しで正規化を行う必要がある。 
ここで‘ A151, がLl はそれぞれS 桁，L 桁の浮動小数点数で表
現した行列・ペクトルを意味する. 
（い‘ L」：=r"/I叶'II 
(c) r L=r'  
(d) Solve (piS]fJS1UiS1)ず l＝ず」for zrI 
(e)iLl Zk .-ず I 
（り x塁】＝ x(LI + げ ILlIIz 
(g) Exit if Iげ112 	 近gRiViliFlix『III112+EA 
この S -L 桁混合精度反復改良法の収束条件 1〕より，S -L 桁
混合精度反復改良法は” S 桁計算のマシンイプシロンを町と
すると 
r(A)e5 <<1 	 (2) 
でなければならないことが分かる‘つまり，条件数“(A）が大
きければ，それに応じてS を大きく取れば良いことになるが， 
計算速度の向上は見込めなくなる . 条件数が小さければ相応
に 5, を小さくすることもできるが，そもそも L 桁も必要な計
算なのかという疑問が湧いてくる . 従っで，S-L 桁混合精度
反復改良法が有効なのは 
・L 桁の精度が必要であり，かつ毎1・K(A) である時 
＆L が固定されており，S 桁計算が＋分に L 桁計算よ
り高速である環境にある時 
に限られる． 
m Strassen の行列積アルゴリズムを用いた LU 分解の高
速化 
偶数次数 n の正方行列 C,D に対して，行列積 E:= CD を
計算するに際し‘ Strassen の行列積アルゴリズ L (Strassen) は
次のように行列を 4 等分割してブロック化して計算を行う一 
C＝思 
c12 1D= [D
D=IC22 j 
	 D12 1 	 (3)
D22 j 
この時，Cリ, D8 eRn/2×nIl である．このようにブロック化
した C,D を用いて，まず次の e(i=1,2,..., 7) の計算を行う. 
Pに＝ (CII 十（『】n〕（Dii 十 D) 
P2 := (C21 + C22)D11 
乃】＝ C"D12 1 D22) 
P4 := C(D2i - D11) 
P5 := (C11 + C12)D 
凡 := (C21 - C11)(D,1 .4- D2) 
ら：=(C12 - C22)(D,1 十 D22) 
これらを用いで．E の計算を次のように行う. 
HF'+g;2+P7 
更にこれを改良した Winograd のアルゴリズム (W rnograd) 
は，偶数次数の行列 C,D を（3）のようにブロック化した後， 
次のように 3 段階で計算を行う. 
Sl:=ql ＋ら2，あ：=S」一 C11,S,:=CII ーら1. 
S4:=C121あ，S5 】＝ D15 1D11, S6:=D22 島， 	 (6) 
$7:=D,2 一 D12, S8 】＝ S61)ん 
M1 :=S2Sふ M2 = C11Dn・ M3 = cロD2い M4 = &s7
・  （7) 
M,:=S,&,M6:=S4lみ2,M7:=C22S4 
T1:=M,+M2,T2:=T1+M4 	 (8) 
(6) - 口〕→（8）の順に計算した後，E の計算を次のように
行う. 
E ＝臣 -1-1143 T1 +M5+11 7 	 T2+M5川 	 (9) 
これらの行列積アルゴリズムを用いることで演算量を減ら
すことができ，特に大規模な行列の積を行う際には有効にな
ることが期待できる．反面，繰り返し再帰を行う必要がある
ことから，行列用のメモリ確保，解放，および移動が頻繁に
行われるため，単精度・倍精度演算ではあまり効果が期待で
きないが，多倍長計算では有用であることが示されている旦
この Strassen および Winograd 1)行列積7 iL-ゴリズJO)応用
例のーつとして LU 分解がある．行列積を用いた LU 分解（ビ
ボット選択なし）の次のようなアルゴリズムになる’r 
今，係数行列 A Q) LU 分解を行う単位としてプロックサイ
ズ風くn｝を規定する＋このとき，Fig. 1 のように A を分割し， 
LU 分解計算のうち下線部分の計算に行列積を適用する． 
1. 係数行列A を A11 E RK×‘，All CRrx｛廿一幻，A21c 更”ーr〕xK, 
andA22 E R{”ーK〕×｛n~k〕の 4 つに分割, 
2. A11 を L11U11(= A11）に LU 分解し，その後 A1, を U12 
に，A2, をム1 に変換する. 
3. A岩＝A22 -昼生 
上記の計算を行った後 A :=A望として n Kと0 となるまで
繰り返す‘ 
これはビボット選択を行わない通常の LU 分解と数学的には
全く同じものであり，計算の順序を入れ替えて行列積を適用で
きるようにしただけのものである。従ってlSErassen, Winograd 
のアルゴリズムを用いて計算時間や計算精度に変化があった
とすれIf. それはこれらのアルゴリズムの適用によるものと
言える。 
乃＋ P5 
F'+F, ー P2+P 
(4) 
I 	 臣〕 
mpz 
	 rnpq 
(integeり (rational) 
,mpf、 
、「 eョリ 
GNU MPFR 
GNU MP(GMP) 
mpn(MP Natural number arfthmetic) kernel 
generic 
{".C‘~ x8e x86164 sparc 	 arm 
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Fig. 1; 行列積を用いた LU 分解 
3. 4 倍精度・8倍精度・任意精度浮動小数点演算ライブラリ
の概要 
ここでは今回使用した 4 倍・8 倍精度演算ライブラリ qd2〕 
と，多倍長精度演算ライブラリ MPFR7心M? 〕の簡単な紹介
を行う. 
3.1 Bがley 0) qd ライブラリ 
Ilailey らによる 4 倍精度・8 倍精度演算ライプラリ qd は，倍
精度浮動小数点数を繋ぎ合わせることで，4 倍精度 (l06bits), 
8 倍精度 (2 l2bits〕演算を実現している．基本的な演算は C++ 
で記述されており,C言語用の API も用意されでいる.[EEE 
規格の 4 倍精度，8 倍精度に比較して仮数部や指数部の長さ
が若干短くなっているが，倍精度型の配列と Lて比較的簡単
に実装できるため，様々な研究において利用されている . 
基本となるのは，二つの pbits浮動小数点数α，βを用いて行
う演算。が丸め誤差 e = err(cY ofl) を伴うことで，s=tl(aofl) 
として表現されること，即ち 
fi(o'ofl)=aofl+err(oo/)く中 .c= o'ofl+e 
となることと，次の二つの補題である. 
補題1 k4 と vr であれば，常に Ierr(a' +$)Is8Is 岡が成立
する． 
補題 2s= ，試α＋βx=（α十β）一 fl(cr +司は必ず pbits で誤差
なしで表現可能である . 
このことを利用して，伽ick-T血●Sum, Two-Sum アルゴリ
ズムを実現できる． 
Quick-Two-Sum(a, β ) 
1. s:=i1(u+fl) 
2.e:＝且伊ー（廿（α+ fi))) 
3. return(s, の 
'TWo-Sum(zfl) 
I. c:=ul(n'+/3) 
2.v 】＝ fl(s ーα｝ 
3,e「＝ n〔αー ft(fl(s ー v)+ 
fl 
	
v〕〕〕 
4. return (s,e) 
他にも浮動小数点数0)仮数部を 2 分割す7 Split，乗算を行
う Two-Prod 了ルゴリズムがあり，これらを組み合わせること
で 4 倍精度，S倍精度を実現する. 従って，4 倍精度ではニつ
の倍精度浮動小数点数が,8倍精度では 4 つの浮動小数点数
が同符号，同指数部を持つ，そのため, 倍精度への丸めは最
初の浮動小数点数を返すだけでよし×  
3.2 MPFR/GMP に基づいた BNCpack 
MPF1(GNU MPFR) は GMP(GNU MP) 0)自然数演算 (mpn) 
カーネルを土台として実装された fEEE754 浮動小数点演算と
同等の機能を備えた多倍長浮動小数点演算ライブラリである‘ 
GMP と切り離して使用することはできないため，本稿では 
MPFR/GMP と略記する . これらのソフトウェア構造を Fig.2 
に示す. 
Assembler codas - 
Fig」 2: MPFR/GMP のソフトウェア構造 
このような構造0)t め, MPFRQ)演算性能は下支えとなる 
UMP の mpn カーネルの速度に依存して決まる．mpn カーネ
ルは既に2（〕年以上の CPU アーキテクチャチューニングを経
ており，x86 系Q) CPU では最高速0)性能を誇る , そ 0)ため， 
他にも mpn カーネルに依存した多倍長計算の実装が存在し， 
MPFR は早くからそのーつとしてバージョンを重ねてきた最
古参の多倍長浮動小数点演算ライプラリである. 
我々は既にこの MPI飛ノGM? を土台とした数値計算ライブ
ラリ BNCpack を実装し，保守改良を行っている 9)，今回初
めて上述の qd ライプラリの機能を実装するにあたり，この 
IlNCpack の線型計算 API のフレームワークをそのまま用いて
利用することにする，なお MPFR/GM巳 qd には互いにリンク
する機能はないが，中田真秀による LAPACI<JBLAS の APl を
備えた多倍長線型計算ラィプラリ MPACK61 にはその機能が
実現されている．今回使用した MPFRノGMP, qd の相互変換の
機能は文字列変換を介した簡易なもので，我々が独自に実装
したものである. 
4 ペンチマークテスト 
今回利用した計算環境は下記の通りである‘ 
CPU Intel XeonE 5-2620 v2 (2,10GFlz) 
RAM 32GB 
OS CentOS 6.5 x86_64 
C compiler Intel C/C++ Version 13.1.3 
Multiple Precision Library MPFR 3.127〕心MP 6.O.0a8〕 
+BNCpaclm 8尚， qd 2,3,152) 
4.1 qd と MPFR a)比較 
まず qd と MPFR/GMP の演算ごと0)速度比較を行う. 利用
したブログラムは MPFR サイトで公開されているブログラム
を元に，9d ライブラリの c インターフェース用に提供された
関数群を用いて作り替えたものである . その結果を Thble l に
ホす」 dd は 4 倍精度，qd は S 倍精度を意味し，それぞれと同
じ仮数部桁 (IO6bfts, 2l2bits) にして計算した MPFR/GMP の
結果もその隣に示してある . 
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Table 1: qd, MPFR/GMP の演算ごとのベンチマーク結果（単
位:millisecond) 
dd !l'FR(1 06) qd MPF1(21り 
x+y 0.000010 0.加加26 a00015 9 a000031 
?C*y O」〕OOO22 0.000047 0.00O29｛〕 a000O65 
ガy a 000049 a(x〕｛x〕76 a001 l馴】 0.000198 
sqrt(x) 0.000053 aa×）m a叩3624 a000201 
exp(x) aa〕n99 a加3397 OOl3123 0.004547 
log(幻 0.001278 0.003452 a043458 0.006378 
sin(x) 0.001172 0.002811 aO l 3O92 0」x)4卿 
cos(x) 0.001180 0.001991 0.0131叩 0.002930 
m次元数 
x 256 512 1024 2048 4096 
32
64
96
128
160
192
224
256
288
320 
7 
5
一6 
789
・、J~ 99 
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00
一0000
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00 
 
n
2.0
1.9一2.0
2.0
2.0
2.1
2.2
2.2
2.3  24 
4 86
9I
一34 
76
8  
7 544 4
一4
4 444 
 18.6 
1384 
124.9 
114.1 
114.1 
106.3 
106.3 
105.9 
107.2 
1035 
1034 
1124.0 
1003.8 
9（〕57 
9284 
836' 
829.2 
831.3 
86L2 
870.3 
914.6 
Normal LU 	 a29 148' 1249.8 
4 倍精度演算 (dd) は MPFRJGMP より高速であり，8 倍精度
演算〔“)l MPFR/GMP よ 0 低速であることが分かる. なお 
qd ライブラリは近年の CPU には搭載されている SIMD 命令
を一切使っていない素の C+＋ブログラムであるため，GMP の 
mpn カーネル並のアセンブラチューニングを行うことで高速
になる可能性が高い. また，線型計算では重要な加算・乗算に
関してはクラス化された C十＋の＊十演算子をそのまま用いた方
が効率が良い＋今回の結果はあくまでオリジナルの C++ソー 
スをコンバイルLただけの“ライプラリのC インターフュー 
スを用いたものとの比較であることを強調しておきたい‘ 
この結果より，以下のベンチマーク結果は qd ライブラリの 
4 倍精度（dd〕と MPFR(106 bits) 0計算結果0)み示す. 
'2 混合精度反復改良法 
ここでは係数行列として，[0,1] 区間における一様乱数行
列RcRn×n と，対角行列 D= diagいー1+1）を用いて生成
した A:= R'DR を使用する‘真の解は x = [I21.n]T とし， 
定数ベクトル b:= Ax は使用精度まで正しく得られているも
のを使用した‘また，混合精度反復改良法における停止則は 
E'- 21L,EA= 0 とし，倍精度-MPER(double-MPFR), 4 倍精
鷹MPFR(dd-MPFR) および MPFR/GMP による LU分解を用
いた直接法と計算時間，最大相対誤差を求めた，その結果を 
Table 2 に示す‘ 
得られた数値解の精度はどれも 10 進 1-2桁程度0)範囲で
一致している，反復改良法は S 桁に比しで L桁が大きくなる
と反復数が増えるため，L2 2048 では 4 倍精度一MPFR によ
る反復改良法の方が，倍精度 MPFR よりも計算時間が少なく
なっている．この結果より，ユーザの要求精度が大きく，良
条件問題であれば 4 倍精度一MPFR による反復改良法は有用と
言える＋ 
43 Strassen の行列積アルゴリズムと LU分解 
ここでは 4 倍精度 (dd）と，同じ桁数の MPFR 0) Strassen お
よび晒Iinograd の行列積アルゴリズムを用いたベンチマーク結
果を示す＋使用した行列E:=CD は次の通りである‘ 
C=['(i+j- 1)塩・D=［返(11 一 i)J二=1 
正方行列積0)計算時間結果を Table 3 i:示す，Simple は 3 重
ルーブによる単純行列積，Block は 32 x 32 ごとにブロック化
して行列積を計算したものであり，Sixassen, Winograd はそれ
ぞれの行列積アルゴリズムを使用した結果である‘計算精度 
0)差は殆どなく，dd0方が MPFR(106 bits) より全体的に 10 
進 1 桁程度良い程度である＋  
下線はその次元数における最小計算時問を意味する． 
dd演算に対しても，MPFR演算に対しても，キャッシュヒツ
ト率の影響により，単純行列積の計算時間は n3 に比例してお
らず，ところどころ極端に計算時間を要している．対してブ
ロック化した行列積アルゴリズムはどちらも次元数にほぽ比例
した計算時間の増加傾向を示しており，昨年度，より高精度の 
MPFR 演算を使用して得られた結果を踏襲している.Scrassen. 
Winograd 0) 7 ;L' fリズムの効果はどちらも次元数が上がるに
つれて高まっていることが示されている.dd演算ではどちら
も同程度の計算時間となっているが．MPFR では Winograd の
方が若干計算時間が短くなる傾向がある. 
この Slrassen, Winograd のアルゴリズムを用いた LU分解の
計算時間を示したのが Table 4 -oある. 係数行列A l Frank 行
列，解としてx=[Ol ”．昨 1]γ を用いた．プロック単位 K は
両アルゴリズz、を適用する最小行列サィズ 32 の倍数にしてあ
る．なおこの結果による数値解の精度は 10 進 r桁程度の違い
しかない． 
我々が既に MPFIしGMP を用いた LU 分解で得られた結果
と比較すると次の相違がある. 
． より高精度の場合は K=32 x 5=160 が最小計算時間
であったが，dd 演算の場合は次元数が大きくなるにつ
れて最短の K も大きくなる傾向がある 
.It=1024次元0)時0)最大 24.2%0)計算時間削減が実行
できたが，より高精度の場合l 30%を超える削減が達
成できた一 
大規模な問題に対しては dd 演算による Strassen, Winograd 
アルゴリズムは有効に働くことが示されたと言える. 
5. 結論と今後の課題 
以上のベンチマーク結果より，qd ライプラリにおいて，特
に 4 倍精度 (dd) 演算は MPFR/GMP 演算より高速であり，混
合精度反復改良法におい t も, Strassen,Winograd 0)行列積7 
ルゴリズムを用いた LU分解においても，大規模問題に対し
では有効であることが示された. 
しかしながら，文中でも述ぺた通り、今回の結果は低速な 
qd の c インターフェースを用いて得られたものであり，実際
にはもっと高性能な計算が可能であると予想される. また，全
てシリアルに計算したものであるため，現状のメインストリー 
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Table 2：混台精度反復改良法の計算時問〔単位：second)( 数値 解 0)最大相対誤差0)常用対数，反復回数）(n=512) 
"bits) 
256 (lg(relerr), #Iter.) 512 (lg(rele司，町terj 1024 (lg(relerr), #Iter.) 加48 (lg(rele川，斑ter.) 
double- MPFR 0.76(-73.32, 3) 1 .29(-巧2.6,9) 3.95(-306.7. 19) 15.18(-615.67, 39) 
dd一MPI覗 4. l9(-75.59, 1) 4.43（一 151,9,3) 5.79(-306.7. 8) 1 l.87(-614.40. 18) 
MPFR LIJ 694(-74.55) 10.23 (-151.4) 21.05（一 305.5〕 48.78(-6 13.44) 
Table 3: dd および MPFR/GMIP 演算による正方行列積の計算時問（単位】second) 
dd MPFR(1（妬 bi司 
n Simple Bkck Strassen Winograd Simple mock Strassen Winograd 
0.10 0.11 
0.
0Q
0.
0.
0.
0.
0.
0.
1.
1.
1.
4.
4.
4.
13 
13
13
30
30
30
91
91
92 
 
09
08
09
27
26
27
61
61
61
86
86
87
27
23
26 
.06 
.21 
.53 
.46 
.25 
.08 
.95 
.82 
.15 
 
0.
0.
0.
0.
0.
0.
0.
0.
0.
LLL
4.
4.
4.
13
13
13
29
29
29
90
92
91 
 
08
08
09
26
26
26
59
59
61
85
81
87
33
26
36 
.20 
.12 
.14 
.83 
.48 
.65 
.72 
.99 
.67 
 
0.22 0.25 al9 0.19 
1:L
1 
a11 0.11 a25 0.25 0.18 Ol8 
0.10 Q20 a22 O,28 0.20 a20 
a33 a36 Q76 a84 059 a59 
:pII
2 
O,35 O,35 Q87 0.85 a57 0.58 
2728991
923556578345 
0.34 a56 a78 0.91 a61 0.62 
0.79 0.84 1.85 1.99 1.27 1.29 
:
a95 a84 2.15 2.00 1.23 1.23 
a82 1.19 1.89 2.14 1.30 L29 
31
2.78 2.80 6.71 6.75 4.11 406 
3.（〕6 z83 7.82 6.78 4.05 3.98 55 
2.82 
653 
3.59 
666 
6.93 
[7.44 
7.05 
15.99 
4.13 
&35 
4.12 
8.34 
ュ64 6.68 19.05 16.06 8.34 8.21 
:
6.81 8.01 17.30 16.45 &59 8.42 
22.35 22.39 64.98 54.19 28.33 28.35 
五五7
25一26 22.71 64.5o 54.32 27.99 28.25 
22'5o 25'29 6751 5530 28.36 28.33 
[1236
689
23245367 
.0 
53.43 53.15 167.13 128.16 56」3 57.01 
555 
68.31 53.11 312.80 128.63 55.98 55.39 
 
54.69 58+38 I36,71) 13Oト 05 57.11 56.49 
179.77 179.33 561.01 435.31 195.30 195.22 
236.99 180.79 1017.75 436.73 191.74 194.03 
180.84 191.22 494.37 446.05 19533 194.86 
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ム7.-キテクチャであるマルチコア，メニーコア環境に適し
た並列化も行っておらず，さらなる性能向上が可能であると
思われる , 
従って．今後の課題は更なる高速化を目指すため，次の 2 
点を中心に行っていきたい一 
1. qd の c インターフェースの高速化 
2, マルチコア CPU, メニーコア OPU を用いた並列化 
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