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Quantum information, encoded within the states of quantum systems, represents a novel and
rich form of information which has inspired new types of computers and communications systems.
Many diverse electron spin systems have been studied with a view to storing quantum information,
including molecular radicals, point defects and impurities in inorganic systems, and quantum dots
in semiconductor devices. In these systems, spin coherence times can exceed seconds, single spins
can be addressed through electrical and optical methods, and new spin systems with advantageous
properties continue to be identified. Spin ensembles strongly coupled to microwave resonators can,
in principle, be used to store the coherent states of single microwave photons, enabling so-called
microwave quantum memories. We discuss key requirements in realising such memories, including
considerations for superconducting resonators whose frequency can be tuned onto resonance with the
spins. Finally, progress towards microwave quantum memories and other developments in the field
of superconducting quantum devices are being used to push the limits of sensitivity of inductively-
detected electron spin resonance. The state-of-the-art currently stands at around 65 spins per
√
Hz,
with prospects to scale down to even fewer spins.
I. INTRODUCTION
The storage of information using ferromagnetically-
coupled spins in magnetic materials is commonplace
through devices such as magnetic storage disks and
MRAM, where as few as O(105) spins are used repre-
sent the logical ‘0’ or ‘1’ states of each bit [1]. In con-
trast, the use of isolated, uncoupled spins for information
storage did not progress far beyond early studies in the
1950s [2, 3] — these proposed a ‘spin echo serial stor-
age memory’ where weak NMR pulses were applied to a
sample rich in nuclear spins to ‘write’ data, which could
then be recalled in arbitrary order using magnetic field
pulses. Through such schemes, multiple bits could be
stored as distinct collective excitations of an ensemble of
uncoupled spins. The storage capacity of such memo-
ries was determined by factors such as the thermal noise
of the detecting apparatus, the effect of self-diffusion of
the molecules, and relaxation times — and although the
‘spin echo memory’ may have promised some early ad-
vantages in latency against contemporary methods, we
now know that these storage capacities were not able
to become competitive with (ferro)magnetic information
storage and its successors.
Through the concept of quantum information [4, 5] in
the 1980s came the recognition that storing information
in coherent quantum states offered the possibility of ma-
jor, disruptive impacts in areas such as computing [4] and
security [6]. For example, a computer able to process
quantum information, with a memory of only 50 quan-
tum bits (‘qubits’), would be able solve problems beyond
the capabilities of today’s most powerful supercomput-
ers [7]. In addition, quantum information, either stored
or transmitted, can not be read by a third-party with-
out detection, offering new methods for certification [8]
and cryptography [6]. Thus, storing information in iso-
lated spins offers the possibility to exploit the coherence
of spins in fundamentally new ways and there is strong
motivation to revisit the ideas of writing information into
collective states of coherent spins.
Inspired by such goals of using spins to represent
qubits, extensive work has been performed over the past
fifteen years on the measurement and extension of elec-
tron and nuclear spin coherence times (T2) using a range
of materials. Electron spin coherence times of seconds
(at 6 K) [9] or milliseconds (at room temperature) [10]
have been measured, while nuclear spin coherence times
in the solid-state can be as long as 40 minutes (room
temperature) [11] hours to six hours (2 K) [12]. Theo-
retical schemes have also been developed further for the
storage and retrieval of quantum states within spin en-
sembles, using coupling to microwaves or light [13, 14].
In addition to serving as information storage elements for
quantum information processors, such quantum memo-
ries also play a key role in constructing so-called quan-
tum repeaters [15, 16], which are required for to extend
quantum communication over distances longer than a few
hundred kilometers [17].
In this Perspectives article, we review spins systems of
interest to the storage of quantum information through
quantum memories and survey their electron and nuclear
spin coherence times. We will then consider methods for
building quantum memories by coupling spins to high-Q
superconducting resonators and examine the prospects
for spin-based quantum information storage. Finally, we
note that much of the technology around the develop-
ment of quantum memories (such as high-Q supercon-
ducting resonators) can be combined with other devel-
opments arising from the field of quantum information
processings (such as lossless quantum-limited microwave
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2amplifiers) in order to yield significant advances in the
sensitivity of electron spin resonance (ESR) detection.
II. MATERIALS SYSTEMS AND SPIN
COHERENCE TIMES
A variety of electron spin systems are under investi-
gation for the storage of quantum information — these
can broadly be divided into three categories: i) those
based on molecular systems which offer advantages such
as tunability of spin properties through chemical design;
ii) those based on defect or impurity spins in inorganic
solids where the crystalline environment and high purity
can offer longer spin coherence times; and iii) those based
on the electron spins of artificial atoms, or quantum dots,
which are electrostatically defined in semiconductors. To
maximise electron spin coherence times, common goals
across these different materials systems include minimis-
ing the local concentration of nuclear spins in order to
suppress spectral diffusion [18, 19], as well as optimis-
ing the electron spin concentration in order to suppress
the effects of electron-electron spin coupling (which leads
to decoherence by instantaneous diffusion, and spectral
diffusion [20])).
Na¨ıvely, one might imagine that isolated spin-1/2 sys-
tems would be the most popular spin qubits, potentially
offering longer coherence times to the presence of fewer
decoherence mechanisms (e.g. there is no crystal field or
hyperfine tensor to modulate). In fact, as we shall see,
the electron spins with the longest room-temperature co-
herence times happen to have S ≥ 1. Furthermore, by
borrowing ideas from atomic clocks [21], it is possible
to identify spin transitions within some of these donors
which have reduced sensitivity to common decoherence
mechanisms (e.g. arising from spin-spin interactions or
magnetic field noise). These transitions are characterised
by their value of df/dB (the first order dependence of the
transition frequency, f , with applied magnetic field B,
equal to gµB/h for a free electron where g is the electron
g-factor, µB the Bohr magneton, and h Planck’s con-
stant), which approaches zero at so-called ‘clock’ or ‘ZE-
FOZ’ (zero first-order Zeeman) transitions [9]. Such tran-
sitions are evidently absent for simple S = 1/2 systems,
but can result from the interplay of various spin Hamilto-
nian terms found in higher-spin systems or systems with
strongly coupled electron and nuclear spins [9, 12, 22–24].
In addition to electron spins, nuclear spins have also
been studied for quantum information storage — indeed
liquid state NMR was a powerful testbed for early ideas
in quantum information. However, here we restrict our-
selves to discussion of nuclear spins with the potential
for strong coupling to other quantum degrees of free-
dom. For example, nuclear spins coupled to electron
spins can offer memories based on longer nuclear spin co-
herence time [25] while retaining coupling to microwave
resonators [26], and nuclear spins coupled to optical tran-
sitions can be used for optical quantum memories and
repeaters [12].
A. Molecular electron spins
In molecular systems, the choice of solvent and ligand
environment plays a critical role in determining the spin
coherence time. Deuterating both solvents and molecu-
lar environments offers substantial improvements in elec-
tron spin coherence time, as has been exploited in dou-
ble electron-electron resonance (DEER) experiments [28],
however, the longest coherence times are measured in
environments that are essentially free of nuclear spins,
achieved using solvents such as CS2. For example, the
endohedral fullerene molecule N@C60 [29, 30], in which
a nitrogen atom is trapped within a C60 fullerene cage,
offers an S = 3/2 electron spin with a coherence time of
80 µs in CS2 at room temperature, rising to 240 µs at
170 K [31], just above the freezing point of the solvent.
CS2 crystallizes upon freezing, leading to the segregation
of the N@C60 into regions of high concentration. The
15N nuclear spin of the N@C60 can be used to coher-
ently store one of the electron spin coherences within the
S = 3/2 manifold, offering a T2n > 100 ms at 10 K in a
C60 matrix [32].
ESR clock transitions have been identified and studied
in molecular magnets as a way to suppress decoherence
from nuclear spins or spin-spin coupling in samples with
large concentrations [22, 33], though coherence times in
such cases remain rather low (between 8 and 14 µs).
More promising, in terms of T2, has been the synthe-
sis of a molecular magnet with ligands that are nuclear-
spin-free and offer good solubility in CS2 [34]. In this
way, segregation of the molecule upon solvent freezing
is avoided, enabling the study of dilute molecules in a
nuclear-spin-free matrix down to low temperatures, and
the vanadium(IV) complex showed an electron spin co-
herence time of 700 µs at 10 K. Despite such impressive
progress, the unique advantages of molecular systems re-
main to be fully demonstrated — as we shall see, their
coherence times fall well short of what can be achieved
using certain inorganic materials, and the exciting poten-
tial of synthetic chemistry to achieve complex structures
of coupled spins [35] must be tempered with challenges
such as maintaining chemical purity and molecular orien-
tation across a spin ensemble, the punishing restrictions
of using nuclear-spin-free ligands, and the absence of a
straightforward route to single spin measurement.
B. Electron spins in inorganic solids
1. Donor spins in silicon
Thanks to the key role which it plays in the information
technology industry and the resulting work on perfecting
high-purity crystal growth, silicon has become one of the
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FIG. 1. Summary of applications and requirements for quantum information storage with electron spins. Electron spin systems
in a range of materials are being explored with applications in spin-based quantum information processing, microwave quantum
memories, and optical quantum memories (though the latter can also be realised using the nuclear spin of non-Kramers ions).
Here, we focus primarily on applications oriented towards microwave quantum memories, as well as opportunities in high-
sensitivity ESR.
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FIG. 2. (A) Spin energy level spectrum and ESR transition frequencies of Bi donors in Si, as a function of magnetic field,
highlighting four ESR clock transitions. (B) Electron spin coherence time measurements made using (top) natural silicon
([Bi] = 3 × 1015 cm−3) under various degrees of CPMG dynamical decoupling and (bottom) isotoptically engineered 28Si
([Bi] = 4 × 1014 cm−3). Adapted with permission from Ref. [27], c© American Physical Society, and Ref. [9], c© (2013)
Macmillan Publishers Ltd: Nature Nanotechnology.
purest substances mankind has produced. Impurity con-
centrations below 1013 cm−3 (or 0.2 parts per billion)
are routine in silicon, and isotopic enrichment of the ma-
jority 28Si isotope (I = 0) has been performed with a
remaining concentration of the 29Si isotope (I = 1/2)
down to 50 ppm [36]. When silicon is doped with Group
V elements, or ‘donors’, such as P, As, Sb or Bi, and
cooled below about 50 K, electrons become bound to
the donor atom, with an isotropic hyperfine coupling to
the donor nucleus. The electron spins of such donors
have coherences times which are limited to several hun-
dreds of microseconds in natural abundance silicon (5%
29Si) [19, 37], but can reach tens of milliseconds in 28Si
with [P ] = 1014 cm−3, limited only by instantaneous dif-
4fusion caused by the finite concentration of donor elec-
tron spins [20].
The Bi donor, where the S = 1/2 electron spin is cou-
pled to the (I = 9/2) 209Bi nuclear spin, was used to
perform the first demonstration of clock transitions in
ESR [9], achieving electron spin coherence times of up
to 2.7 s at 6 K in enriched 28Si, measured using a Hahn
echo. At such clock transitions, T2 increases to 100 ms in
natural abundance silicon, while dynamical decoupling
techniques such as CPMG [38] can be used to extend
this to approach a second [27] (see Figure 2). From the
perspective of quantum memories based on spin ensem-
bles, the most significant advantage of using ESR clock
transitions in Bi is the ability to increase the spin con-
centration by up to two orders of magnitude (and thus
increase the strength of the spin-resonator coupling by a
factor of O(10), as discussed in Section III), whilst main-
taining the same spin coherence lifetime.
Additional features which make donor spins in sili-
con attractive for quantum information storage include
the ability to place them with near-atomic precision us-
ing scanning tunnelling microscopy (STM)-based hydro-
gen lithography [39], while the electron and nuclear spin
states of single donor spins can be read out with high fi-
delity by incorporating the donor into a silicon nanoelec-
tronic device [40, 41]. The coherent state of the donor
electron spin can be stored in the nuclear spin [25], giving
access to coherence times of up to 180 s at a nuclear spin
clock transition of the neutral 31P donor [42].
2. Optical spin defects in diamond and SiC
Since it was first studied in the context of quantum
information processing [43], the nitrogen-vacancy (NV)
centre in diamond has stimulated a dramatic growth in
research across a range of applications, now spanning
magnetic-field, electric-field and temperature sensing and
imaging down to the cellular and molecular level. One
key feature the NV centre offers is the ability to mea-
sure the spin state of a single defect through changes in
the optical photoluminescence [43], even at room tem-
perature. Furthermore, the large Debye temperature of
diamond, coupled with the mainly nuclear-spin-free car-
bon environment leads to electron spin coherence times
of several hundred microseconds at room temperature,
extendable to a few milliseconds using CPMG [10], or
by using 12C-enriched diamond [18]. While this signif-
icant room-temperature coherence opens up a range of
sensing applications, the use of NV-centres in diamond
for quantum information is likely to require cryogenic
temperatures: to be used as a single-spin or ensemble
microwave quantum memory, the temperature must be
low enough to suppress blackbody radiation at the mi-
crowave frequency, ω (such that T  ~ω/kB , where
kB is Boltzmann’s constant). Furthermore, high-fidelity
single-shot readout and spin-photon entanglement ex-
ploit spin-selective optical transitions which can only be
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FIG. 3. Spin coherence and relaxation time measurements
of Nd and Yb ions in YSO, illustrating features such as the
ability to exploit the longer coherence time of the nuclear spin
(T2n), and the ability to extend the electron spin coherence
time using dynamical decoupling (such as XY16) to suppress
effects of spectral diffusion from non-resonant electron spins.
Measurements on Yb were performed using 171Yb in site I
at a magnetic field of 1020.8 mT, addressing the mI = −1/2
ESR transition [54]. Measurements on Nd were performed
using 145Nd at a magnetic field of 561.5 mT addressing the
mI = +7/2 ESR transition. Adapted with permission from
Ref. [55], c© American Physical Society.
resolved at low temperatures [44]. The nitrogen nuclear
spin of the NV centre can be used to store the state of
electron spin, as can 13C in the environment around the
defect which can be manipulated by periodically flipping
(e.g. by CPMG) the NV centre electron spin at the NMR
frequency [45].
Other centres in diamond, with potential advantages
over the NV, are the subject of very active investigation.
The negatively charged silicon-vacancy SiV−1 (S = 1/2,
T2 ∼ 100 ns at 3.6 K) [46, 47] and germanium-vacancy
GeV−1 (T ∗2 ∼ 20 ns at 2.2 K) [48, 49] centres have strong
coherent optical transitions, but rather short coherence
times at liquid helium temperatures due to their orbital
degeneracy. However, recent studies of SiV−1 in diamond
have shown considerable increases in coherence proper-
ties when cooled down to 10 mK, with T ∗2 ∼ 10 µs and
T2 up to a several hundred microseconds [50, 51]. The
neutral SiV0 centre (S = 1), in contrast, has T2 ∼ 1 ms
at 20 K, while still retaining most (90%) of its optical
emission in the zero phonon line, a combination which
makes it very promising [52]. Finally, silicon carbide
(SiC) is another host offering a largely nuclear-spin-free
environment, and defect centres such as the neutral (kk)-
divacancy in 4H-SiC (S = 1, T2 ∼ 1 ms at 20 K) [53] are
being investigated.
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of the multi-mode memory concept, performed using weak microwave pulses (containing large numbers of microwave photons)
and P-donors in silicon. Panel (C) reprinted with permission from Ref [26], c© (2010) American Physical Society.
3. RE ions in optical crystals
The defect centres in diamond described above have
optical transition wavelengths in the range of 600 nm
(GeV0) to 950 nm (SiV0), and, with the exception of
the recently explored SiV0, those with the best opti-
cal properties have shown relatively poor spin coherence
times. Another class of spin defect of importance to
quantum information storage is that of rare-earth (RE)
dopants in crystal hosts such as YSO (yttrium orthosil-
icate) and YLiF4. Such defects offer optical transition
wavelengths up to 1550 nm (a technologically significant
value to its use in optical fibre communication). RE
dopant spins can be divided into two classes: those of
Kramers ions (e.g. Er, Nd, Yb) which have ESR tran-
sitions and can couple to microwave fields, and those of
non-Kramers (e.g. Eu, Pr) ions where the nuclear spin
can be used alongside the optical transition to create an
optical quantum memory [56]. The non-Kramers ions of-
fer the longest spin coherence times (T2n can be up to six
hours using a nuclear spin clock transition [12]) due to the
absence of decoherence via an electron spin. However, use
of Kramers ions is necessary to operate at optical wave-
lengths of 1550 nm (i.e. using Er), or as a route to develop
quantum coherent microwave-to-optical conversion based
on microwave and optical quantum memories operating
in tandem [57, 58][59]. Recently, nuclear spin coherence
times over one second have been measured in Er-doped
YSO, by applying high fields (7 T) and low tempera-
tures (1.4 K) to suppress electron spin dynamics [60], in
contrast to ENDOR measurements on Nd at lower field
which showed T2n up to only 9 ms [55]. Electron spin co-
herence times of RE spins have been measured for Nd, Er,
and Yb to be up to 100 µs (see Figure 3) [54, 55, 61], and
should be compared with the electron g-factor (which can
vary from 0.7 to 14) when assessing suitability for strong
coupling to microwave resonators (see Section III).
C. Electron spins of quantum dots
In addition to the ‘natural’ spins of molecules, atoms
and defects described above, electron spins of ‘artificial’
quantum dot (QD) systems are attractive for hosting
quantum information, particularly from the point of view
of engineering scalable spin-spin interactions to build
6up quantum information processors. Such QDs have
been studied in ensembles by conventional ESR, show-
ing T2 = 380 µs for QDs formed within Si/SiGe het-
erostructures [62]. There is also growing work at the
single spin level based on electrical spin readout, with
coherence times measured up to 1 ms (by Hahn echo) for
QD spins formed within isotopically purified 28Si MOS
nanodevices [63]. A promising future direction is devel-
oping electrical driving of spin resonance (EDSR) in such
structures, as microwave electric fields are more readily
confined at the nano-scale than the microwave magnetic
fields used for conventional ESR. One method to achieve
this is to use a double QD and magnetic field gradient,
to create an effective spin-orbit coupling to allow EDSR
— such control has been demonstrated in Si/SiGe QDs
with a cobalt micromagnet used to provide a field gra-
dient, and coherence times up to 40 µs have been mea-
sured [64]. Finally, coupled systems of an impurity spin
and QD spin have been studied and offer a hybrid imple-
mentation of a singlet-triplet spin qubit [65].
III. QUANTUM MEMORIES
While the most promising schemes for spin-based
quantum information processing require qubits repre-
sented by single spins [40, 63, 64], many attractive re-
alisations for quantum information storage make use of
ensembles: As with the spin echo serial storage mem-
ory proposals of the 1950s, the qubit is represented as a
collective excitation of the ensemble. Key ideas around
quantum information storage using ensembles were ex-
tensively developed and explored in the context of opti-
cal quantum memories in which the states of single op-
tical photons are stored in, and subsequently retrieved
from, an ensemble of optical emitters, often making
use of their internal hyperfine states [13]. Such opti-
cal memories are a pre-requisite for so-called quantum
repeaters [15, 16, 66] which are used to distribute entan-
gled states of light over long distances and underpin a
quantum-secure communication network [17]. Here, we
focus on microwave quantum memories [14, 67, 68], based
on electron spin ensembles (for example comprising one of
the spin systems described in Section II), which are able
to store and recall the states of single microwave photons.
Such memories benefit from the long coherence lifetimes
found in spin ensembles, and are intended to interface
with quantum processors operating in the microwave do-
main (e.g. those based on superconducting qubits [69] or
other types of spin qubits). Crucially, through the use
of inhomogeneous broadening (either natural, or created
through magnetic field gradients), many separate modes
of spin excitation can be addressed, enabling an ensemble
of N spins to store O(√N) qubits [14, 26, 70, 71].
The essence of the microwave quantum memory pro-
tocol is summarised in Figure 4, and comprises a spin
ensemble which is strongly coupled to a microwave res-
onator. To enter this regime, the coupling between the
spin ensemble and the microwave cavity, gens, must ex-
ceed both the spin linewidth (γ∗2) and the coupled cavity
linewidth (κ = ωc/Q), where Q and ωc are the cavity
the Q-factor and frequency, respectively. The ensemble
coupling gens derives from the coupling strength of a sin-
gle spin to the cavity g0, enhanced by a factor
√
N for
N identical spins (in practice, the spin-coupling strength
can vary across the ensemble and gens is obtained from
a numerical integration). The single spin-cavity coupling
g0 can be determined by first calculating the magnitude
of the zero-point fluctuations of the current in the res-
onator (i.e. the current corresponding to a resonator en-
ergy of 12~ωc), then calculating the magnetic field pro-
duced by such a current, and the coupling strength of
the relevant spin transition to this field.
To reach the ‘strong coupling’ regime (gens  κ, γ∗2 ),
a large cavity Q-factor is therefore desirable and this is
typically achieved using structures made from supercon-
ducting materials such as Al, Nb, NbN, NbTiN and TiN.
However, superconductivity is only sustained up to a cer-
tain value of DC magnetic field, Bc (which varies accord-
ing to the material), and Q-factor degradation of a super-
conducting resonator is observed at fields well below Bc,
imposing restrictions on the field which can be applied to
the spins to obtain a suitable ESR transition frequency.
In addition, the spin concentration must be optimised
to ensure a spin ensemble with a narrow linewidth (and
long coherence time), while obtaining a significant
√
N -
enhancement of the spin-cavity coupling. For this reason,
the use of spins tuned to clock transitions as the storage
medium for the microwave quantum memory is particu-
larly attractive as it enables the spin concentration to be
increased while reducing the impact on spin-decoherence
caused by spin-spin interactions.
A. Resonator designs
For 3D cavities at X-band, typical values of single spin-
cavity coupling, g0, are 2pi× 50 mHz with a cavity mode
volume of O(0.1) cm3 [78]. Given a spin concentration
of 1015 cm−3, and assuming full spin polarisation, this
would lead to a total gens/2pi ∼ 0.5 MHz, requiring
Q > 20, 000 to achieve strong coupling. Similar values
of gens are achievable with planar superconducting res-
onators based on a λ/4 or λ/2 transmission line [72, 73],
or a lumped-element design where a capacitor and induc-
tor are formed from a patterned superconducting film [74]
(see Figure 5). An advantage of the planar approach is
that Q-factors in the range of 105 to 106 can be read-
ily achieved, even in the presence of a magnetic field,
by aligning the field in the plane of the superconducting
film [76]. However, such advantages should be balanced
against potential ESR line broadening of the sub-surface
spins caused by the planar resonator. For example, the
ESR linewidth of bismuth donor spins in silicon was sig-
nificantly increased due to mechanical strain created in
the silicon by the aluminium lumped element resonator,
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due to differences in thermal expansion coefficient be-
tween the materials (see Figure 6) [74].
A set of CPW resonators can be capacitively coupled to
a feedline (see Figure 5A [72]), allowing several different
frequencies to be probed simultaneously. Alternatively, a
λ/2 resonator may be formed by terminating both ends
with Bragg mirrors which are both coupled to microwave
ports (see Figure 5B [73]). The Bragg mirror is formed
by modulating the impedance of the CPW (through its
width), creating a photonic bandgap in the microwave
domain around the frequency of the resonator. The key
advantage of this approach is that it enables other fre-
quencies to be readily transmitted through the CPW,
allowing ENDOR [73] or DEER [81] experiments to be
performed. A second advantage is that, due to its abil-
ity to transmit DC, such a photonic bandgap resonator
can be frequency-tuned by applying a current (see Sec-
tion III C).
Lumped-element superconducting microwave res-
onators can be created by defining inductive and capaci-
tive elements on the superconducting film, often using an
interdigitated structure or gap for the capacitor, and a
wire inductor ranging from a few microns in width down
to a few hundred nanometres. Figures 5D and 5E il-
lustrate two contrasting resonator designs, respectively
optimising for low-impedance and high-impedance struc-
tures. For inductive coupling to spins, a low-impedance
design ensures the vacuum fluctuations of the resonator
yield larger currents, which increases the spin-cavity cou-
pling g0 [75]. Conversely, for electrically driven spin res-
onance (for example, on systems with significant spin-
orbit coupling or double quantum dots with strong field
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FIG. 6. (A) Finite element modelling of strain induced within
silicon underneath the edge of a patterned aluminium film, at
low temperatures, caused by the mismatch of thermal expan-
sion coefficient between the two materials. Al film thickness
is taken as 50 nm, and the strain plotted is the component
along the [100] silicon crystal orientation. (B) The resulting
strain can cause major changes to the ESR lineshape of spins
within the silicon. This panel shows the ESR lineshapes for
Bi donors in 28Si, measured using the pristine wafer (with no
aluminium) in a 3D ESR resonator, and using the 2D res-
onator formed of a patterned Al film deposited on the silicon
wafer (see Figure 5D). The strain within the silicon varies
from compressive (underneath the resonator) to tensile (be-
yond it), leading to a substantially broadened and split line-
shape, caused by a modification of the Bi:Si hyperfine cou-
pling strength. (C) ESR frequency shifts of Bi donors in Si
have been studied in separate experiments applying a defined
strain to the silicon, highlighting that relatively small strains
(O(10−6)) are sufficient to lead to ESR line broadening. Pan-
els (A) and (B) are adapted from Ref [79], and (C) is adapted
from Ref [80].
gradients), a high-impedance resonator is preferable, as
this maximises the magnitude of the zero point voltage
fluctuations in the resonator [76].
B. Purcell effect
A microwave quantum memory should be maintained
at sufficiently low temperature to avoid thermal excita-
tion of the electromagnetic field in the cavity, which re-
quires T  ~ωc/kB (e.g. T  0.5 K for a frequency
of 10 GHz). At such low temperatures, the spin relax-
ation time can become rather long (e.g. hours for donor
electron spins in silicon — see Figure 7A) and so it is
beneficial to have the ability to ‘reset’ the spins, accel-
erating their return to thermal equilibrium. Some tech-
niques exist to achieve this optically, exploiting specific
gens > {κ, γ∗2} Strong coupling (ensemble)
4g2ens
κ
> γ∗2 High cooperativity (ensemble)
4g20
κ
> γ2 High cooperativity (single spin)
4g20
κ
> γ1 Purcell regime
TABLE I. Various regimes of interest for one or more spins
coupled to a cavity.
optical transitions within the spin defect or host material.
However, a general method for enhancing spin relaxation
times is based on the Purcell effect [82], in which sponta-
neous emission of a two-level system placed in a resonant
cavity is accelerated by a factor 3Qλ3/4pi2V (where V
is the mode volume of the cavity and λ the radiation
wavelength).
Cavity-enhanced spontaneous emission (or ‘Purcell re-
laxation’) has been used extensively with optical and
microwave cavities coupled to electric dipole transi-
tions [85], however, its application in enhancing elec-
tron spin relaxation was only recently achieved [74]. The
inherently low spontaneous emission rates for electron
spins (about 10,000 years for a free electron spin in a
0.3 T field) mean that Purcell enhancement factors of
O(1011) or greater are required to enable cavity-induced
spin relaxation to compete with the other spin relaxation
mechanisms based on (e.g.) spin-phonon coupling. Such
factors can be achieved using microwave resonators with
Q ∼ 105 and V . 106 µm3, assuming a frequency of
10 GHz [86]. The overall cavity-enhanced relaxation rate
can be conveniently expressed as ΓP = 4g
2
0/κ (see Fig-
ure 7B) — when this exceeds γ1, the intrinsic spin re-
laxation rate, we enter the ‘Purcell regime’ where the
spin relaxation is determined by the cavity (see Table I).
As seen in Figure 7D, the Purcell regime allows the spin
relaxation rate to be controlled in-situ by changing the
spin-cavity detuning, providing a versatile ‘reset switch’
for spins at low temperatures, as well as providing poten-
tial applications in dynamical nuclear polarisation where
the relaxation rates of a particular transition can be se-
lectively enhanced [74]. Recent results with smaller cav-
ities (V ∼ 200 µm3) have demonstrated single-spin cou-
pling strengths of around 400 Hz, leading to an observed
cavity-induced spin relaxation time of about 20 ms for
Bi donors in Si, despite the lattice temperature being
20 mK [84].
It is worth pausing to consider the prospects for ex-
tending these results to cavity-enhanced relaxation of
nuclear spins, indeed this is the goal which motivated
Purcell’s original proposal [82]. Intrinsic nuclear spin
relaxation times of hours or longer are common at low
temperatures, such that a ΓP of 10
−4 Hz would already
be sufficient to dominate spin relaxation in certain sys-
tems. ΓP scales with the gyromagnetic ratio squared,
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FIG. 7. (A) The electron spin relaxation time, T1 of Group V donor spins in silicon exceed one second at temperatures below
5–10 K, and rise to approach or exceed hours at temperatures below 2 K. Many other electron spin systems also exhibit long T1
at sub-K temperatures. For this reason, it is important to identify methods to rapidly relax such spins to thermal equilibrium if
they are to be coupled to superconducting cavities operating at typtical temperatures of tens of milliKelvin. (B) By placing the
spin in a cavity, the rate of spin relaxation by spontaneous emission of a microwave photon can be substantially enhanced to a
rate equal to 4g20/κ. If this exceeds the intrinsic (e.g. spin-lattice) relaxation rate γ1, then the cavity-induced spin relaxation
becomes the dominant mechanism, and returns the spin polarisation to thermal equilibrium. (C) This is demonstrated for the
case of Bi donors in Si, coupled to a high-Q superconducting resonator (see Figure 5D). Two inversion-recovery experiments are
shown, obtained from the same sample measured using resonators with different mode volumes, with a corresponding difference
in cavity-induced spin relaxation time observed (the loaded Q-factors were 3 · 105 and 4 · 104 for the larger and smaller
resonators, respectively. (D) By detuning the spins from the cavity frequency, the degree of cavity-induced spin relaxation can
be engineering, yielding a variation of three orders of magnitude in T1, with just 2 MHz of detuning. Panel (A) adapted from
Ref [83] and panels (C,D) adapted from Refs [74] and [84] .
such that if a cavity similar to that shown by Probst et
al. [84] with V ∼ 200 µm3 were coupled to 1H spins, one
could expect ΓP ∼ 10−4 Hz. Microwave resonators have
been shown to maintain Q > 105 under magnetic fields
up to 6 T [76], corresponding to a 1H NMR frequency
of about 250 MHz, however, there would be challenges
in designing a resonator at such a low frequency while
maintaining a similarly high Q-factor and small mode
volume. Finally, there is the challenge of detecting the
signal from the number of nuclear spins within a volume
as small as a few hundred µm3.
C. Resonator tuning
Bringing the cavity onto resonance with the relevant
ESR transitions of the spin system is a prerequisite to
benefit from cavity-enhanced spin relaxation or indeed
perform high-sensitivity ESR as discussed further in Sec-
tion IV. An obvious way to control the spin-cavity detun-
ing is to apply a magnetic field, using the Zeeman inter-
action to bring the spins onto resonance with the cavity.
This can be used, for example, to compensate for the dif-
ference in the actual frequency of the fabricated resonator
and that it was designed for. The applied magnetic field
also shifts the resonator frequency, but if the field is kept
in the plane of the superconducting film, this effect is
negligible compared to the typical electron gyromagnetic
ratio of 28 GHz/T.
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FIG. 8. Controlling the spin-cavity detuning is important for several reasons, including gating the spin-cavity coupling in
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To achieve microwave photon storage in a spin-based
quantum memory, it is necessary to obtain spin-cavity
coupling for a precisely determined period of time, re-
quiring the ability to quickly tune the spins and cavity
into and out of resonance [69]. In such cases, a glob-
ally applied magnetic field would need to be applied
through a secondary set of coils with lower inductance
to allow faster switching. Faster, more sensitive tun-
ing of the resonator frequency can be achieved using one
or more SQUIDs, incorporated into the resonator struc-
ture (see Figure 8A,B), whose inductance is sensitive to
the perpendicular magnetic flux density. Resonator fre-
quency shifts of order 100 MHz can be achieved using
perpendicular fields applied globally (e.g. of 10 µT) [87],
or created by on-chip bias loops (e.g. with 1 µA of cur-
rent) [88].
A final method to achieve fast control of resonator
frequency makes use of photonic bandgap NbTiN res-
onators based on Bragg mirrors, where DC currents can
be directly passed through the resonator to shift its fre-
quency. This has been demonstrated using resonators
with Q ∼ 3000, where a DC current of 3 mA resulted in
a frequency shift of about 100 MHz, due to the impact
of the bias current on the kinetic inductance [81].
IV. HIGH-SENSITIVITY PULSED ESR WITH
SUPERCONDUCTING DEVICES
Much of the development around microwave quantum
memories, described above, can also be directed towards
the improvement of spin number sensitivity in ESR. Var-
ious derivations for the sensitivity of pulsed ESR have
been performed [89, 90], though a simple and useful ex-
pression for the minimum number of spins detectable in
a single echo can be obtained by considering simple ar-
guments from microwave quantum optics, assuming the
cavity damping rate is dominated by external coupling
and internal cavity losses are negligible (see Ref [91] for
a more detailed derivation).
We consider an ensemble of N spins each with iden-
tical coupling to the cavity (g0), at the end of a pulsed
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ESR experiments where a spin echo is formed. At this
point, the spins are in-phase and hence there is an en-
hanced collective coupling of the ensemble to the cavity
of gens =
√
Ng0. Each spin now experiences an enhanced
cavity-induced relaxation rate of 4g2ens/κ, leading to mi-
crowave photon emission from the cavity over some dura-
tion approximately equal to the spin ensemble dephasing
time (1/γ∗2 ). Thus, the total number of microwave pho-
tons emitted by the spins during a spin echo is:
Nphotons ∼ N 4g
2
ens
κγ∗2
= N2
4g20
κγ∗2
= N2C0, (1)
where C0 is the single spin cooperativity. The amplitude
of the microwave signal can be obtained from the square
root of the photon number, and we can account for finite
spin polarisation, p, by taking the effective number of
fully-polarised spins to be pN . Therefore the signal-to-
noise ratio (SNR) from a single echo can be written as:
SNRecho ∼ pN
√
C0√
n
, (2)
where n is the number of noise photons added to the sig-
nal. The minimum detectable number of spins (i.e. that
for which the SNR is equal to one) is then:
Nmin ∼
√
n
p
√
C0
, (3)
which is minimised by reducing the number of noise pho-
tons and by increasing the spin polarisation, cavity Q-
factor, spin dephasing time, and single spin-cavity cou-
pling.
The contribution to n from thermal noise goes as
1
2 coth
~ω0
2kBT
, which tends to 1/2 at low temperatures.
Recent developments motivated by measuring supercon-
ducting qubits have led to significant improvements in
so-called Josephson Parametric Amplifiers (JPAs), which
are loss-less, quantum-limited amplifiers, operating at
microwave frequencies (e.g. 1-12 GHz) [92, 93]. They can
be incorporated into an ESR detection arm, mounted at
milliKelvin temperatures (see Figure 9) and produce no
further noise photons beyond thermal noise (when op-
erated in the mode where only one signal quadrature is
amplified). Therefore, for ESR at milliKelvin tempera-
tures where spins are highly polarised, thermal noise is
determined by vacuum fluctuations, and loss-less ampli-
fiers can be used, Nmin can be approximately written as
1/
√
2C0.
The superconducting resonators described in Sec-
tion III A have shown Q-factors above 105 and demon-
strated spin-cavity coupling g0/2pi = 450 Hz [84]. When
used to perform ESR of Bi donors in Si with T ∗2 ∼ 5 µs,
a sensitivity of Nmin = 260 spins was demonstrated, in
good agreement with the expected value. Furthermore,
the use of the Purcell effect to determine spin relaxation
means that a repetition rate of at least 16 Hz can be used
regardless of the intrinsic relaxation times of the spin sys-
tem, such that a sensitivity of 65 spins/
√
Hz may be in-
ferred (see Figure 9B). The primary factor in improving
the sensitivity further is likely to come from shrinking
the resonator volume further, increasing g0. In addition
to improving the SNR per echo, this also enables faster
repetition rates due to the Purcell effect, such that the
ESR sensitivity per
√
Hz follows g−20 [94].
Despite these impressive opportunities in pulsed ESR
sensitivity, there are several practical issues arising from
the use of such resonators and milliKelvin environments
which are far from those typically used in conventional
ESR. First, the very large Q-factors of 105 or more may
not be well-suited for samples with short coherence times
(requiring short pulses). In such cases, the resonators
could be over-coupled, or other resonators used, bear-
ing in mind a 1000-fold reduction in the Q-factor would
reduce the per-echo sensitivity by a factor of about 30,
but the per-root-Hz sensitivity by 1000. The possibility
of Q-switched resonators, or shaped microwave pulses to
obtain short drive pulses in high-Q cavities [95], could
have useful applications in such situations.
Second, when performing magnetic field sweeps, as is
typical in ESR, it is important to consider the shift in
the resonator frequency (and, potentially Q-factor) which
may remain even if the field is well aligned with the plane
of the resonator (see Section III C). Such effects could be
accounted for, to some extent, in the post-processing of
the data. Alternatively, it may be possible to compen-
sate for field-induced shifts of the resonator frequency
through some other tuning mechanism, for example, us-
ing a separately biasable SQUID, or by passing a DC
current through a photonic bandgap resonator.
Third, it is worth considering the microwave powers
used in such experiments. In order to ensure the thermal
noise at the sample is not dominated by black-body radi-
ation from room temperature, the input line feeding the
microwave pulses must be heavily attenuated at various
stages in the cryostat. However, this should not raise
particular concern because the small resonator volume
enables extremely low powers to be used. For example,
in Ref [84] a pi-pulse of duration 1 µs was achieved us-
ing 0.5 pW input power into the resonator, while pi-pulse
durations of 10 ns (more typical in ESR) would require
5 nW.
A final practical consideration is the loading of the
sample into the resonator volume: to take full advantage
of the small values of Nmin demonstrated, it is neces-
sary to ensure there is an efficient sample preparation
procedure with minimum ‘wasted’ spins outside the res-
onator volume. In principle, this could be achieved using
a microfluidic device to enable a small volume of injected
material to reside over the resonator structure.
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V. SUMMARY
A rich set of electron spin systems are available for
use in the storage of quantum information, each with
different advantages. Engineered quantum dots in semi-
conductor devices offer strong possibilities for large-scale
integration for quantum information processing, a variety
of optically-active defects and ions in solid-state materi-
als offer opportunities to interface with light for mea-
surement and microwave-optical conversion, while some
impurities in suitable host environments offer electron
spin coherence times exceeding seconds. Through the
toolbox of cavity quantum electrodynamics, such long-
lived spins can be coupled to high-Q superconducting
resonators to build multi-mode memories for microwave
photons. Preliminary results have already shown the ex-
change of a single qubit state between a spin ensemble
and superconducting qubit [69], as well as multi-mode
storage using weak microwave pulses [26, 71], suggesting
that a high-fidelity spin-based quantum memory could
be demonstrated in near future. Finally, we have seen
how parallel developments based on a similar experimen-
tal and theoretical toolbox have yielded improvements in
pulsed ESR sensitivity, with the current state-of-the-art
at 65 spins/
√
Hz. Given the advantages arising from the
high spin polarisation, low thermal noise, high-Q super-
conducting resonators and quantum-limited amplifiers,
there are good reasons to expect milliKelvin tempera-
tures will become increasingly common in ESR laborato-
ries.
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