Intensities of extreme-ultraviolet (EUV) spectral lines were measured as a function of radius o † the solar limb by two Ñights (1989 May 5 and 1991 May 7) of the Solar Extreme-ultraviolet Rocket Telescope and Spectrograph (SERTS) for three quiet solar regions. The line-ratio density, line-ratio temperature, and emission measure were determined. The relative abundances of silicon, aluminum, and chromium to iron were determined. Results agreed with standard coronal relative elemental abundances for one observation, but did not agree for the other, in which aluminum was overabundant.
CORONAL ELEMENTAL ABUNDANCE
For over a decade, there have been clear indications that the elemental composition of the corona di †ers from that of the photosphere (see, e.g., & Parkinson Such Veck 1981) . di †erences have been determined both form in situ solar wind and solar energetic particle measurements (Reames, Cane, & von Rosenvinge and from spectroscopy (for 1990) recent reviews see and Meyer 1993 Stone 1989). Meyer showed that the elemental abundance variation (1985b) seems to depend most strongly on the Ðrst ionization potential (FIP) of the element. From solar wind measurements, the ratios of abundance of low-FIP (less than 10 eV) elements to high-FIP (greater than 11 eV) elements in the corona are a factor of 3È5 larger than in the photosphere V ery low FIP (less than 6.1 (Meyer 1985a ; . eV) elements may have an even higher abundance ratio than the "" normal ÏÏ low-FIP elements (see, for example, Feldman, & Seely & Feldman Doschek, 1985 ; Phillips 1991 ; .
The low-FIP to high-FIP enhancement factor seem to depend on the region of the corona under consideration. & Feldman found the relative abundance of Widing (1992) Mg (low-FIP) to Ne (high-FIP) to Ne (high-FIP) in polar plumes to be as much as a factor of 10 greater than the photospheric ratio. The "" coronal ÏÏ abun- Meyer (1993) dances have a low-FIP to high-FIP abundance ratio approximately 4.5 greater than the photospheric ratio. & Feldman and Lemen, & McKenzie (1992) Strong, Linford showed that the ratio of abundances of (1991) low-FIP to high-FIP elements in active regions can vary from photospheric values to Meyer "" coronal ÏÏ abundance values. et al. and & Feldman Doschek (1985) Phillips (1991) have reported that in plumes and impulsive Ñares, elements with very low FIP show a factor of 2 abundance increase over other low-FIP elements.
The question of whether low-FIP elements are enhanced or high-FIP elements are depleted relative to hydrogen is still open to debate. Since hydrogen is by far the most abundant element, it should be taken as our reference. At coronal temperatures hydrogen is completely ionized, and direct measurements are difficult. The hydrogen Ðrst, and only, ionization potential is 13.6 eV, which would make it a high-FIP element by our deÐnition. Early work by & ParVeck kinson suggested that hydrogen acted as a low-FIP (1981) element, so that the high-FIP elements are depleted relative to hydrogen. More recent work has suggested that hydrogen probably acts as a high-FIP element, so that the low-FIP elements are enhanced (Meyer 1993 ; Stirling, Doschek, & Feldman or that there is a combination 1993), of low-FIP enhancement and high-FIP depletion & (Fludra Schmelz 1995) . proposed a two-step enrichment process in which the very low FIP elements are enriched in the Ðrst stage. The second stage then involves enriching all the low-FIP elements by an equal factor. This model would require all elements that are low-FIP (7.5È10 eV FIP) to have the same, relative to other low-FIP elements, both in the corona and in the photosphere.
It is important to understand the abundance variability in the corona for a variety of reasons. The relative elemental abundance of di †erent coronal structures could be used as a diagnostic of the coronal plasma source site for the structure because at coronal temperatures elements are multiply ionized and thus the elementsÏ FIP has little e †ect. The low-FIP enhancement probably occurs in plasma with temperatures around 104 K in which the low-FIP elements are ionized and the high-FIP elements are neutral. Hence the elemental abundance enhancement occurs in the chromosphere or photosphere.
When spectroscopic diagnostics use spectral lines from di †erent elements, a relative elemental abundance is assumed. These diagnostics compare the relative intensity of two di †erent spectral lines to determine the electron density and temperature. Since the coronal elemental abundance can vary by an order of magnitude in the extreme cases, the result of the coronal diagnostic can be in error. Normally, the e †ect of relative elemental abundances is less for broad spectral band instruments such as Y ohkoh, but the e †ect should still be taken into account. When determining di †erential emission measures, one of the variables is the relative elemental abundance.
To determine heating requirements of the solar corona, the radiation loss must be estimated. To estimate the total coronal emission from a portion of the corona, the electron density and the relative elemental abundance must be known. According to et al. for temperatures Cook (1989) , between 3 ] 105 and 3 ] 106 K, iron dominates the emission. Hence the iron to hydrogen abundance must be known in order to make accurate estimates of the total radiative Ñux.
New Results
The data other researchers have used to determine relative elemental abundances have been primarily either from solar wind particle experiments or from spectroscopy of bright compact features. The Solar EUV Rocket Telescope and Spectrograph (SERTS) instrument allows the determination of relative elemental abundance of the background quiet Sun. The observations analyzed in this paper were of a region o † the solar limb above a quiet-Sun region. The relative elemental abundance of Si, Al, and Cr to Fe was determined. All are low-FIP elements except Al, which is a very low FIP element (FIP \ 5.55 eV).
We Ðnd that the relative elemental abundances of Si to Fe determined from SERTS 1989 observations agree with either photospheric abundances or "" coronal ÏÏ (Allen 1973)  abundances Meyer 1992, Stone 1989 ; private communication) . The relative elemental abundance determined from the SERTS 1991 observations did not agree with either photospheric abundances or (Allen 1973) "" coronal ÏÏ abundances Meyer Stone 1989 ; 1992, private communication) . The abundance of the very low FIP element, Al, was enhanced compared to the abundances of the low-FIP elements, Cr, Fe, and Si. This result indicates that the plasma source region for the quiet-solar corona may have a two-step enrichment process, as proposed. 2. THEORY
T he Atomic Physics of Coronal Emission L ines
A variety of solar coronal properties, such as electron density, electron temperature, and relative elemental abundance, can be determined spectroscopically with knowledge of the emission mechanism of the spectral line. The spectral lines are primarily produced by electron collisional excitation, for which the intensity depends on the electron density squared.
The emission rate for electron collisional excitation per unit volume, v, is
where the ratio of hydrogen to electrons in the N H /N e , corona, is 0.83 is the elemental ), N X /N H abundance of element X, and is called the Q X,Z,i,j (T e , N e ) contribution function and is determined theoretically, with X the element, Z the ionization stage, i the upper excitation level, and j the lower excitation level. The contribution function is strongly dependent on the electron temperature, Arnaud (1985) . some set of elemental abundances is assumed in such calculations.
The values of and the relative elemental abun-N e , T e , dance can be determined by comparing the ratio of emissivities of di †erent spectral lines. If we take the ratio of the emissivities of two spectral lines from the same element X and ionization stage Z, we get
Since both spectral lines are from the same ionization stage of the same element, they have almost the same temperature dependence but, in some cases, have di †erent density dependencies ; for such pairs the line-ratio density can be determined as shown in Figure 1 . Next, using spectral lines from di †erent ionization stages of the same element, can be determined since is T e , N e known. Uncertainty in the calculations of the intensity ratios that is due to the theoretical ionization balance can be as large as 50% times the square root of the di †erence in ionization stages. For example, the uncertainty in the intensity ratio of Fe XVI to Fe XIV could be (Arnaud J2 ] 50%, 1994 ; Raymond 1994 ; Monsignori-Fossi 1994, all private communications) . The line ratio can change by 2 orders of magnitude over a factor of 2 change in the temperature (Fig. so that reasonable line-ratio temperatures can be deter-2), mined. The spectral lines used in the ratio should be relatively density-insensitive. Such lines are normally the strongest spectral lines from the ionization stage. Once N e and are known, the relative elemental abundances can be T e The EUV (extreme- Figure 3 . ultraviolet) emission lines observed were optically thin in the corona. The total intensity observed by the SERTS instrument is the integral over all the emissions directed along the line of sight toward the observer. The region closest to the Sun along a given line of sight will normally dominate because the spectral-line intensity is dependent on the square of the density and the density falls o † exponentially with height.
The observed spectral-line intensity is the emission per unit volume integrated along the line of sight,
where x is the path length along the line of sight and x \ 0 is the point along the line of sight closest to the Sun (Fig. 3 ). Substituting for with and assuming that v X,Z,i,j equation (1) the elemental abundance along the line of sight is constant, we have
The density-weighted average contribution function is deÐned as and we use the approximation
where is the average line-of-sight temperature and is T e N e the average line-of-sight electron density.
The equation for the intensity along the line of sight is obtained by substituting into equation (7) equation (5), which yields
where g is the column emission measure (g \ /~= = N e 2 dx) . By taking ratios of the intensities of di †erent spectral lines, the line-of-sight weighted average of and and the N e T e relative elemental abundance can be determined. These parameters do not depend on the absolute intensity but on the relative intensity of the spectral lines. If the absolute spectral line intensity is known, the quantity g can be N X /N e determined. Neupert (1992) . 1991 instrument modiÐcations were described by Thomas et al.
The pointing positions were determined by the (1991). method described by et al. The SERTS Brosius (1993) . images were digitized and converted to exposure units as described by et al.
Then instrumental Thompson (1993) . efficiency and atmospheric extinction were taken into account. Finally, a transformation from relative to absolute solar irradiance was performed by normalizing the combined He II and Si XI 304 line intensity to previously Ó observed average quiet-Sun values, as described in Thomas & Neupert
We estimate a factor of 2 uncertainty in (1994). the absolute calibration, which a †ects only the absolute values of the emission measure, not the relative values.
Spectrograph Data Format
The SERTS instrument obtains both slit spectra and spectroheliograms. The slit spectra observations only extend up to heights of 1.05 but we have spectrohelio-R _ , grams from both the SERTS 1989 Ñight and the SERTS 1991 Ñight that contain observations to heights of 1.15 R _ , which we have analyzed for this paper. First, we must explain the nature of the SERTS spectrograph and what our slit specta and spectroheliograms consist of.
A section of the spectrograph data from the 1991 SERTS Ñight is shown in Three di †erent regions in the Figure 4 . spectrograph data are readily apparent. A standard slit spectrum resides in the middle region, where spatial information is recorded only in the vertical direction and wavelength information is recorded only in the horizontal direction. The upper and lower regions are produced by the instrument lobes where the vertical axis is still ( Fig. 5 ), purely spatial but the horizontal axis contains both spatial and wavelength information. We call such an image a spectroheliogram. Because of domination of the spectrum in the EUV by strong spectral lines and the nature of our entrance aperture we can often separate the spatial (Fig. 5) , and wavelength dependences. This separation is easiest for bright spectral lines that have no other bright overlapping images.
Determination of Spectral L ine Intensity
Next we will show how we determine the spectral line intensity. In edges of bright lobes are readily appar- Figure 4 , ent. We can determine the intensity of the spectral line by determining the increase in brightness across the edge of the lobe. A possible intensity proÐle is shown in the left panel of to illustrate this method. Since the background is Figure 5 composed of both light scatter in the instrument and a large number of very weak spectral lines, the background is not constant. But we can determine the background from near the edge of the lobe and assume it to be equal to the background at the edge of the lobe. To ensure that this assumption is valid, we check that no strong or medium-strength spectral line has the opposite edge of its lobe ending between where we take the background and the edge of the lobe. Since we know the e †ective width of the lobe in angstroms, this check is easily made.
If the edge of the lobe were a step function, we could determine the background from a point directly adjacent to the edge of the lobe. In reality, though, we must determine the background from a point farther from the edge (Fig. 6) . The larger the separation between the position at which we determine the background and that at which we measure the intensity of the lobe, the greater is the potential uncertainty in the determination of the spectral line intensity. Hence we limit ourselves to determining the intensity along the edge of the lobe, which gives us the intensity as a function of height. FIG. 4 .ÈPart of a SERTS 1991 spectrum, with the intensity of the narrow-slit spectra enhanced (central region). Additional spectral lines exist but are too faint to see in the brightness scale shown. The upper and lower lobes permit us to image regions of the Sun in many di †erent spectral lines as well as the corona above the solar limb (lower lobe). There is some overlapping of the wide lobes, but the brightest spectral lines, which are labeled, produce easily observed edges. By measuring the increase of intensity across the edge of the lobe we can determine the spectral line intensity (Fig. 5) . The intensity along the dotted line produces the intensity proÐle shown at the bottom of the right panel. Ó). Note that the edge of the lobe is not a step function and that the background intensity is never zero because of the presence of scattered light in the instrument and overlapping images from weak spectral lines. We can determine the intensity of the spectral line by measuring the increase of intensity across the edge of the lobe, as described in We Ðnd the intensity by taking the di †erence of a background strip (dark gray) and the edge of the lobe (light gray) when the°3.3. background strip is separated from the edge of the lobe far enough to minimize the scatter of emission from the edge of the lobe. (The wavelength scale in the abscissa is aligned with the southern edge of Ó the lobe.) Because of scatter in the instrument, the background must be taken four to six 50 ] 50 km pixels from the edge of the lobe (background A). The Al X intensity, which is the di †erence between the part of the spectra marked "" data ÏÏ and background A, is about 400 ergs cm~2 s~1 sr~1. (b) For the Fe XIII 359 line, the lobe from a nearby spectral line forces us to take the background two to four pixels from the edge of the lobe (background B). From analysis of Ó di †erent lines, we estimate that the background is increased by 5% of the spectral line intensity in (b) over its value in (a). The edge of the lobe from the Fe XVI 361 line can be seen on the right at about 360.5 Ó Ó .
The digitized data were merged into 150 ] 150 km2 pixels (13A ] 13A) that are used for the analysis in this paper. For each spectral line, we determine the intensity of a strip along the edge of the lobe. This intensity is the sum of the spectral-line intensity and the background. The background is determined from a similar strip of pixels three 13A ] 13A pixels from the edge of the lobe (Fig. 6) .
The relative uncertainty in the spectral-line intensity determined by this method is around 15% because of uncertainties in intensity calibration, background subtraction, and the determination of the position of the edge of the lobe. Except for weak lines, the variation due to noise in the intensity of the spectral lines with radius is normally less than the systematic uncertainties. The 15% uncertainty is the systematic uncertainty in the overall intensity of the spectral line, rather than that of an individual spectral pixel on the line.
L ine Selection and Determination of
Spectral-L ine Intensity In order for analysis of the SERTS o †-the-limb data to be accurate, a spectral line must meet the following conditions :
1. The line should be strong compared to the background, in order to minimize uncertainties in the line intensity.
2. Adjacent lines must be resolved spectrally. When two ions emit at nearly the same wavelength, their emission lines blend and only one spectral line is observed. This observed line is a combination of the two blended lines, which makes analysis of the combined radiation difficult because of large uncertainties in the individual line intensities.
3. The emission mechanism must be well understood. If the line emission mechanism is not well understood, or if the emission can be produced by several processes of similar strength (e.g., electron collision, resonance scattering, and recombination), the analysis of the line will be uncertain. Such spectral lines were not included in this study.
4. Any overlapping images should be weak, since they create additional uncertainties in the spectral-line intensity.
T he SERTS 1991 Flight
The southern edge of the o †-the-limb portion of the lobes on the SERTS 1991 Ñight was found to have six spectral lines that satisÐed the selection criteria. These lines were the Al X 332 Cr XIII 328 Si XI 303
Fe XIII 359 Fe XIV Ó, Ó, Ó, Ó, 334 and Fe XVI 361 lines. This data set will be referred Ó, Ó to as the SERTS 1991 southern edge. The intensity as a function of height for the di †erent spectral lines is shown in Figure 7 .
The Fe XIII 359 line had the additional complication of Ó a nearby lobe overlapping the region in which the background normally would be measured. Since the Fe XIII line was useful for this analysis for conÐrming the line-ratio temperature measurements, special treatment was given to this line. The background was determined using 13A ] 13A pixels that were only two pixels away from the lobe edge, instead of the normal three pixels away. Since this background is not the true background because it is also a †ected by scattered light from the Fe XIII line, the intensity of the Fe XIII line is clearly underestimated. To determine the correction factor, a study of other spectral lines was performed by taking the background closer to the lobe edge. As was done for Fe XIII, the correction factor was determined to be about 1.1 (Figs. The Fe XIII line was then assigned an 6a, 6b). uncertainty of 25%, instead of the normal 15%, because of the extra uncertainty and the other weak overlapping lobes.
In the SERTS 1991 data, the overlapping portions of the lobeÏs edge from the two di †erent pointing positions were merged. Pointing position 1 covered the corona in the range 1.047 ¹ r ¹ 1.525. Pointing position 2 extended this region to cover heights of 1.00 ¹ r ¹ 1.15. The combination of these data permits us to extend the analysis of the solar corona to greater heights than either one of the pointing positions alone would have allowed. Because many lines had weak intensities, the analysis covered between 1.0 ¹ r ¹ 1.2. Since the spectral-line intensity did not align smoothly because of calibration uncertainties, a boxcar smoothing of Ðve 13 ] 13 arcsec2 pixels was used in the derived radial proÐles.
T he SERTS 1989 Flight
The southern edge of the o †-the-limb portion of the SERTS 1989 lobes was found to have Ðve spectral lines that satisÐed the selection criteria : the Si XI Ó, Ó, Ó reasons for the changes in lines between the two Ñights were the wider wavelength coverage in the SERTS 1989 data, and the increased efficiency and intensity of emission in the SERTS 1991 data. A list of the spectral lines used, the ion that produces each line, the wavelength, oscillator strength, and transition array, and the ionization balance calculations are given in
The intensity as a function of Table 1 . height for the di †erent spectral lines is shown in Figures 7b  and 7c. 
Observations
Next we will describe the conditions that existed o † the solar limb during the two Ñights for the regions observed. These conditions were deduced from sunspot and coronagraph observations from Solar-Geophysical Data (1989a, and from SERTS lobe images from di †erent 1989b, 1991) spectral lines.
T he SERTS 1989 Flight
The SERTS 1989 Ñight had only one of the two pointing positions partially o † the limb, as is discussed in more detail, including a review of the observations and pointing position, in et al.
Since only one exposure in Neupert (1992) . this pointing position was made, only this exposure was considered. Both edges of the lobe o † the solar limb were used for this study. The southern edge will be referred to as the SERTS 1989 southern edge, the northern edge as the SERTS 1989 northern edge. The sunspot activity is shown in
The bottom left panel of shows the Figure 8 . 
T he SERTS 1991 Flight
The SERTS 1991 Ñight had two di †erent pointing positions, each with four exposures of di †erent durations. In the Ðrst pointing position, the lower (outer) lobe was completely o † the solar limb, with a part of the narrow slit o † the disk. In the second pointing position, only a fraction of the outer lobe was o † the disk. The longest exposure for each pointing position was used for our analysis, or else, when some lines were overexposed, the second-longest exposure was used.
Only the southern edge of the lobe was used for this study because of the lack of a reasonable number of strong iron spectral lines on the northern edge of the lobe. This edge will be called the SERTS 1991 southern edge (see Fig. 9 ). While there were no active regions at the solar limb, there were active regions in the foreground and others had rotated around the solar limb, as can be deduced from the top panel of which shows the activity one- Figure 10 , quarter of a solar rotation earlier. The Fe XIV coronagram of SERTS 1991 shows larger emission than that from the SERTS 1989 Ñight. A hot loop is seen near the southern edge of the lobe, as well as a number of foreground and background active regions. The coronagrams taken for the day of the Ñight show both Fe X and Fe XIV emissions o † the solar limb. These observations are classiÐed as coming from a more active quiet-Sun region, since more emission from the active regions is seen along the line of sight.
ANALYSIS
To determine the relative elemental abundance from the radial dependence of the spectral line intensity, the follow-ing steps are required : (1) determine limits on (2) deter-N e , mine the radial dependence of and (3) determine the T e , column emission measure g. The relative elemental abundance can then be determined.
L ine-Ratio Electron Density
For the SERTS 1991 southern edge, the nondetection of the Fe XIV 353 line along with an observable Fe XIV 334 Ó Ó line indicates that the density must be less than 1010 cm~3. Similarly, lower density limit of greater than 109 cm~3 can be determined since the Fe XIII 359.63 was observed and Ó the Fe XIII 359.84 line was not. Ó An upper limit on the electron density for the SERTS 1989 Ñight was determined by observing that the Fe XIV 264 and the Fe XIV 274 intensities were similar, which puts a Ó Ó strong upper limit of 1010 cm~3 on the density. The density is probably much less than 1010 cm~3, as this limit is sensitive to the large background noise near the 264 line. Ó
L ine-Ratio T emperature
The line-ratio temperature was determined using the method described in and for spectral lines from°°2.1 2.2 di †erent ionization stages of iron. Densities consistent with the limits on the electron density determined in were°4.1 used. The measured line-ratio temperatures for the SERTS 1989 southern edge are shown in and were deter- The systematic temperature uncertainties due to instrumental and theoretical uncertainties are shown in Figure 11 as vertical error bars in the inset panel ; they a †ect the overall normalization of the derived line-ratio temperature curves but do not give the relative uncertainties of each data point. This systematic uncertainty will dominate both the emission measure and the relative elemental abundance.
Di †erent sets of spectral lines give di †erent line-ratio temperatures, but the di †erences are less than the systematic uncertainties. A pattern is apparent for line-ratio temperatures from any one set of spectral lines. The line-ratio temperature increases roughly linearly as a function of radius. A Ðt of the form
was applied to the line-ratio temperature for each set of iron spectral lines. In the Ðts to the line-ratio tem- Figure 11 , peratures are shown as solid lines. The Ðt to the Fe XIVÈXVI lines was selected as the most accurate Ðt because it had the lowest uncertainties. This Ðt will be used as the radial dependence of the line-ratio temperature for the rest of the analysis and is given in in which the line-ratio Table 2 , temperatures are calculated using either the & Arnaud Raymond or the & RothenÑug ioniza-(1992) Arnaud (1985) tion balance. Since the SERTS 1989 southern edge had two Fe XIV spectral lines, the average temperature was used. The uncertainty of is dominated by the systematic uncer-T 0 tainty, while the uncertainty in a is dominated by the uncertainty in the Ðt. was found to increase with height, to 1.15 T e for the SERTS 1989 data and to 1.20 for the SERTS R _ R _ 1991 data, which were the maximum heights analyzed. T 0 ionization balance) were, on average, about 30,000 K 1992 cooler. In addition, the slope of the line-ratio temperature versus radius was smaller by 10%È20%.
For the SERTS 1989 data sets, the results are similar to the data from SERTS 1991, except for the Fe XV/Fe XVI line-ratio temperature, which was not available from the SERTS 1991 data set. The Fe XV/Fe XVI line-ratio temperature decreased more than the other line-ratio temperatures when the & RothenÑug ionization Arnaud (1985) balance was used instead of the & Raymond Arnaud (1992) ionization balance
The spread of line-ratio tem- (Table 2) . peratures is reduced by using the & RothenÑug Arnaud values. Hence, the line-ratio temperatures deter-(1985) mined using the & RothenÑug ionization Arnaud (1985) balance are more self-consistent. However, the uncertainties that are due to the possibility of temperature variation along the line of sight and in the measurements are large enough that the & Raymond ionization Arnaud (1991) balance calculation cannot be ruled out.
Emission Measure
The emission measure can now be determined for each observed spectral line in the three data sets. The contribution function, Q, was evaluated using the least-square Ðt line-ratio temperatures given in using line-ratio Table 2 temperatures calculated with both sets of ionization balances. The contribution function was evaluated using the ionization balance of & RothenÑug for aluArnaud (1985) minum and silicon, that of & Landini Monsignori-Fossi for chromium, and, for iron, the ionization balance (1995) used to calculate the line-ratio temperature.
The emission measures are plotted in The set Figure 12 . of elemental abundances used come mainly from MeyerÏs set of elemental abundances, except for chromium, (1985b) for which elemental abundance was used, StoneÏs (1989) since Meyer did not provide the chromium abundance. The assumed relative elemental abundances are then Fe : Si : Al : Cr 1000 : 1031 : 90 : 14.4. The emission measures at 1.05 R _ are given in using the same set of elemental abun- Table 3, dances. If MeyerÏs (1992, private communication) set of elemental abundances are used, the emission measures are divided by roughly 3.5. The uncertainties used in Table 3  and were calculated using the uncertainty in the Figure 12 Ðt of the line-ratio temperature given in and the Table 2 instrument calibration relative uncertainty.
Emission measures for the SERTS 1989 data are plotted in Figures  and  The spread of the iron emission  12b 12c. measures is less than the relative calibration uncertainties shown in the Ðgures. The silicon emission measure from the SERTS 1989 southern edge agrees well with the iron emission measures.
For the SERTS 1991 southern edge, the emission measures determined for Fe XIII and Fe XIV are in (Fig. 12a) good agreement. The emission measure from Fe XVI was also in good agreement with the Fe XIII and Fe XIV emission measures above 1.08 but it was larger than the others R _ , below 1.08 This increase in the emission measure of Fe R _ . XVI close to the Sun is due to the hot loop which (°3.5.2), emits weakly in the other, "" cooler,ÏÏ spectral lines. The emission measures from spectral lines of other elements show the same general radial dependence as iron, but have di †er-ent absolute values. This result will be discussed in greater detail in°4.4.
Calculations (1985) 4.4. Relative Elemental Abundances The most probable explanation for the SERTS 1991 southern edge having di †erent emission measures for di †er-ent elements is that the observed coronal elemental abun- a In units of 1027 cm~5. Errors are given in parentheses after values. The calculated errors are combinations of the instrument uncertainty and the uncertainty due to the line-ratio temperature. They do not include the absolute Ñux uncertainty of a factor of 2. In addition, the ionization balance calculations and emissivity calculations could have a worst-case uncertainty as large as a factor of 2, which is not included in the table. This latter uncertainty is not independent of the temperature uncertainties. Since the uncertainties in the temperature and in the ionization balance and the emissivity are interconnected, we can reasonably replace the errors in the above table with errors of a factor of 2, which can then be viewed as an upper limit on the total uncertainty. and Fe XIV 274 lines. The error factor, deÐned in is shown in the Table 3 , inset box for each spectral lineÏs emission measure, marked with the appropriate symbol. In (a), the emission measure for Fe XVI is larger than for the other iron lines below 1.10 because of the hot loop. The dips in the Fe XIII emission measure near 1.09 and 1.12 are probably due to the uncertainties in R _ R _ R _ the background subtraction. Note that the emission measure for aluminum is consistently larger than for the other elements, which is explained by the di †erence between the observed plasma elemental abundance and elemental abundance. MeyerÏs (1985b) dances for Al were di †erent from those given by Meyer which were used in deriving the emission measures. relative abundance of aluminum is high. The relative elemental abundances of chromium and aluminum are roughly constant with radius, while the elemental abundance of silicon appears to increase with radius. This later apparent increase is probably due to the increasing importance of resonance scattering with height for the Si XI line, rather than to a real change of relative elemental abundance with height. The observed relative elemental abundances are given in and for line-ratio tem- Table 4 Figure 15 Meyer (1985) , the relative elemental abundance for all spectral lines would be roughly 1. For aluminum, it is consistently about 4 ; hence the aluminum elemental abundance is enhanced relative to the abundance of iron.
ances, and are compared with other published abundances for Si, Fe, Cr, and Al.
One possible explanation that can be ruled out for the apparent overabundance of aluminum in the SERTS 1991 Ñight is the presence of a large amount of cool (B1 ] 106 K) plasma along the line of sight. One problem with this explanation is that cool plasma would also cause excess emission of Cr XIII and Fe XIII spectral lines that is not seen. Also, the radial dependence of the emission measure would have to be the same as for the observed plasma. Some rough estimates to explain just the aluminum abundance would require an emission measure at 1 ] 106 K approximately equal to that at 2 ] 106 K, which can be ruled out based on the low intensity in the other low-temperature spectral lines.
For the SERTS 1989 Ñight, only the relative abundance of silicon to iron can be determined because the lines from other elements were too weak to observe. The results are given in using the line-ratio temperatures For the SERTS 1991 data (a) aluminum is Table 3 . overabundant, while for the SERTS 1989 data (b) only the upper limit for the abundance of aluminum is plotted.
derived from & RothenÑugÏs ionization balArnaud (1985) ances. The silicon-to-iron ratio agrees with .
An estimate of an upper limit of the relative abundance of aluminum to iron can be made for the SERTS 1989 southern edge. In SERTS 1989 spectra at 1.1 Figure 16 , R _ are compared to the SERTS 1991 spectra scaled by the relative emission measures and taking into account the different line-ratio temperatures. The SERTS 1989 aluminum emission shows up at the 3 p level of the background noise, shown as the solid horizontal line crossing the Ðgure. The aluminum intensity from the 1989 data is 0.6^0.2 of the scaled SERTS 1991 aluminum intensity. Part of the SERTS 1989 aluminum intensity probably comes from cooler emissions, which can be shown by noting that the SERTS 1989 emission in the 320È325 region is greater than the scaled Ó SERTS 1991 intensity in the same region. The 320È325 Ó region has lobes from Si VIII and Mg VIII, lines that have temperatures of maximum abundance at 800,000 K. Plasma for the SERTS 1989 data. Dotted line : Ó same, for the SERTS 1991 data, after dividing the intensity by 14. The di †erent scales are required by the di †erences in the emission measures and the e †ect of the line-ratio temperatures on the aluminum contribution function. The horizontal line indicates the 3 p level detection above the background for a lobe nine 50 ] 50 km pixels wide. For the SERTS 1989 data, the Fe XIV 334 spectral line is clearly above the 3 p line and the Al X Ó 332 is just at the 3 p line, while for the SERTS 1991 data both are Ó detectable.
at this temperature would also emit Al X 332 Therefore, Ó. the SERTS 1989 southern edge aluminum abundance is probably even less than the upper limit (0.6^0.2 of the aluminum abundance determined for the SERTS 1991 data) determined from Figure 16 .
CONCLUSION
We determined from SERTS 1991 observations of the quiet solar corona that the relative elemental abundance for the very low FIP element Al is enhanced compared to that of the low-FIP elements Fe, Si, and Cr by a factor of 3 or more
The degree of this enhancement can change, (Fig. 15a) . since the upper limit determined for the SERTS 1989 data is less than the observed enhancement for the (Fig. 14b ) SERTS 1991 data. As mentioned earlier, et al. Doschek and & Feldman reported that relative (1985) Phillips (1991) abundances of very low FIP elements can be enhanced compared to abundances of low-FIP elements in plumes and impulsive Ñares. This enhancement, we Ðnd, can also occur in plasma above the quiet Sun.
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