ABSTRACT Binomial sampling based on the proportion of samples infested was investigated for estimating mean densities of citrus rust mite, Phyllocoptruta oleivora (Ashmead), and Aculops pelekassi (Keifer) (Acari: Eriophyidae), on oranges, Citrus sinensis (L.) Osbeck. Data for the investigation were obtained by counting the number of motile mites within 600 sample units (each unit a 1-cm 2 surface area per fruit) across a 4-ha block of trees (32 blocks total): Þve areas per 4 ha, Þve trees per area, 12 fruit per tree, and two samples per fruit. A signiÞcant (r 2 ϭ 0.89), linear relationship was found between ln(Ϫln(1 ϪP 0 )) and ln(mean), where P 0 is the proportion of samples with more than zero mites. The Þtted binomial parameters adequately described a validation data set from a sampling plan consisting of 192 samples. Projections indicated the Þtted parameters would apply to sampling plans with as few as 48 samples, but reducing sample size resulted in an increase of bootstrap estimates falling outside expected conÞdence limits. Although mite count data Þt the binomial model, conÞdence limits for mean arithmetic predictions increased dramatically as proportion of samples infested increased. Binomial sampling using a tally threshold of 0 therefore has less value when proportions of samples infested are large. Increasing the tally threshold to two mites marginally improved estimates at larger densities. Overall, binomial sampling for a general estimate of mite densities seemed to be a viable alternative to absolute counts of mites per sample for a grower using a low management threshold such as two or three mites per sample.
The citrus rust mite, Phyllocoptruta oleivora (Ashmead), is an important pest in Florida citrus (Yothers 1918, Knapp and Fasulo 1983) . The lesser known rust mite Aculops pelekassi (Keifer) (Acari: Eriophyidae) also commonly infests citrus fruit in Florida (Childers and Achor 1999) . Extensive feeding by rust mites on fruit results in a russetting of the skin of the fruit with associated losses in fruit quality and yield (Yothers and Miller 1934 , McCoy and Albrigo 1975 , McCoy el al. 1976 . Models for predicting damage and yield losses (Allen 1976 (Allen , 1978 (Allen , 1979 (Allen , 1981 Yang et al. 1995) at different mite densities can be used in conjunction with scouting estimates of mite densities to make mite control decisions. Based on Allen (1981) and Yang et al. (1995) , economic thresholds for citrus rust mites may vary from fewer than Þve up to 40 or more mites per cm 2 depending on factors such as the duration of an infestation, time of year, and whether fruit is grown for the fresh or juice markets. How comparable P. oleivora and A. pelekassi are with respect to their importance as citrus pests is not known. Currently, the same scouting and management programs are used to manage both species (Childers and Achor 1999) .
Research investigations on sampling to estimate citrus rust mite densities on fruit have been published previously (Hall et al. 1991 (Hall et al. , 1994 (Hall et al. , 2005 , and sampling plan recommendations are available to growers . Rust mite density estimates are commonly based on direct counts of the number of motile mites per sample unit, with the sample unit being a 1-cm 2 surface area of fruit under the lens-Þeld of a 10 to 20ϫ magniÞer. However, counting rust mites can be tedious and time-consuming when large densities are present. As an alternative to counting mites per sample, a method of estimating the count per sample has been presented (Rogers et al. 1994) . A binomial sampling plan also may be an alternative to counting mites. Statistical relationships between the mean rust mite density per sample unit on fruit and the percentage of sample units containing at least one motile mite have been observed (Hall et al. 1997) . Early survey techniques by growers were sometimes based on percentage of samples infested (McCoy et al. 1976) . Binomial sampling plans based on the presence or absence of mites have been developed for other mite species, including Tetranychus urticae Koch (Nachman 1984, Binns and Bostanian 1990) , Phytoseiulus persimilis Athias-Henriot (Nachman 1984) , Panonychus ulmi (Koch) (Binns and Bostanian 1990) , and Euseius tularensis (Congdon) (Grout 1985) ; for aphids, such as Diuraphis noxia (Mordvilko) (Schaalje et al. 1991) ; and for other arthropod species, such as Diabrotica longicornis Say and Diabrotica virgifera Le Conte (Gerrard and Chiang 1970) . Considerable information is available on relating proportion of samples infested to mean density (Kono and Sugino 1958 , Gerrard and Chiang 1970 , Nachman 1984 , Binns and Bostanian 1990 , Schaalje et al. 1991 , Jones 1994 . Sampling plans based on the frequency of occurrence of individuals in a sample unit (presence or absence) can be based on a tally threshold of 0 (e.g., the presence of at least one motile mite per sample unit), but the Þt of the binomial is sometimes improved by using a higher tally threshold (Nachman 1984 ) (e.g., threshold ϭ 2, the presence of three or more motile stages per sample unit).
Here, we report the results of research on binomial, Þxed sample size sampling plans for estimating rust mite densities on citrus fruit.
Materials and Methods
Binomial sampling to estimate densities of citrus rust mites on oranges was investigated using a data set consisting of 32 subsets of rust mite counts. Each subset was a composite of 600 samples per 4-ha block of orange, Citrus sinensis (L.) Osbeck, trees and was originally described by Hall et al. (1994) . For each subset, the 600 samples were allocated among Þve areas per 4 ha, Þve trees per area, three fruit per compass quadrant of each tree, and two sample units per fruit. The Þrst tree in each area was randomly selected, and the following four trees were sampled systematically as described previously (Hall et al. 1994) . A sample unit was a 1-cm 2 surface area per fruit as described previously (Hall et al. 1994) , and all motile-stage rust mites within each unit were counted (an estimation procedure was sometimes used if a sample unit contained Ͼ100 mites). The data were originally collected to investigate the spatial dispersion of rust mites, evaluate the precision of the sampling plan, compare the statistical variation among the hierarchical levels to optimize sample allocation, and project the precision of sampling plans consisting of fewer than 600 samples (Hall et al. 1994) . In addition to the 600 sample sampling plan, a separate sampling plan consisting of 192 samples per 4 ha was studied (two samples per fruit, four fruit per tree, 12 trees along one transect between the northeastern and southwestern corners of the block, and 12 trees along a second transect between the northwestern and southeastern corners of the block) (Hall et al. 1994) . Comparisons indicated estimates from each plan were the same 69% of the time and that, among estimates that differed, mean densities were less than one motile mite per cm 2 70 Ð 80% of the time (Hall et al. 1994) . In the study presented here, after Þtting data from the sampling plan with 600 samples to the binomial, we used the data from this second, separate sampling plan to validate Þt of the binomial.
Binomial Analyses on P T (T ‫؍‬ 0). The binomial relationship between mean density of rust mites per square centimeter (mean) and proportion of samples infested (P T ) by greater than T mites (T ϭ 0) was investigated using the following empirical formulae (Kono and Sugino 1958, Gerrard and Chiang 1970) :
The aЈ and bЈ parameters of equation 1 were determined using simple linear regression. After determining aЈ and bЈ, these parameters were applied in equation 2 to obtain the prediction on an arithmetic scale. Because the mean prediction from equation 2 [or from antilogs of ln(mean)] is a biased estimate (Nachman 1984 , Binns and Bostanian 1990 , Schaalje et al. 1991 , the prediction can be improved using a factor to correct for the bias. We used the correction factor offered by Nachman (1984) :
where mse was the residual mean square error associated with the regression of ln(mean) on ln(Ϫln(1 Ϫ P T )) (equation 1). With respect to calculating a variance associated with a mean prediction, Schaalje et al. (1991) present a detailed review of variance estimates for a density prediction based on equation 1. Their variance estimate for ln(mean) consists of the following four components:
where n is the number of samples taken from a population, 600 in our case; N is the number of population means used to Þt equation 1, 32 in our case; mse is the residual mean square error from the regression of ln(mean) on ln(Ϫln(1 Ϫ P T )), i.e., equation 1; p avg is the mean value of ln(Ϫln(1 Ϫ P T )) for the populations used in the regression; SSP is the sum of the squared deviations of the ln(Ϫln(1 Ϫ P T )) values from p avg ,
; and a and b are the parameters associated with TaylorÕs power law (Taylor 1961) :
Variance component c1 was originally proposed by Kuno (1986) , c2 by Gerrard and Chiang (1970) , c3 by Nachman (1984) , and c4 by Binns and Bostanian (1990) . Our equations for c1, c2, and c3 were modiÞed versions of those presented by Schaalje et al. (1991) for reasons discussed later. Schaalje et al. (1991) present a discussion of these four variance components and rationale for the following equation for estimating total variance:
This variance Var s (ln(mean)) can be converted to arithmetical scale (V arm ) by using (from Schaalje et al. 1991) :
Jones (1994) presented the following formula for calculating conÞdence limits around an estimate from equation 1:
where z ␣/2 is the standard normal deviate (for 95% conÞdence, z ϭ 1.96). For minimum bias on the arithmetic scale, these intervals can be added or subtracted to individual ln(mean) predictions to obtain minimum and maximum limits based on natural logs and then converted to arithmetical scale using (from Schaalje et al. 1991) :
[12]
Parameters associated with equations 1Ð12 were determined from our data, and the Þt of the binomial was then evaluated using the statistical analysis associated with the regression equation 1, plots of the residuals from this regression, and visual Þt of a plot of ln(mean) on ln(Ϫln(1 Ϫ P T )), where T ϭ 0. The Þt of the validation data set to these binomial parameters was then evaluated by comparing observed proportions of samples infested and corresponding mean densities to the means and conÞdence limits expected based on the Þtted binomial parameters. Reduced Sampling Plans, Binomial Analyses on P T (T ‫؍‬ 0). The effect of sample size on estimation of mean density from proportions of samples infested was investigated using bootstrap simulations (Efron and Tibshirani 1986 , Hutchison 1994 , Beers and Jones 2004 . Data for sample sizes of 200, 160, 80, and 48 samples per 4 ha were simulated by randomly selecting samples from the 32 data sets of real count data from 600 samples as described previously (Hall et al. 2005) . These sampling plans varied with respect to the number of areas per 4 ha, number of trees per area, number of fruit per tree quadrant (all four quadrants always included), and number of samples per fruit (Table 1 ). The range of sample sizes and allocations generally used by citrus growers in Florida to monitor rust mites were encompassed by these sampling plans. For each sampling plan, 500 bootstrap simulations were run on each of the 32 data sets. A computer program was written in SAS (SAS Institute 1999a) to randomly select areas per 4 ha, trees per area, fruit per tree quadrant, and sample units per fruit from each original data set. The program relied on a computer routine in which the appropriate number of areas and trees per area were randomly selected using the RANUNI function, and the appropriate number of fruit per tree quadrant and samples per fruit were then randomly selected using PROC SURVEYSELECT (SAS Institute 1999a,b) . After these bootstrap simulations, simple linear regression of proportions of samples infested according to each reduced sampling plan on the proportions observed to be infested according to 600 samples was conducted and 95% conÞdence limit (CL) determined to evaluate the effect of reducing sample size on estimating P 0 . For each reduced sampling plan, ln(mean) density estimates were computed using bootstrapped proportions of samples infested (P 0 ) in conjunction with the binomial parameters determined from the complete data set of 600 samples, and the percentage of these ln(mean) estimates that fell within the 95% CL expected according to the complete data set was determined. Also, for each reduced sampling plan, plots of ln(mean) on ln(Ϫln(1 Ϫ P 0 ), and of arithmetic mean (mean adj ) on P 0 , were visually evaluated for similarities/deviations from plots of data associated with the complete data set.
Binomial Analyses on P T (T ‫؍‬ 2). The Þt of the binomial to the citrus rust mite data based on a tally threshold of two motile mites per sample was investigated. The proportion of samples with Ͼ2 mites (P 2 ) was computed for each data set. Parameters associated with equations 1Ð12 were determined from the data, and the Þt of the binomial was evaluated using the same procedures used to evaluate P 0 . The Þt of the validation data set to the binomial parameters associated with P 2 was then evaluated by comparing observed proportions of samples infested and mean densities to the means and conÞdence limits expected based on the Þtted binomial P 2 parameters. b This was the validation data set, real data collected in the same citrus blocks that were sampled using the sampling plan consisting of 600 samples. The plan has previously been referred to as a transect plan (Hall et al. 1994) .
c These were computer simulated by randomly selecting data from the data set of count data from 600 samples per 4 ha.
Results and Discussion
Observed mean densities of motile rust mites per square centimeter and corresponding P T probabilities for T ϭ 0 and two across the 32 data sets studied are presented in Table 2 .
Binomial Analyses on P T (T ‫؍‬ 0). A signiÞcant (r 2 ϭ 0.89), linear relationship was found between ln(Ϫln(1 Ϫ P 0 )) and ln(mean) (Fig. 1a) , where P 0 was the proportion of samples infested. No model lack of Þt was detected in plots of residuals from the regression equation 1 (analyses not presented). Two data points fell just outside of the 95% CL expected for the binomial relationship (Fig. 1a) . Parameters for predicting a mean density from a proportion of samples infested based on the sampling plan of n ϭ 600 were as follows: aЈ ϭ 2.837, bЈ ϭ 1.500, a ϭ 3.147, b ϭ 1.567, p avg ϭ Ϫ1.311, SSP ϭ 65.129, mse ϭ 0.6266, n ϭ 600, and N ϭ 32. Of 30 sets of real count data (192 samples per 4 ha) not included in determining the binomial parameters, the ln(mean) estimate for each of 29 data sets fell within the conÞdence intervals expected by the Þtted binomial relationship (Fig. 1b) . Two of the original 32 validation data sets could not be tested for Þt, one in which no samples contained any mites (mean of 0.01 mites per cm 2 in the corresponding data set modeled) and one which averaged 112.5 mites per cm 2 , and every sample contained mites (mean of 99.5 mites per cm 2 in the corresponding data set modeled).
On the arithmetic scale, observed means of 29 of the 32 data sets modeled fell within the binomial conÞ-dence limits (Fig. 2a) . The observed arithmetic mean of one of 30 validation data sets fell just outside the expected binomial conÞdence limits (Fig. 2b) . The arithmetic data supported Þt of the binomial model to rust mite count data. However, for arithmetic means derived from the binomial log means, conÞdence limits increased dramatically as the proportion of samples infested increased (Fig. 2a and b) . This indicated that binomial sampling using a tally threshold of 0 would have less value for estimating the density of motile rust mites when the proportion of samples infested is large. Variability in mean densities at larger proportions of samples infested might be related to normal progression of a rust mite infestation up to and past a peak density. After a population of rust mites reaches a peak density, densities per sample might decline faster than the proportion of samples infested. A possible example is reßected by the means and proportions of samples infested associated with samples taken in grove 7 on 12 and 25 August (Table 2) .
ConÞdence limits for mean estimates based on binomial sampling were narrower at lower probability levels. At P 0 ϭ 0.20, the binomial relationship indicated an arithmetic mean of 2.5 motile rust mites per cm 2 with a maximum of 6.0 and minimum of 0.2 per cm 2 (Fig. 2a) . At P 0 ϭ 0.10, the binomial relationship indicated an arithmetic mean of 0.8 motile rust mites per cm 2 with a maximum of 2.0 and minimum of 0.1 per cm 2 . The data indicated the binomial relationship would not allow one to declare signiÞcant differences among mean predictions across a range of small densities. Noted was that at a P 0 probability of 0.09 with an upper 95% conÞdence limit of 1.6 mites per cm 2 , two observed mean densities (3.0 and 4.4 mites per cm 2 ) fell above the expected range. Overall, however, binomial sampling to make general density estimates for rust mites seemed to be a suitable alternative to absolute counts of mites per sample for a grower using a low management threshold such as two or three motile mites per sample.
Reduced Sampling Plans, Binomial Analyses on P T (T ‫؍‬ 0). Regression analyses on data from the reduced sampling plans showed signiÞcant relationships (r 2 ϭ Ն0.96 and greater) between estimated proportions of samples infested by rust mites and observed proportions based on the complete sampling plan (Fig. 3) . As sample size was reduced from 200 to 160 to 80 to 48 samples per 4 ha, error margins (95% conÞdence intervals) associated with individual estimates of the proportion of samples infested increased from Ϯ0.038 to Ϯ0.051 to Ϯ0.074 to Ϯ0.111. Inaccuracies associated with estimates of P 0 would lead to inaccuracies in mean density predictions derived using the binomial parameters. The number of bootstrap ln(mean) densities that fell outside of the 95% CL of the Þtted binomial relationship generally increased as sample size was reduced. Totals of 5.1, 5.7, 6.0, and 6.9% of the ln(mean) densities bootstrapped for sample sizes of 200, 160, 80, and 48 samples per 4 ha, respectively, fell outside the expected binomial conÞdence limits. Plots of ln(mean) on ln(Ϫln(1 Ϫ P 0 )) according to each reduced sampling plan resembled Fig. 1 , and plots of mean adj on P 0 resembled Fig. 2 (plots for reduced sampling plans not presented). Overall, the projections indicated that the relationship between mean density and proportion of samples infested based on the reduced sampling plans in real situations would be similar to the relationship based on 600 samples per four ha, and that the same constraints to binomial sampling noted for the sampling plan consisting of 600 samples would apply to reduced sampling plans.
Binomial Analyses on P T (T ‫؍‬ 2). A signiÞcant (r 2 ϭ 0.93), linear relationship was found between ln(Ϫln(1 Ϫ P 2 )) and ln(mean) (Fig. 4a) , where P 2 was the probability of greater than two motile mites in a sample. No curvature bias was detected in plots of residuals from the regression equation 1 (analysis not presented). Two data points fell outside the 95% conÞdence intervals expected for relationship between ln(mean) and ln(Ϫln(1 Ϫ P 2 )) (Fig. 4a) . Parameters for predicting a mean density from the proportion of samples infested by three or more motile mites based on the sampling plan of n ϭ 600 were as follows: aЈ ϭ 3.575, bЈ ϭ 1.311, a ϭ 3.147, b ϭ 1.567, n ϭ 600, N ϭ 31 (data set 3Ð28 was dropped from the analysis because it had no samples of three or more mites per cm 2 ), p avg ϭ Ϫ1.917, SSP ϭ 70.347, and mse ϭ 0.2998. Of 32 sets of real count data (192 samples per 4 ha) used to validate the P 2 binomial parameters, the mean estimate for each of 30 data sets fell within the conÞdence limits for the Þtted binomial relationship (Fig.  4b) . The mean from one data set fell outside of the observed range of ln(Ϫln(1 Ϫ P 2 )) in the data set modeled, but this mean fell within extrapolated 95% CL. These data validated general Þt of the P 2 binomial model to rust mite count data.
On the arithmetic scale, observed means of 29 of the 32 data sets modeled fell within the binomial conÞ-dence limits expected for a tally threshold of two motile mites per sample (Fig. 5a) . The observed arithmetic means of 30 of the 32 validation data sets fell within the expected binomial conÞdence limits (Fig.  5b) . The arithmetic data supported general Þt of rust mite count data to the binomial with a tally threshold of 2. However, similar to the binomial with a tally threshold of 0, conÞdence limits increased dramatically as the proportion of samples infested increased (Fig. 5a, 5b ). Comparisons of P 0 and P 2 with respect to conÞdence limits indicated little difference between tally thresholds of 0 and 2. For example, P 0 and P 2 tally thresholds at P T levels of 0.33 and 0.20, respectively, each indicated a mean density of approximately six mites per sample; the upper 95% conÞdence limit associated with these tally thresholds was 13.9 and 12.8, respectively. Marginal reductions in conÞdence limits associated with P 2 may not be worth the increased labor associated with making sure there are at least three mites in individual samples.
Our binomial analyses were based on the relationship between mean density and proportion of samples infested (P T ) by greater than T mites (T ϭ 0 or 2) as deÞned by Gerrard and Chiang (1970) . Others have conducted similar binomial analyses but on the relationship between mean density and proportion of samples not infested (P T ) (Nachman 1984 , Binns and Bostanian 1990 , Schaalje et al. 1991 . If binomial analyses are based on the proportion of samples not infested, (1 Ϫ P T ) should be changed to (P T ) in equations 1, 2, 4, 5, and 6 and P T bЈ 2 changed to (1Ј Ϫ P T ) bЈ 2 in equation 4. Many reports on binomial sampling of insects and mites include Þgures showing the relationship between mean per sample plotted on proportion of samples infested (Wilson et al. 1983 , Elliott et al. 1990 , Wright et al. 1990 , Jones 1991 , Dornan et al. 1995 , Boeve and Weiss 1997 , Hodgson et al. 2004 . Working on binomial sampling of Euseius tularensis (Congdon), Grout (1985) presented a plot of ln(mean ϩ 1) on the proportion of samples infested. Nachman (1984) presented for Tetranychus urticae Koch and Phytoseiulus persimilis Athias-Henriot means per sample plotted on ln(Ϫln(P T )), where P T was the proportion of samples not infested. Gerrard and Chiang (1970) presented for Diabrotica longicornis Say and Diabrotica virgifera Le Conte plots of mean per soil sample on the proportion of samples infested and plots of mean per soil sample on Ϫln(1 Ϫ P T ). Kuno (1986) presented a plot of proportion of samples infested on mean density (the latter on log scale) for the planthopper Nilaparvata lugens Stål in rice (Oryza spp.). Binns and Bostanian (1990) presented a plot of ln(Ϫln(P)) on ln(mean) for T. urticae in strawberry, where P was the proportion of samples not infested. Because our binomial analyses began with analyses on the relationship between ln(mean) and ln(Ϫln(1 Ϫ P T )) (Jones 1994) , we thought it prudent to graphically present this relationship (Figs. 1 and 4) . We then present plots of means per sample on proportions of samples infested along with conÞdence limits (Figs. 2 and 5 ) because 1) we were interested in using the binomial relationship to predict a mean density from the proportion of samples infested (the latter thus being the independent variable), and 2) visual assessment of the relationship was more practical based on raw means and proportions. Most of the published reports on binomial sampling we cite present some information on sampling precision and conÞdence limits for a mean prediction, but few reports present such information graphically for a mean density prediction. An exception was that Nachman (1984) graphically presented 95% CL for estimated mean densities of T. urticae and P. persimilis plotted on proportion of sampling units without mites (estimated means plotted on log scale). Presenting these limits gives immediate insight into expected precision across a range of mean density estimates. This is the fourth of a series of reports on sampling to estimate rust mite densities on oranges. Hall et al. (1991) reported on estimating densities of citrus rust mites in individual citrus trees. Sampling statistics associated with estimating mean densities of motile citrus rust mites on oranges across a 4-ha block of trees were investigated using a hierarchical sampling plan consisting of 600 sample units per 4 ha (Hall et al. 1994) . A sampling plan consisting of 192 samples per 4 ha taken along two transects provided estimates usually as accurate as the plan consisting of 600 samples (Hall et al. 1994) . A plan consisting of 160 samples per 4 ha was projected to be large enough for commercial estimates at average rust mite densities of three or more mites per sample (Hall et al. 1994) . The research indicated some ßexibility in how the samples could be allocated but that more emphasis should be placed on the number of locations sampled than the number of trees per location or number of fruit per tree. The number of samples needed for the same level of precision was projected to decrease as mite densities increased, with 80 samples projected to be enough for commercial estimates at average mite densities of 10 or more per sample. In a separate study, sampling plans consisting of 360, 300, 200, 160, 80, 48, 36, or 20 sample units per 4 ha were evaluated using bootstrapped data (Hall et al. 2005) . The analyses indicated sampling plans consisting of 80 or 160 samples per 4 ha would provide better levels of precision than previously projected and that sampling plans consisting of as few as 36 Ð 48 samples per 4 ha could be used commercially to estimate mean density with minimal loss in accuracy and precision (Hall et al. 2005) . The precision of reduced sampling plans in practice remains to be veriÞed.
The research presented here showed that rust mite densities can be estimated based on the proportion of samples infested rather than actual mite counts. Mathematical parameters associated with binomial sampling were determined using data from the sampling plan consisting of 600 samples per 4 ha, and these parameters were shown to adequately describe the observed relationship between proportion of samples infested and mean density per sample based on the sampling plan consisting of 192 samples per 4 ha. Projections indicated the Þtted binomial parameters could be applied to sampling plans consisting of as few as 48 samples per 4 ha, but reducing sample size was projected to result in an increase of estimates falling outside the conÞdence limits expected based on 600 samples. Although rust mite count data followed the binomial model, conÞdence limits for mean predictions increased dramatically as the proportion of samples infested increased, narrowing its usefulness as a substitute for actual counts to situations where mite populations are just beginning to increase. Binomial sampling for rust mites seemed to be a suitable alternative to absolute counts of mites per sample for a grower sampling on a regular basis and using a low management threshold such as two or three motile mites per sample. A logical next research step would be to evaluate in real grove situations several of the reduced sampling plans presented here and by Hall et al. (2005) for precision of density estimates based on both mite counts and binomial sampling. Ideally, future sampling plan recommendations for commercial purposes would include several plan choices (varying in input costs) along with information for each plan on the expected precision of estimates.
