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A idéia inicial deste trabalho partiu da leitura do artigo de Stoya~ 
nove Vladeva, Estirnation of Unknown Parameters of Continuous Time Stochastic 
Process by Obscrvations at Random Moments, publicado pela Academia Búlgara 
de Ciências em 1982. Nele, os autores trabalham com um processo estocástíco da 
forma: 
onde {H/~, t E. !R+} é urn processo de Wif'ner padrâo , a (C:: IR e o 2 (0.: JR+ sao 
parâmetros desconhecidos. 
Stoyanov e Vladcva propõem, como forma de estimar a e o-2 , to-
marem -se amostras discretas cujos tempos onde {Xt. t (~ JR..,.} seria amostrado 
seguiriam um processo de Poisson de parâmetro ..\ conh€cido. Assim, teríamos a 
amostra { Xrp XT2 , ••• , XrJ, onde r, seria o tempo do i-és imo salto do processo de 
T}oisson utilizado. 
Com isto, o;,; autores procura.ram obter os estimadores em três casos 
diferentes: os r, 's seriam observáveis; os r, 's seriam não--observáV(.'is; entretanto, 
saber-se-ia em que ordem nossa amostra teria sido tornada; ou os r, 's seriam não-
observáveis e, além disso, não saberíamos em qm' ordem nossa amostra teria sido 
tomada. 
Os autores citam o método de maxnna verossimilhança ou algo 
proxuno a ele como meio de se estimarem a e a 2 sem, no entanto, entrar em 
muitos detalhes sobre o que é esta variante. Há alguns problemas neste artigo que 
ü~ntamos resolver nesta monografia. Além do método de estimação utilizado~ não 
há resultados referentes às distribuições dos estimadores obtidos. 
Outros artigos na literatura tratando de amostragem discreta em 
processsos estocásticos em tempo contínuo são os de Blum e Rosenhlatt {1964) que 
introduziram a idéia de que dever-se-ia fazer Inferência em processos estocásticos 
em tempo contínuo com base em amostras discretas, visto ser esta a única maneira 
de se amost.rar um processo estocástico, na prática, sem que, no entanto, traba~ 
lhassem com nenhum tipo de amostragem e Robinson {1977) que se utilizou de 
urna amostra discreta d€ tamanho n com espaçamento irregular para o proc.esso 
{ X 1 , t E IR.1 } definido por: 
X 1 =--a li Xpd8 T oWt. tE IR+, 
onde lV1 é o processo de Wiencr padrão. 
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Para este caso, o autor provou existirem est.imadores de maxuna 
verossimilhança. consistentes para a. e a2 • :>ob certas condições, Robinson demons-
trou também que teríamos convergência para uma. distribuíção normal de certas 
funçôes do:;;; estimadores em estudo. 
Nesta área, no entanto, o domínio do tempo nâo é muito utilízado 
sendo preterido em favor do domínio da freqüência, ou seja, da análise espectraL 
~E$!.a linha de pesquisa. iremos comentar alguns resultados interessantes. 
Beutlcr (1970) discute o uso de uma amostra discreta em tempos 
aleatórios para a obtenção de cstimadores da função de densidade espectral . Mas 
um d(JS primeíros artigos com resultados interessantes nesta questão é o de Masry 
(1978) em que o autor, tomando os Ü'mpos ah~atórios como resultantes da rea-
lização de um processo de Poisson, obtém um estirnador consístente da função de 
densidade espectral, desde que os tempos aleatórios sejam também observáveis. 
Em Masry (1980), o autor volta à questão do artigo de 1978 sendo 
que, neste, ele encontra, sob certas condições, um est.imador consistente da função 
de densidade espectral sem que a amostra contivesse os tempos de observação. 
Blum e Boyles (1981) demonstraram que, sendo {X1, t E R.r} 
um processo estocástico qualquer, desde que estacionário, paramétrica e ergódico, 
consegue-se, através de uma amostra. discreta em tempos aleatórios, estimar de 
forma consistente todas as distribuições finito-dimensionais do rcfcrído processo. 
Este resultado é fundamental para que, dada uma amostra aleatória em tempos 
aleatórios de um certo processo estocástico e os respectivos tempos observados, 
possamos caracterizar, de uma forma completa, nosso processo. 
Deve-se notar que StoyaJwv e \'ladeva (1982) parecem ser, de certa 
forma, pioneiros no estudo, no domínio do tempo, de amostras aleatórias discretas 
em tempos aleatórios para processos ~::~stocásticos em tempo contínuo. Sendo assim, 
esta monografia terá como principal referência este artigo. 
A falta de resultados mais expressivos na literatura. aliada aos pon-
tos obscuros e1u Stoyanov e Vladeva (1982) motivaram o primeiro capítulo deste 
trabalho. O ~egundo capítulo foi motivado por~ na prática, muitas vezes, dispor-se 
apenas de um intervalo limitado de tempo em que se pode amostrar o processo. 
A motivaçâo para o terceiro capítulo partiu do artigo de Ying (1991) e da im-
portância do processo de Ornstein-Uhlenbeck na literatura. além de servir como 
forma de investigar a extensão dos resultados obtidos no primeiro capítulo para 
casos em que'o processo de Wiener fosse substituído po outro processo Gaussiano. 
Em Ying(1991), tomou-se uma amostra discreta ern tempos determinísticos de um 
processo de Ornsteln-Uhlenbeckj ou seja) um processo {U~, t (-:::IR.;} que satisfaz 
a seguinte equação: 
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Ut :-:::: ---0 r U_.ds + \l20aHl1 • 
.C) 
onde {W1 , t ( J!tt} é um processo de Wiener padrà.o. 
t~ste 1Í ltimo problema parece, a primeira vista, ba<;tant.e semelhante 
ao de Robinson (1977). Entretanto, naquele, conseguíamos estimadores para am-
bos os parâmetros separadamente. Neste caso, há três possibilidades: tomar O 
constante; tornar a 1 constante ou nâo fazer restrições a O ou a a 2 . I\ os dois 
primeiros casos, encontraremos estimadores de máxima vero.':'sirnilha.nça para o 
parâmetro não-fixado enquanto no terceiro só existirá estirnador de máxima ve-
rossimilhança para o produto dos dois parâmetros. Sob estas condições, Ying 
provou a. consistência destes estimadores e a. convergência para a normal de certas 
funções destes estimadores. 
H á alguns comentários sobre os resultados obtidos nesta rnonogra-
fia. 
No Capítulo 1, conseguimos, de forma satisfatória, esclarecer os 
pontos obscuros em Stoyanov e Vladeva (1982), além de encontrar alguns resulta-
dos em aspectos não explorados pelo artigo como distribuiçã.o e eficiências absoluta 
e relativa dos estimadores. 
Como comentado a.nteriormente, no Capítulo 2, tentamos encon-
trar estimadores para a e a2 , no caso em que o processo é amostrado em um 
i11tervalo de tf'mpo limita.do. Os resuhados obtidos foram. de certa. forma, inferi-
ores aos do Capítulo 1. nâ.o deixando, entretanto, de ser satisfatórios. 
No Capít-ulo 3, tentamos extender o estudo feito no Capítulo 1 
para um processo que não fosse o de Wiener, no caso o de Ornstein-Uhlenbeck. 
Os resultados não fora.m tão bons quanto os do Capítulo 1, sendo, possivelmente, 
tal fato explicado pela. estrutura deste processo, bem mais complicada do que a. 
daquele. Jv1esmo assim. de uma forma geral, os resultados nos mostraram ser 
possível a extensào de alguns dos resultados do Capítulo 1 para processos que nâo 
o de YViener. 
Há dois apêndices: o primeiro contém a notaçào utilizada nesta 
monografia e o seglmdo. algumas definiçôes e propriedades constantes rwsta mo-
nografia. 
Na Bibliografia, são induídas todas as referências do texto, sendo a 
Bibliografia Complementar composta por livros e artigos utilizados na monografia 
de forma indireta, sem citação. 
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Capítulo 1 
Processo de Wiener com função 
média linear 
1.1 Introdução 
Ddinição 1 Seja W ==-- {VF~, tE IR+} um procesw estocástico definido no eBpaço 
de probabilidade (n,J, P) c·ujas principais propriedades são: 
l-Ví, :;:;.: O a.s 
14'1 ""' A' (o,to 2) _.se t c IR" 
W 1 ---l-V,,,....., N(ül(t-- <<;)a2 )) set.,s,t ---sE_ iR+ 
C ov (Wt -- VF/,, lV,_. ·-- Vl'u) = O se t, s, t -- s, v, u, v _, u, u -·- t E IR+. 
W é então chamado de processo de Wiener. Caso a 2 ::..~ 1, dizemos ser W um 
processo de Wiener padrão. 
Seja W um processo de Wiener padrão. Tome-se X ""' {Xr, l E 
JR.+} um processo estocástico da forma: 
onde a ( DI <' a 1;:: !R_. 
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Esta equaçã.o pode ser interpretada como simplesmente a versao 
diú:rf'ncial da seguinte equa.ção integral: 
X, ~o f' S(a, v)dv + aW, lo 
Suponhamos serem a. e o-2 desconhecidos. Um problema da prátka 
seria o de se amostrar o nosso processo X, de forma a se obterem estimativas de 
a e a 1 . Para simplificação de notação, EMV denotará o estimador de máxima 
verossimilhança e EMM, o obtido pelo método dos momentos. 
A amostragem continua para este problema foi estudada por lbra-
gnnov e Has'minskii (1981) pág. 40. Sejam X. W, a e a 1 definidos anteriormente 
e tome~se: 
T la S 2 (a,t)dt < ""' Va, \IT E IR,. 
Neste caso, existiria uma equação de verossimilhança se e somente 
se tomássemos a2 constante, pois, caso contrário, as medidas em questão seriam 
singulares. Assim, sem perda. de generalidade, a 2 = 1 e a equação de verossimi-
lhança seria.: 
0-~~ S(a,t)dX1 -- S 2 (a,t)dt ecO, i) ( !T } lT . ) à a • o 2 o 
cuja solução explícita só é possível caso se imponham outras restrições à função 
S (a, I). 
Por exemplo, um caso de interesse sería o de S (a, t) =a f (t), t E. 
IR,.. Note-se que, pela forma de sua relação com S (a, t), f (t) mantém aproprie-
dade de ser qua.drado~integrável e o EMV de a, âr, pode ser escrito como: 
T fo f(t)dX, áy=·----· foT f' (t) dt . 
Se impusermos uma restrição mais forte ainda: f (i) constante, 
estaremos diante do modelo a ser estudado neste trabalho e encontraremos um es-
tima.dor muito interessante, do ponto de vista computacional. Tomemos f (t) =- l, 
sem perda de generalidade. ~este caso: 
Kr dxt 
----~---
Jir dt :r 
X r 
T a.s .. 
Entretanto, na realidade, este tipo de amostragem é irrealizáveL 
Isto ocorre porque, tenw!ogicarnente, nenhum aparelho ou _pessoa pod€' tomar um 
coJJjunto não~enumerável de pomos. Por exemplo, suponha-se que um conjunto 
de rn aparelhos seja reunido para anotar o valor da realízação de um determi-
nado processo estocástico. Cada um deles levará um tempo, mesmo que exígüo, 
positivo, t, entre dois registros consecutivos do processo. Suponha-se, ainda, que 
o aproveitamento dos aparelhos seja. perfeito, isto é, qm~ não haja coincidências 
entre os registros dos diversos aparelhos. Note-se que, em um tempo T > t, :serão 
registradas por m aparelhos no máximo mT/t observações, ou seja, uma amostra 
discreta. 
Devemos, portanto, partir para a amostragem discreta. Para isto, 
utilizemo-noR de algurna._<> definições baseadas ern Stoyanov e Vladeva {1982). Seja 
I.Y o::: {t 1 , t2 , ••• , tn, .. ,} um conjunto discreto e suponha-se que só possamos obser~ 
v ar X nos tempos em W. Esta é entâo chamada de janela de observação discreta. 
]\"este estudo, só trabalharemos com amostras discretas; portanto, ela será cha-
mada simplesmente janela de observação. No caso em que W for constituída por 
variáveis aleatórias, diremos ser W uma janela. aleatória; caso contrário, será uma 
janela determinística. Defina-se, ainda, Wn como o conjunto dos n C. Jj\,T primei-
ros elementos de W. A análise do problema de, a partir de uma amostra de X, 
estimarem-se a e o 2 tem vários a,<;pectos quanto a Wn: 
1. W,. pode ser determinística, ou seja, os tempos em que o processo é amostrado 
sâo conhecidos a priori; 
2. Wn pode ser aleatória, de distribuição conhecida, sendo os seus elementos 
observáveis, ou seja, serão conhecidos a posteriori ou simultaneamente; 
3. W" pode ser aleatória, de distribuição conhecida, sendo os seus elementos 
não-observáveis mas com sua ordem conhecida; 
4. W,.. pode ser aleatória: de distribuição conhecida, sendo os seus elementos 
não-observáveis e, além disso, sua ordem é não-determinável; 
5. W,. pode ser alf~atória, de distribuição desconhecida, sendo os seus elementos 
observáveis: 
6. Wn pode ser aleatória, de distribuiçào desconhecida, sendo os seus elementos 
não-observáveis ma.<; com sua ordem conhecida; e 
7. W,.. pode ser aleatóri<'l, de distribuição desconhecida, sendo os seus elementos 
não-observáveis e, além disso , sua ordem é não-determinável. 
Além disso, podemos pensar no erro de medida, ou seja., além da 
aleatoriedade existent~ no processo, em vários casos na janela de observação, 
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tf'rÍamos aleatoriedade nos processo;, de medição adotados. Feito isso, <ws nos~ 
sos se1,e casos anteriores acrescentar-se-iam outros sett:. Porém, note-se que, a 
partir do momento em que assurmirmos tal irKerteza, podemos considerá-la como 
parte de um de::~conhecimento que temos sobre a. distribuiçào dos elernentos de W,., 
e, assim. os sete casos anteriores serâ.o suficientes para as nossas análises. 
Neste trabalho, serão considerados apenas os casos de 1 a 4. 1sto se 
deve ao fato de que, nos casos em que os elementos de W,., não são observáveis, sua 
distribuiçâo é necessária para que se possam calcular os estimadores de máxima 
verossimilhança de a e o2 , caso existam. No caso em que os elementos de Wr, 
estão disponíveis a priori ou a posteriori, não existe essa necessidade, sendo porém 
impossível o cálculo teórico das variância:l dos estimadores obtidos sem que se 
tenham a.s distribuições das variáveis a.mostradas, ou J)(']o menos, a estrutura de 
covaríância tmtre elas. r\ as seções seguintes, supor-se-á serem os elementos de Wn 
os tempos dos saltos de um processo de Poisson de parâmetro À conhecido. 
Este capítulo será dividido de forma que analisaremos os estima-
dores, nas Seções 2, 3, 4 ou 5 se estivermos, respectivamente, diante dos casos 1, 
2, 3 ou 4. Iremos, em cada uma delas 1 calcular, caso existam, os estimadores por 
máxima verossimilhança e pelo método dos momentos. Na Seção 6, analisaremos 
as relações entre os diversos estímadores encontrados nas seções anteriores. 
1.2 Tempos de Observação Determinísticos 
Ternos a.quí Wn uma. janela de observação determinística, ou seja1 
conhecemos, a priorí, em quais tempos iremos amostrar o nosso processo X. 
Por ser \V =-- (YF~: l E. lR_i) um processo de Wiener padrão e nossa 
janela determinística: ternos: 
t 0 = O e W0 -:·:: O a.s.; 
W, - N (0, i), se t E W,; 
Cov (W1 ~ W_,) =0 Mín (t,s), se t 1 s E W,.,; 
W, ,_ W, - N (0, t -- ") , se t," E W, e t - " E IR+; 
Cov(H11 ~- W.~,H!v -- w·u) ~~·.O, se t,s,u.,v ;:;_ W,., 
e t ~ s, v-- u, u ~tE JR+· 
(1.2.1) 
Por hereditariedade da independência, unicidade do jacobiano da 
transformação e o fato de as variáveis serem normais, temos a.s seguintes proprie-
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da.des de X'' (X1, tE IR+): 
t 11 '"'O e Xu :c:- O a.s; 
X1 - N (a.l,l<>2), se t ( W,; 
Cov (.X,)(,) o. Mín (1, s) a' ,se I, s f Wn; 
X,- X .• - N (o(t · s),(t ·· s)a'), se t,sE Wn e l-sE IR+.; (1.2.2) 
Cov (Xt --X~. Xv Xu) :=-O, se t, s, u, v E W,1 
e t ----$:V- u.,u- tE JR+. 
Assim, poderemos, sem muitas dificuldades, encontrar os estima-
dores de máxima verossirnílhança e de momentos de a. e cr2 • 
1,2.1 Estimação por Máxima Verossimilhança 
Chamemos nossa amostra, para simplificação de notação, de A, ou 
seja, A=-.., (X1,,X12 , ••• , X1 .. ( Se, em vez de tomarmos A, tomarmos 
X t, -i )' 
nenhuma informaçã.o amostrai se perde e conseguímos uma transformação que 
ortogonaliza a relação entre os eixos da.<; observações do processo, o que, por serem 
normais as variáveis envolvidas, leva-nos à independência, por 1.2.2 
Seja L (a. a2 I A~) nossa função de verossirnilharlça: 
n 
L (a, u2 i A~) CC~- rr L (a, o2 i Xt, -- Xt, .. ··l) 
•c.cl 
Para que encontremos os estirnadores de máxima verossimilhaJlÇa 
de a e o-2 , devemos ma.ximizar L (a,o-2 ! A~) em relação a ambos os parâmetros. 
Temos que: 
TI (" ') lnL(o,a'!A.)- 2tn(2no
2)+1n lJ(t,-1,_ 1)'  + 
t =1 
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Portanto, tomando a derivada com respeiw a a, temos: 
a~ (1, - t, I)) 
l ( ~~ X, ~~ at ) 2 ~ " ' " • 
" 
e a igualando a zero, obtemos: 
(l ~2~3) 
É interessante notar que 1 apesar de tornarmos n pontos em. nossa amostra, utili-
zaremos apenas a última observação para o cálculo de nosso estimador. 
Derivando, agoraj em relação a cr2: 
i! ( 2 
·;zln L a, o 
o a 
( -1) "' (x,,- X,,~, - a (t, -· t,~,J)" 
---) ~- -· ·~----·~---·-····------· 
2a4 ~ t, --- t, .. 1 
Igualando esta derivada parcial a zero, segue que: 
~o 
ou 
--- n -~ 
Temos, então: 
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X )' t, -- 1) ~T~L'-
" ·---- -- ---- ---------------------
{1.2.4 ) 
Atendidas as condições em Aposto! (1 977) págs. 380 e 381: contidas 
no Apimdice, Definição 91 podemos, então, afirmar que ih e âf são os estimadores 
de máxima ·verossimilhança de a. e a1 , respectivarrwnte. 
Verifica-se que â1 é idêntico ao obtido em Stoyanov e Vladeva 
(1982) sendo que âf difere apenas pelo fator n/(n ~- 1), introduzido pelos au-
tores de forma a obter um estímador não-viciado. 
Proposição 1 A distribuz"ção de â1 é dada por: 
{1.2.5) 
e 
( X ) I Var(âl)=Var /' =;2·1/ar(X...J= 
n ' n 
(1.2.6) 
Como X 1, '"" N (at,.na1tn) e por ser â1 uma funçào linear desta, 
temos que â1 também é normal. D 
Proposição 2 a 1 é consistente .se e .somente se a seguinte condição for satisfeita 




fxgy_a: Note-se que E(âJ)) c-., a e 1.2.7 nos leva a: 
Jim Var(â.) .... O. (1.2.8) 
rt--~(XJ 
Assím, J .2.7 seria suficiente, por Tchebyshev. Para provar a ne-
cessidade, note-sC' que a funçã.o característica d{~ à1 é dada por: 
e que 1J>a 1 {ô) .... " exp(zsa), isto é, â1 _.!!.~a, se e somente se L2.7 ocorre. Sabemos 
que, S(~ urna seqüência de variáveis aleatórias converge em probabiHdade para uma 
determinada v.a., mesmo que degenerada, sabemos que essa seqüência também 
converge para esta v.a. em distribuição. Aplicando ao nosso caso a contrapo-
sítiva desta aflrrnativa., se nosso estimador não convergir para. a em distribuição 
implica em que não houve convergência em probabilidade, provando-se, assim, a 
necessidade. 
Para que encontremos a. variâncía de ô; de uma forma elegante, 











'/, f J 
Proposição 3 A ebperança e a variânáa de óf sào dadas por; 
I( z 2 2) ~· ( n ~- ] ) a + a ln -- a t,. 
n 
n -- 1 ., 
~- ~----- (f w • 
" 
2 ) a t., 
(L2.!0) 
(1.2.]] ) 
Temos, por Sear]e (1982) pág. 355, V ar (Z'CZ) =-· 2tr (Chz} 2 + 
4t;ZCEzCJ1z. Como CEz ~:;::; Co211,. ::.::: a 2C. SejaM::::: C 2 ~,-, jm,;]· Temos, ent.âo: 
.", n ·~ ( r~·)' ., 
rn, .. L c;,= L -y d,d, + (tn - d,)" 
k=l k;l-1 
n 




tn, 1 - L Ctkck;~ L c,kCkJ + c,c,J .. +- C1Jl:3J 
k"'-.1 kil.J 






' Ir (C:Ez) tr (a' C') •••· Ir (a'M) • a4 L (t;, ··· d.tn) 
~· (n J)t~a4 
l'\ote-se, ainda, que: 
> c~ (' ' c 2 /f C 2 I A1 Mz _,L_.jz -'fJZ -- fiz a ,., p,z =-a flzlt. pz 
Temos, portanto: 
1 ' ( ' ) 
------v ar Z CZ 
n2(1 
n 
Proposição 4 ãi é consistente, ú·,dependente da janela de observação adotada. 
lirn V ar( á-~) '~" O. 
n~oc-
(1.2.12 ) 
( 1.2.13 ) 
Assim, por 1.2.12 e 1.2.13 , utilizando Tchebyshev, ó} é consistente, 
independent,e da janela tomada. O 
13 
Notemos que as restrições imposti:ts à janela de observaçâo sâo ne-
cessa.nas apenas para garantirmos a consistência de à1 • Como desejamos que 
arnbos os estimadore.~ sejam consistentes, devemos atendê-Jas. Urna boa. proprie-
dade, com relação aos cálculos computacionais, de â.1 se perde entretanto em â 1 : 




f.rQyª: Vimos) durante a prova da Proposição 3, que &f pode ser colocado corno 
uma forma quadrática. em um vetor aleatório normal n-dirnensional. Com isto, 
~t:t·ô12 pode ser escrito da seguinte forma: a· 
e, por Seasle (J97l) pág. 57, l;:C tem que ser idempotente para que ~~&f tenha 
distribuição x2 • SejaM::..-: C 2 de forma que: 
Assim, -t·LC é idempotente e, conseqüentemente: 
" 
(L2.l5) 
O parâmetro de não-centralidade é dado por: 
p.'z ( 1 C) JlZ = 1 f= f= 1'·1'•''' = 1 (t p;c, + 2 f= Jl,p.,c,,) 
ln ,. ln 1,::-J J""·l ln J:o] l<J 
;: (t,d, (t.,- d,)- z~j,iJ.i~v'd.d,) 
~: (t; ... t, (d,) 2 •.. 2 ~ d,d,) - ~: (t;,- t, ~ d,d,) ~·o. 
l4 
P ·1 '> 10 E('') _ or .~. , 0 1 '-~: 
podemos dizer então que r (t~;C) c:c n 1 e, conseqüentemt:nte: 
n ., " ) ., 
---·:;-&)"" x~ (n- 1,0 =-- x- (n- 1) .[J 
rr 
Ser-nos-ia inten~ssante montar intervalos de confiança para os nos-
sos parâmetros baseados em nossos estimadores. Para isto, necessitamos do se-
guinte resultado: 
Proposição 6 à1 e â} 8ao independentes. 






Por Searle (1971) pág. 
On, isto é: 
59 ' ' 1 • . d d l E'~ C' , a 1 e a 1 sao ll1 epen entes se e somente se ~-1-:,y 1 .,:,.,z / ::::-.:: n" 
ou seja, temos que provar que E 1C = On· Temos: 
n n 
lE1C], --- L e3 c3, = e,c,. -t- L e3 c3, 
)"'1 Jft 
jt,-~~~ (1,- (t,- t, !)) - t jt;= ~~=~/(t~=~.~J(t;:-i~~~) 
,,, 
Logo, á1 e ôf são independentes. [=J 
A fim de construirmos intervalos de confiança para a, teríamos: 
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i) se o2 for desconhecido: 
(' 
-yll~ ( â1 -- a) 
------ - - N(O,l), 
<J 
o que nos leva, pela independência entre os dois estimadores, a: 
ou seJa, 
Para um intervalo de confiança de 100(1 ~- o:)% 1 teríamos: 
,-·------~-~--
y(n ---l)tn(â,- a) 
_r-~ 
v'no1 
onde s-ij é tal que P (t!n~l) -~s-i) 
se na: 
íi) Caso a2 seja conhecido: 
1 ~ ~. Assim, nosso intervalo de confiança 
onde é tal que P ( Z :S z~) -- 1 - ~,sendo Z ""' N(O, 1 ). Com isto, nosso 
]6 
intervalo de confiança seria dado por: 
Um intervalo de confiança para o1 é facilmente obtido, pois: 
onde qa é tal que P (Q :S qo:) ;;;.c a, tendo Q distribuição x!n--I)· Sendo assim, um 
intervalo de confiança de 100(1 -· n)% de o2 baseado em õ; seria dado por: 
1.2.2 Estimação pelo Método dos Momentos 
Nesta subseção, iremos trabalhar com o método dos momentos con-
tldo na Definição 8 do Apêndice A, para, posteriormente, comparar os estímadores 
de a e o1 , por este método, que serão chamados de ã 1 e õ}, com os obtidos pelo 
método de máxima verossimilhança. 
Os estimadores pelo método dos momentos nesta monografia serão 
c.alculados de forma que sejam a solução de uma equação em que se iguala urna es-
tatística de nossa amostra cuja esperança seja uma funçã.o linear de nosso parâmetro, 
que é conhecida. como momento amostra! à sua esperança~ conhecida como mo-
mento teórico. 
Neste caso, temos, por exemplo: 
( X X ) E 
t,- t,,"j -
·------ --a 
tl - t, __ l -
··-1 ··~ V ar (x · X ) + 
_, --- _, t, t, __ l 
<' /,, __ 1 
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Com isto, nosso estimado r de a é dado por L2.1 7 e o estimador de (i·) por: 
(1.2.18) 
Notemos que nenhum dos dois estimadores coincide com os respectivos encontra-
dos pelo método de máxima verossimilhança. A provosição a seguir nos dá a 
distribuíçâo de ã1 : 
Proposição 7 A di8tribuiçâo de ã 1 é dada por: 
_P_rn_y_<}: Pelas propriedades dos estimadores de momentos contidas no Apêndice B, 
ã1 é não-viciado e 




2t -(-~1---)c; V ar (X,_-- X,,_,) n ,=- 1 t, - it--1 -
·--
1
.I>( _L_)2 o 2 (t, - t, 1 ) 
11"' t=l t, - t·-·-1 
1 n 2 ,- )1 a 1L (t, -- tt---1 
n 1=-J 
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Além disso, sendo â1 uma combinaçào línear de v.a.s normais in-
dependentes. temos que à1 também é normal. CJ 
Uma importante propriedade nos é dada pela seguinte proposição: 
Proposição 8 ã. 1 i consi.stente se e somente se: 
=o. (1.2.19) 
Ergyª: Ternos que E(ãJ) -- a e, por 1.2.19, 
lim Var(ã.I) "''"'"O. 
n--+oc 
Portanto, J .2.19 é suficiente para que â1 seja consistente. Devemos, agora, provar 
que esta condição é também necessária. Sabemos que a função característica de 
â1 é dada por: 
Para que ã. 1 convirja em distribuição para a, devemos ter </>ii. 1 ( s) ---.lo exp ( zsa), que 
ocorre se c somente se 1.2.19 for satisfeita. Como a convergência em distribuição 
para uma v.a. degenerada implica na convergência em probabilidade para esta 
constante, está provada a necessidade. [] 
t importante observar é que para à1 ser consistente, nào podemos, 
ao aumentar a amostra, diminuir excessivamente a diferença entre os tempos de 
observaçâ.o; assim) devemos aumentar nosso intervalo observado à medida em que 
aumt~ntarmos o tamanho da. amostra. Aqui) não nos basta~ como no estimador 
anterior, controlar tn. Devemos controlar todos os elementos de Wn de forma a 
obtermos consistência. 
Proposição 9 A esperança e a variâr~cw. de õi úio dadas por: 
( L2.20 ) 
• -2 20"4 ( . t;, ( ·~ ) 2 1• ar (a,) = --- 1 c-~· L (t, -- t,_,) · 
n n" 
'""' 
( t" :L" ( ) .. ] ) -- t-t --1 2 ' •-1 . 
n ''""J 





Para o cálculo da varíânda de ãi j utilizaremos novamente a notação 
matricial e as definições usadas na Proposição 3. Analogamente ao caso do (~sti­
mador de máxima verossimilhança, podemos escrever nosso estima.dor na notação 
matricial: 
(1.2.22) 
onde Z foi definida na sub-seçção anterior e F nxn ~ [f~) é de forma que: 
t ~- .J; 
l # J. 
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Sabemos, por Searle (1982) pág. 355, que, sendo Z um vetor 
aleatório normal n-dirnensional, a va.riância de nosso estirnador pode ser calcu-
lada da seguinte forma: 
V ar (Z'FZ) cc 2tr (F:Sz)' ~ 4!'zF:SzFI'z 
" 




1 f J. 
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Temos então que: 
Portanto: 
1 ' ) 1 ( ( )' ' ) ;;:0Var(ZFZ = nG 2tr FEz ~+4pzFEzF,uz 
1 (? '( 5 '} 21 .ç~d-·-1---~-t'(~d-')')' n" "a n ---n ";';-;, , ";';-;, , 
22(22\,!:...,d __ l 4t)) 4a. a n t,;';-; , - n ,., 
2'( t'(" )' - __ a_ I+ _B, I.;(t,-- t,.,) 
n n·' T'"-1 
2tn ..J..':-., ) J) 
-;,c; L.(t,- /,_, '' 
' ·~:1 
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Na proposição, exibiremos as condições suficientes para a con-
sistência d(' nosso estimador: 
Proposição 10 Para que õi sey·a consístente, temos como condições suficientes: 
'"o (1.2.23 ) 
e 
t" lim "" _-::-·-O. 
n-->oc n 
(1.2.24 ) 
f1:9211: Por Tchebyshev, se tivermos: 
lim .E (<>i) "" a 2 (1.2.25 ) 
1)--->00 
lim V ar (ãi) = O, (1.2.26 ) 
•!-•00 
temos assegurada a consistência de &f. Vemos que 1.2.23 implica diretanwnte em 
1 .2.25 e que,para 1.2.26 ocorrer, devemos ter: 
(1.2.27 ) 
Temos que 1.2.27 pode ser colocada como soma de produtos de 
1 .2.23 e 1 .2.24 . Assim, estas condições são suficientes para a consísténcia de õ-i. 
Estas condições podem ser interpretadas da seguinte forma: 1.2.23 
implica em que não se deve deixar que haja um desequilíbrio muito grande em nossa 
janela de observaçào1 ou seja, não devemos tomar nossos incrementos convergindo 
para O pois esta convergência poderia ser rápida o suficlente para que L2.25 não 
oeonesse; e 1.2.24 implica em que tn pode crescer indefinidamente desde que 
seja de ordem inferior a n, isto é~ os acréscimos devem ser feitos de forma a o 
último tempo amostrado i<~r uma ordem n/' O < p < 1. Por exemplo, basta-nos 
tomar ln .c.c: n 112 para que 1 .2.26 seja satisfeita, pois esta condição nã.o contradiz 
a condição 1.2.23 . 
A proposição a seguir nos dá a distribuição d(' ãi sob determinada<:> 
condições. 
Proposição 11 






n 2 = tnL(t,--tt-1)·-l 
~~~ l 
(1.2.28) 
fr_Q_yª: Utilizando a forma matricial, 1.2.22, para õ-f , te.mos a seguint,e igualdade: 
n _2 Z' F Z 
0 
:i 0 1 -·· -;; ;:;2 ~- · (1.2.29) 
Com esta expressão, temos que provar que ~!:1 F € idempotenl,e. 
C' l Q < ' F' b < < d t )~ri d"' 1 <) ;_-;~e_n( o nxn "" íq1.JJ .-.::: e su stlturn o n "'--""k""-I k por n~ 1 terernos; 
f' 
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ou seja , F /n 2 é idempotente se e somente se 1.2.28 for satisfeita. Substituindo-se 
1.2.2~ em 1.2.20: 
n -- ] ., 
--------a~. 
n 
e, por Searle (1982) pág. 57: 










l>(J/ ~ x' (n- 1,0) • x' (n- 1). 
a 
desde que 1.2.28 seja satisfeita. C:! 
:\Iovamente lrcmos encontrar intervalos de confiança baseados ern 
nossos estimadores. Para isto, seria interessante descobrir em que condições ã1 e 
õ-? s<io independentes. 





onde H -o- f -J-d--. -~d-=, ... , - ~d-~) 1 Analogamente aos estimadores de máxima 
\\l•tVz \'n 
verossimilhança, para que nossos estíma.dores sejam independentes, devemos ter 
HF --"-" 0,.,. Como: 
para que nossos estimadores sejam independentes, devemos ter 
n 
n 2 - ln :z:: (t.,- t,_,r' CC o, 
J 
para todo t, ou seja, ternos que atender à seguinte condição: 
(L2.31) 
Calculemos, a princípio, intervalos de confiança de 100(1 - a)% 
_para a baseados em ã1 . Sabemos que: 
n(ã, -a) 
--~_:::::o;==...--:;::.=== ....., 
at/2::~=1 (t, -·- t,-tr 1 
N(O,l). 
Caso c/' fosse conhecido, por analogia à Seção 2, teríamos o se-
guinte intervalo de confiança de 100(1 -- a)~i;: 
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Se o 2 for desconhecido, suponhamos que os estimadores sejam in-
dependentes, ou seja, a condição 1.2.31 vale. Novamente por analogia à seção 
a1lterior, nosso intervalo de confiança de 100(1 a)% é: 
(
. 11_ . ri-_ ) 
al --v} -··--~·-ols~~lal ~ \í ------als';i-
n----1 - 'n---1 " 
Para az. somente se J .2.28 for satisfeita, haverá possibilidades de 
construir um intervalo de confia11ça visto que esta hipótese é imprescindível para 
que ã-f tenha uma distribuição (~onhecida. Nest-e caso, um intervalo de confiança 
para a 2 será análogo ao da seçâo anterior, isto é 
1.2.3 Conclusões do Caso com Tempos Determinísticos 
lremos, agora, fazer um brevf' comentário sobre um interessante 
caso particular do anteriormente exposto. Sejam fi::-:::- t 1 - t, __ h t =: 1,2, ... ,n e 
t, 1 ::.~-O. Estamos diante do equi-espaçamcnto dos elementos de Wn. Neste cenário: 
~2 -2 








n ·- 1 .1 
--·----a-
n 
2(n- I) 4 ~----~---- (J • 
n~ 
O interessante a ser obsNvado é que, dada a condição de eqUJ-
espaçamemo, ou seja, f- 1 --=-- t1 _ 1 '"'"· th para todo ·1, teríamos os estimadores pelos 
método dos momentos c de máxima verossimilhança idênticos, para ambos os 
parâmetros1 sendo que os estimadores de momentos seriam ind("pendentes. Quanto 
às suas propriedades assintóticas, teríamos os estlmadores de ambos os paràmetros 
consistentes. 
As propriedades dos estimadores estudadas até o momento nos 
mostram que, até agora, os estimadores de o2 são assintoticamente mais satis-
fatórios do que os de a, no sentido de que aqueles são consistentes sob qualquer 
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espaçamento que se utilize, enquanto esses necessitam que não se diminua de forma 
forte o espaçamento, quando aumentarmos o tamanho da amostra; isto significa 
que não podemos fixar um intervalo e neste aumentarmos progressivamente o nosso 
tamanho de amostra. Por esta razão, como queremos que todos os estimarlores 
sejam consistentes, temos que, à medida em que aumentarmos o tamanho da amos-
tra, aumentarmos proporcionalmente o intervalo em que a estamos observando. 
Passemos à uma análise final comparativa entre os estirnadores 
obtidos pelos dois métodos em janelas mais gerais. 
Um detalhe interessante é o de que o EMV de a no caso discreto 
é idêntico ao respectivo EMV cakulado na introdução deste capítulo no caso 
contínuo caso Máx tn _·.o:= T, ou seja, basta.-nos tomar uma amostra discreta. em 
que tomemos como maior elen:Jento de Wn o supremo do intervalo contínuo ob-
servado para que obtenhamos resultados idênticos aos obtidos pela amostragem 
contínua. 
Quanto a a 2 , na literatura de amostragem contínua, não há ne-
nhum resultado expr(;'ssivo, visto que as medidas gerada'3 por af i aª seriam 
singulares 1 o que impediria o cálculo de um estimador de máxima verosimilhança. 
Comecemos nossas análises por a 2• Vimos que ôf apresenta duas 
características muito importantes que õ-f não possui, a menos que 1 .2.28 ocorra: 
tem uma distribuição conhecida, chi-qnadrado e é sempre consistente. Isto pode 
nos levar à preferência daquele estimador em detrimento deste. Entretanto, para 
pequenas amostras, podemos ter o El\fM melhor do que o EMV. Para isto, deve-
mos utilizar o erro quadrático médio ( EQM ), por serem ambos viciados. Nesta 
análise, B (ô) será o vício do estimador Ô. Ternos os seguintes erros quadráticos 
médios dos estimadores em estudo: 
EQM (ãi) ~··V ar (ãi) + (B (ui))' 




Com isto, para encontrar sob que condições um estimador se comporta melhor do 
que o outro, tomemos a diferença. entre os seus EQM's. 
EQA1 ( ii;) ··· EQM (ui) 
Note-se que não podemos dizer, de forma geral, qual dos EQAf's 
é menor, pois, na realidade, como veremos a seguir, cada um deles é menor em 
uma determinada regiào. 
Comecemos pelo caso em que ambos têm distribuição x2 (n- 1). 
Sabemos que isto ocorre sempre para ôf mas necessitamos tomar, de acordo com 
a Proposição 11' n 1 ::::=; tn Lk=I (h --- lk--1 r I' para qm~ também ocorra para õ-f. 
Com esta condição satisfeita., os estimadores se equivalem. Um ca':>o 




Vejamos em que situaçã.o EQM (âi) ?- EQlvl (âi)- Seja: 
(1.2.33) 
Isto ocorre pois. ca<>o contrário, pelo último termo de 1.2.21 , l/ar (õf) poderia ser 
negativa. Se tomarmos 1.2.:n negativo e 1.2.33 , temos: 
a
4 (3G2 4G 
-- ----~- --- ---- --
n n n 










Tornemos um caso particular: a ::-:c O. apenas para se ter uma idéia 
aproximada das regiões que favorecem um ou outro estirnador. Teremos a desi-
gualdade satisfeita quando: 
Logo) neste caso {a= O), como G? 1, E(Jlvf (5?) S EQ!'v-1 (ôD se 
c somente se 1 :::; G S 11/6, ou seja, nenhum dos dois estimadorcs é mais preciso 
do que o outro em todos os casos. Seria interessante descobrir a partir de que 
valor de G, o erro quadrático médio de õ-i se torna menor do que o de ãi. Seja G 2 
este ponto. Sabemos, pela solução encontrada anteriormente que: 
11 
6 
indicando-nos que basta termos G > 11/6 para qm' garantamos ser õf .mais preciso 
do qu(~ õ-f. Juntando este fato ao de que aquele e.stimador tem uma distribuição 
A 2 (n ~- 1) qualquer que seja G enquanto o outro se e somente se G '-'" 1, o estimador 
de máxima verossimilhança pode ser preferível ao estimador de momentos, Estes 
resultados nos levam à seguinte proposicao: 
Proposição 13 EQM (üi) ', EQM (üi) se G > 11/6, 
Façamos, agora, uma análise da relação do comportamento a.<>-
sintótico dos erros quadráticos médios dos dois estírnadores de o-2• Neste caso, 
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é interessante avaliar a eficiêncía relativa assintótica dos estimado.res. Para isto, 
utilizamos a razão entre Ofl dois EQM's: 
E' Q 111 (<Jij 
EQM (ôf) 
Tomando-se a expressão acima, temos a seguinte proposíç.ão sobre 









l\~otemos que as condições impostas para que os dois estimado-
res sejam equivalentes sào urn pouco mais fortes do que as exigidas para que õ-; 
seja consistente. Para que o estimador de máxima verossimilha.nça seja assinto-
ticamente mais eficiente do que o de momentos, basta-nos tomar nosso intervalo 
aumentando de forma drástica à medida em que o tamanho da amostra aumentar. 
Façamos uma breve revisào das características dos estimadores 
por máxima verossimilhança e por momentos. O primeiro tem distribuição qui-
quadrado qualquer que seja a janela de observação que se torm~. O EMM só possui 
esta distribuição caso G =- L Além disso, note que basta-nos tomar G > 11/6 para 
que o erro quadrático médio do estimador por máxima verossimilhança seja menor 
do que o respectivo pelo estimador de momentos. Como é possível tomar G de 
forma que a eficiência relativa do K'-.1V seja superior à do EMM, sendo sua forma 
mais simples e tendo sempre uma distribuiçã-o conhecida, há motivos razoáveis 
para se escolher o estlrnador por máxima verossimilhança ao invés do estimador 
de momentos. 
Iremos, agora, comparar os estimadores de a pelo método da máxima 
verossimilhança e momentos. Para isto, visto serem ambos não-viciados, utilizar-
nos-emas das respectivas variâncias: 
31 
Com isto, teríamos as seguintes possibílidades: 
' ~, .. ~(T'tl- T-~-)--1, cujo caso particular é o já conhecido equi-espaçarnento, 
"---''"' l l I J 
os estirnadores têm a mesma variância; 
b) se tn > nz - ~ --------·~--~- entao a1 tem menor variância do que a de a1·, ou 
'" (t ~ t ) ', ,_.,~,j i l-1 
2 , , 
c) se t < ____ _n_ ___________ .. entao a1 tem menor variância do que a de â 1 . 
' n 'C'" (t -t )-" L....,=J j , __ 1 
Note-se que (c) equivale a G < 1, o que Ja vimos ser impossível, 
devido à varíância de õi. Assim sendo, temos provada a seguinte proposição: 
Proposição 15 
com igualdade se e somente se 
n 
n2 :c:::. t,..L (t, -- t,.-~r~. 
i"" 1 
Seja d, = t. --- t 1 ._ 11 t = 1, 2, ... , n. Tentaremos, a seguir) estudar o 
comportamento relativo das duas variância.s com base nos incrementos impostos 
aos elementos de Wn. Utilizaremos (a) sem perda de generalidade dos resultados. 
Temos que V ar (â-d =V ar (ã1 ) se e somente se t,, 2:~"" 1 d;- 1 """ n2 • Isto implica em 
que: 
n n 




Com isto e mais a Proposição lEi, teríamos: 
V ar ( â,) < V ar ( â,) '* n ( n - 1) < 2...: ( t, - t, _ 1) ( t, - t ,_,r 1 {1.2.37 ) 
F;i-J 
Analisemos um caso ideal em que queiramos controlar nossa variâncía 
passo a passo. Suponha-se que, para todo n, tenhamos as duas variâncias iguais. 
Sabemos que o equi-espaçarnento, d, = d1 para todo z, é uma condição suficiente. 
Iremos provar, utilizando-nos de indução finita, que ele também será necessária. 
Para. n =- 1, 1.2.36 vale sempre. Para n = 2, temos, por 1.2.36 , 
que: 
? - d d"'" 1 ' d d' 1 ~-1;~·~-2:-]• 
equação qut~ é satisfeita se e somente se c 70:: 1. Provamos q1w vale também para 




n-1 n--l n-l 
''dd l. d' 1 ,-d . d Y'd·l 
=L 1 J ·t· 'n L..-'' -r nL..- n 
(n -1) (n- 2) c. d;'d1 (n- 1) + dnd;' (n --1) 
cuja única solução é, com raciocínio análogo ao anterior, d1 ::-;:- d," ou seja, acabamos 
de provar a seguinte proposiçào: 
Proposição 16 V ar (âi) -- V ar (à i) para todo n se e somente se t, -" t,_ 1 t 1 
para todo 'l. 
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Quanto à eficiência assintótica, teríamos: 
\ar(à 1] 
Var(â 1) ) 
_, 
--- tt-- 1 , 
Note-se qu~ o termo cUJO limite estarnos tomando é G que sabe-
mos ser maior do que I ou igual a ele. sempre, ou seja, o estimador de máxima 
verossimilhança de a é. em geral, assintoticarrwnte mais eficiente do que o respec-
tivo t;stimador pelo método de momentos, sendo que ambos serão assintoticamente 
equivalentes se e somente se limn----->oo G =- J. 
Analisadas as relações de eficiência dos estirnadores de a e a2 pelos 
dois métodos em estudo, parece-nos que, neste caso em que os tempos de amos-
tragem são det,erminísticos, o melhor método de estimação seria o de máxima V{O-
rossirnilhança, visto que o estirnador obtido por e:::;te para a tem sempre variância 
menor do que a do obtido pelo método de momentos. Quanto aos respectivos es-
timadores de cr2 , o de máxima verossimilhança se apresenta sob qualquer esquema 
amostral com distribuiçà.o qui-quadrado, enquanto o de momentos necessita de 
G=: L 
1.3 Tempos de Observação Aleatórios Observáveis 
Como explicado na lntrodução, consideremos aqui W" uma janela 
de observaçã.o aleatória cujas observaçôes das variáveis aleatórias que a compõem 
farão parte da amostra, ou seja, conhecemos, a posteriori, em quais tempos amos-
tramos o nosso processo X. 
Por ser Wn urna jane-la aleatória, denotaremos os seus elementos 
não mais por i-1 e sim por 7 1 t =-- J, 2, ... , n. Assumiremos serem os T, 's os tempos 
dos saltos de um processo de Poisson de parâmetro A. Temos, então, as seguintes 
-propriedades: 
Tu "-"" O e VV0 = O a.s. 
VF1 i Wn ""N(O,t), setE Wn 
COV (W,,W,! W,) = Mín (t,s), se t,s E W, 
VF1 ·~· W,, 'Wn ""'N (O,t --- s), se t,s (: Wn e t --- 8 ;;:_: ][(._ 
C01l (VV1 ·--l-118 ,Wu -- W, 'i Wn) -=O, se t,s,u,v ,E W, 
e t -- s,v -- u,11-- tE IR-: 
r, --- '•-·l i:i.d. ,....., Exp (.\) 'l -- 1, 2, ... , n. 
(1.3.38) 
Por hereditariedadf~ da indept~ndência. unicidade- do jacobiano da 
transformação e o fato de que as variáveis serem Normais dado W,, ternos as 
seguintes propriedades de X"'" {X1, tE _DL+}: 
1.3.1 
Tu .-:. O e Xo c::c- O a.s. 
X1 Wn ,.....N(at.ta2 ),set.E:· Wn 
COV (X1,X .• I W,) = Mín (t,s) u 2, se t, sE W, 
Xt,~-X,,!Wn '""'N(a(t--8),(t-s)o-2),set,s( Wn 
e t ·- sE IR., 
COV (X, X .. X,··· X, I W,) =O, se t,s,v,v c W, 
e t -- cS.v -- u,1t ---tE'~ IR."'. 
Estimação por Máxima Verossimilhança 
( L3.:l9) 
Utilizemo-nos de uma notação análoga à da Seção 2. Assim, nossa 
amostra serla A '"" (Xrn X,2 , ••• ,X,J' e definan1os B como sendo B -:::_ (A; Wnt 
Note que, se tomarmos A-. ::::::_ ( Xrp X,~ - X 71 , ... 1 X 7, - Xr, .. 1)' e 
T ;;:;; (r11 r2 - r 1 , ••• ,Tn -· Tn_ 1)', os elementos daquele vector dado T Sf:rão inde-
pendentes. Tem-se que os elementos de T também serão independentes. Defina-se 
B._ "'-o (A .. ; T)'. Em termos de função de verossimilhança em a, o 2 , B~ mantém as 
propriedades de B com a vantagem de que adquire as facilidades resultantes das 
propriedades de A,. e T. 
É conhecido o fato de que, no caso do processo de Poisson, os 
incrementos dos tempos dos respectivos saltos sã.o independentes e identicamente 
distribuídos, seguindo uma distribuição exponencial de parâmetro À, ou seja, T é 
uma v.a. 11-dirnensionaJ cujas marginais são i.i.d exponenciais de parâmetro À. 
Sabemos também que o processo de Wiener tem incrementos in-
dependentes, ou seja. como se vê em 1.3.39 . as componentes de Aw dado T sã.o 
independentes com distribuiçào normal n-dimensional. Temos, pelas propriedades 
dE· vetores aleatórios, que: 
L a, o~ 1 B* ( ,, . ) fs. (x;a,u 2 ) 
. ., 
- !A. (x;a,u· 
IA. (x;a,o- 2 
T ·~ t) h (t;a,o 2 ) 
T~t)h(t), 
visto que a distribuição de T independe de a e o-2 . Assim, para maximizar a nossa 
função de verossimilhança) basta maximizar f (A,.;a,o 2 i T). Note-se que tal ex-
pressão é funcionalmente idêntica à função de verossimílhança da Seção 2 a menos 
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da troca de i 1 por í 1 • Com isto 1 nossos estimadores de máxima verossimilhança, 
sáo funcionalmente idênticos aos anteriormente encontrados: 
(1.3.40 ) 
(1.3.41 ) 
É~ interessante notar que, se ..\ for des<:Onhecido e o quisermos esti-




estima.dor que teria as seguintes propriedades: 
Em c. l -À 
Var(i) 1 - n.\2. 
Voltando ao caso em que ..\ é conhecido, temos os seguintes resul-
tados quanto aos nossos estimadores: 
Proposição 17 A esperança e a variância de â2 são dadas por : 






V ar (â2 ) "' 
V ar(~,;) ''E (v ar ( ~~' I w,)) +V ar (E ( ~;" I w,)) 
(!') '(]) = E -:i-o Tn +V ar (a)= a E :_~· Tn 'n 
2 À 
--- a --- n 2: 2. [J 
n -- 1 ' 
Caso n < 2, a última esperança calculada diverge, sendo portanto necessário que 
a amostra tenha no mínimo duas observa.ções. 
Proposição 18 à2 é consístente, independente da janela de observação amos-
trada. 
PLCt\'{l_.: Note-se, por l.:-l.42 que: 
e, por 1.:3.43 , que: 
Pela desigualdade de Tchebyshev, â.2 é consistente.[] 
Proposição 19 
v2~i (à.,- a) 
/2~;~· -~ '"-' l('ln) · V MJ 
.ELQ:Y_ª: Sabem os. sendo á2 funcionalmente idêntico a á1 , que: 





Temos 1 então: 
onde L {f) representa a transformada de Laplace da função f. Se tomarmos .s '~À, 
k :c.~ n -+- -2 e m = {!_ ?:- ~J.~, teremos: 
-" 




1 r(n+ ~) ( y') "l 
-·--;-,=c-::_-_c -----.;------------- 1 + ----
y2nK I (n) 2n 
ou seJa~ 
Esta propmnçao nos dá um resultado muito interessante pois, a 
menos de uma operação linear, no caso uma translação e uma rotação, â2 segue 
uma distribuiçã.o l de Student e sabemos que, sendo Y uma v .a. com distribuição 
t de Student com n graus de liberdade, tem ela a seguinte propriedade: 
}"' -~ N(O,l), quando n-----,:. oo, 
Termos, assim, com relaçã.o ao nosso estimador: 
vi~ (à.z ····a) i 
- --~)- N(O, 1), quando n __ , oo. ·-;;2~~- (1.3.46) 
hemos agora analisar as propriedades do estimador de o2 • 
Proposição 20 A esperança e a var·iánáa de âE sao dadas por: 
E (c}i) ~ 
V ar (ôi) 
n- 1 ., 
-------o~ 
n 
2(n·· l) 4 
--·-·-·2"'""''' (J < 
n 
l~Im:ª: Por ser â§ funcionalmente idêntico a ô}, teremos que os momentos, condici-
onados aos tempos observados, daquele estlmador serão funcionalmente idênticos 




Corno 1.~L47 e 1.3.48 independem de nossa janela, temos provada 
nossa proposiçiw. [} 
Proposição 21 ffi é consistente, independente da y'anela de observaç{io amos-
trada. 
r.LQYª:Tendo êri as mesmas esperança t~ variància de õ-f e sendo este consistente, 
fica provada a nossa proposição.[_] 
Quanto à distribuição de á~, temos a seguinte proposição: 
Proposição 22 
ELQYa,: Temos, visto ser áf funcionalmente idêntico a &f: 
(1.3.49) 
o que nos leva a: 
tendo em vista a independênc.ia da distribuição de áf em relação à janela. Assim, 
por 1.:3.49 , chega-se~ finalmente, a: 
nâi 2 , 
- X(n-I)·D oZ 
A próxima proposição nos dá um interessante resultado sobre os 
nossos estirnadores: 
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Proposíção 23 â2 e âi Bào independentes. 
P_r_Q'.:{t: Como os estimadores desta seção são funcionalmente idênticos aos da seçào 
anterior, temos que á2 dado T e &i dado T são independentes. ou seja: 
f,,,,, (x,y! T "' t) ··· !a, (x i T 
h, (x i T 
t) f,, (y i T = t) 
t) f,, (y) ' 
visto que âª independende de T. lhílizando-JJOS do fato de que as três v.a.s em 
questão têm distribuições absolutamente contínuas e trabalhando com o conjunto 
{I: h (t) > 0}, temos: 
fa:,T_ (x,tlf,lJy) 
h (t) 
Simplificando-se a expressão acima e integrando-se em ambos os 
lados em relaç.ão a t, obtemos: 
i fa,.a,,T (x,y,s) ds =], fa,,T (x,s) !51 (y) ds, 
A primeira integral representa a função densidade de probabilidade 
conjunta de nossos estimadores. Quanto à segunda, sendo õ-i independente de T, 
representa o produto das duas funções densidade marginais, ou seja: 
Esta proposição juntamente com o resultado 1 .3 .46 e a Proposição 
21 nos leva à seguinte proposição: 
Proposição 24 
41 
t'. pela proposição 21: 
Ôz d 
--· 1 >o 
e, ainda, pela proposição 23, utilizando-nos do Teorema de Slutsky: 
Como na seção anterior, iremos agora construir intervalos de con-
fiança para os parâmetros a e u2 baseados em nossos EMV's. Comecemos pelo 
caso em que o 2 é corJhecido. Temos que o estimador de a segue uma distribuição 
absolutame-nte contínua de forma que: 
Temos, com o 2 conhecido: 
(
! /2n (â2 --- a)! _ ) P i ------c~-- ! <c S C' -
! \/2,\o ! -- cJ 
_ ~ VÀa r ) <a< a2 + ·--·-·;:::::--s~ ::::::: 1 -·a, 
- \ín ~ · 
onde 8·t f: tal que P (t[Zn) :~- sf:i) '~I-~· Assim, um intervalo de confiança de 
100(1 -- a)~;:f, seria da.do por: 
(a~,,- -~~~s" a~,,- ~~s .. ) ~ ..;:n ,, • ..;:n ' 
Como ôª tem a mesma distribuição de âi, podf~mos wnstruir um 
intervalo de ronfiança construído a partir daquele estimador análogo a.o dest€, isto, 
é: 
( n '') o, q:âz 
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Neste esquema amostrai. caso o2 não sfüa conhecido, só podt)rernos 
montar um intervalo de confiança. para a de forma assintótica. Utilizando-nos da 
Proposição 24, temos, analogamente aos intervalos normais que, para n grande, 
um intervalo de confiança de "100 (1 -- a)% para a. é aproximadamente: 
1.3.2 Estimação pelo Método dos Momentos 
Estudaremos, agora, os estimadores de a e o 2 , pelo método dos mo-
mentos, que serão chamados de ã2 e õi. Como veremos a seguir, este método não 
produz, para esse esquema de amostragem, estirnadores aceitáveis. Para que pos-
samos encontrar €stirnadores de momentos, devemos encontrar funções de nossa 
amostra de forma a igualarmos os momentos amostrais aos momentos teóricos. 
e 
Assim, 
E (E (•:<,, :,::.!écc> I Wn)) = a 
r, r, __ 1 
E (E (Jx~ ·~. ~':::')_' 1 w,)· ) 
I' I, __ J 
. . 
' E (o2 + a.2 (r,-- r,_t)) -~ o2 +: 
1 ~ (X,, ·· X,._.)' 
"" -~ 6 -~--~··~--,-~---' 
n ,,.~ 1 T, -- T, .. 1 
o que implica em que: 
( 
2 
1 '~ (x,. --- Xr, .. ,j 
"i ~. ··· I: ···· ..... · .. ~ .. ~·········'·· 




Neste caso, õ-i terá urna propriedade nada desejável que se refletirá 
na sua esperança. Sendo: 
teremos certas condições sob as quais õ-i < O. Isto a.contecerá se e somente se: 
- L -- - -- L -- < O, J (" X,' 1 (" X,)') 
n "'" 1 t, nÀ ,,-_. 1 i, 
isto é, 
o que nos leva à condição: 
Note que õ-i que é um estimador de um parâmetro positivo que, 
segundo as condições acima explicitadas, pode assumir valores negativos com pro~ 
habilidade positiva, o que não é uma propriedade desejável. 
Proposição 25 a2 i não-viciado com variância infinita, ou .seya, 
E(à2 ) =a 
V ar (ã,)' oo. 
(1.3.52 ) 
(L:l.S:l ) 
Pr.~~YJ1.: 1..3.52 segue diretamente das propriedades dos EMM's e ] .3.53 segue de: 
] . (') L' (]'".,V (X,,-X,, .. ,)) 
· ar a.2 :::::. v ar -- L ar ---=---~-~--~- = 
rt t.c=l 1, -·- 7, __ 1 
- \ f= (E (v ar ( )(_"'-=-!·~· ) 1 w") + v ar (E ()(~, -X,,! ) ' w")) 
11 '"·J T, -- 11---1 11 -- 1, __ 1 , 
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onde E1 (8) "~ .r;:ov ~exp(--.\s) d8 de forma que E1 ---+ oo quando s ___ ,O. 
Proposição 26 A dístribuiçâo de à2 é absolutamente contJ'nua com função den-
súlade de probabilidade, h,2 (x), dada por: 
J!.r~<t: Como ã2 é funcionalmente idéntico a à1 , temos: 
Ternos, então: 
n TI (>.exp(~-\t,)dtnH-;) 
J=1 
' 
n>." (z~o') 1 r= ... r (tt, ')-' exp (-À f_t, 
lo . ( 1"' 1 ""' 1 
dt.,dtr, l···dlJ.D 
Proposição 27 
E (<ri)~- oc 
V ar ( ãi) indeterminada. 
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(1.3.fe4 ) 
( 1.3.55 ) 
D (ii;) E(~ t tJt',,-= X,,J' .,. n',\ (t ~,,_:::X,,.,)') 
n l=l T, 11.-t •=-l r, ---- r, ___ 1 _ 
. . 
- E (E ('1 f= (x~ ~. x::::J~- +(f= X,,~"''"")'! w")) 
n 1"" 1 11 r,_ 1 n À '"' 1 T, --- r,_ 1 , 
- E(!; t (a'+ a' (r, - r, !) ) n', (t ·-:'".'._ ~ n'a')) 
1 ,~1 . A l"-l r, T,.--1 
1.3.55 segue diretamente de 1.3.54 . [J 
Jsto vem comprovar o fato acima mencionado de que õ:1 poderia 
assumir valores negativos com probabilidade positiva. Mais ainda , leva.-nos a 
inferir ter sua distribuição uma. cauda inff::rior pesada. 
1.3.3 Conclusões da Janela com Tempos Observáveis 
Novamente, os EMV's têm, a menos de constantes, distribuições conhecidas: 
vz; (à,- a) 
-~-------=---·-- ,.._, t (2n) 
V2>.a 
o que os torna muito interessantes para a construção de H~stes de hipóteses, inter-
valos de confiança, entre outros. 
Não tentamos encontrar a distribuição de ã~ visto ter esperança ne-
gativa, o que é inadmissível para um pretenso estírnador de um parâmetro sempre 
positivo. 
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1.4 Tempos Aleatórios Não-Observáveis Ordenáveis 
Consideremos. agora~ seguindo a ordem estabelecida na, lntroduçâo, 
1Vn urna janela de observação aleatória cujas variáveis aleatórias que a compõem 
não são observáveis, mas tem-se conhecimento da ordem em que amostramos o 
nosso processo X. Isto quer dizer que os tempos em qut.~ os tempos em que o 
processo {X1 : t ~:::-o} será tomado não serão conhecidos 11em a posteriori. Temos, 
neste caso . novamente atendidas as propriedades 1 .3.38 e I.::l.:19 , visto que estas 
sào independentes do processo amostrai utilizado. 
1.4.1 Estimação de Máxima Verossimilhança 
Como os T's não são observáveis, o cálculo da função de verossimilhança se torna 
mais trabalhoso e o d.kulo dos estimadores de máxima verossimilhaç.a só é rea-
lizável por meios numéricos, como ver-se-á em seguida. 
Sejam A~ e T como no caso anterior. Estamos interessados em cal-
cular tostimadores de máxima verossimilhança baseados em nossa amostra A.,, ou 
seja, desejamos maximizar L (a)a 2 ! A,.) com respeito a. a e a1 . Temos a seguinte 
relação: 
iA. (x;a,a') 
lO<:'··· Lxo fA. (x,tt,lt, ... ,tn:a,o2) dtndtT,_ 1 ... dt, 1 
- rx ... f'" !A. ( x; a, a' i t) h (t; a, o') dt,rlt,.' ... dt, lu .lo 
Utllizando 1.3.38 e 1.3.39 , temos: 
L (a,o2 , A,) ••- I h (t;a,a') !A. (x;a,o2 ; t) di 
r f- .. r ~~---),"~-~exp ( ( t ((À~ ;,"',) (t, ..... t, ,) 
u t• u oy2r.(t1 --t~--d \1"'1 .. o 
_(x,,--x, __ ,)' "·))) 
c· -?-;;-(
1
----t---1-- + ---,.\r, d (in -· t, .. ,) d ( t, .. 1 -- t,_ 2 ) •.. dt, ..,a~ , -~-· , __ 1 a 
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fit >.(t, ::·~!) jexp ( (\À+ 2":,) (t, ... t, .. ,) ·e 
,,-, 1 u ay 2n " 
+ ;', (x, ..... x,, ,) ) d(t, .. ... t''· ~~'"c'r 
2a2 (t, "t,.J) 
corn To ""'- O a .. s. 
Note-se que cada elemento do produ tório acima pode ser descrito 
como urna transformada de Laplace da função : 
multiplicada pela constante ~--exp ( ai (xt - X 1 _ 1 )), tomando-se s "" >. + _g..z'i' y2a a ' ' 2a 
0 'X X I k, :::·: V_:::_i _ _!_,o-~-~.::L .. e r,= l1 - t, __ h cuja solução, L (F(r,)), é: 
Assim, ternos que a nossa função de verossimilhança, L (a, a2 i A~) 
pode ser escrita como: 
Esta função, porém, não nos permite encontrar uma solução explícita 
de ú3 c â~ df: forma que L(â3 ,ô-§ I A*) seja o máximo para L(a,o2 ! A.~), a E 1R 
e o E .U-l+. Seria interessante se conseguíssemos descobrir as situações em que 
existe máximo para esta função. Note-se que esta funçiio pode ser colocada com 
o produto das funções g e h, onde: 
g (a, a') 
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h (a, o') 2 .) ' a . 
2o2 
A função y é tal que diverge, como funçâ.o de a E:' o 2, somente se 
o 2 _____ .. , O. gntretanl-o, caso o 2 -~-:-O, h pode convergir para O ou divergir. se, respecti-
vamente, log(h) >O ou log(h) <O. Como h é uma função exponencial enquanto g 
é apenas polinomial, se h convergir1 mosrno que g divirja, gh convergirá. Com isto, 
para que exista um máxirno, o termo da exponencial não deve ser positivo, ou seja: 
(] 
·- x. 
... '" (J' 
(1A.56) 
Como X.,,~-- 2:~"'" 1 (XT, ·-- Xr,_J, I Xr,. jS 2:~,_" 1 ! X,,-- X.-,_ 1 j, para que a condição 
1.4.56 seja satisfeita, basta-nos tomar: 
(1.4.57) 
sendo que torna-st-~ ! a r no .lugar de a, pela possibilidade de que o primeiro termo de 
1.4 .56 seja o produto de dois fatores negativos sendo que a poderia ser maior, em 
módulo, do que o respectivo coeficiente do segundo termo. Tome-se o quadrado de 
cada um termos de 1.4.57. Teremos que nos bast,a ser À positivo. Como sabemos 
que o parâmetro do processo de Poísson é positivo, existe sempre um vetor de 
estimadores de máxima verossimilhança. O estudo das propriedades assintóticas 
destes esürnadores seguiria provavelmente técnicas sofisticadas que fogem ao ob-
jetivo desta monografia. 
1 .4.2 Estimação pelo Método dos Momentos 
Em contraste com o ocorrido na seçao 1.3. os estimadores aqm 
obtidos terã.o propriedades satisfatórias, como ver-se-á em seguida. 
Ana.logamente aos casos anteriores, para que possamos encontrar os 
estimadores de momentos, devemos encontrar funções de nossa amostra de forma 
a igualar os momerJtos amostrais aos IIJOrnentos teóricos. Temos, por exemplo: 
X,, ,) ) ><E(E(X,,·-X,,_, :Wn)) -~ ><E(a(r,-r, .. J)) 
a>.E(r1 -r1 _ 1 )=~a., 1=1~2, ... ,n 
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V ar (À (x,, ... X,,.,)) c 
- À2 (E (v ar (x,,- x.,., I w") +V ar (E (x, ... x •... . w")))) 
·- À 2 (E((r,-r,.I)a')+Var(a(r,··r,.I))) 
..\ 2 ( a 2 .E ( 71 - 71_ t) -+ a2V ar ( T1 - T1- t)) 
., a· a~ ? 2 ( ' ., ) ;,~ -f+ ), 2- ;:~>..o·-+ a, 1 ~~' .1,2 •... ,n, 
ou seJa 
E ( (.1 (x,, ·X,, ,))') •• 
- V ar(>. (x,,- X,, ,)) -c E (À (x,, ··· x ... ,))' 
... _ Ào-2 + 2a.2. 
Segue que: 
ã, = 1_ ,;~À (x - Y. ) 
''-' L_; T, -" ''-] 
n J=;l 
Finalmente: 
- u; ... 
a., -::::: ------
,, n (1.4.58) 
e 
À ( " z 2X2 ) õj = -- L: (x,, .. x •.. ,) - ... !.. . 
n ,,= 1 n 
(1.4.59) 
Proposição 28 A esperança e a varíânáa de â;1 são dadas por: 











29 a3 é consistente, qualquer que se.ia a janela de observação amos-
l .. ' .. r ..<.)\.' .. ê. ·• 1'erJJOS E' (a' ) -- a e por 1 4 61 · .> ·3 .... ·., - . . .
lim V ar (ã,) = O. 
n--•oo 
Analogamente aos casos a.nteriores, segue da Desigualdade de Tchebyshev 
a consistência de ir:1• :.J 
Proposição 30 A distribuição de à3 é tal qu.e sua densidade é da seguinte forma: 
l?.LQV<}: Sendo ii3 I W,., urna combinaç.ão linear de variáveis aleatórias normais: 
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o que nos levaria a: 
n\/T~ ( r,.,(nx---Àar11 )) 
---:=--=---- ex p -- -----------------------------
y'27r Ào 2.\ 2o1 · 
AssinL 
f,,, (x) ~ j f," (v)/;;,!,,~, (x) dv 
'" 
A solução explícita da transformada de Laplace em questã.o não nos 
parece possívd visto que não foi encontrada em nenhum dos livros consultados nem 
fomos capazes de computá-la. 
Iremos, a s~:~guir, discutir as propriedades do estirnador de a 2 • Para 
o cálculo da variáncia de õj, necessitaremos, como nos casos anteriores, da notação 
matricial, sendo as seguintes as definições pertinentes a este caso: 
Proposição 31 
U "~ ( X,.p Xr2 -- );"r1 , ••• , );r, -- .\r, __ I)' 
J.l·U -:::: a(r1,T2 ~rJ, ... ,r,l ~ Tn--1/ 
1:u ~""" o 2diag {r h T2 ·- Tt, ... , Tn ·- T,.._t) 
K _-::_:]In_ 
T = (T, T,, ...• 1~)' ~ N (On, lln) 






4 (5n2 -·-2n+12) ~- 4.\a2a2 (5n 2 +-n+8)+ 
+4a4 (3n2 +2n-c6)). (1.4.63) 
EIQYª: Temos que: 
n-2"' 2 ~ 
~ -----u~ - -a". 
n >..n 
Usando a notação matricial, podemos escrever ã-.~ na forma: 
~ 2 )._ I 2). I 
u 3 = -- U U -- -·- U KU n n 2 · 
Algtms momentos condicionados a W,., das formas quadráticas en-
volvidas na. fórmula ac-ima são: 
E(U'U I W,.) = 
E ( T':EuT + 2J.I.l_r:EÕT + tt'uKp.u [ W,) 
- E (a't,(T,- r,.,)T,2 + a't,(r,- r,.,) 2 1 w,.) 
-- o2 :t (Tt- r, . ._J) E (1:2 1 w,) + a2 t (r,-·-·- T, .. t) 2 
::1 •=1 
" 
-- o1T, --+- az L (r,--- r, t)1' 
·~; l 
F a.r (U'U I Wn) ~-
---- V ar (a2 ~(r~-- T,_J) 1:2 -+ 2ao ~(r,-- Tj_I)~ T, i w..,) 
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" 
--- u4 L (7~ ~ T, _1) 2 F ar (r,2 i w.,)-+ 
t-=1 
. 2 2 Y' )" 
-t4a a L(r, --r,., "Var(I; I Wn) 
E(U'KU I W") 
( ' ' ' -E T'E&K:S(1T ~ 2p'uKE(1T + 11uK~tu 1 w") 
- E (a' t t y~T;-=~T,~ .,;-:;;=---:;;; 1;T, I w.) 
t=-ly~cl 
tE (zaar.tjl:=t~~1; I wn) +a2r~ 
n " 
-- a 2 L L \li,-~=-,-,-=~ .;r;~-:~-:; E (1~T3 ! 'Wn) + a2T?, 
'= l J=-1 
" 
·-· o2 L (r~ r, __ I) E (1:2 ! w.,) -+- a2 r?, =- a 2Tn + a2r?,, 
"''· l 
V ar (U'KU I W") "" 
V ar ( T1:E~JK'Et T + 211-'uK~t T + 1/uKJ.q; ! w.,) 
v- ar (a2 t t vT:-=--=-~--;: ,fr~-~:·=· T,_-~-T,TJ i wn) + 
- •=lJ=l -
+V ar ( 2aOTn ~ y/T,----=----7~-T; I Wn) 
-- oACov (t t Vi,-=-Tt=-~\i\ -- T1 _~-T,T1 , 
"" I J""l 
4(;;... 2r (2 )· 
- a -~(r,-- r,. I) v ar T, I Wn -! 
Cov (U'U. U'KU i Wn) = 
.- C ov ( a2 ~ (r, -- r,_ 1) T,2 + 2aa ~ (r, - r,_ J) g T~' 
n r< 
a
2 l: 2::: /r, r,_ 1 \F;~ r3 .-~T. T1 
'"''] )"'1 
+2aoTn t y'J-;-.~. r,_;-T, j Wn) 
1"'d 
n 
- a4 L(r, r, __ 1 ) 2 \!ar(~2 jW,.)+ 
'=--1 
E (V ar (U'KU i Wn)) 
( I 2 2 3) --- E 2o'r., + 4a a r" 
55 
V ar (E (U'KU! Wn)) = 
- V ar ( o2rn ·-i a2 r~) 
"~4 + a4 ( ~(;) 4) À 4 (~~~(:/)À -zn 
n"' 2(n+3)(n+l)na4 
~.; ___ , ____ ~~-,-~---·~· 
À2 À4 
Cov(E(U'U! W,),E(U'KU! Wn)) = 
G, ( 2 . z"" ( )' z . 2 ') -- ov o Tn Ta ~ r, r, __ l , o T" -t· a rn 
'" ( ) . z 'c (- -') -- O v ar Tn Ta o OV 'm 'n 
+a2a2Cov (~(r,- r, ... I)' ,rn) + a4 Cov (~(r, --T, ,) 2 ,r~) 
4 
"1,- + a2a 2 (E (r;; ··· E (rn) E (r~)) ' 
:z 2 ( - ('r:.. 2 ~.... ~ ) • +aa Cov ;S-;(r,--r,_,) , (r,-,,.1),
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e 
n~a,· + a.'a' e~~'(:,;}) .... ~~~~j;(~jl) ' 
'"'À, t, (rsr+~j) ~·l ~'}~.7~n ~ 
,a.'(~ (~'A~Hi)) ··· (rSr~h}l)')' 
+ 2 ~ (rA~l~h~) ~ - r~('H1r H)) 
no4 . 2(n ·f :5)na2o 2 4n(2n -+ 3)a4 
.\ 2 ·l·- ------ ..\ 3~---- -+ --------::G--~--·--
E(Cov(U'U,U'KU! W,)) ~ 
( 
4~' )" 2 •> ..ç...... l') 
- E 2a :':í (r, ·· r,. 1 "+ 4a. a·r, :':í (r, - r,. 1 
' 2 2 ,{'-..:'. ( ') 
--- 2a n".\i + 4a O" L. L E (T, --- r,_ I) (rJ --· rrd 
'=:; l J"'l 
Utilizando a seqüência de expressões acima, temos: 
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4 
(J (- 3 ~~:{ on --
]("'(' ) ---------- À"o 5n ~- 2n -+ J2 
,\2 11 3 
8a
4 
(' 2 , . ) ,--;1--~3 3n + 2n --r- 6 
..... -n -
Observe-se que a esperança. deste estimador pode ser negativa, mas, 
para n suficientemente grande. isto não vale, visto que: 
Proposição 32 ãi é consistente, independente da Janela de observação amos-
irada. 
Prov_<!,: Tomando-se o limite da esperança e variância de õ-~ quando n 
• ("') 2 hm E o-3 =a n-""oo 




Por raciocJmo análogo aos anteriores, iri é consistente, indepen-
dente da janela de observação. LJ 
Ao contrário de alguns dos casos anteriores, nào teremos, este es-
tima.dor seguindo a distribuição qui-quadrado, como ver-se-á em seguida. Para 
utilizar o já referido resultado de Searle (1982) pág. 57 sobre distribuição de for-
mas quadrática.<;;, coloquemos õ~ na forma: 
onde: 
v~ 






2 ' n 
ÀJ1l~_2j 1 -- } 
- n' -
2À 
1, ::j· J -~ ~--,-
n" 
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Por St:arle (1982) pág. 57, basta-nos provar qÚ(' V não é idernpo-
tentt~ para que Õ:~ nào seja qui-quadrado. Seja P =~ V 2 ::::- [pq): 
e 
Temos, entào, que; 
" 
Pn ~-- L b,JbJ, + b;, 
.1'!1 
" p,) ::_-_-_ 2:.: btlrbk) + b,b,J -+- b,Jb)J 
k;t-1,) 
( n -
{ .\' ""<) p,J = n~ O f z = J l f J, 
.. 
w 
o que nos leva ao fato de que p,1 f- b,J, ou sejal õj nâo segue uma distribuiçâo 
qui-quadrado, o que é coerente, visto que sua esperança pode ser negativa. 
Este último fato, juntamente com a forma desconhecida da distri-
buiçào de ã3 , não nos permite discutir intervalos de confiança neste caso. Um 
estudo mais elaborado das respectivas distribuições seria desejáveL 
1.5 Tempos Aleatórios Não-Ordenáveis 
Nesta seção, iremos consid(:rar um esquema amostra! em que a 
janela de observação será composta por variáveis aleatórias não-observáveis. Além 
disso, não saberemos em que ordem, no tempo, a referida amostra foi obtida. 
Devido a esta falta de informação, como na seção anterior. os resultados obtidos 
neste caso serão menos expressivos do que os das Seções 1.2 e 1.3. 
Mantendo-se notação análoga à das seções anteriores, terernos A ,.-
( X~, 1 , X,,.2 , •••• X7,,) 1, onde { t 1 , t 2 , .•• , z,} é uma. permutação de {1, 2, ... , n }. 
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Corno não sabemos em que insta.nte de tempo ou ordem cada com-
ponente de nossa amostra foi observada, precisamos descobrir uma funçã.o de A 
que se mostre utilizável nestas condições. Note-se que A nada mais é do que uma 
permutaçào da amostra no caso ern que os r's eram não-observáveis mas cuja 
ordem de observação era conhecida. 
Notemos ainda que Xr,
1 
dado (Xr1 ,Xr~,··· ,XrJ; J :c: 1,2, ... ,n 
segue uma distribuição uniforme discreta, isto é, assume, com probabilidades po-
sitivas, apenas os vaJores Xr 1 , Xr2 , ••• , X,,: 
Isto implica em que: 
P(X ,., ·~ y x . 





existir l tal que Yt ~{x1>x2, ... ,xn} 
caso contrário. 
J ==--- 1, 2, ... ,n. 
(1.5.66) 
Necessitaremos das seguintes proposições adap1.adas de James {1981) 
págs. 166,167 e 175: 
Proposição 33 Princípio da Preservação das Chances Relativas 
que tenhamos: 
Sejam X e Y variáveis aleatórias -absolutamente contínuas de forma 
fx.v (x,, y) 
------- = g (x, x2 ), !x,Y (xz, y) 
para todo x 1 , x 2 onde a denst.dade. seja positú;a. 
Temos que fx:r""v (x) é densidade condic-ional de X dado :r:'.~.- y se 
e sornente se; 
para todo x 1 , x 2 onde a densidade sey'a positiva. 
e 
(i O 
Proposição 34 Princípio da SubsWuiçâo 
8eJ·am Y uma variável aleatória e h (Y) uma função de F. Tcmos 1 
entiio, que: 
E(h(Y)! l'- y) ~. h(y). 
Note-se que nossa amostra é urna permutação de (X.,-1 , X,?, ... , X.,-J. 
Utilizando-nos do Princípio da Preservação das Chances Relativas: 
l f X,,
1 
,X,,: , .... X,,, (Y1, Y2, · · · , Yn) ::::_~ ~!f X, 1 ,X,z,--·,x ,, (Y1, Yz, · · · , y.,) · 
Logo, a função-densídade de nossa amostra atual é proporcional 
à obtida na seção anterior. Com isto, exbte o vetor de estimadores de máxima 
verossimilhança; entretanto, novamente, sua solução é numérica. 
1.5.1 Estimação pelo Método dos Momentos 
Sendo X,,J dado { X,.1 , X.,-2 •••• , X.,-,} uma uniformE' discreta, temos: 
e 
] n 
.... I: x:. 
n jo-,'1 ,,. 
pelo Príncipio da Substituição. 
Para que possamos encoJJtrar os estimadores pelo método de mo-
mentos, ã.4 e ãJ, devemos conhecer o primeiro e segundo momentos da variável 
:acima descrita: 




nÀ __ 2___ cc -21,-a. 
e 
Temos, portanto, que: 
e 





Proposição 35 a4 é nâo~viciado com variânâa dada por: 
V o.r (â4 ) "" 2~~":-":_l_l (a'~- Ào2). 3n(n+ 1) 
(1.5.68) 
Erov-ª: A esperança segue diretamente das propriedades dos estimadores de mo-
mentos. Quanto à variância , ternos: 
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~· n(n:/1) ( 1 + 311 in ··. 1)) 
;.;;(;;·\'])' rjr~i:~:\~27!+1) ( 02 +-la') 
~(2n.+_l) (a'+ .\o') ,[1 
:ln(n+l) · 
Proposição 36 a.4 é consistente, independente da janela de observação amos-
tradu. 
Em_va: Como ã4 é não-viciado e limn--+oo V ar (ã4 ) = O: temos, por Tch(;byshev, a 
consistência de â4 • C 
Proposição 37 A distribuição de ã4 tem densidade da forma: 
l?_m_y_Et: Ternos os seguintes momentos condicionais de ã4 dado Wn: 
e 
Var(ã, i W") = · · :1:\' .. ..., V ar (.(!~ X 
o ( )• L r, 
n- n + 1 '"'· 1 
'w) , r 
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,12 2 (o' I>.+ 2 t o'r,) 
n ( n + 1) '""1 ~<J _ 
Como ã4 é função linear de primeira ordem de Y .a.s normais, temos: 
lltilizando-nos das propriedades das distribuiçôes ab:;olutamente contínuas, en-
tre elas, fxy (x,y) = fy (y) fxw"Y (x), ternos: 
h, (x) "' 
Os resultados a seguir mostram que o estimador de o2 pdo método 
de momentos é viciado até mesmo assintoticamente, tendo, inclusive, esperança 
negativa, o que não é aceitável visto ser (J2 um parâmetro positivo. Temos que ã1 
é negativo se e somente se: 
2,\ .ç'~ z 
··---------- L )( T 
n(n+1)J=1 'J 
o que é equivalente a: 
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..:~ x' < 4_(n+22 (x', x ) , 
L. ,, 3 ( ' 1) L. '• ,~.: 1 n n 1 ,,., 1 
levando-nos finalmente a que õJ < O se e somente se: 
Portanto, õ-J assume valores negativos com probabilidade positiva. 




j,' ("("/~~) + ~ (nnl":/1) ... n(n:+I~(2rr+ 1))) i 
ia' ( ( "Jn2J~l) 2 + r>f'J:\;1) +fi (nJ7(n2 t~l) .... n(n.+1~(2n~:l))) 
u 2 n(n·! 1) ~ ~_~---2 ..... (1 + 2 (3n ~ 2n ·· 1)) + 
+a't>J.n+.1) (':'Jn~l) + 1 + 2 (3n ··· 2n ·· !)) 
2À 2 2 
... n(n~ __ 1)(2n·: 1) (-'a'+ a'), 02 n 2_0J~lJ' 
2À 2 ' 4À' 
Com isto: 
o que nos leva a: 
limE (ã2) = r<~•oo 4 5 2 8 2 "'0 -- ---a. ' 3 9 • 0 (l .5.69) 
o que não é aceitável para um pretenso estimador de a2 , isto porquc 1 sendo a2 um 
parâmetro positivo, nâo é razoável que o seu estimador convirja em :média para 
um valor negativo. 
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1.6 Conclusões do Processo de Wiener 
N&"> seçOes anteriores, trabalhamos com dois métodos de estimação: 
o método dos momentos c o de máxima verossimilhança. Seria interessante notar 
como se comportaria o método de mínimos quadrados nestes casos. Nott'-se que 
nossa ar.nostra poderia ser colocada na forma: 
X:.::::at.+t, (1.6. 70) 
onde X seria nossa amostra, ou seja, o vetor de observações do processo, t seria o 
vetor dos tf~mpos, no caso da Seção 1.2, determinístico, nas outras, aleatório e f o 
vetor de erros, ou seja, f, =- aH!t· 
Com esta representaçào, utilizando-nos da teoria de modelos line-
ares exposta em Rao (1973) Capítulo 4, teríamos, na seção 1.2, a seguinte solução 
para a equação normal: 
(1.6.71) 
sendo 6 2 :E a matriz de Covariância de c 
Devido à estrutura de covarlância do processo de Wiener, teríamos 
qne L: poderia ser particionada da forma: 
onde 
S= 
~ 'S t• LJ :;;, t~ ' j ' 
i 1 
t, 
Com isto, teríamos, df' 1.6. 71 
Quanto ao estímador de a 2 por mínimos quadrados: 
<t[ .~ 1 ...... (X-- a.t)' (X - at). 
n -- 1 
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Segue que: 
n J ( t' ~-. ') ' ~ 
,, x- + 1-x-L t, f2 t,, 
I" l . n 
- t, - x- ) 
----2--)ít "t 
t ' " n -
!'l --1 
I: x;, + 
Fel 
X n-1 
, '" 2..::'' X' 2 --~---- t ' t J ' 
n •=o--I 
Assim, teríamos que os métodos de máxima verossimilhança e de 
mínimos quadrados nos dariam os mesmos estimadores para a, sendo diferentes, 
entretanto. os respeciívos estimadores para o2 • Isto aconteceria nos casos em que 
os tempos de amostragem fossem determinísticos ou aleatórios observáveis, visto 
serem as relações entre X e t idênticas, diferindo apenas no fato de que em um 
dos casos t é determinístico e no outro aleatório, o que nã.o influencia na obtenção 
dos est.irna.dores de mínimos quadrados nem de máxima vcrosoimilhança. 
Nestt~s casos, quanto aos estimadorcs de o2 • devemos salientar que 
os estima.dores de máxima verossimilha.nça t.ern EQM's menores do que os respecti-
vos t•st.imadores por m.inimos quadrados, o mesmo ocorrendo com o ('stirnado.rpor 
momentos desde que os tempos sejam determinísticos e n 2 :::: t., :L:~-=,l (t, -~ l.1 __ r 1• 
Nos casos em que os tempos são não-observáveis mesmo que or-
denáveis, o cálculo dos estimadores não pôde ser feito através da. teoria de mode-
los lineares, visto serem os tempos indispensáveis para a formulação e ajuste do 
modelo. Nestes casos, vimos existirem os estimadort~s de máxima verossimilhança 
de a e a·.; sendo, entretanto, numa forma não-analítica. 
Notemos que, nos dois casos em que os métodos de max1ma ve-
rossimilhança e mínimos quadrados fornecem estimadores sob forma analítica, os 
estimadorcs de a obtidos pelos dois métodos são idênticos enquanto os de o 2 pelo 
método de máxima verossimilhança têm variância::, menores do que os respecti-
vos calculados segundo o método de mínimos quadrados. Jsto nos leva a que a 
máxima verossimilhança nos fornece estimadores com propriedades no mínimo tão 
boas quar1t.o os encontrados por mínimos quadra.dos. 
Feito isto, restringiremos novament-e aos dois métodos mais utili-
zados neste trabalho: máxima verossimilhança e por momentos. Um ponto inte-
ressante a ser discutido seria o de qual, ou quais, estimador teria maíor precisão 
para estimar um determinado parâmetro, Quando estivermos tratando dos esti-
madores de a, usaremos como medida de precisão a variáncia, pois wdos eles são 
niio-vicíados. No caso dos estimadores de o-2 , entretanto, utilizar-nos-emos do erro 
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quadrático médio (EQlvf), visto serem todos viciados. 
Na.."l quatro seções anteriores, obtivemos se1s estirnadon~s para o 





V ar (ã.1 ) 
V ar (â2) 
V ar (à.2) ,. oo 
>.o-2 + 0.2 
l'ar(ã3 )-
n 
. _ 2 (2n + 1) ( ) l/ar ( a 4 ) = ---~---·- Àa2 + a.2 3n(n-r1) 




' Jc-=1 J~] 
2n . ._. 1 4 
·-- ----·--- (J ,, 
w 
- --~~---- (>.2o4 (sn2 + 2n + z) + 4Àa2o-2 (sn2 -+ 3n-+- s) + ),Zn3 
Yisto serem âf e âi identicamente distribuídos. Ser-nos-ia interessante, agora que 
iremos comparar os diversos estimadores encontrados nas seçôes 1 que tivéssemos 
um limite inferior para as variância.s, ou erros quadráticos médios caso viciados, 
para analisarmos a eficiência de nossos estimadores. Para isto, utjlizaremos o li-
mite inferior de Cramer-Rao, conforme colocado na Det]niç.ão 14. Tivemos, sendo 
a média de cada urna das v .a.s observadas, J.l, = agt e a rcspectíva variância 
s? .'"C.:o o 2h, as seguintes informaç.ões de Fischer para a e o 2: 
e 
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ra':io oR tempos sejam Jeterrniní:;ticos, e 
! 2 (a) ~E (I.l (a)) 
e 
J, (a') :. E(I2(a.)), 
nos outros esquemas amostrais em que os tempos são aleatórios. 
No caso determinístico. temos g1 = h, (tt --· t, __ I). Assim, a m-
formação de Fischer de a. em nossa amostra seria: 
J, (a) = '\.~ti -~~::2 =- !!!__ 
L... a2 o'l, 
,co-1 
o que nos leva ao seguinte limite inferior de Cramer-Rao para os estimadores de 
a, por serem ambos não-viciados; 
a' 
LCR,(a) = ~-. 
t, 
Neste esquema, para a:l, há diferentes limites inferiores de Cramer-
Rao, visto os dois estirnadores terem vícios diferentes. Quanto a õi, por ser seu 
vício igual a -o2 /n,temos: 
Para õf, cujo vício é -o2t,., I:~.,, 1 (tt -~ t,_. 1) -· 1 /n:>, o limite inferior de 
Cramer-Rao é dado por: 
(] -~ !~ t (t, - t,_,)·')' Za' n 3 n 
,_-c_j 
rl ,---....( )_, za4 ( t' ( " ) 2 
n 1 + ;;G ~ t, - !, __ 1 -+ 
2t, ·~ ·') -~-L: (t, ~ t,_,) 
n" '"·J 
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Passemos, agora, ;w ca:=;o em que os tempos de amostragem são 
aleatórios. Em todos os três, pela_ maneira que é calculada, a informação de Fis-
cher não se altera, sendo: 
Is(a) ••• E(a) ... E(;;,) n ' ., AO" 
e 
visto que a informação de Fischer de a 2 independe da janela de observação. 
Por serem os estimadores de a não-viciados, temos, para todos, o 
mesmo limite inferior de Cramer-Rao, que é o seguinte: 
. Àa2 
LCRz(a) - ·-. 
n 
Para az, haverá um limite inferior de Cramer-Rao para cada esti-
mador, dado terem todos vícios diferentes. Como õ-i tem a mesma distribuição de 
ôf, o limite inferior relativo a ô~ é: 
Sendo o vício de õ-~ igual a .... ~~o'2 : 
Entre os estimadores de a, o EMV no caso determinístico atinge 
o respectivo limite; neste mesmo caso, o EMM nâo o consegue a menos que 
n 2 :::: f n 2:~"'. 1 ( t, -- t, ... 1r-l; nos ca.so aleatório em que os tempos são observáveis, 
o EMV não atinge o limite inferior de Cramer-Rao mas consegue ser assintotica-
mente eficiente, isto é: 
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Se estivermos trabalhando com urna. amostra baseada em tempos 
aleatórios não-observáveis mas ordenáveis, o EMM atigi.rá o limite inferior se t:' 
somente se a >~ O; mesmo que a Aeja diferente d{' O, ele será assintoticamente efici-
ente; quanto ao EMM caso os tempos de amostragem sejam não-ordenáveis, este 
não atingirá o limite inferior de Cramer-Rao nem tampouco será assintoticamente 
eficiente. 
Quanto aos estimadores de a 2 , no caso determinístico. o EMM 
atinge o limite inferior enquanto o EMV não o fa.z mas é assintoticamente eficiente; 
no caso dos tempos aleatórios observáveis, o EMV tem comportamento idêntico 
ao do EMV do ca$0 deterrninisti<.:o enquanto no caso em que os tempos são não-
observáveis mas ordenáveis, nào atinge o limite inferior dt' Cramer-Rao nem é 
assintotica.mnlif' eficiente. 
Há que se fazer urna ressalva quanto aos resultados expostos ba-
seados nos limites inferiores de Crarner-Rao: para a, eles são v álídos entre os 
estimado.res baseados em tempos determinísticos ou entre os baseados em tempos 
aleatórios, pois, ca.so contrário, estaremos trabalhando com limites diferentes e, 
para o2 , as análises são menos expressivas do que as de a, visto que cada um dos 
estimadores tem um limite inferior de Cramer-Rao próprio baseado em sues vícios, 
corn exceção de âf e ãg que sâ.o identicamente distribuídos. 
Façamos, a seguir, a comparaçào entre os diversos estimadores. Na 
Seção 1.2, comparamos as variância entre à 1 e à1 , ressaltando-se que, pela Pro-
posição 15, â 1 t.erá variânciamenordo que a de à 1 a menos que n 2 := tn 2.:;~, 1 (t, ··- t, 1 ) -l 
ocorra, quando os dois serão identicamente distribuídos. Cabe ressaltar que, em 
nossas comparações, não nos preocuparemos com à 2 , seJJdo a sua variância infinita. 
Para os estimado.res de a nos casos em que W" é aleatória: a2 , a3 e 
ã4 , v:~mos as seguintes relações: 
ou seja. 




< \'ar(ã.3 ) <-3 
n- 1 




Estas expressões implicam em que, sempre que n > 1. teremos que 
ii:{ terá variância menor do que a de ã1 e que, caso a "--:_O, V ar (â2 ) > V ar (ã:J), n > 
1. Isto equivale a dizer que, se nosso processo for um martingale, o conhecimento 
dos tempos de amostragem nào tern irnportáncia mas, se esse for um super ou sub-
martingale, esse conhecimento melhora o nosso estirnador, para n grande. Ternos, 
então, entre os estimadores de a. baseados em amostras cujos tempos de observação 
sâo aletórios, a menos que a. i- O. a seguinte relação para n suficientemente grande: 
li ar ( â2 ) <; V ar (â3) <; V ar (â4 ) . (1.6.74) 
Comparando os estimadores ba.seados em amostra':i com tempos de 
observação aleatórios com os de tempos determinísticos, temos: 
e 
n 
líar(àJ) < Var(â 2 ) '* 2.:;(t,- t,.J)- 1 < 
l=l 
n -- 1 
À 
no- 2 n -- 1 
V ar (â2 ) <li ar (âi) <V ar (ã3 ) '* ---. ···- < tn < , ;\.a2 + aZ .1\ 
(1.6.75) 
( 1.6. 76) 
(1.6.77) 
Caso a seja nulo, a última relaçã.{) será impossível e: mesmo sendo 
a f O, as condições não se verificam para n grande . 
Até o momento, trabalhamos com a intensida.de, À, de nosso pro-
cesso de Poisson como uma constante independente de n. A partir de agora, 
para analisarmos comparativamente os estirna.dores baseados em tempos deter-
minísticos com os baseados em tempos aleatórios, iremos supor que À pode variar 
com n, o que será de grande importância como ver-se-á em seguida. Deve-se notar 
que a relação entre as variâncias dos estimadores de a fka hem definida dentro de 
cada tipo de janela, isto é, dent.ro dos estimadores baseados em amostras com tem-
pos determinísticos ou dentro dos estimadores baseados em amostras com tempos 
aletórios, sabemos exatamerlte a relação entre as suas variâncias. Se juntarmos 
estas duas categorias: as relações entre as variândas não será imediata. Esatas 
rclaçôes serão diretamente ligadas ao comportamento do parâmetro À e da janela 
determinística utilizados. 
Sendo a c/- O e tomando-se ln crescendo em relação a n/ À e 
74 
2:;~,- 1 (t, ·-- t 1 r) "1 decrescendo em relação a nA., temos: 
Var(iit) < Var(ãt) < Var(à,) <: Var(ã3 ) < Var(ã4 ). (Ui.78) 
Se, no entanto, continuássemos com as mesmas relaçôe:; entre tr., 2:;~.-J (t, --- t,_t) 1 
e À. sendo a nulo, teríamos: 
Var(àt) S Var(ã,) < Var(ã3 ) S Var(â2 ) S Var(â4 ). (L6.79) 
Caso tivéssemos a i- O, tn diminuindo em relação a n/ À e 
cendo em reJação a n>., teríamos: 
V ar (à2) S V ar (à3 ) S V ar (ã4 ) S V ar (ãt) S V ar (ãi). 
) . ' t, __ 1 cres-
(1.6.80) 
Finalmente, se tomássemos as mesmas restriçôe,<;; anteriores com a --=-- O : ob-
tHÍa.rnos: 
Var(â 3 ) ~< Var(â 2 ) S Far(â4 ) S Var(â.t) S Vac(àt). (1.6.81) 
Assim, dependendo da relação entre t,--, e n/ À e entre [:~ 1 (t, -~ t," 1) 1 
e nA., teremos os estimadores baseados em amostras de tempos determinísticos com 
vaxiâncias menores ou maiores do que as varíâncias dos estimadores baseados em 
tempos aleatórios. 
Seria também interessante estudar o comportamento assintótico 
dessas variâncias através das relações de eficiência relativa dos diversos estirnadores 
de a. Novamente, não se poderá, de forma completa, os estimadores pelos diversos 
métodos e esquemas amostrais sem que se leve em conta t,10 [:~ 1 (t 1 -- t,_ 1r 1 e À. 





Corno era de se esperar, devido à Proposição 15, ã 1 é relativamente 
mais eficiente do que à1 • 
Comparando, agora, à 1 e á2 , temos: 
;:._a~Jó!) 
Var(â2 ) 
• { c V ar (ai) 
---··--·-·c- -~ () 
Var(ó2 ) 
00 
n "-" 1 
Àt ' n 
--l-c 
__ ,_ 00 
---l- o. 
(L6.83) 
Isto nos mostra. que dependendo do valor de tnÀ, tanto â 1 como à2 podem ser 
relativamente mais eficientes. Taís relações se dão de forma análoga às análises 
feitas anteriormente para os valores absolutos das variáncias. 
Para ã 1 e â2 , temos: 




"'~- Jl c se :....,,"" t,~},,, __ ----l- d 
nÀ V a.c ( ã.J) 
""Li 1r 1 --~------ --r o se .,__,..!=] t, ···- t, __ l --·+ o Var(â.2) --- nx--- ·-· )~' _(t, r I 
00 se =El. tl_..::.... .. '2.=.1 ___ -·--!" 00. nA 
(1.6.84) 
Com relação a ã3 e â 1 , teríamos: 
76 
Var(Asl 
V ar (ii.t) 
o que nos levaria a 
Var(à3 ) 







se ~~--~ce ;;~ _,d 
se h!n ----+ c e ~t.t ~--"" O 
n n · 
s<~Ab~oe!IJ._,d 
· - n n 
n 
se (o.k,_ ----+ oc ou .W ~+ oo. 
"' na-
(l.6.8S) 
Nott.'-se que, quanto maior for o limite de qualquer das duas expressões: Àtn/n 
e ln/n, tanto mais eficiente assintoticamente será â1 em relação a â,:., valendo a 
recíproca. 
Assim, 
Var(â 3 ) 
---------------- -·) 
V ar (à!) 










Q:.: ... ~,l (t ---t,.,)··-·1 
n2 0tco•1 • 
na2 
+ -----------------------------
2 "" ( - ) o .:....-,_-_, 'J t, t, 1 
Para comparar ã3 e â.2 , teríamos: 
V ar (ã 3 ) n ·--- 1 (n-l)a2 
------------





Var(à,) ., . <r (1.6.87) 
Temos, então, que à3 e â2 sao assintoticamente equivalentes, Sf' 
a""' O. Caso contrário, â2 é assÍIJtoticamente mais efkiente do que ã:1• 




2:'ci,(:l,:T1) + 2_(2,:':_1) t~a~ 
:ln(n+1) 3n(n+1)a2 • 
Teríamos 1 portanto: 
Var(à4 ) 
~-- --- """ -·"' -- ----+ 
V ar (âJ) (1.6.88) 
Quanto a ã4 e â 1 , teríamos: 
) :IQ~ +_1) ( .\o2 + a2 ) Var(ã4 3n(n+ 1) 
-~------------- --- -,------·-----------~ 
V ar (ã.,) <:>:; 2::~=' (t, ~ t, ,r' 
n 
2.\r1. 2 (2n + 1) 2n2 (2n ~ 1) a' 
:J;;(~:;-l) I:~~;(t~ ~i,:::,)~i + 3n (;~-=;-]j;;2 ~7-,-(i, ··- ~~:::;)i · 
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Var(â4 ) 
'''"''" "' ...... ---f 
\'ar (àJ) 
Para comparar ã4 e â2 , temos: 
o que nos leva a 
2 (2n -"1\ (.\ 2 ') F ar ( à4 ) _ 3n ( n + 1 a + a 
V~r ( õ.J ~---~=-~ --~-----
n~J 
2(n-l)(2n+ 1) 2(2n+l)(n,-l)a2 
~----~-~-- --'- ~~----- .. -~~---~-" 
-·- 3n(n-+1) ' 3n(n+1)a2À ' 
'::: arJà4) 
Var(â 2) 
4 4a 2 4 (k2 + a2 ) 




_, 3 (L6,90) 
Portanto, esta expressão é sempre maior do qm~ 1, ou seja, a-:;sint.oticamente, ã1 
tem variância maior do que á2 • 
mos: 
ou seJa, 
Finalmente, comparemos o último par de estimadores: à3 e â4 • Te-
Var(ã,) 4 
--------------- --·f 
\i ar (âs) ? 
" 
(1.6,91) 
Assim, assintoticamente, â3 tem variã.ncia menor do que à4 • 
A ordenação das eficiências assintóticas relativas foi a mesma da 
ordenação das variâncias, corno era de se esperar. Da mesma forma que na análise 
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anterior, dentro do grupo de estirnadores baseados em janelas de tempos deter-
minísticos ou dentro dos basedos em janelas de tempos aleatórios, temos nossa 
ordenação bem-definida mas, quando juntamos os dois tipos de estimadores, de-
pendemos das quantidades que relacionam t,1, ;c;~ __ 1 (t1 ~" t, __ 1)-- 1 e À. Com isto, 
supondo que possamos variar a intensidade do processo de Poisson que estamos 
utilizando e que nos 6- possível montar qualquer esquema amostra1 determinístico, 
dependendo da relação dos tempos determinísticos com o valor da intensidade do 
processo df' Poisson utilizado nos tempos aleatórios, podemos ter tanto um quanto 
outro tipo de amostragerr1 com estimadores mais eficientes. 
Para a análise dos estímadores de o-2 , utilizar-nos-emos não maís 
das respectivas variância.s e sim de seus Erros Quadráticos Médios, visto serem os 
estimadores viciados. Quanto a õ-l e õ-f, não serã incluídos, visto que assintotica-
mente nã têm propriedades adequadas. 
Como EQ .. f\4 (õ-i) :::.-.- EQ.lt.f (õ-f), os resultados de ambos os estima-
dores nesta análise são os mesmos. Asiim, não é necessário que os dois sejam 
incluídos na análise. Com isto, temos três estimadores para comparar: õ-f, ãf e 
_, 
"'. 
Devido à complexidade algébrica de alguns dos EQM's, iremos 
diretamente para o estudo da eficiência assültótica relativa. Na Seção 2, já com-
paramos os erros quadráticos médios de âf e õi. Vimos que a eficiência. assintótica 
de ôf em relação à de õf é diretamente relacionada ao limite da seguinte expressão 
quando n vai para infinito: 
O limite de tal expressão não pode ser inferior a 1, pois, se o fosse, 
a variância de ô-; seria negativa, ou seja, âi é, no mínimo, assintoticamente tão 
eficiente quamo êri. Comparando õ-f e õ~, temos: 
EQM (ôlJ 
----------- '""'"'"'"''"'"'"'"'"'--






-- --'- --· .. bm -
2 ' o 2 n-~oo À 
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6a4 1 ~ --- lim --- > 
0 4 n-+= ,\2 
5 (1.6.92) 
2 
Com isto, ôf é assintoticamente mais eficiente em relação a õ3 • 
Quanto à relação entre os EQ1'vf's de ãf e ô:L temos: 
Neste caso, pode haver indeterminação desta expressão ao tomar-
mos seu limite quando n --+ oo. Como no estudo dos dois estimadores anteriores, 
>. não interfere no limite que iremos encontrar, Temos dois casos a expor. No 
primeiro, nossas hipóteses serão: 
e 
tn lim- =O. 
n->oc n 
Sob estas hipóteses, teríamos: 
Ji:g_M_\~V _, z 
EQM (iij) 5' 
indicando-nos ser ã{, neste caso, assintoticamente mais eficiente do que à~. 
O outro conjunto de hipóteses que nos leva. a um limite que não é 
indeterminado é: 
c uma das duas seguintes condições: 
n 




Se uma das duas condições acima for atendida, basta que o limite 
da outra exista para que 1 rorn e:;te conjunto de hipóteses: tenhamos: 
EQM (&i) 
E5!2X1(&}J ----> oo. 
indicando~ nos que tanto um como o outro (~stimador pode ser mais eficierlte assin~ 
toticamente do que o outro. dependendo exclusivamente da relação entre n, t,1 e 
=~=, 1 (t., -- (,. 1 )- 1 , indc>pendentemente de..\. 
Temos então que o método de m:a.xima verossimilhança nos for-
nece estimadores assintoticamente mais eficientes do que qualquer um dos outros 
estima.dores pelo método dos mamemos. Entre estes, tanto um quanto o outro 
pode ser assintoticamente mais eficiente, dependendo das relaçôes entre os tempos 
do caso determinísticos, independentemente de ..\. 
É interessante notar que, entre os estirnadores de o 2 l sabemos pre-
cisar quais os estimadores mais eficientes, os obtidos pelo método de máxima 
verossimilhança, sem que seja necessária a análise dos esquemas amostrais a se-
rem utilizado;-;. No caso dos estimadores de momentos; um com tempos deter-
minísticos e outro com tempos aleatórios, temos definida a relaçâo entre os seus 
erros quadráticos médios sem utílízar >.. Para os estimadores de a, na relação 
de suas variâncias, temos que levar em conta os tempos determinísticos e ..\ em 
qualquer caso em que estejamos comparando estimadores de grupos diferentes. 
Isto vem corroborar obse.rvaçôes feitas quando da obtenção das 
dístribuiç.Ões dos estimadores de o 2 pelo método de máxima verossirnilhança de que 
estes se mostravam independentes dos tempos de amostragem utilizados, no caso 
determinístico. ou da intensidade A, no caso aleatório, enquanto os estimadores 
de o 2 pelo método dos momentos e os de a por ambos os métodos tinham relação 
estrita com ..\ ou os tempos de amostragem. 
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Capítulo 2 
Processo de Wiener com Janela 
de Observação Limitada 
2.1 Introdução 
No capítulo anterior, para amostrar nosso processo1 fixá.van10s o 
tamanho desejado de nossa amostra antes de efetuá~ la. Na prática: no entanto, 
muitas vezef' teremos um tempo restrito em que poderemos amostrar o nosso 
processo. Se W for determinística, nosso problema não se altera, visto que podemos 
fixar nossos tempos de amostragem de acordo com o tamanho da amostra desejada. 
Caso t<mhamos W aleatória, há diferenças em relaçào aos resultados obtidos no 
Capítulo 1 pois não sabemos, a priori, qual o tamanho de nossa amostra e, em 
se tratando de um processo de Poisson, podemos, até mesmo, ter amostras de 
tamanho O. 
2.2 Tempos Aleatórios Observáveis 
Como explicado anteriormente, p<:tra os próximos casos, t:)m que W for composta 
por variáveis aleatórias, não saberemos, a priori, qual o tarnanho de nossa amos-
tra. Como esta será tomada em tem.pos discretos no intervalo i O, T]. note-se que, 
a princípio, N ~ .IV"r, ou seja, o tamanho da amostra assumiria o valor do processo 
de Poisson de parâmetro ). no instante T. Entretanto, neste caso, poderíamos 
ter uma amostra de tamanho O ou l, o que não seria interessante, aquela para o 
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cálculo dos esiimadon;s de a e ambas para. os d€ o 2• Torna-se, assim, necessária a 
introdução dl" restrições em IV. Com esta..<; restrições, N fica caracterizada por: 
(~1')' 'ffl-~Jj k E IN- {0,1,2} 
P(Nc-k)= exp ( - ~T) i- >.Texp ( --~T) ~ G1J' '~fl !:J'J k = z 
" 
(2.2.1) 
o caso contrário. 
Temos, para esta variável: 
E(N) , , , , . ~c, k(~T)'exp(-~T) -- 2exp ( -- ~T) -r 2~1 exp (- J-.7) + L ----~---,------
k-=-2 k. 
wk(>.T)'exp(-ÀT) ,. " 
- L -----k·;------ ' 2exp (- ).T) , À'l exp ( -- ÀT) 
k::-.1) : 
-- .\T(J+exp(-~T))+2exp(->.T). 
Teríamos, para o processo de Poisson, que: 
E(Nr(Nr-1)) E(NJ.-Nr) 
-- Var(Nr)+E{Nr) 2 --E(Nr) 
- >.T + (:1.1') 2 - >.T = (U') 2 • 
Para N, o momento equivalente a este é dado por: 
E(N(NJ))c• 
, , . 
00~k(k-1){J..T)'exp(->.T) 
__ 2exp ( >.1) + 2ÃTexp (- >.T) -T L -----------k~----------
k- 'I " 
-- 2exp(--.\T) + 2ÀTexp(-->.T) ,_E (Nr {Nr -- 1)) 
-- 2exp(-->.T) + 2J..Texp(->.T) + (>.T)' 
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Far(N) E(N')-(E(N))'~E(N(N···l))tE(N)-(E(N))' 
2exp( W) I ZÀTexp(->.T) t (AT) 2 i AT(l + exp( >.T)) 1 
+2exp(·-ÀT)- (-17') 2 (I+ exp(-2-\T) -c 2exp(-,\T)) -c 4exp(-2U') -' 
+4,\7' exp ( -· ,\ T) ( 1 + e:ep ( · ,\T)) 
- U + exp ( ---17') ( 4 + 7,\T- 2 (-\T)') -c exp ( -2,\T) (H 4-\T - (,\T)') . 
E interessante notar que: 
(2.2.2 ) 
(2.2.3 ) 
ou seja, E(N) e E(Nr), Var(N) e Var(Nr) sao, respectivamente, assintoti-
camente equivalentes. 
Será interessante, para alguns dos nossos estírnadores, obter mo-
mentos de certas funçôes de N. Por não podermos calculá-los exatamente, utiliza-











N + 1 
1 (N' ··· (WJ3 ) . 
(.\r), ~· -~-(>::ry~- · 
+ (j\T"_f;}~;l'l' + R, ,.;,, ( ~3) , 
l (N~>.T) 
--- --~- --- --~----------~~ --1-
>.T ·- l (),T- 1) 2 ' 
+(N·->-T)
2
+R, , (-_!_-) 
' p,T __ 1 )'1 2,w:._l N -- 1 ' 
1 (N-AT) 
~· >f+l ~ (ii~;l)' + 
+l'\'=_,\T)' +R. ' (~I-) (),T+ 1) 3 . 2·mi N + 1 
1 ( N ( N + 1) - AT 1 u· + 1 J) 
,_, ___ --·-~--- .. --·-- - ·-·-··----·-.. ·---·-·---·-·---·-·----------- --1--
AT(,\T+ 1) (>.T) 2 (.\T+1) 2 , 
_,_ ----------, -------- ~ R< j ------,(N(N+l)->.T(,\T+l))', ( J) 
. (>.T)'1 (AT+J)3 ' 2·KTiX'l+D N(N+l) . 
Para o cálculo das esperanças aproximadas: necessitarn_os dos se-
guintes momentos de N: 
E (N) - AT + ,\Texp (- >.T) + 2exp (· >.T), 
E(N')- (.\T) 2 -t>.T+3.\Texp(·->-T)+4exp(->.T), 
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E(N(N I)(N 2)) _ f: k ( k -· l)(k 2)k\ATJ4 exp ( ,\1) c. ( .\1')', 
kc: 3 
E (N (!V···· 1) (N - 2) (!V-- 3)) = 
--- f: k_Lk_~l)_(/ç_-::_2](k_:,_3U>.T]_'_ex_P_l::~T) = (;,T)', 
k=4 k: 
E (N") =E (N (N- 1) (!V- 2)) + 3E ( N') - 2E (N) 
-- (>.T) 3 + :1 ( >.T + 3ÀTexp ( -ÀT) ~ 4exp (- ).T) + (>.TJ 2) - 2 (,\T + 
+ÀTexp(-ÀT) + 2exp(-AT)) 
- (.\7') 3 + 3 (.\7') 2 + ,\7' + 7ATexp ( --U') + 8exp(- .\T), 
E (N') ' E (N (N !) (N - 2) (N- 3)) +6E (N') - llE (N') + 6E (N) 
-- (.\7') 4 +6((,\7')3 +-3(-17') 2 + ÀT+7ATexp(-.\T) +8exp(-n)) + 
-li (>.T + 3-\Texp(-,\T) + 4exp(-,\T) + (-\T)') + 
+6(ÀT + ÀTexp(-ÀT) + 2exp( .\T)) 
-- (>.T) 4 + 6 ().1') 3 + 7 (,\7') 2 + ).7' + 15ÀTexp ( --,\7') + J6exp ( --.\T), 
E (N') c E (N (N- 1) (N- 2) (N- 3) (N ····· 4)) + JOE (N') + 
35E(N') t50E(N') -- 24E(N) 
- (ÃT)'' + 10(>.1') 4 + 60{),1') 3 + 70(AT) 2 -10.\T '- 150,\Texp(--,\1') + 
'· !60exp (- ).1') - 35 ( ,\7') 3 - I 05 ( >.T)' -- 35,\7' - 245.\T exp (- -IT) + 
--280exp(-U') + 50().7') 2 + 50U' + J50ATexp(--,\1') + 200exp(-À1') + 
24).7'-- 24ÀTexp( ,\T) - 48exp(--,\T) 
- (-\1') 5 + 10 (-IT)' + 25 (.\T) 3 + 15 (,17') 2 + AT + 3!ÀTcxp ( --AT) + 
+ 32cxp (- .\T) , 
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E (Nc) ••• E (N (N ··· I) (N ·-- 2) (N- 3) (N - 4) (N 5)) + 15E (N') . 
-85E(N4 ) + 225E(N3 ) -274E(N') + 120E(N) 
-·-· (W)" + 15 ( ().T)'' + 10 (Ul' + 25 ( .\7') 3 + 15 (.\7') 2 + !-T-;· 
+ :ll .\Texp (- !-T) + 32cxp ( .\T)) - 85 ((.11') 4 + 6 (AT)3 + 7 (AT) 2 + 
+-\T + 15!-Texp ( -J-T) + 16cxp ( -!-T)) + 225 ((U') 3 i 3 (.\T) 2 + Kf+ 
+7>.Tcxp(-AT) + 8exp(-.\T)) --274 (PT) 2 +· AT + .UTcxp(--!-T) + 
t4cxp(--.\T)) -120(.\T +· ÀTexp(-.\T) + 2cxp(-.\T)) 
... (>..T)" +!f< (>..7') 5 + 65 (>..1') 4 ~- 90 (XT) 3 + 31 (>..T) 2 + 275>..1' + 
+63ÀTcxp(- .\T) + 64exp(-->..T), 
E (N ··· >..T) - ÀT + À.Texp ( --AT) + 2exp (--,\T) -- >..T 
- .\Texp ( -· AT) +· 2exp (- .\T) , 
E ((N- .\T)') •• E (N')- z>..TE(N) + (>..7') 2 
-- (>..7') 2 + >.T + 3ÀTexp ( -ÀT) + 4exp ( -AT) - 2,\T (.\T + 
+.\Texp(--!.T) + 2exp(-AT)) + (!.T) 2 
-- ,\T- 2 (>.7') 2 exp (- .\T) - .\Texp (-AT) + 4e.rp (- .\T), 
E(N'- (.ITJ') - (.\7')2 +ÀT+3.\Texp(-AT) ····4exp(-.\T) ··· (U') 2 
... .\T + 3,\Texp (- .\T) + 4exp (- .\T), 
E((N'- (U'J')') ·E(N') -2(.\7') 2 E(N') + (.\T)' 
(.\T)' + 6 (.\1')3 -r 7 (n)' + .\7' + 15ÀTexp ( - .\T) + 
+ 16exp ( -ÀT) - 2 (.\1') 2 ( (.\7') 2 + .\7'+ 
+3.\Texp( .\T) + 4exp(-.\1') + (),7') 4 
- 4 (!,'f) 3 + 7 (.\7') 2 + .\T- 6 (.\T)" exp(- .\T) + 
---8 ( .\7') 2 exp ( -- .\T) + 15.\Texp (-- ÀT) + 16exp (- ÀT) , 
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e 
E (N3 ··· (.\T)") (.\T) 3 + 3 (.\1') 2 c .\T é 7.\Texp ( ·· ÀT) + 
i 8exp ( ÀT) ··· (>-T) 3 
.. 3(.\T) 2 +ÀT,7.\Texp(··ÀT)·t·8exp(·.\T), 
E ( (N' ·· (>-TJ'l') .o E (N') · 2 (>-T) 3 B (N') + (.\7')0 
... (n)" + 15 (.\T) 3 + 65 (.\1') 4 + 90 (.\7') 3 + 31 ( >-7') 2 + 275ÃT + 
+63>-Texp (->-T) + 64exp (- >-T) -· 2 (U')3 ( ( H') 3 + 
+3 ( -IT) 2 + ( .\T) i 7>.T exp (- .\T) + 8exp (- .\T)) + ( U')" 
- 9 ( .\7') 5 + 63 (.\T)' + 90 (.\1') 3 + 31 (.\1')3 + 275ÀT + 
éCXp(-.\T) (64 + 63)\T ··· 16(.\7')3 -14 (.\TJ'), 
E ( N (N + 1) ·· ÀT (.\1' + 1)) ~ E (N') + E (N) ·· (.\T)' - .\T 
- (.\T) 2 + >.T + :l>.Texp(·>.T) +4exp(··.\T) + ÀT- ÀTexp(··ÀT) + 
+2exp( >-T) ··· (.\T)' · >-T 
ÀT •· 4>.Texp(··ÀT) + 6exp(-ÀT) 
E ((N (N ·t 1) . .\T (!.'T + 1)) 2) CC E (N') T 2E (N') + 
+ (1 - 2.\T ( ),J' - 1)) E ( N 2) - 2.\T ( .\1' + l) E ( N) + ( .\T) 2 ( .\T ~ 1) 3 
(.\1') 1 + 6(-11') 3 + 7{:11') 3 , >-T+ 15ÀTexp(·>-T) + l6exp(··.\T) '· 
+2 (pT)3 + 3 (),T)' + (>-T) + i>.Texp(->-T) + 8exp( ·>-TJ) + 
+(I- 2ÀT (.\T + 1)) ( (),T) 3 + ÀT + 3U'exp ( · ÀT) + 4exp (-.\7')) + 
- 2ÀT (.\T' 1) (.\7' + ÀTexp ( ··ÀT)) + 2exp (- .\T) + (!.T) 2 (ÀT + l ) 2 
4 (.\7') 3 + 13 (>-1') 2 + 4.\T - 8 (ÀT) 3 exp (- !.T) - 20 (>-7') 3 exp ( -.\T) + 
+20.\Texp(··ÀT) + 36exp(-,\T). 
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Tomando-se a.s esperanças das aproximações adma descritas e, 
levando-se em conta que, dado T suficientemente grande, qualquer termo que 
contiver exp ( ---ÀT) ou que, em relação ao denominador , tiver diferença de grau 
superior. em T, a três será considerado desprezível, teremos boas aproximações 
para momentos que serão utilizados para se encontrarem expressões aproxima-
da[;) d~, esperanças e variâncías de alguns dos est.imadores. A justificativa para a 
ut-ilização destas aproximações é a st)guinte: as expressões cuja_" esperanças serâo 
calculadas são limitadas por 1, Além disso, todas ela'3 convergem para O quando 
T cresce. Com isto , podemos utilizar o teorema da convergência dominada e, 
conseqüent,ernente, tomar o limite da esperança como sendo igual à esperança do 
limite, para todas as expressôes abaixo. Temos, entâo, para T suficientemente 
grande: 




).T (".\T) 3 
,\T +I 
"" -~~-(-IT)' , 
I E (N') - (,11') 2 , 
"' (>.1~)' - --( >-T)'-- ., 
I ,\T 4 (.\1') 3 
"' (~1')2 - (.-11')4 +· (ÀT)" . 
.\1'+ :l 









1 E(-!V, 1) -(ÃT+1) 
;:::;; -~~----~--- --- ----·- '' ·-------~---------------------- -f-
.\7'+1 (.\T+1) 2 " 
. E ((N + 1 ·-- (.\T " 1)) 2) 
-t- ------------~--~--------·-------
(AT + 1)" 
1 U' 
"' ----- + -----------
.\7'+1. (.\T+lf 
(.\T)' + 3>.T + l 
"' -~---·----~---···-(.\1' + 1)' (2.2.7 ) 
E (~2_-) N ·-·- 1 E(N 1)-(.\T 1). "" ---- -- --------·-·-z··---- __,.-
.\1'-· 1 (.\T-1) 
E ((N- 1- (!.T- 1)J') 
+ ---------~"--------
(.\T-1)" 
1 .\T :;::; ------ + ---
>.T- 1 (.\7') 2 
(U) 2 ··• .\T + 1 
"' --G\r-=-1r- (2.2.8 ) 
e 
E (" ____ l_ __ c-_ ). "' 
N (N i- 1) 
1 E(N(N-c1))-U(.\Tc1). 
>:Y(,\'f:;!) .... -- (ií;)''(:\7;-:;1)'- - T 
E ( (N (N + 1)- .\T (>.T +I))') 
+------------------------·--·· (.\T) 3 (.\T + 1)2 
1 .\T -1 (.\T) 3 + 11 (.\T)' + 4.\T ::::;:: ---··--·-------- - ------------·----- + --------~------------------------
.\7' (.\T +I) (.\7') 2 (.\T + 1) 2 (.\T) 3 (!.T + 1)2 
(.\T) 4 + .\(.\T) 3 -+ 11 (.\T)'- 4.\T 
- ---(,\TJ,-(.\7' +])' ______ _ 
.\T + 5 
"' ( .~r:i'l)' . (2.2.9 ) 
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2.2.1 Estimação por Máxima Verossimilhança 
lremos, nesta seçã.o, trabalhar com os estirnadores de máxima verossimilhança de 
a e o 2 • Para isto, deflnamos: 
A,, {X,,X,, .... ,X,N); 
B ={A, WN,N): 
T ~'"' {r1 ,r2 -- r1, •.. ,TA· --- rNJ; 
A-.:o::{XJ'jtXr~ ---):TI, ... ,XrN~XTN-1}; e 
B. ,, {A., T,N). 
lJtilizando-nos do fato de que o uso de B .. , ao invés de B, não le-
vará à perda de nenhuma informação amostra! além de levar à independência dos 
elementos de A~ e também à independência dos elementos de T e que as respecti-
vas distribuições de T e N independem de (a, a 2 }, nossa função de verossimilhança 
fica sendo: 
L (a. a' B,) - fB. (y;a,a2) 
fN (n;a,u') fr (t;a,u'IJY '·' n) !A. (x;a,a 2 ; N = n, T = t) 
Fv(n)fT(t; N -- n)fA. (x;a,,'l N =n,T =t). 
Teremos, portanto, estimadores de máxima verossimilhança funci-
onalmente idênticos aos encontrados na Seção 1.3. 
Ôz,N (2.2.10) 
(2.2.ll ) 
Proposição 38 A esperança e a variân.cw de âvv são dadas por: 
E ( â2.N) cc a; (2.2.12) 
. >. ( (!.T) 2 >.T + 1) 
V ar (âz,N) "'a2 ·----'(,\y::-·]j·,----· (2.2.1:! ) 
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J:"J::Q'!-'.4; Utilizando-nos do fat,o de que â.z.N é funcionalmente idêntico a. â2, teremos: 
E(âz,N IN' n) ~ E(â 2 ); 
Com isto, 
E(â,,N) '' E(E(âzN) IN)= E(a) =a 
e, através de 2.2.8 
Far(âz.N) E(Var(âz,N IN))+ Var(E(âz,N IN)) 
~ E("' __ )._ __ ) +V ar (a)="' ÀE (-;~-) N-l h-1 
2
>.((>,T) 2 - ÀT+ 1) 
~ (}' ~--------3 ___ .,. o 
( .\T - 1) 
Neste caso, em vez de aumentarmos o tamanho da amostra, iremos 
aumentar a sua expectativa, o que é feito se aumentarmos T, isto é o tempo que 
teremos para observar o processo { X 1 : t ?: O}. Faremos isso a fim de obter uma 
noçâo análoga à de consistência. 
P ··39· r= d'f ropos1çao · a2 ,N __ ,a, quan o . ---~ oo. 
f_r_Q:Yit: Temos que E (â.z,N) =--~ a e, quando T ....-.-} oo, limT·-•x· V ar (â.2) :;:;:; O. Por 
Tchebyshev, â.2,N converge em probabilidade para a quando T .. -·) oc.[] 
Proposição 40 A distribuição de â2 N é absolutamente contínua corn densidade 
dada por: 
!a," (x) = (z,..\o')! ( (1 + ~~~tzl') -l E ~~(:f) (H 
--·- ( x:_:~~J') --" cx_rL':"J'(-:- Àn -) + 
· 2>..o2 · n! 
Yrg_yª: Sendo â2 ,N funcionalmente idêntico a â2 , ternos : 
f (x' !V ••• n) .•• r(n:cJ) (2r..\a') ; (] . (x a)') n '• 
"• s . ' . r ( n) . 2.\u2 
Com isto, 
f&,' (x) '\'f' (" ···· n) f· (x ,i !V •• n) --- L jV --- - ~'~-N -
Q ' , d d ! ' 2 N uanto as propne a esc e o 2 ' , temos: 
Proposição 41 A Esperança e a Varíáncia de â5,v sâo dadas por : 
(2.2. !4 ) 
(2.2.15) 
I'_rQy:fj,: Sendo ôiN fn ncionalmente idêntico a 6~) temos: 
( 2. ) {") n·l., E ô2,N I 2V = n = E ô:_; .::-~ --;1--o~; 
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Segue, por 2.2.4 , que: 
e, por 2.2.4 e 2.2.5 , 
3 2 2 -
_, 2 ( .\T) + ( .\T) - 2.\T - 1 , 2 ( .\T) ~ .\T - 2 ;:;:; o ~---~-~,-~----~---~-------- ;:;:; o -----~-------------------- . o 
(.\T) 4 (.\T) 3 
P . - '-2 )I 2 d 1' ropos1çao 42 u2,N ___ , o quan o ---~ oo. 
Em~~ª: Note--se, por 2.2.14 e 2.2.15, que: 
- ('' ) 2 hm E a2,N ::::::: a ; T-..,oo 
)
- \' (-' ) --lill - ar a2 N - O T-•oo ' 
o que nos leva, por Tcbebyshev, diretamente à proposição. 
9.5 
Proposiçào 43 A d'istribuiçâo de â~,N tem função densidade de, probabilidade 
dada por: 
f_rgyª: Sendo ãi,.N funcionalmente idêntico a õ-1, temos: 
o que nos leva a: 
Temos, f~ntâo: 
] 2;N (.T) -- ;[ P(N ••- n)f,;, (x iN -• n) 
N 
96 
2.2.2 Estimação pelo Método dos Momentos 
Neste caso, o método dos momentos pode ser pan~cer inadequado 
pois, pela sua deflniçào, está. explícito na resolução do problema o conhecimento a 
priori do tamanho de amostra n. O que propomos é um estlmador pelo "~~1étodo 
Condicionado dos Momentos", isto é, o tradicional MM condicionado a um tama-
nho de amostra conhecido a posteriori. 
Desta forma, os EMM 's, corno acontecido com os EMV's, serão 
funcionalmente idênticos aos obtidos no caso do tamanho de amostra fixado a pri-
on: 
e 
Proposição 44 a2,N é não-viciado com variância dada por: 
Var(àz,N) = oc. 
EIQY;t: Sendo à·o·.' funcionalmente idêr1tico a ã<h teríamos: 
e 
e 
''(' ·v ) E'(') D a2 ,N : 1 ~.:::: n = a2 = a 
V ar (ãz,N I IV= n) :ooo V ar (ãz) cc:: oc 
Com isto, 
E (iiz,N) co E (E (ãz,N IN))= E (a) a. 
Va.c (ã.,N) - E(Va.c(ã2.N IN))+Var(E(ãz,N iN)) 




Proposição 45 at,N tem distribuição cuja junção densidade de probabilidade é 
dada por: 
h,., (x) 
f.L9..YE: Temos, como no caso do c.ákulo da esperança de nosso estimador que este é 
funcionalmerne idêntico ao obtido pelo método dos momentos na Seção 1.3. Com 
isto: 
Isto nos leva. a: 
h,x (x) - LP(N = n)h,, (x! N = n) 
N 
exp(·-·· 'f~ f -"~{:c__ a)') dt-dtn-l···dt, 
·-- "L-j a~"'n 1-1 ·• r:o:l L..,.,""J '1. 
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Proposição 46 A esperança e a variância de õ-i,N sào dadas por: 
E(ãiw)~-oo 
V ar ( &;,N) indeterminada. 
E(lh,N j N = n) = E(õn = -oo. 
Daí: 
e 2.2.19 segue diretamente de 2.2.18 . 
(2.2.18) 
(2.2.19) 
2.3 Tempos Aleatórios Não-Observáveis Ordenáveis 
Nesta seção, consideraremos que as componentes de Wn são não-
observáveis mas conhecemos ern que ordem o processo foi amostrado. 
2.3.1 Estimação por Máxima Verossimilhança 
Nossa função de verossimilhança € dada por: 
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/, P(N 
como visto na Seçã.o 1.4. 
Esta função d(~ verossimilhança é proporcional à encontrada na 
Seção 1.4, isto é, existe solução para as equações de verossimilhança não sendo 
esta solução, entretanto, explícita. 
2.3.2 Estimação pelo Método dos Momentos 
Iremos, novamente, utilizar o" Método dos Momentos Condkiona-
dos" como forma de encontrar nossos estimadores. Desta feita, estes serão funci-
onalmente idênticos ao::; encontrados na Seção 1.4: 
(2.3.20) 
e 
õ? . ~ .\ ('"' (x - x )' ~· zx.,) 
.\,N /V L " T, r, J N , 
O • '""' 1 L ' 
(2.3.21) 
cujas distribuiçôes, entretanto, não são idênticas às dos respectivo.s estimadorüs 
daquela seção, corno ver-se-á em seguida . 
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Proposição 47 A Esperança e a Variáncia de â3 ,N são dadas por: 
P_U?J:E,: Sabendo-se ser às,N funcionalmenmte idêntico a. ã3, ternos: 
E(ãz,N! N co n) ~ E(ã,) c. a 
Com isto: 
E (iis,N) ~E (E (ã.z,N IN))~ E (a)= a 
e, por 2.2A , 
Var(à3,N) -- Var(E(â3,N IN))+E(Var(ã3,N iN)) 
( Àu3 + a') ( 2 ") ( l ) _ V ar (a)+ E - 7V-- = M +a· E N 
"' (M'+a')7~# 
P .• - " dT ropos1ç.ao 48 a:uv --+ a quan o ---+ oo 
I~m~ª: Temos .E ( ãs,N) = a e limT--ov V ar ( â3,N) 
provada a proposição. O 
O. Por Tchebyshev, ternos 
Proposição 49 A distn-buz'çâo de ã.3 ,N é de forma que: 
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p_rg_y_<l_,: Sendo ã3,N funcionalmente idêntico a á3 l temos: 
Com isto, ternos: 
N 
( 
. " (:\T) 2 exp(~,\T)) 
exp (- ÀT) -t U exp (- ÀT) ~· ---~-2---~ x 
"2 Quanto a o3,N, ternos: 
Proposição 50 A esperança e a Variância de ãi,N são dadas por: 
_Prm:_<:!-; Sendo õ-,Lv funcionalmente idêntico a õ'j 1 temos: 
E ( ãi.N I N •••••• n) 
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V ar ( õ5,N I N "'"· n) 
Segue. por 2.2.4 
e. por 2.2.4 , 2.2.5 e 2.2.6 . 
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4 5 (!,T)' + :J (,\.T) 2 + 10.\T · · 4 4a2a 2 7 p,T)' + 4 (.\T)' + ÀT ··· 2 ;::;::; a -------------------------~ ------·------------------- -+- --------~ -----"·---·-- -·-----·--·----(!.T)4 À (!<T) 4 
. 4a4 :J (.\7') 3 + 5 (.\7') 2 + 13.\'l' ··· 1 
-4- ··---- -- ·---~ --···- -- ------------~----·--·--·------,~- --
.\' (.\7')' 
4 5(,\T)2+-3.\T~ 10. 3 2 7(.\7') 2 +4.\T+ 1 . ~ a --------------.,--------- + 4a. a ·---------.. ·-·---,--~ --'--(,ITt .\ (.\7') 3 
4 3 (,17') 2 ' 5.\T 4 1:1 -~ 4 a -- - ---- ----- --
.\' (.\T)' 
-2 p 2 Proposição 51 a3,N --r a quando T -----;. oo. 
PI-ºYJ!: De 2.3.22 e 2.3.23 , temos: 
)im V ar (ãi,N) = O, 
T-4oo 
o que nos leva diretamente à proposição, por 'Tchebyshev. C 
2.4 Tempos Aleatórios Não-Ordenáveis 
Neste caso, não dispomos dos tempos de observação nem da ordem 
relativa das variáveis amostradas. No1,emos que, corno na Seção 1.5, temos, agora, 
nossa função de verossimilhança proporcional, em relação a a e o'1 , ou seja, nossos 
estimadores de máxima verossimilhança são os mesmos da Seção 2.4, isto é, existem 
SE'm que. no entanto, nos seja possível encontrá-los sob uma forma explícita. 
2.4.1 Estimação pelo Método dos Momentos 
Nova.mellte. encontraremos nossos estimadores pelo "Método dos Momentos Con-




Proposição 52 ã4,N é nâo~'viciado com variáncia dada por: 
E(ãt,N [ N ~ n) "' E(ã,,) ~a 
, (' , , ) , (') 2(2n,+l)( 2 , ') i, ar a4 .N i ]'v = n = V ar a4 :::::- ------------ Àa -r- a . 3n(n-cl) 
Daí: 
E(â4 N) ,, E(E(à4 ,v iN)),, E(a) =a 
e, por 2.2. 7 e 2.2.9 , 
V ar (ã4,N) -- V ar (E (à4,N j N)) +E (V ar (ã,,N [ N)) 
--- Var(a)+EU~~~~}fJ(!.o2 +a')) 
- :!_(!._"~+-~') (E ( N_2i1) + E ( !V(:v\"1))) 
2 (!.o2 t a2) (' (Kf) 2 + 3,\T + I H'+ r. ) ;:::::; ---------- 2 --------~'"~------ -+ ----------------
:l (!.T+l)' (AT+!)3 
2 (-\o 2 + a2) 2 (!.T)' + 7).:f + 7 ,, 3 ~- ----(!:7"'+1)'-~ , L_ 
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I > ·- 3' 1' d1' ropos1çao 5 a4,N ---+ a quan o ---> oo 
E_:r_o_-y:_ª: Como E (ã4,N) =a e limT.--.oo V ar (â4p) ::o::: O, por Tchebyshev, está provada 
a proposiçâo. i.J 
Proposição 54 A distribuição de à4 ,N é tal que sua função denúdade de proba~ 
bifidade é dada por: 
fi<,N (x) ··· 




Quanto a 0~-N, temos, por 2.2. 7 e 2.2.9 : 
Note-se que: 




Apesar de alguns dos resultados do Capítulo 1 .serem mais expres-
sivos do que os obtidos neste capítulo, como por exemplo as distribuiçôes 1 pela 
utilização do Teorema da Convergência Dominada, os estimadores de a e a 2 obti-
dos JH.~ste capítulo se equivalem, em suas proprie{lades assintóticas, aos respectivos 
estimadores do Capítulo L 
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Capítulo 3 
Processo de Ornstein-Uhlenbeck 
com função média linear 
3.1 Introdução 
Seja U c-_c {U1, tE JR+} um processo de Ornstein-Uhlenbeck, ou 
seja, um processo gaussiano quel sendo W = { 14''1 ; t E IR+} um processo de 
Wiener padrão, satisfaz: 
dU, ·~ -OU,dt + v"ziidW,, 
conhecida equação de Langevin cuja soluçã.o, para s S t , é 
Desta forma, {U1 : t ? 0}, é um processo de Markov e, mais 
ainda: se tomarmos Wn da forma da Seção 1.2 e O = o = 1 , teremos que U11 , 
U1 ~ -- exp ( ~ ( t 2 -.. - tt)) U1 1 , ••• e Ut, -- exp ( ~- (tTI --· tn- 1 )} L\, .. -1 formam um <:onjunto 
de variáveis aleatórias independentes. Temos , alem disto, as seguintes prÓpríeda-
des: 
E(U;)···OVt; 
V ar (U,) •• 1 \ft; 
Cov(U,[l,) = exp(- i t --s !) Vt,s; 
E (U,- exp C (t -·- s)) U,,) •• O \fs < t; 
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Var(U1 - exp(~ (t- s))U,) =~ l- exp(-~Z(t ~- s)) vs < t, 
Gov (U1 ~·~· e:rp ( (I · s)) U, U,) =O Ys < t. 
Assim, 
(u,,U,,- exp(- (1 2 - t,)) U1,, •••• U1, ·- exp(- (tn -- t,_ 1 )) U,,_,) ~ N (O",I:"), 
onde I:,~. diag (1, l exp(-2 (1 2 - t!)) , ... , l ····· exp(-~Z(t, ~~~ ln-d)). 
De forma análoga à do caso anterior, definamos X= {X~, t C IR_+} 
como: 
Teremos que X 1 ,.._, N (at,a 2), Vt E_ IR e, por hereditariedade de 
independência, X11 , X 1" -- exp ( -- (t 2 - lt)) Xt 1 , ••• e X 1, - exp ( ~- (tr, - in--l)) X 1,_ 1 
são independentf.'s. 
3.2 Tempos de Observação Determinísticos 
3.2.1 Estimação por Máxima Verossimilhança 
Seja A nossa a.rnostra. Corno nos casos anteriores, utilizar-nos-
emas de alguma função da amostra que ortogonalize as relações entre as variáveis 
amostradas, sem que, no entanto, haja perda de informaçào amostra] sobre os 
nossos parâmetros. Note-se que estas características são atendidas por: 
Encontremos, a seguir, o nosso estimador de máxima verossimi-
lhança de a e rr2 • Seja L (a-,a 2 ! A_,._) nossa funç_â.o de verossimílhança: 
llO 
L (a.u2 i A.) •• iA. (x;a,a") 
n 
--- fx,J ( Xt 1 ; a.,o2 ) TI /x1, --exp( -(1,--f.,_l))X,,_ 1 ( Xt, --- exp ( -- (t, -- t,_I)) Xt, _1 ; a, o 2) 
,.,~ 2 
Temos, entào: 
lnL (a,a 2 j A.,)= ~-~In (21ro2 ) + 
+In (Q (1 .. exp(-2(1, c t,c 1 ))) j) ···· 2~ ((X,,- ati) 2 + 
~ tx··~'~P(:::(t, t,?'';~~(i~~~~~.~;)j·'XP ((1, .• ~.~jlllr) 
Com lsto, pod<~mos calcular os estimadores de máxima veTOssirnilhança de a e o-2 • 
Deriva.ndo em relação a a. e a a 2 , obtemos : 
{J·lnL (a u 2 i A)~ L2J. (hX, + da ' - * 2a2 1 
"~ ( t, .. I, 1 exp ( - (I, c t,.l))) (X,, - exp (c· (t, ... t,. I)) X,,.,) ~· :C c ....... c ............................... c, --·~·c·~~·······-· + 
,., 2 1-exp(-2(1,-1,. 1)) 
-a (ti+ t t, c t, 1exp(,::Jt•.::.l::c.JJ.J.')) 
,. 1 !-exp(-2(1,-t, .. I)) 
l!~tnL (a.a 2 . A)= .. c":.. _Í::J) ((X1 - at 1) 2 àcr• · · "' 2a2 2o4 1 
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. n, (x,, ··· exp( (t, -- t, I))X,,, --- a(t, --- t, 1exp( (t, 
_, L -·- .... ----------.......................... ______ ... ____ .. --- ....... _____ _ 
1- exp(- 2 (i,- t,_ 1)) ') t:,)))J ' 
Tem-se, então: 
_ :[ (t,- t, .. ,exp(-- (t, t,.I))) (x,,- exp(- (t, ·- t,_,)) x,,_,) 
t,x,, ., "' ..... ------------~1-::-::,x;;r~zv,-=-... i,-:J-J _ _. __________ ~ 
l ( - 2 . 
-· (Xt 1 --- a.t 1 } + 
n 
_, L ........ _________ .. ___________________ .. ____ .... ---- - .. ---------... ---... ~-''- (x,,-e.rp( .. (t, .. f,_ 1 ))X,,, -á1 (t.,--t, 1exp(-(t,-t,_1 )J))') 
·", l-exp(-2(t,-t,_I)) ' 
o que nos leva a: 
e 
onde: 
1,- exp(-- (t, ··- t,_J)) X,,_, 
1- exp(-2(1, -t,.,)) 
' 
2 _ ,"-- (t,- t,_ 1exp(- (t,- t,. 1 ))) 2 c l == t 1 + L ~------------------------





Proposição 55 A distribuiçào de â1 é tal que: 
á 1 - N (a. ~') . ,, 
fr_Q~'tt: Temos que: 
E(â.1 ) 
Far(à1 ) 
Além disso, sendo à1 uma combinação linear de v .a.s normais, à1 é 
normal.C::! 
Outra propriedade importante de â 1 é descrita na seguinte pro~ 
posição: 
Proposição 56 â: 1 é consistent-e se e somente se a seguinte condição for satisfeita: 
lim c1 ::::' oo 
n-J:X.· 
(3.2.4) 
I~rgyª: Ternos que E(â1 ) ::::::a e lirnn_,c>a Var(â 1 ) =O, o que, por Tchebyshev, é 
suHcit:nte para que a consistência de â1 ocorra. Resta-nos provar a necessidade. 
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Para isto, note-se que, .s~~ndo â1 normal, sua função característica é: 
Temos que. caso à1 não convirja em distribuição para a. , não con-
vergira tampouco em probabilidade para a. Corno, entretanto, nosso estimador 
converge em distribuição para a se e somente se: 
(3.2.5) 
e 3.2.5 ocorre se e somente se 3.2.4 é satisfeita, está provada a neces;:;idade. O 
Quanto a a 2 , temos: 
Proposição 57 A E.sperança. e a Variáncia de âf são dadas por: 
E( "') a, ::o: n - 1 2 --~·-u 
n 
2(n-l) 4 




E_:r-ova: Para o cálculo de E (ôi) e V ar (ô-i), necessitaremos de alguns momentos 
de nossas variáveis e de â 1, onde X, "'' X 1, --- exp ( --- (t, -- t, __ 1 )) X 1, __ 1 t "c: 2, ... , n. 
Temos: 
E (x,') 
Cov (X,. â1) 
V ar (X,)+ (E (X,J') ~· u' (1 -- exp(--2 (t, -- t,.J))) + 
~- a2 (1., --- t, __ 1exp ( (t, -'" t 1_t))) 2 z = 2, ... , n, 
E (xf.) ~-V ar (X,,)+ (E (X,))' •-• u' +a' ti 
(' (v 1 
·;:;; ,ov .<\_" ~~ 
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I t, -- I, 1 exp (- (I, - t,_ dI , _ 
-- ----------------------------------;ar (X,) 
c1 .I --exp(--2(1, --f,. I)) 
u' 
-- (t,--t, 1exp(-(t, 1, 1)1) 1~•2, ... ,n, 
CJ 
az 
-- - (t, - t,_ 1exp(-- (t,- t, !))) + a1 (t,- t,_ 1exp(- (t,- t,_!))) 
CJ 
t "'-' 2, ... , n, 
Var(X,') -- 2(Far(X,)) 1 +4Var(X,)(E(X,II' 
-- 2<J4 (l -- exp(--2(t, -- 1,_ 1))1 2 + 
1 ., •> 
-;4a a' (t, -- t,._ 1exp(·- (t,- t,_ 1 )))' (1 exp(- 2 (t,-- t, .. !))) 
1 ::::,·; 2, ... ,n, 
v ar ( x{,) , 2 I v ar (X,,) )1 + 4 v ar ( x,') ( B ( x,,) I' ~ Zoe' + 4a1<J1ti, 
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Podemos, então calcular: 
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n -- 1 ., 
o" 
n 
V ar (&i) V ar ( ~ ( x;, + ~ ~~ e;;;(§(t~ -~;~)) - c, áf)) 
- !, (2o4 + 4a2o 2ti +~(i-- exp(:}(l, /;;)JJ' > 
( 2o4 (! - exp (- 2 (t, - t,_J)) )2 + 4a2o 2 (t, - t, .. 1exp (·- (t,- t,_ J))J' X 
(1 - exp(-2(t, ·- t,_I)))) + 
2 (2o4 . 4a2o- 2 ) (2o4 , 4a2o-2 ) 2 . 
+c 1 ~r+~;;;~ -- 2c1 --~:i --t -~- (t 1-l-
+f:: (t, · t, .. 1exp(- (t,- 1,.1))) 2)) 
,~ 2 (1 - exp ( 2 (t, ··· t, .. J))) 
2(n-l) 
= --------;;------o 4 - L_~ 
n-
Outra propriedade de ô~ f> dada pela proposição: 
Proposição 58 ôi é l'on.sú:dente. 
I. E("') ., tm -~~ o1 = oN n--+ç.;:• , 
o que, por Tchebyshev, nos leva diretamente à proposição. [J 




Proposição 59 õi é tal qne sua dístribuição é dada por; 
P_r,gyg: Para provarmos esta proposição, utilizar-nos-emos de Searle (1971) pág. 




ti -- t1-- 1 e.1:p ( -- ( t, --- l1 -1)) 
- ') 1 -- .... , •.• , n ,--------------v 1 - exp (- 2 ( t, ... 1, ;) ) 
Q -· diag(q~,q,, ... ,qn)· 
N. l~" ' p d t ., , ote-se que "---'"·.-. 1 q; = c1 • o emos represen ar a 1 como: 
onde 
D ~· Iln - 1 QH'Q 
c 
Isto nos leva a: 
Dnxn =- idry] € simétrica, de forma que: 
{ 
" Ct ---f}-
..... ___ !.L 
' 









" 2 Ld;, d;f ,_ Ld' (c, ') L q~q,z c1/n -- --- q,~ -+ 
" k"" 1 kcp kf1 
e 
n n 
cif,j =--~L d,kdk) o:::- dnd,J-+- d,.1dJJ + L d,kdln 
n 
q~) º'ºJ "t- L ºtºkºkº; 
k?f•d 
ou >;eja, D é- idernpot.en1e. Além dísso, notemos que: 
•=1 j=l 
Temo..-s, então: 
n -- ' ) ) 
--,&;- x·(r(D ,O-
a-
n q;)- I:q:q; 
•'f.J 
(3.2.11) 
Temos que E (à{) ---
posição. CJ 
Assim, r (D) =- n - 1, t--stando p_rovada a pro~ 
lima outra proposição muito importante para a construção de in-
tervalos de confíança é a seguinte: 
Proposição 60 â1 e õ-f sâo Ú1.dependentes. 
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1- = J 
Com isto~ analogamente ao Capítulo 1, temos que provar que B 1D --
" 
tB 1Di L j1 I: b,d, 
J~C} 
estando, portanto, provada a proposição. CJ 
Sendo as distribuições dos estimadores conhecidas e estando pro-
vada a independência de â1 e Ui, podemos construir nossos intervalos de confiança, 
de forma análoga à utilizada na Seçào 1.2 . Ternos, caso ambos os parâmetros se-
jam desconhecidos, dois intervalos de confiança de 100 (1 -· et)% de confiança para. 
a e a 2 sào dados respectivamente por:· 
e 
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Caso o 2 seja eonhecido, temos o intervalo de confiança para a: 
3.2.2 Estimação pelo Método de Momentos 
Novamente, para encontrar os estimadores por moment,os de a e (/2 , 
devemos encontrar funçóes de nossas amostras de forma a igualar os momentos 
amostrais aos momentos teóricos. Notemos que: 




X,,- exp(- (I,- t,.,)) X,,_,) , V ar -·-·····{; · .. -- .. -====-=----- ··-- a-
yJ-exp(-Z(t,-t, ,)) 
l c-_-:: 2, .... _n 
o que nos leva. a 
~ ((x,,- exp(~ (t., ---- t,~,))X,,_,)') E ---~----·---~--~----· -~-~----··~~~-
! -- exp(-~Z(t, ·~- t,~J)) 







ã' ... 1 (±: (_x':.::.".:CPtj_t, ::!_• ,))_)<_-,, __ ,}' ··- c,â;)-
,--n '"' 1-cxp(·-·2(t,-·--t,.,)) (3.2.13) 
Seja: 
(3.2.14) 
Temos, quanto à distribuição de .ã1 : 
Proposição 61 
N (a a_'d) 
' 2 n 
r.royª,: Pelas propri(~dades dos estímadores de momentos) E (ii1 ) ':"'.:.- a. Quanto à 
variância de nosso cstimador. 
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Note-se que ã1 é uma combinação linear de v.a.s normais e, assim 1 
a 1 é normal corn parâmetros E(ã1 ) e Va.r(à1 ).C"J 
Sobre a consistência de ã1 , tenos a seguinte proposíção: 
Proposição 62 ã.1 é consiBtente se e somente H! a seguinte condição for 8atisfeita: 
. d lun - c:=- O. 
n--+oo n2 
l_?ro_y_Q; Ternos que .E ( ãt) :::o a e limn_, 1x, V ar ( ã1 ) ::c-_ O. Por Tchebyshev, isto é 
kmficíente para que nosso estimador seja consist-ente . Para provar a necessidade, 
note-se que ã1 converge em distribuíç.ão para a se e somente se 3.2.15 ocorrcr.O 
Temos as seguintes proposições sobre as propriedades de ã~: 
Proposíção 63 A Esperança e a Variância de ãi .são dada.s por : 
(3.2.16 ) 
_ ~~-~~) + 4a~~~::. (c 1d _ 1) . 2 - 2 2 -n n n (:l.2.17) 
PIQYª: Calculemos os seguintes momentos das variáveis envolvidas: 
E -- _______ !_________________ ""'" ( X' ) 
· J- exp(-2(t, - t,_ 1)) 
2 . 2 (t, -- t,. 1exp( (t,- t, ... 1)))2 (J ·T O, --- ... ~-··-------------····------ t o·.:: 2 .... , rt, 
1 -- exp(-2 (t, -- t, I)) 
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" (x') 2 ·' + 4 ' 't' v ar t 1 = a - a a ,1 , 
Cov (X,2,ã,i) = ---zCov "'~<},2:.: --·~~"~-,.------~' -------z"+ 1 ( " X' 
n '"' (1, --1,. 1exp(- (1 2 - 1.1 ... ,))) 
+ (t;-=--~. ~~:r·,~.~~:::;-))) (~:· + ,E,. F-::-,;;-;:~~:r, (t, ~:-~~-=~m)) 
- \ ( -·--·---_l-------- 2 (2o4 (!-· exp(·-2(t, ·- t,.r))) 2 
n (t,··t,. 1exp(-(t,--t, r))) 
+4a2o 2 (t., -t,. 1exp(-(t,- t, .. ,)))2 (l· exp(-2(t,··· /.,_r))) ·t 
2 
+··· -·----···------2au2 (l- exp ( -2 (t,- I, .1))) x t, ·- t, .. ,eJ:p(- (t, .. t,.,)) 
(t, ··t,_ 1exp(·-(t,--t,.,)))I:>) 
,,, 
_ -~ (zo'J1.::_eXJ>J:·Z(I~:::.1"::..'ll)' 
2 
+4a'"'n(l -exp(-2(t,-t, ,)))) 
w (t,- t,_ 1exp(· (t,- t,_,))) 
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l ( 4 2 2 ') 
------- 2o + 4a o t -1 
nZtf - 1 
2a4 
---- --------- + --· 
n.2t_i n 
Com estes momentos calculados, teríamos: 
e 
" ('') J (l' ('·') ~v ( x,' ) v ar o 1 o-= ---;-- "ar At1 +  ar ---·---~~------ + 11 2 . 1- exp(-?(t ····· t 1 )) :o::.2 - ... ' , __ 




f_.r_Qyª,: Temos como condições suficientes para qut~ ãi seja consistente: 
(3.2.20) 
(' 
J~~, V ar ( õi) ~ 0.. (3.2.21) 
Note-se que 3.2.20 segue diretamente de 3.2.18 enquanto 3.2.21 
segue de 3.2.18 e 3.2.19 conjuntamente.[] 





e Z definida na sub-seçào anterior. Note-se que .E~=l r;= d. Podemos representar 
.. , 
OJ por : 
ã; '~ Z'EZ, 
C · I ' ' onde E;;::; lln -- ~-~R:n n R"'"' 1e,,: de forma que: nH . . 
{ 
., 
-- c1 r; ,. 










---;;al , __ 
a~ 
' , F E' 'f ' Seja = = 1 ,1 _;: 
" 
n4 f, --- L e?k =--~ 
kc:-l 





ou seja, tomando-se 3.2.22 , teríamos n4 J,,1 = e, r Assim, n 2E é simétrica, ou seja, 
por Sea:rle ( 1971) pág. 57, ~n-tõ-? tem distribuição qui-quadrado. Falta-nos achar 
'(J 
os graus de liberdade e o parâmetro de nâo-centraHdade. Temos: 
' 'E n t-Iz JlZ 
=0 
Assim, sabemos ser -;;2ãr central. Basta-nos provar ter ela (n --· l) graus de iiber-
d d T d d , 'l 2 °2 T 1 2 16 E ( '') n- 1 ' a e. ornemos como ver a erra, .. ~ . emos, por... . que ' o 1 -:::_c --n-o 
e, por Searle (1971) pág. 57, que õ-i ,..,.. x2 (r (A)), ou seja, õ-i tem distribuição 
qui-quadrado central com {n- 1) graus de liberdade se e somente se a.2.22 for 
satisfeita. [J 
Outra proposição interessante sobre nossos estimadores de momentos é a seguinte: 
Proposição 66 a 1 e ãi são independentes se e somente se c1d = n 2• 
ELQY.Q: Temos Õ. 1 e ãf sob a forma matricial: 
õ--=M'Z 










c1 r, r 1 
- -'-;I:1~ 
'{. = J 
1 f- J 
Temos, então, que provar que M'E :;;-_;O,.,: 
Como r1 ::> O) para que esta expressão seja nula para todo z, faz-se necessário e 
suficif.mt<ê que c1d '::::: n 2• Cj 
Com isto, podemos, agora, montar os interva.los de confJança para a 
e o 3 • Caso ambos os parâmetros s1::üarn desconhecidos, não conseguiremos montar 
intervalos de confiança para a e a 2 a menos que c1d = n 2 , pois, sob esta hipótese, 
nãi/o2 terá dístribuiçâ.o qui-quadrado com n graus de liberdade, sendo além disto 
independente de ã1 • Neste caso, os intervalos de confiança de a e a 2 serão idênticos 
aos construídos baseados nos estimadores de máxima verossimilhança: 
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Caso a 2 seja conhecido, temos, para a: 
3.2.3 Conclusões do Caso Determinístico 
Já descobrimos que. sob a hipótese 3.2.22 . os dois estimadores 
de o 2 têm a mesma distribuiçâ.o. Vejamos o que ocorre com os estimadores de 
z 
a. Tornando-sf' c1d "" n 2 , temos E (ã.r) '" a e V ar (ã1 ) ~1-. Assim, por serem 
ambos normais. os dois métodos dar-nos-iam estirnadores de mesma distribuição 
para ambos m; parâmetros, respectivamente. 
Um ponto interessante seria descobrir se há relaç.ào entre a condição 
c1d =---::- n 2 e o equl-espaçarnento dos t:s. Recordemos que: 
t' ' t it·~_t;c:lexp_( -ji,_=_I~:-0Jl' 
1 
' •=Z ] -- exp ( --2 (I, - t,_!)) 
d l, + :f=~l__::__e:rJ11:::2.\1:.: __ t.~2L,. 
11 •=Z (t, ·- t,. 1exp(- (t, -- t,.,))) 
Torne-se a hipótese de equi-espaçamento, denominando-se .6. = t,- t, ... 1 \h E IN e 
15 _=;:; exp (- 6.}. Sob esta hipótese, 
(' 
d -
resultando ern que, tomando-se c1d = n 2, teríamos: 
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t (•(1··8)+<5) 2 
- l fd'" ~~-(1-::8);-ij' 
( ').[_'-- -' 1 (( ')(n(n>l)(2n+1)) ... n+ 1-· h L(J(l-6)+6) "+]-=:-52 1-b ~·-~--;-~---·! + 
,.. 6 
+6 2 + 2h (1 ·-h) ('~(11_-!::_!l- 1)) + f; i'J1 ::hl±0~i 
2 . '*'"''(;(1-h)c-b) 
, 2h2 •· 1 n (n + 1) (2n + 1) , . 
n ,. - -·-;:
2
- >· ---·-·····--------~ , 8 ( 1 - 6) n ( n -c 1) -· 26 ( 1 -·· 6) + 1 . ,, 6 
( ') ,"-- _., ,"-- (1 (1- h)+ h)
2 
1 - b L (J (1 - 6) + 6) '+ L ·---·~-:-·----0 · 
r• lf•Jtl () (1- 6) .,. ó) 
Assim, para que as duas hipóteses não sejam conflitantes, ternos que atender à 
condiçâ.o: 
2n~(b(l:::h):::_l2±311~=:_n(i + 26 (1 ~LJ:f_{;_:::2ó 2 _ 
6 
..f· (>(1- h) +b) 2 
= 2 L . ~-----~.~,. 
l«<> (.1 (1 ·- 6) + b) 
Isto, entretanto, para n grande, é um absurdo visto que o primeiro termo da 
igualdade é negativo e o segundo positivo. Logo, as duas hipóteses são incom-
patíveis. 
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3.3 Tempos Aleatórios Observáveis 
Nesta seçao, os resultados não serão tão completos como na an-
terior, devido, principalmente, à estrutura de covariância de nosso processo, que 
levar-nos-á a cálculos de momentos dos tempos aleatórios cujas soluções não serão 
encontradas. 
3.3.1 Estimação por Máxima Verossimilhança 
Tomemos, aqui, notação análoga à da seçào anterior, ou seja A 
representa o vetor de observação do processo e A~ representa: 
Se tomarmos A~ ao invés de A, nã<) perderemos n<~nhuma in-
formação amostra] para o cálculo de nossos estimadores de máxima verossimi-
lhança e conseguiremos uma função da amostra composta unicamente por variáveis 
aleatórias independentes. Definamos ainda B. := (A*.; WnJ'. 
.Encontremos, a seguir, o nosso estimador de maxtma verossimi-
JlJança de a e o2 . Seja L (a,0" 2 i; B*) nossa função de verossimilhança. Note~se que: 
L (a,"'! B.) fB. (y;a,a') 
( 
2 1 f A. x; a,o 1 Wn = w) fw, (w) 
visto que a distribuiçào dos elementos de nossa janela aleatória independe dos 
parâmetros a serem estimados. Assim, maximizar nossa função de verossimilhança 
em relação a a e o2 equivale a fazê-lo para JA. (x;a,0" 2 i Wn)- Com isto, os estima-
dores de a e a2 serão funcionalmente idênticos, respectivamente, aos estimadores 
d I d • t' e a e cr encontra os na seçao an enor: 
â~ -· 
. , ~n (r,-r,_,e;rp(--(r,··r,.,)))(X,,··exp( .. (r,·r,.,))X,,,) 
T 1 x , , --;-- L.,"" z -----------,.·----~·--1'· -=-~--ex-rr=:-2-cr:--:_~-- ·r,··.:-;;r------------- -· --------- --
---------------------.. ·-·----------------·-·---·------2------~------------
r z , )" (r,_::.I;cc"_T1'(::-Jr, ..... '•.cllJL 






Proposição 67 a2 é nâo·viciado. 
EJ:.Q_y;!-: Temos que: 
E (âz) "'' ·(1( (. ){~r,r,. 1 exp(·(•,"r,.!)) .. E (E (az! W .. )) =E -,.: T1 E X,,! W .. t L-·-· -- ." ... "-·-
1
)-) ·t. ~ 1=-- 2 1 exp ( ~ 2 ( T1 - 71 
em: 
E {X,, · exp (· (r, -r, I)) X.,., i Wn))) 
E(a)••a[J 
Quanto à sua variância1 não nos foi possível calculá-la. como vê-se 
V ar (âz) - E (V ar (âz ! Wn)) + V ar (E (áz ! W,.)) 
.. E(a')+Var(a)=a'E(·1 ) 
C2 C2. 
Quanto a ôª, temos: 
Proposição 68 õ-~ têm as mesmas propriedades de âf , ou seja: 
t: àl é consistente. 
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ErQy_g: Sendo õ-J funciona.lrnente idêntico a a;, temos: 
,, 
naz z 
---- I "I - v (n -- 1) az , n" "'- , 
'" 
isto é. independentemente da. janela de ohsnvação, n;:t- "" x2 (n -· 1). Assim, ãi 
e õ-i sà.o identkamente distribuídos o que nos leva a. consistência dE:' ô5 visto ser 
aquele consistente. [J 
3.4 Tempos Aleatórios Não·· Observáveis Ordenáveis 
3.4.1 Estimação por Máxima Verossimilhança 
Tornaremos a me__sma notação da seção anterior para o vetor de 
observação, A, e para o vetor transformado, A,.. Neste caso, como em todos os 
anteri<)res onde os r's eram nào-amostráveis, não nos será possível o cálculo dos 
EMV's de uma forma explícita, como ver-se-á em seguida. Sabemos que: 
( ' . ) L a,o- !A~ 
Temos, então: 
fA. (x;a,o2) 
-- h. !A.;w, (x~w;a,o-2 ) dw 
w, 
-· ~, f A. (x;a,o 2 1 w) !w, (w)dw 
li-, 
,, " 
L (a, o' I w.,A.) ,. (zna'r' TI (1- exp(-2 (r,- r,_J)Jr1 X 
•= 2 
TI Àexp(-!. (r,- T,.I)) 
J 7C 1 
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Sabendo-se que deveríamos integrar tal expressão para ohier a 
fm1çào de verossimilhança de a e o 2 baseada em A~, não nos parece possível o 
cákulo explícito dos estimadores de máxima verossimilhanç-a de a t' o 2• 
3.4.2 Estimação pelo Método dos Momentos 
Ao contrário do ocorrido na seção anterior, ser-nos-á possível en-
contrar os estimadores pelo método dos momentos tendo eles inclusive algumas 
propriedades interessantes. Temos, por exemplo: 
E(X,,- X,,_,) - E(E(X,, -X,,, i Wn)) ~E(a(r, --r,,)) 
a .. ~·~ ); l = 2, .. _ , n, 
) a E(X,,) '' E(E(X,,! Wn) ~ E(ar,) = .\' 
( ') 2 " l Var(X,,)- E a +Var(ar,)~a +a·),i• 
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Com isto, teríamos: 
Var(X,,) +V ar (x,,,,)" 2Cov (x,,.X,,,,) 
2 t ,, ,,1.·~1 ,, a - T o~ ·+ a~---- -t o~ + !.' ,),2 . 
2 z--1 À ,, 
···2a. -,- -- 2----aN 
v À+ l 
:: + 2o-2 (1 ~- ~ ~~) 1 .c= 2, ... ,n. 
Em termos de momentos amostrais e teóricos, temos: 
e 
Podemos, então, escrever: 
e 








Temos, com relação aos momentos de à3 : 
Proposição 69 a3 é nâo·viciado com variâncw dada por: 
Var(ã3 )c 
J:j_ovª: A esperança de ã3 segne diretamente das propriedades dos estimadores de 
momE'ntos . Quanto à variância, temos: 
Far(ã3 ) -





Temos, quanto ao seu comportamento assintótico, 
Proposição 70 a::. é consistente. 
Er:mr:ª: Sendo E (ã3 } =- a e limn·-+oo ~r ar {â3 ) -'"'O, por Tchebyshev, nosso estímador 
é consíst.ent,e. [J 
Proposição 71 a:; tem a seguinte função densidade de probabilidade: 
hc (x) 
onde s = .\ -- n_q_;r Àa2 
J:l6 
!?J:QY(I: Temos que Õ,;; dado Tn tem distribuição normal com os seguintes parâmetros: 
Tem-se. então: 
À ai 
E(â., I r,.'' t) ~ 
n 
1w /o, (x: r,'" t) f,. (t) di 
o 
r V'z~~~exp ( ~z~~Z (X····· Àr:t) ') d~r 1 exp(~,\t) dt 
~;;~;'(~)'xp (;~',:;)r v" 1exp (- (À- ~~n v- z~iv') dv. 
Esta íntegra] está sempre bem-definida nos reais pois o coeficiente 
de t 2 na exponencial {>sempre negatlvo1 sendo ela uma transformada de Laplace : 
n 1 a :2 
( ( 2 ) ) L v - exp -- z02-v . 
Ternos que: 
E (rrj(v)) = ( ir 1)"' _iJ ___ E (f (v)), 
·,s-m 
ca..<;O m seja inteiro. Além disso . 
. - ( 2) ( 2 _, ) z ííT S 2,.-1; 2 L (exP(-bv )) = \;---exp -- 1 ~ ~,, ( exp(u )du . 
4b 4b _ \-!1r ./o < 
Segue que a solução de nossa integral. sendo b ;"" zf/;;;z-, é: 
n-1 an-1 ("~ 2 ( 2 f. (v"'' 1exp ( -bv')) ·~ (· -1) ,-~-v- exp (s 4b) l -- ---;· r â.sn---1 4b _ y1r lo , ') ) ·-exp(--u du . ,.J 
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Proposição 72 A Esperança de õ5 é dada por: 
2 (n + 1) ( ,\ i l) a ~~~~ ""''''n••~·--·~ ----
nÀ' (.\ + 2n ]r 
PtoY_<:!: Temos: 
Ser-nos-ia interessante mostrar que ã5 é consistente . Para isso, a 
maneira mais usual é provar que: 
J~!::l V ar ( õ-i) =O. (3.4.29 ) 
Ternos que 3.4.28 segue diretamente de E (õ-5}. Nào obtivemos, 
entretanto, V ar (ã5), devido à complexidade dos momentos envolvidos nos seus 





, ( 2 {~( )' n+! o) V ar ôti =-~ -(-·\·~~2 ·-~1·-)·2 Var Xr1 +L... X~,- Xr, , w·- --~2~-X;, . _11 -~- n "'" t=-Z n 
Note que há três termos aleatórios dentro desta expressào. Iremos, 
a seguir, calcular as variáncias destes três termos. Temos: 
2 (V ar (X,, I Wn)) 2 + 4Var (X,, ! Wn) (E (X,, ! Wn)) 2 
!38 
E (x;, I W,) ····V ar (X,,)+ (E (X,, i W,)) 2 • 
Com lsto, teríamos: 
Var(x;,)- E(var(x;,lw,))+Var(E(x;,rw.)) 
8a2o 2 20a4 
-- 2oA + ·--- + ~----
- .. \2 ' ,\4 
Quanto à v ar ( x;,,)' temos: 
e 
Ec(_v'f,,'W)~· 2 22 
.. -"-, ! n ···· (J + a T11 • 
Teríamos, assim: 
V ar (x;,.) =E (v ar (x;, ! W,)) +V ar (E (x;, I W,)) 
(3.1.30 ) 
(3.4,31 ) 
a;, •• a2 (exp(- (r,- r,))+ exp(- (,.,_,·····r,.,)) 
·e1:p( .. (r,· r,.,))) '< J 
exp(- (r2 •. 1 - r,))+ 
a,~= 2a2 (1- exp(- (r,- r,.,))) 
Temos que Y dado Wn tem distribuição N (Ji, E), onde L= [a,2/ Sabemos, por 
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Searle ( l982) pág. 355, que: 
V ar (Y'Y! Wn) ~ 2ir (r:')+ 4p.'Eil. 
Seja Q •c. E': 
Além disso, temos: 
n n n n 
f-1--'Y:.p =L L f..L11-lJ 0 12 =L J-L;a-;, + 2 :L p,,p, 1o;J 
1=2 J=-2 l=o2 l<t<J 
Com ísto, teríamos: 
" ( 2 " ) V ar (Y'Y i W,) = 2 ~ (a;,) + z,E, (u,,)' 
Necessitamos da esperança desta variâncía condicional. Para isto, 
faremos os cálculos de (:ada termo separadamente: 
E((a?,)) ... E(4u4 (1 i exp(·2(r,····r, .. 1 ))-2exp(-(r,···r, 1)))) 
- 4u' (~ + d-z- 2" h" ("i-+~~~·:;]y), 
(
n "') n n -·--- 2 .. --. 2 4 . ........., E L (u,,) • L E({a,,)) =<r L E(exp(-2(r2 - r,))+ 
.1>•>1 J>•>l J>,>l 
+exp ( ... 2 (r,., ·· r,. 1 )) + exp (- 2 ( r2 _ 1 - r,)) + exp (- 2 (r, · r, .. ,)) + 
+2exp ( · (r, · r,)) exp ( .. (r, .. , ... r,.,)) · 2exp ( .. ( r2 .. r,)) exp ( .. (r,_, -r,))+ 
... zexp(· (r,- r,))exp(- (r,- r, r))··· 2exp( (r, .. 1 ... r, .. r)) x 
"'P (- (r, ... 1 ... r,)) -· 2exp ( ... (r, 1 ... r, .. 1)) exp ( · (r, - r,. r))+ 
+2exp ( .. (r, .. 1 ···· r,)) exp (- (r, - r,_,))) 
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e 
... u' ,t, (c À s '" c~ s '~ ( d s ' 11 c~ 2 )'' J 
+ 2 C< 2) ·· , ' (~h), ·-· 2 (~h), , , À.~ l + 
u' (~;i)., ( 2 + ·~}2 +,\h+ 4À+~ (~-; -l) z- 4~+.2~-h- 4dj) 
( .. L)"' (I·- (-L)"-') A+2 À+2 
-----------------
- ,. kLr Àl~::~~;,6:;: 11~~-2 (h-~ 2r- (:~>zf") 
- "46À;(: :À:):-~(,~ ~-z- kh) n-Hl)' 
E (p;u,;) ... E (za2o2 (r, -- r,. 1 ) 2 (l -· exp (-(r,- r,.l)))) 
_ zo?a' (:, .... r~:~\)') = 4a'A~;d~-i/' 
E ( a2o2 (r,·- 7,. 1) (exp( -·(r, ··· r,))) " 
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Assim. teríamos: 
+exp(, (r,,, 1 r,~J)) exp( (r, 1 - r,)),,,, exp(, (r, -r, J))) 
a' a' ( ~ ~~-{--;y (>:~~~r· ' + l {;\ ,,~ !J' C~ 1 r , ' 
''''}i (>:~i)'""'""' (,\-~)j' ~: J)' (>:+i)'''''"') 
''a'"' (~~~i)''-' (4f~;l~:\))), 
Para completarmos os cálculos da variància de Y'Y, temos: 
E(Y'Y) ~ f? ( (x,, ''' x,_ ,)'i w,) 
·--~ 
n 
- L:(2o2 (J-exp(--(r,-r,_,,)))+a 2 (r,--r,~,J') 
'"-1 
Para calcular a variância deste termo._ o que irá completar o cálculo 
de V ar (Y'Y), iremos, a seguir, calcular alguns momentos dos termos da expressào 
ac1rna: 
À 
(-\ +2)(-1+ 1) 2 ' 
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2,\ ,\ 2 4,\"'2 
Cov (exp(- (r,-·- r,. 1)), (r,- r, I)') - f.\~:]j'i- ~-:;:]:\' .. -~-(A--ti)' 
Segue que: 
1 ,[', , , n:". ( ') Var(E(Y'YiW,))- 4o L-'ar(exp(-(r,-r,. 1 )))-ra L.,Var (r,-r, .. I) + 
•=2 1=2 
Ternos que V ar { ãD pode ser expressa como: 
( .À+] )'( (" ') V ar (u.Z) ~ ·-····----- V ar (x') +V ar (x -X ) + 3 , ; ? ] r 1 L_. r, "•·- 1 A -.- -n -- r=-2 -
+---· -V ar X +. Cov X X-- X + ( • ] )
1 
( " '') n r (') 'I:'( )' 
' n4 r, ' ,.- 1 ' ., r,_J . 
'"'2 
_n~~1Cov(x')- >'+_!Cov(.f!-(x- -X )'.x')) 2 r1 2 L.... ,, r,-J • r, 
n n tocZ 
Definamos o(b) de fOrma que, se a= o(b), temos que limn~•oo 1 
O. Note-se que: 
V ar (x;,) ~- o(n) 
V ar (x;J = o ( n') 
/ ......, __ 2 __ 2 
( 
n ) l ar ~ (X,, - X,, ,) -- o{n ) 
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Sabemos que , por Cauchy-Schwarz, teríamos: 
Cov X_ X =o n2 ( ' 2) ( ') 
'1' '" 
Cov (x;j:: (x .. 
' '"''2 
X,,,))' ••• o(ni) 
Cov ( x;,,.t, (x .. -x,,_,J') •o(n'). 
Assim , obtemos: 
lim ll ar (õ;) "'"' O. 
n->oo 
Temos, portanto, provada, a seguinte proposição: 
Proposição 73 ;;; é consistente. 
3.5 Tempos Aleatórios Não-Ordenáveis 
Agora, além de não sabermos, nem a posteriori, os tempos em 
que foram tomadas as componentes da nossa amostra, desconhecemos inclusive 
a ordem em que elas foram observadas. Nossa amostra será denotada por A 
(Xr, 1 , X r,:~, ... , X r,,) 1, onde: { 1,b t2, ... , 1,n} é uma permutação de {1, 2, ... , n }. 
Como nossa amostra atual nada mais é do que um permutação da 
anterior, sabemos que, se existe o vetor de estlmadores de máxima verossimilhança, 
ele só tem soluçâo sob análise numérica, por analogia à Seção 1.5, baseado na Seção 
3.4. 
3.5.1 Estimação pelo Método dos Momentos 
Corno sempre, para que encontremos estirnadores de momentos de 






E (X',,) ~ E' (E (x·' ' "! )) '·' ( ' 2 ') 
-- J • ' r, j 11n "'" l:J a T, + U 
,(z+ 1)1. 2 
a-~-- +a 
v 




L Xr, 1 
rol 
, 2 n(n+ l)(n+2) . 2 
= a ~·~------·--- + na . 





u' = ! (t X' ... ~(n i 2L ( " ) ') 4 n J"" __ 1 1'J 3n (n + 1) ~X,,., _ · (3.5.33) 
Proposição 7 4 A esperança e a variância de â4 são dadas por: 
E(ã4 ) .c.c a (3.5.34 ) 
V ar ( ã.!) ~ ---.-2 a 2 n (.\ + 1) + .\ -,--;-4.\' (·( ((.\)" n2(n·d) A~ 1 l)) + 
2n(n+ l)(n+2)) +a -~-~----6>..2---· (3.5.:l5 ) 
E_rov_ç_: 3.5.34 segue diretamente das propriedad12s dos cstimadores de momentos. 
Para provar 3.5.3f• , n<~cessitaremos de alguns momentos amostrais que foram cal-
culados na seç.ão anterior: 
2 
( • ) ., a lfar À 7, =a·+ ), 2 z, 
E(Cov(X X iW))=a'(-),-)·'·' •<; 
,-,, TJ ' TI ,\ '+ J ' 
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" I: V ar (X,,) 
Assim. ternos que: 
Var(ã4 ) = ;-Q'-~2Var (f=x,,,) 
w(n·-r-1) Fl 
4,\2 (~ ( ('" )) 
- ~-,-~~-----~2 E F m· 2:: X,,, i X,,. X,, ... , X,, + 
n"'(n-+ 1) rl _ 
+V ar (E (t, X,,, i X,, .X,, . X,,))) 
4,\' ( ( ( "- ) \ 
--- ~-2-(--~-~-- .. ·~-)i E Var LX,-,iXr1 ,X,-2 , ••• ,X,,. j+ 
n n -r- 1 ,:::- 1 , 
+V ar (E (f=x,, i x,,x,, .... ,x, .. ))) 
, __ J • 
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Proposição 75 à.4 é consistente. 
l~rm:g,: Sendo â4 não-viciado e tomando-se o limite de sua variância quando n vai 
para o infinito. temos: 
llm E(ã~4 ) =a 
n-•oo 
lim V ar (ã4 ) ~O. 
n--->00 
De forma análoga às anteriores, temos, por Tcllebys]Jev, provada a nossa con-
sistência. C1 
Temos, ainda, que: 
Proposição 76 A função densidade de probabiHdade de ã4 é dada por: 
p_LQyª: Temos que ã4 dado W, tem distribuição normal com os seguintes parâmetros: 
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V ar (â 4 i W,) 
Ternos 1 então caracterizada a distribuição de â4 condicionada à ja-
nela. Tomando-se a distribuição da janela, chegamos à proposição. C 
Quanto a a 2 , temos: 
Proposição 77 Esperança de õ-1 é dada por: 








isto é, ã: é assintoticamente viciado. 
3.6 Conclusões do Processo de Ornstein-Uhlenbeck 
Corno no Capítulo 11 é-nos interessante comparar as variáncias dos estimadores 
obtidos com os respectivos limites inferiores de Cramer-Rao. Neste caso, temos 
g1 -- h1 ·~ 1 e g, = t, --- t, .. 1exp(-- (t, ---- t,_J)) e h, •• 1 exp( (1, t,.,)) se 
t "" 2, 3 .... , n. Com isto, a informação de Fischer de a no caso determinístico é: 
ou stüa) sendo ambos os estimadores de a. não-viciados, têm limite inferior de 
Cramer-Rao dado por: 
., 
tr 
LCR1 (a) = ---c, 
Assim, novamente, apenas o esiimador de máxima verossimilhança 
consegue atingir este limite em qualquer esquema amostrai enquanto o de momen-
tos o atinge se e somente c1d = n 2• Para os casos aleatórios~ o limite inferior de 
Crainer-Rao é dado para estimaclores não-viciados por: 
a' LC RJ(a) = ------ , 
E (c2 ) 
150 
o que não ajuda muito na comparação dos est.imadores visto nao conhecermos 
solução para esta esperança. 
Quanto aos limites das variâncias dos estimadores de o2 • serão os 
mesmos do Capítulo 1 para os casos determinísticos e aleatórios com tempos ob-
serváveis visto serem os estimadores obtidos de mesma. distribuição, qui-quadrado 
com n 1 graus de liberdade, valendo, então, as observações do Capítulo 1, isto 
é, as variâncias desses estirnadores não atingem o limite inferior de Cramer-Rao 
mas sào assintoticamente equivalentes a este. 
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Observações Finais 
Há algumas observaçÔE;s a serem feitas sobre os resultados obti-
dos nesta monografia. Sem dúvida, os resultados mais expressivos. se comparados 
os três capftulos. foram os obtidos no Capít,ulo 1, principalmente no que se refere 
às distribuições dos estimadores de a. 
No Capítulo 2, os esümadores de a têmj a menos das distribuições, 
propriedades semelhantes às dos estimadores equivalentes no Capítulo 1. 
No Capítulo 3, em alguns ca'ios. nào .nos foi possível nem encontrar 
os estimadore!::i de momentos de a., fato que não havia ocorrido em nfmhum dos dois 
capítulos anteriores. Para alguns dos estima.dores encontrados, não conseguimos 
calcular os momentos, mostrando-se assim, de certa forma, que a estrutura do pro-
cesso de Ornstein-Uhlenbeck reduz as condições d(; estimação de a se comparado 
com o processo de Wiener. 
Quanto aos estirnadores de a 2 , é interessante notar que, tanto no 
Capítulo I quanto no Capítulo 3, basta-nos c:onhecer os tempos em que amos-
tramos o protesso, sendo estes aleatórios ou determinísticos, para que tenhamos 
nosso t'stlmador de o 2 com distribuição qui-quadrado com n gra.us dP liberdade. 
Para o Capítulo 2, por ser o tamanho da amostra aleatório, isto não seria possíveL 
Assim, os estima.dores de a 2 mostraram-se muito m~'nos depen-
dentes das diversas janelas de observação do que os estimadores de a, sendo os 
estimadores de a 2 por máxima verossimilhança dependentes apenas do tamanho 
da amostra, tanto no caso determinístico corno aleatório. 
Mesmo com os resultados do Capítulo I sendo mais satisfatórios 
do que os dos outros capítulos) não nos pareceu ser inviável a ('..Xtensão de grande 
parie dos resultados obtidos para o processo de \Viener para uma classe maior 
de processos gaussianos. Parecer-nos-ia. também interessante urna análise mais 
apurada das propriedades dos estírnadores de máxima verossimilhança nos casos 





Apêndice A - Notação 
• IN c. {O, 1, 2, ... ) 
•lR=( oo,oo) 
• IR" = i O. oo) . . . 
• X-..- Fx <c-> a v .a. X segue a distribuição }i); 
• JX - função-densidade de X 
• A ex B ..;-~ A proporcional a B 
• Evento a.s. -{-?- P (Evento)=- 1 
I t 
• Mín (1,.>) =) 
~ -" 
• Máx(t,s) = {; 
• ]n CC (1,1,,,,1)' 
• On =· (0,0, ... ,0)' 
• en:;;:: (1,0, ... ,0)1 
set:S,s 
se t > s; 
set~;s 
se t > -<>; 
• ll11 - matriz identidade n X n 
• _L (a. a 2 i X) -,;._-~ fx (X; a, a 2 ) -função de verossimilhança 
• L (g (t)) = f000 exp ( -st) g (t) dt- Transformada de Laplace de g 
• a(n) ::.:.c a (a--1)-··(a-- n~' 1}, a E IR, nE IN e a.{o)'-=-1 
• E (X) -Esperança de X 
• V ar (X) - Variância de X 
• Cov (X, Y) - Covaríância entre X e Y 
• X l. Y <--} X é indepeildente de Y 
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Àexp r~ !.tj 
• E1(s) , I,~'~~-~-[-~~- dt 
• <?x(t)- função característica de X 
• a c:_c o (b) <-~ lim..,~,;x, ~ -=O 
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Apêndice B - Definições e Propriedades 
lremos, agora, fazer uma breve revisào de a lgurnas distribuições 
e técnicas muito utilizadas durante o texto. Assumiremos a notaçâ.o de f e F em 
vez de I e F quando não houver possibilidadt:s de confusão. 
Definição 2 Seja X uma v. a. absolutamente continua de forma que: 
Dizemos Mr X,..... N (t.t,o 2), isto é, X ,~e_que urna distríb1tição normal de parâmetros 
11 e a 2 _, cufas principais propriedades sâo: 
E(X) ~ !'; 
V ar (X)= u'; 
E ((X-!')')= O, p {mpar; 
Cov ((X- p) 2 , X -t') ='O; e 
<?x(t) = exp (rt- ":t') 
Caso }J = O e o 2 ::::-. 1 diz~se ser .X uma normal padrão. 
Déiní<;ão 3 X --.. r (p, q), 011 BCJ·a X Begue uma distribuição gama de padimetros 
positivos p e q, se e somente se: 
onde p e q são parâmetros e8tritamente posistivos. 
Algumas das principais propriedades desta vaúdvel são: 
E(X) = q; 
p 
\iar(X) = _q_. 
'' p 
_ '" (q+n-l)(n) E (X ) ' ,._, ___ ·-; 
pn 
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J ~· • \' ''() epo:::o 2' nE11,-, entao~ r"\~ n, 
X é quí-quadrado com n grau.5 de liberdade. 
Definição 4 SeJa X uma v. a. de forma que, sendo k um parâmetro positivo: 
X~ t (k), isto é, X segue uma distribw.ção t de 8tndent com k graus de liberdade. 
X tem uma propriedade muito interessante. S'endo Z e Y v.a.s úrdependentes _. Z 
uma normal padrão e Y uma qui-quadrado com n graus de liberdade, teríamos: 
){ - .... :< .. 
• -•- ry-
\1-·n 
seguindo uma distribuição t de Student. Além dt"sso, quando n --)o oo, X converge 
em distribuição para um normal padrão. 
Definição 5 Seja X "-"' (X11 Xz, ... ,Xn) um vetor n-dimensional. X é dito ser 
urna v.a. normal n-variada se e somente .se qualquer combinação linear de suas 
componentes for normal urúvariada. Em particular, basta que se pro1Je que cada 
urna das wmponentes é uma normal univaríada. Assim, X ..., .N (p:. E), onde J1 
é o vetor n-dimensíonal que reúne as respectivas médias, J-t, 1s, das componentes e 
:S ~"- io, 5 ] é a chamada matriz de covariáncia, onde o~5 =- C'ov(XnXJ)· Três das 
principais propriedades da normal n-variada são: 
pág. 57: 
E é simêtrica e definida-positz.va_; 
_yt _l__ X 5 <----> a,5 = O; 
~a,X, ~ N (~a,~,~a;a, ·~ t,a,aJa,,) 
Além destas propriedades, terno8 o seguinte teorema de 8earle {1982) 
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TeorPma 1 ,Seja X,...., N (ti, :E). X'AX"" x2 (r (A) ,p1Af.l-)2) se e somente se AI: 
for idernpoten/.e, onde p.' Ap)Z é o parâmetro de nâo-antralidade. 
DPflnição 6 Um processo C8tocástico X - {X1 • t (-: IR..,} é dito ser um procesw 
dt: Poisson se e sornente se: 
P(X1 ~~X~,'"k)=P(XH''k), likié1V~t,s,i sE !R+; 
P (X1 ~ X,,,, k,X,- X,= I)' P (X, -X,·'· k) P (X.,·~· X,'" I), 
\ft,.~,t ·- s,u,v,v- u,-u- tE JR+, '>!k,l 0.: JN;e 
lím P (){ > 2 'X > 1) = O. 1---->U t ·- ! t --
Definição 7 Se;·am O = (01 , 02 , •• ,, 01-') 1 E 0) um vetor de parâmetroFJ e X = 
(X h)(;, ... , Xr,) 1 uma amostra aleatórú1 que segue uma dz . .stribuição com parâmetro 
O. Diz-se ser Ô o estima.dor de máxima verossimilhança de O dada a amostra X se 
e somente se: 
L(ói X)= MáxeEe(L(D ;X)). 
Definição 8 Sejam 01 e 02 parâmetros unidimensionais, X como na definição an-
terior e g" h, z '' 1, 2,.,., n de forma que E (g, (X,)) = c,01 + d,02 e E (h, (X,)) =· 
e,fJ2 --c- f,0 1 para todo z sendo que te!~ha'r"f"!OS algum c, e algum e, não nulos, sem 
restn-~:Ões quanto a~ e j,. Assim, 01 e (}2 sâo estimadores de momentos de 01 e 
82 , re.-;peclivamente .se e somente se forem .solu.ção para aB equações: 
n n 
Lg,(X,) ~ L(c,e, + d,O,) 
'"'-1 
e 
n n L h, (X,) - L (e, O,+ J.Oz), 
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.Notemos que, caso d, seJa nulo para. todo 1., ternos~ corno wlução 
para. a primeira âas equaçôes apre8entadas: 
l'{este caso, temos o estimador de momentos de 01 niio-t•iciado. 
Definição 9 Uma técm.ca simples, em Aposto! (1911) págs. 380 e S81,para qu.e 
se maximize urna determinada funçâo f (x,y) em relaçâo a (x,y). sen"a. a de se 
encontrar a wluçâo. de ponto interior,. caso exi.sta, (X,Y) do sistenw: 




iJyf (x,y)- O, 
D11 <O; e 
L:.> o, 
Definição 10 Seja Y um vetor de 11 observaçÕe-S de uma variável para a qucil se 
pretende fazer uma regressão em X, matriz n x p. Supõe~sc que entre Y e X exista 
a seguinte relação: 
Y = xe +-E, 
onde f ~ N (On, o 2 E) e O é um vetor de p parâmetros. Pela teoria de estimadOres 
lineare.s de Gaus~h\,farkov .. o e.stimador de mínimos quadradoB de O seria dado por: 
!59 
Este estúnador tem a propriedade de ser. na. clas.se doH nâo-ln.ciados, 
de mínnrw variância. Para o 1 , ten'amoH como esümadur de múlimos quadrados: 
(Y .. xil)' (Y ... xo) 
o-2 --- '"' ',,~--------------- --·- ·-·- '" -------
11 -- p 
Com isto. 
D(•finjção 11 SeJarn X uma variável aleatória t.al que E (X) < oo e m E ]R__,_. t5 
sua propriedade, sendo conhect:da como Doúgualdade de 'Tchebyshev: 
, (, • ( ') , ) • V ar (X) I ; X ·- E X 1> m é, ----, -. 
m 
Definição 12 Sejam X" : n > I uma sequencw de v.a.s e X uma variável 
aleatór-ia que não se.ia relacionada com n. Temos: 
Convergência Quase Certa: X., ':::~·X ? P ( lim X., :o:-_ x) = 1; 
•1--•oo 
Convergência em Probabilidade: Xn I.. X Ç} lim 1-' (! Xn ---X j?· ~)=O, V{ >O; 
rv-•oo 
Convergência em. Distribuição: X.,,;:,. X -77- lim P (Xr, :S. x) '" P (X::; x), 
n--•oo 
em todo ponto de continuidade x: 
X .. ·~~'~ X -::-:> }(., .2~ X =-c> ){'" -~-+ X; 
X·'"JJI " ---· /\ i~: 
Definição 13 SeJa On um estimador de O, sendo n o tamanho da amostra. Ternos, 
então: 
Consrstênúa Forte: Õn ~__:- 8 
-- I' 
Consistência ~fraca: O" -0- O 
.. d 
Convergência em Distribuição: O r, ~--+ O 
Consz'stência Forte =-?- Consl'stênáa Fraca =----? Convergência em Distn.bu.ição ; 
Por Tchebyshev, ,!i!~ E (B,) =o () e ,E~~, V ar (õn) =O :c> 0, _E4 O; 
Vicio: B (õn) E (ón) ···O; e 
Erro Quadrático lvféd1'o: EQI'vf (0.,) =--=- B 2 (õn) +F ar (O"). 
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Definição 14 Se.fa A :::.c (X1 ,X2 , ••• , Xn)' uma amostra cujas rornponentes sejam 
independentes wm dúJtribuiçâo absolutamente contínua com funções de densidade 
paramétricas respectivamente Jx,. A informação de Fischer que A proporcíorw 
sobre 1.1.m parâmetro O é dada por: 
n 
h (O)= 'L;Ix. (O). 
!=ol 
onde 
(( a )') (iJ' ) lx, (O) •• E if'" h (X,) "'-E ào'ln fx. (X,) . 
Se.ia O um estimador de O. Sendo c (íi) •• f/0 B (i!) e d (ii) ·~ f/ó E ( Õ) 1 temos que a variáncia de 1J não pode ser menor do que: 
LCR(O) = (c(i!) + d(i!))' 
1 fA (0) ' 
conheádo como limite inferior de Cramer-Rao. 
Resultado 1 Na situação exposta na definção Li, tomemos cada um dos X, 's 
seguú1do a distribw:ção normal com média e variância respectivamente agt e a 2h,. 
Tedamos; 
~In fx. (x) = -;/{i,; (x - ag,), 
v que nos leva a: 




' ' l ' ara a , enamos: 
8 2 ( ) I_ _(_x_ -__ ,_a_ g_,_) '. J(;;zjiln fx, ~' cc :2;;<, o"h, 
Com isto, 
levando-nos, finalmente, a: 
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