As a model of make-to-order production, we consider an admission control problem for a multiclass, single-server queue. The production system serves multiple demand streams, each having a rigid due-date lead time. To meet the due-date constraints, a system manager may reject orders when a backlog of work is judged to be excessive, thereby incurring lost revenues. The system manager strives to minimize long-run average lost revenues by dynamically making admission control and sequencing decisions. Under heavy-traffic conditions the scheduling problem is approximated by a Brownian control problem, which is solved explicitly. Interpreting this solution in the context of the original queueing system, a nested threshold policy is proposed. A simulation experiment is performed to demonstrate the effectiveness of this policy.
Introduction
This paper is concerned with an admission control problem in a multiclass, single-machine, make-to-order production facility with throughput time constraints and "thin" input streams. In make-to-order production systems, production of an order starts only when a customer request arrives, and no finished goods inventory is kept. Pictured in Figure 1 is a queueing model of a make-to-order production system, similar to those considered in Wein (1992b) and Wein and Veatch (1996) . There are n + 1 different demand classes, each of which has an associated queue as displayed in Figure 1, and each class has its own general service time distribution. Demand for each product can be any arbitrary point process that satisfies a functional central limit theorem, for example, a renewal process. Each demand class also has a throughput time constraint. (Using the language of scheduling theory, this constraint might also be described as a duedate lead time.) In our model, no penalty is incurred when a throughput time constraint is violated. However, the system manager continuously observes the backlog of work in the system and exercises control to prevent throughput time constraint violations. In particular, to achieve compliance with such throughput time constraints, the system manager uses two complementary modes of control: She may reject customer orders upon arrival when the backlog of work is judged to be excessive, thereby incurring lost revenues, and may also choose the order in which the accepted jobs are served. The objective is to minimize long-run average lost revenues.
Because the scheduling problem seems difficult to analyze in its exact form, we use the heavy-traffic approach pioneered by Harrison (1988) that approximates, under so-called heavy-traffic conditions, a dynamic scheduling problem for a queueing network by a dynamic control problem involving Brownian motion-that is, the Brownian control problem. The heavy-traffic condition requires that the server must be busy the great majority of the time, for example, 90% of the time, to satisfy the customer demand over the long run. Heavy-traffic approximations have been used successfully in the operations research literature to study scheduling problems in a dynamic stochastic environment; see, for example, Wein (1989, 1990) , Wein (1990 Wein ( , 1991b Wein ( , 1992a , Chevalier and Wein (1993) , Van Mieghem (1995) , Kumar (2000) , and Plambeck et al. (2001) . Taking a similar approach, we obtain an effective policy for our scheduling problem. First, we solve the approximating Brownian control problem, and then interpret that solution in the context of the original queueing system. Our model builds on that of Plambeck et al. (2001) , and the policy we eventually arrive at can be viewed as a refinement of theirs, as the readers will see in § §5 and 7.
In the model of Plambeck et al. (2001) , each class constitutes a significant fraction of the total demand. In contrast, the demand for products 1 n constitutes only a small fraction of the total demand in our model, while the demand for product n + 1 constitutes most of the demand. As a result, our model gives rise to a novel drift rate control problem in the heavy-traffic limit, while the limiting problem associated with the model of Plambeck et al. (2001) corresponds to the usual (two-sided) regulated Brownian motion (cf. Chapter 5 of Harrison 1985) . Given our assumptions on the relative magnitudes of demand for various products, we refer to classes 1 n as the "thin" classes, while class n + 1 is called the "thick" class. The A multiclass, single-machine make-to-order production facility. terms "thin" and "thick" have precise mathematical meaning as explained in §3 (cf. Dayanik et al. 2003) . The particular contribution of this paper in relation to Plambeck et al. (2001) lies in the novel model of the multiclass queueing system that incorporates the thin input streams, which gives rise to a drift rate control problem in the heavy-traffic limit, and the explicit characterization of the nested threshold policy. Many papers have been written on different versions of job shop scheduling, due-date setting, and minimizing tardiness; see, for example, Graves (1981) , Wein (1991a) , Duenyas (1995) , and Spearman and Zhang (1999) . A distinctive feature of our formulation is that due dates are exogenously determined, and we make dynamic control decisions to meet these hard delay constraints. This avenue was first explored by Maglaras and Van Mieghem (2005) and Plambeck et al. (2001) . Maglaras and Van Mieghem (2005) provides a tractable approach based on fluid models to deal with throughput time constraints via admission control and sequencing. The authors study the problem in the context of stochastic processing networks and strive to develop a scalable approach. Plambeck et al. (2001) studies a specific problem of admission control and sequencing in a multiclass queue with throughput time constraints. The authors propose a simple scheduling policy and prove that it is asymptotically optimal in the heavy-traffic limit using the machinery developed by Bramson (1998) and Williams (1998b, a) .
A recent paper by Dayanik et al. (2003) considers an assemble-to-order system where components are made to stock and final products are assembled to order, and develops computationally efficient performance estimates.
Another recent paper, Plambeck and Ward (2006a) undertakes a holistic analysis of assemble-to-order manufacturing. Plambeck and Ward (2006a) studies the problem of pricing, setting production capacity, and dynamic sequencing of customer orders for assembly in high-volume systems to maximize infinite-horizon discounted profit. Plambeck and Ward (2006b) also incorporates bounds on customer delays and costly expediting of component production. Using the heavy-traffic approximation method, the authors characterize a simple, near-optimal dynamic sequencing rule. Readers are referred to Dayanik et al. (2003) and Plambeck and Ward (2006a, b) for an overview of assemble-to-order systems.
Finally, an important antecedent of this paper is , which studies a drift rate control problem. The solution method of Ata et al. can be applied to solve the Brownian control problem advanced in §3, giving rise to an explicit threshold policy. Indeed, both and this paper are outgrowths of Ata (2003) , and the abstract drift rate control problem studied in was originally motivated by the problem studied in this paper and the power control problem studied in Ata (2005) (cf. §3.6 of Ata 2003). While solves the drift rate control problem under weaker assumptions on the cost rate function, we provide a sharper characterization of the optimal policy by exploiting the special features of our formulation. To repeat, the contribution of this paper lies in its novel formulation and the explicit solution. Moreover, we solve a closely related problem in a special case using the framework of Markov decision processes in §6, which could be of interest in its own right. The optimal policy derived there shows strong solidarity with the one suggested by the solution to the Brownian control problem. A comparison with the exact solution of §6 shows that the optimality gap associated with the Brownian approximation could be as low as 0 03%. This task is undertaken via analytical methods without using simulation. Moreover, two simulation experiments are presented in §7, showing that the policy derived from the Brownian approximation performs well.
The rest of this paper is organized as follows. Section 2 presents the scheduling problem, and the associated Brownian control problem is derived formally in §3. Section 4 solves the Brownian control problem explicitly by adopting the machinery developed in to our setting. The solution to the Brownian control problem is interpreted in §5. Section 6 provides an exact solution to a scheduling problem that is closely related to that of §2 in a rather special case via a Markov decision processes approach. Two simulation experiments are presented in §7 to support the validity of Brownian approximations. Some concluding remarks are presented in §8.
The Scheduling Problem
Consider the queueing model of a make-to-order production system portrayed in Figure 1 . Hereafter, adopting the terminology that is standard in queueing theory, we shall use the term job to denote a customer order to be processed. Similarly, serving a job will refer to the manufacturing activity to fulfill a customer order. There are n + 1 different classes of jobs, each of which has an associated queue as displayed in Figure 1 . Class k jobs have a general service time distribution with mean m k and squared coefficient of variation s
k will be referred to as the service rate of class k. We consider the renewal process S k = S k t t 0 , where S k t is the number of service completions up to time t if the server were continuously serving class k jobs during the interval 0 t . Preemptive-resume scheduling is allowed, but as the readers will see in the sequel, our method of analysis is crude enough that the resulting scheduling policy is independent of the particular assumptions made with regard to preemption. There are no setup times or costs incurred when switching production from one class to another. Also, for each class k, there is an independent renewal process A k = A k t t 0 , where A k t is the number of class k jobs arrived up to time t. We let k denote the average arrival rate and a 2 k > 0 denote the squared coefficient of variation of interarrival times for class k jobs. Both renewal processes are initiated at time t = 0. Class k has profit margin k per job served for k = 1 n + 1. We assume that 0 < 1 1 < 2 2 < · · · < n n < n+1 n+1 . To facilitate future analysis, we define c k = k k for k = 1 n + 1 and p = c n+1 . Then, one writes
Adopting the conceptual framework of Plambeck et al. (2001) , we suppose that the system manager strives to impose an upper limit of d k on the throughput time, or total delay, experienced by any class k job. To achieve compliance with such throughput time constraints, it is natural to consider two complementary modes of control: The system manager may reject arrivals when the backlog of work is judged excessive, thereby incurring lost revenues, and may also choose the order in which the accepted jobs are served. The system manager's objective is to minimize long-run average lost revenues. This formulation is not really meaningful in a conventional queueing model, because the throughput times are random variables. That is, imposing an upper bound on delays of jobs is not possible in a conventional queueing model in general. However, the formulation becomes meaningful in an asymptotic sense; throughput time constraints are met with probability one asymptotically because the delay bounds correspond to upper bounds on buffer contents in the heavy-traffic limit. To be more specific, it is shown in Plambeck et al. (2001) how the law of large numbers implies an equivalence between (scaled) bounds on the number of jobs in the system and (scaled) bounds on throughput times as one approaches the heavy-traffic limit. We therefore replace the throughput bounds for class k jobs by a bound on the number of class k jobs allowed in the system. That is, we replace the upper bound of d k on class k jobs' throughput times by an upper bound of l k = k d k on the number of class k jobs allowed in the system in formulating the dynamic scheduling problem stated in (11) (cf. (8)). Eventually, due to "state space collapse" in the approximating Brownian control problem, this reduces to a single upper-bound constraint on a so-called workload process that adequately summarizes the system status for purposes of dynamic control.
The decisions in our scheduling problem take the form of cumulative control processes. In particular, let T k t be the cumulative amount of time that the server devotes to serving class k jobs in 0 t . Then, the vector process T = T k represents the system manager's sequencing policy. Also, for mathematical convenience, we model admission control as if the system manager can choose to turn off the clocks for the renewal arrival processes. In particular, let R k t denote the cumulative amount of time that class k input is turned off during the interval 0 t . Then, the vector process R = R k represents the admission control policy, and T R represents a scheduling policy.
Letting Q k t denote the number of class k jobs in the system at time t, the vector Q = Q k will be called the queue-length process. Assuming Q 0 = 0, it follows that
Also, let I t denote the cumulative amount of time the server is idle in 0 t . Then,
A scheduling policy T R must satisfy the following:
T R are nondecreasing and continuous
T R are nonanticipating with respect to Q
I is nondecreasing with I 0 = 0 (6)
Also, it is natural to define the backlog of workload W t in the system at time t as
Given a scheduling policy T R , let
As in Plambeck et al. (2001) , we will use the more tractable surrogate t to approximate 1 the cumulative cost of control (that is, lost revenues) up to time t associated with the policy T R . Then, the objective of the system manager is the following:
Unfortunately, this formulation is not tractable analytically. However, in the next section, by considering a sequence of closely related systems in heavy traffic, and introducing diffusion-scaled processes for each system, we formally derive a far more tractable formulation, the approximating Brownian control problem; cf. Harrison (1988) .
The Approximating Brownian Control Problem
In this section, following the approach taken in Harrison (1988) , we develop a Brownian approximation to the control problem presented in §2. To be more specific, we directly formulate the associated equivalent workload problem (cf. Harrison and Van Mieghem 1997) , which eventually reduces to a one-dimensional drift rate control problem. Only the basics of the approximation are presented here, and readers are referred to Harrison (1988) for a more elaborate treatment; also see Harrison (2000 Harrison ( , 2003 for various generalizations of the approximation method. One starts the approximation procedure by defining a collection of centered processes. Let k = k / k denote the long-run average fraction of time that must be allocated to serving class k to fulfill average demand. The traffic intensity of the system, defined by = n+1 k=1 k , is the average server utilization required to fulfill average demand. As in Harrison (1988) , define k = k / to be the proportion of the server's busy time that would be allocated to class k if the server met average demand exactly. For k = 1 n+1 and t 0, define the centered processes
it follows from (9) that
As in Harrison (1988) , the key approximation is to replace the allocation processes T k t in (12) by k t. To be more specific, this assertion holds under the diffusion scaling (cf. (20) ). See §5 of Harrison (1988) for an informal justification of this substitution for a general multiclass queueing network. However, in our simpler model of a multiclass queue with no feedback, this assertion can simply be justified as follows. In the Brownian approximations one considers a sequence of closely related systems indexed by a system parameter, say r = 1 2
The implicit assumption that underlies diffusion scaling is that the performancerelevant timespans are of order r 2 in the rth system and the natural units of measurement are of order r. Then, the assertion immediately above amounts to the fact that as the system parameter r gets large, the server should allocate the proportion k of its time to serving class k jobs over such long timespans (k = 1 n + 1). Rescaling the basic processes associated with each element of the sequence of systems under consideration by the system parameter gives rise to the approximating Brownian control problem in the limit. In particular, the sequence of systems we consider is indexed by the system parameter r = 1 2 and r k varies with r as follows. (In the sequel, we attach a superscript r to quantities associated with the rth system.) 
where and k > 0 (k = 1 n) are given constants. While it is natural to assume < 0, our analysis allows to be any real number. Clearly, the traffic intensity of the rth system is r = 1 + 1/r + n k=1 k . Also, we assume that the delay bound d r k varies with r as follows:
where b k > 0 are given constants (k = 1 n + 1), and l
n + 1. The asymptotic regime described immediately above differs in only one respect from that studied in Plambeck et al. (2001) . In that earlier work, each job class was assumed to provide a significant fraction of the server's overall input, whereas we have described a heavy-traffic regime in which all input streams except the last one are "thin." That is, for each k = 1 n, we suppose that r k → 0 as r → , and the rate of decay assumed in (13) is such that turning away any such class translates as drift rate reduction in the approximating Brownian control problem.
As discussed immediately above, in the Brownian approximations one considers a sequence of closely related systems indexed by a parameter whose formal limit is the Brownian control problem. The original scheduling problem of interest introduced in §2 can be viewed as a specific Operations Research 54(5), pp. 876-892, © 2006 INFORMS element of this sequence of problems, which is determined by the particular choice of the system parameter. Therefore, the final step in the Brownian approximations is to choose a system parameter r, which will be used to rescale the basic processes. The underlying assumption of Brownian approximations is that the system parameter (corresponding to the original problem of interest) is large enough so that various (scaled) performance-relevant processes of the original system can be approximated by the corresponding processes of the Brownian control problem. Eventually, one uses the same system parameter to interpret the solution to the Brownian control problem in the context of the original scheduling problem of §2 (cf. §5). In our formulation, one possible candidate for the system parameter is the ratio of the upper bound on throughput time to the mean processing time for class n + 1 because that ratio is of order r (cf. (14)). For instance, in the photolithography mask operation of Intel Corporation the upper bound on throughput times is roughly two weeks, which in turn corresponds to about 300 production hours, whereas the mean processing times for a job is around six hours (cf. Rubino and Rubino 2003) . Therefore, in that specific example one could take r = 50 as the system parameter.
Choosing an appropriate system parameter r, we define the scaled processes
and the Brownian approximation is essentially obtained by letting the parameter r → . In the spirit of the approximation described in the preceding paragraph, the processes Z, L, and (and the other scaled performance relevant processes defined immediately below) are now replaced with the limiting scaled processes, and will still be referred to simply as the workload, idleness, and cumulative cost processes, respectively. Also, define
Then, by (10), (13), and (17)- (19), it is straightforward to conclude that
from which it is intuitively clear that n+1 · ≡ 0 under any policy worthy of consideration.
2 Next, we define the (scaled) upper bound b on the workload process Z as follows:
The process in (12) also needs to be scaled. Define B r by
The process B r · is a sum of independent renewal processes that are appropriately centered and scaled in the usual way one proceeds in formulating diffusion approximations (cf. Whitt 2002) . Therefore, combining (20) with (13), the approximation that T r 2 t = k r 2 t + o r 2 as r → , and that n+1 · ≡ 0, one concludes by a straightforward application of the functional central limit theorem for renewal processes, the random time change theorem, and the continuous mapping theorem (cf. Billingsley 1999) , that
where ⇒ denotes weak convergence and B is a Brownian motion with drift parameter + n k=1 k and the variance parameter
The approximating Brownian control problem can now be stated as follows: Choose the nondecreasing and continuous processes L, U , and k for k = 1 n to minimize lim sup
subject to
To repeat, the controlled process Z in the Brownian control problem described immediately above represents a scaled version of the workload process W defined in (9), and turning away jobs from class k ∈ 1 n decreases the drift rate of Z (that is, increases the negative drift rate) by k relative to what would have been if that job class were accepted; this is expressed in precise mathematical terms in (22). Hereafter, classes 1 n will be referred to as the "thin classes" or "thin input streams" in our processing system model, and class n + 1 will be referred to as the "thick class."
To facilitate our analysis, let j represent the negative drift rate achieved by turning away classes 1 through j and no others. That is,
Also, let 0 = − + n i=1 i corresponding to the negative drift rate when the system manager admits all classes.
In the remainder of this section, we further simplify the Brownian control problem, which eventually reduces to a special case of the drift rate control problem studied in . First, given the processes k for k = 1 n, without loss of generality one can choose the processes L and U as the associated unique two-sided regulator (cf. §2.4 of Harrison 1985) by the minimality of the two-sided regulator. Therefore, the control problem (21)- (25) reduces to a problem of choosing the drift terms k for k = 1 n. Second, it follows by (24) that k · is absolutely continuous. That is,
Moreover, 0 k s 1 for s 0 and k = 1 n, which follows from the fact that k t t for all t 0 (cf. (24)). Also, define the driftless Brownian motion X as
Then, the Brownian control problem (21)-(25) can be expressed as follows: Choose the processes k · adapted to X for k = 1 n to minimize lim sup
L · U · are nondecreasing and continuous
where (31) represents the fact that L U is the two-sided regulator (cf. §2.4 of Harrison 1985) .
as the cost rate associated with the negative drift rate x. Then, we formulate the following negative drift rate control problem: Choose a process · adapted to X to minimize lim sup
subject to 
the Brownian control problem (26)-(31), there exists a policy · for the formulation (33)-(38) that has lower (or the same) cost.
Proof. For x ∈ A, define u x ∈ n as follows:
Then, given a feasible policy · for the formulation (33)-(38), let k s = u k s for k = 1 n and s 0. It is clear from (39) that the policy k · , k = 1 n, is feasible for the formulation (26)- (31) and has the same cost as · . On the other hand, given a feasible policy k · , k = 1 n, for the formulation (26)- (31), let s = 0 + n k=1 k k s for s 0, which is a feasible policy for the formulation (33)-(38). Also, it is clear from the definition of c · (cf. (32)) that c s n k=1 c k k k s for s 0. Therefore, the long-run average cost associated with · is less than or equal to that achieved by k · , k = 1 n.
It is clear from Proposition 1 that the formulations given in (26)- (31) and (33)- (38) have the same optimal objective value. Motivated by this equivalence, hereafter, the term "Brownian control problem" will be used to refer to the formulation presented in (33)-(38).
Solution to the Brownian Control Problem
In this section, we solve the Brownian control problem advanced in §3, which is indeed a special case of the problem studied in . To be more specific, solve the drift rate control problem under weaker assumptions on the cost rate function c · . However, exploiting special features of our formulation, we provide a sharper characterization of the optimal policy. In particular, the optimal policy that we derive is an explicit threshold policy (cf. Theorem 1). As in we shall restrict attention to stationary, Markov control policies to minimize technical complexity. That is, the negative drift rate chosen at any time t is assumed to depend on past history only through the observed value Z t . An admissible control policy is then defined as a function · 0 b → A.
(Recall that A = 0 n .) Defining 2 0 b as the space of functions f 0 b → that are twice continuously differentiable up to the boundary (that is, f is twice continuously differentiable on the interior of the interval, and its first and second derivatives both approach finite limits at the end points), we introduce the following Bellman equation as a means of characterizing an optimal policy analytically (see for its derivation): Find a function f ∈ 2 0 b and a constant that jointly satisfy
and the boundary conditions 
where y denotes the smallest maximizer and is well defined as shown in the sequel. Because (40) does not involve the unknown function f itself, it is really a firstorder equation. Setting v z = f z for z ∈ 0 b and by definition of , one can equivalently state the Bellman equation as follows: Choose a function v that is continuously differentiable up to the boundary, and a constant that jointly satisfy
and the boundary conditions v 0 = 0 and v b = p. In the remainder of this section, we present a solution of the optimality equation by specializing the results in § §3.3 and 3.4 of to our setting. First, we compile important properties of the functions c, , and . Because c 1 < c 2 < · · · < c n (cf. (1)), it is straightforward to derive from (32) that c · is piecewise linear, convex, and increasing on A. To be more specific, c 0 = 0 and
An illustrative c · function associated with an example that has four thin classes is displayed in Figure 2 . Recall that j = − + n i=j+1 i , corresponding to the negative drift rate achieved by turning away classes 1 through j and no others (j = 1 n). Also, it is clear from (45) that
Readers will see that the function efficiently captures all aspects of the cost rate function c · that are relevant for our purposes; it is straightforward to derive
An illustrative · function associated with an example that has four thin classes is portrayed in Figure 3 .
It is clear from (42) and (43) that y = y y − c y for y 0. Therefore, it follows from (45) and (46) 
An illustrative · function associated with an example that has four thin classes is portrayed in Figure 4 , where the line segments have slopes 0 through 4 .
Letting * ≡ − inf y 0 y p as in allows us to define H v for > * and v ∈ 0 p as follows:
An illustrative c · function. Figure 3 .
An illustrative function corresponding to four thin classes. Recall that c n+1 ≡ p and let c 0 ≡ 0 to simplify the notational burden. Then, for each > * , one has that H 0 = 0, and that Then, thresholds z * k for k = 0 1 n + 1 are defined as follows:
By definition, one has that z * 0 = 0 and z * n+1 = H p * = b. H · * is invertible because it is strictly increasing, which 
the following proposition is a special case of Proposition 7 of and it characterizes a solution to the Bellman equation. Finally, defining the step function
we now state the main result of this section.
Theorem 1. The policy * · is optimal for the Brownian control problem, and its associated long-run average cost is * .
Proof. The result follows by specializing Theorem 1 of to our setting. As in , the optimal policy is the one that chooses in each state z ∈ 0 b the negative drift rate v z , and its associated cost is * . Moreover, by (48)-(51) one concludes that v · is continuous and strictly increasing with v z * k = c k for k = 0 1 n + 1. Then, it follows from (46) that v z = * z .
Proposed Policy
In this section, we propose a policy for the scheduling problem described in §2 based on the solution of the Brownian control problem (cf. Theorem 1). The scheduling policy we propose has two components: admission control and sequencing. It is straightforward to interpret the optimal policy * · (cf. (52)) as an admission control policy. In particular, the optimal drift rate control policy * · corresponds to turning away thin classes 1 i if the scaled workload process Z t is in z * i z * i+1 for i = 1 n. Recall that Z t = W r r 2 t /r for t 0. Therefore, defining
it is natural to interpret the solution of the Brownian control as the following stationary nested threshold policy for the original scheduling problem: The system manager turns away arrivals of thin classes 1 i if the workload process W t is in w * i w * i+1 for i = 1 n and t 0. Moreover, by the usual interpretation of the two-sided regulator L U (cf. Harrison 1985) , the system manager turns away the thick class (class n + 1) only when the workload process W reaches the threshold w * n+1 = br. A graphical representation of the proposed admission control policy for an example with four thin classes is illustrated in Figure 5 .
On the other hand, the rescaling of time and space inherent in the approximating Brownian model prevents us from providing a detailed sequencing policy to the actual problem. Moreover, in the asymptotic regime that we study (cf. (13)), the long-run average fraction of time that must be allocated to serving the thin classes n k=1 r k tends to zero as r → . Therefore, interpreting the solution of the Brownian control problem to provide a sequencing policy is subtle. A naive interpretation is that sequencing decisions become inconsequential asymptotically. However, one needs to choose a sequencing rule that ensures that the throughput time constraints are met for all classes. Therefore, as in Plambeck et al. (2001) , we use the classical "least-relative-slack" sequencing rule. To specify this rule precisely, let k t denote the age of the oldest class k job in the system at time t. (We use the first-in-first-out sequencing rule within each class.) Hence, the remaining slack for Figure 5 .
A graphical representation of the proposed policy. 
W(t) t

Turn away all classes
Turn away classes 1, ..., 4
Turn away classes 1, ..., 3
Turn away classes 1 and 2
Turn away class 1 only Accept all classes the oldest class k job in the system is d k − k t . The leastrelative-slack rule, at each decision point t, gives priority to the class k for which
Because the throughput times are random variables, our problem formulation with throughput time constraints is not really meaningful in a conventional queueing model. It becomes meaningful only in the heavy-traffic limit, as discussed earlier. To compensate for this shortcoming, we consider a family of threshold policies parameterized by b (or, equivalently, parameterized by the largest threshold). Of course, the threshold values w * k for k = 0 1 n + 1 are determined by (50) and (53) once the parameter b is fixed. Therefore, by varying the parameter b, the system manager chooses a corresponding threshold policy. In particular, the system manager chooses the parameter b to provide "acceptable service," which corresponds to imposing an upper bound on the fraction of late orders for each customer class. The parameter b can be determined by a simple one-dimensional search via simulation. To be more specific, one can simply search over integers to determine the largest threshold w * n+1 .
An Exact Analysis of the Scheduling Problem for a Special Case
In this section, we present an exact analysis of a scheduling problem, which is closely related to the scheduling problem (11) of §2 and provides a lower bound for that in a special case. The analysis in this section uses the Markov decision processes framework, which assumes that the arrival and service processes are Markovian. Demand for product k is a Poisson process with rate k (k = 1 n + 1), and the service time of a class k job is exponentially distributed with mean m k = 1 for k = 1 n+ 1. In particular, the mean service time of a job does not depend on its class.
To be specific, we consider a "relaxed" version of the scheduling problem described in §2 (cf. (11)) in the following sense. We replace the upper bound l k on the queue length for class k k = 1 n + 1 that appears in the original problem formulation (cf. (8)) with a single upper bound of K = n+1 k=1 l k on the total number of jobs in the system. Equivalently, this constraint corresponds to imposing an upper bound on the workload process (cf. (9)). Because we are relaxing constraint (8) of the scheduling problem (11) of §2, the resulting relaxed formulation provides a lower bound for the scheduling problem introduced in §2 (after the throughput time bounds have been replaced with queue-length bounds). Readers can also think of this relaxed formulation as a workload formulation. Even though there is a rich literature on admission control for single-server systems-see Crabill et al. (1977) and Stidham (1985 Stidham ( , 1988 for surveys-to the best of our knowledge, the problem studied in this section has not been addressed in the literature, and therefore the analysis in this section could be of interest in its own right even though our primary goal is to use its solution as a benchmark against the solution derived via the Brownian approximation.
Under the additional assumptions described immediately above, the system manager can choose any workconserving sequencing policy without loss of optimality. This follows from the fact that under the specific assumptions of this section, the evolution of workload (that is, the total number of jobs in the system) is independent of the sequencing policy used, and the total number of jobs is the only relevant information for decision making in this specific case. Therefore, the relaxed problem can be viewed as a problem where the system manager chooses the instantaneous arrival rate dynamically over time and the service rate is one unless the system is empty. That is, it can be viewed as an input rate control problem. However, to facilitate comparison with our earlier analysis, we formulate it as a negative drift rate control problem as opposed to an input rate control problem. Of course, the two formulations are equivalent because the negative drift rate is simply service rate minus the arrival rate chosen.
At any decision point, the system manager chooses the probability u j of turning away class j arrivals for j = 1 n + 1, which results in instantaneous cost rate of n+1 j=1 c j u j j , and the negative drift rate of
where u is the n + 1-dimensional vector u j of rejection probabilities. This expanded capability of randomized input control simplifies the exposition, but it is actually irrelevant for purposes of optimal control, as the readers will see below. Define the set of possible negative drift ratesÂ aŝ A = x u 0 u j 1 for j = 1 n + 1 and the associated cost rate of controlĉ x for x ∈Â aŝ
i=j+1 i for j = 0 1 n + 1. Clearly,ˆ j corresponds to the negative drift rate achieved by turning away classes 1 j and no others (j = 1 n + 1). Then, it is straightforward to see thatÂ = ˆ 0 ˆ n+1 and thatĉ · is a piecewise linear and convex function. In particular,ĉ ˆ 0 = 0 and
An illustrativeĉ · function associated with an example that has five classes is illustrated in Figure 6 . Then, as Figure 6 . An illustrativeĉ · function.
in §4, define · and · as follows:
In particular, it follows that
and
Defining A * = ˆ 0 ˆ 1 ˆ n+1 , it follows from (54) that the smallest maximizer y lies in A * for each y 0. Therefore, this expanded capability of allowing randomized admission control is actually irrelevant for purposes of optimal control, and the policy derived below chooses negative drift rates from the set A * . Nevertheless, to simplify the exposition we shall takeÂ = ˆ 0 ˆ n+1 as the set of possible negative drift rates, andĉ · as the associated cost of control.
A Dynamic Programming Formulation
This subsection provides a precise statement of the mathematical problem to be solved. We consider the characterization of optimal policies in the context of a semi-Markov decision process (SMDP) (cf. Bertsekas 1995), which is obtained when we allow the decision maker to choose a new negative drift rate whenever a new job arrives or a service is completed, but not any other time. By convention it is assumed that the negative drift rate is 1 (corresponding to arrival rate of 0) whenever the buffer is full. Therefore, for us a policy is a vector = 0 K−1 with all components belonging to the setÂ = ˆ 0 ˆ n+1 , where K is the buffer size. (Recall thatˆ n+1 = 1.) The problem is to choose a policy that minimizes long-run average lost revenues over an infinite planning horizon. In the language of dynamic programming, we are restricting attention to stationary Markov policies. To be more specific, we are considering a Markov decision process with a continuous time parameter, finite state space, compact action space, time-invariant data, and a long-run average cost criterion.
We require k < 1 for k = 0 K − 1 for admissibility. Therefore, the class of admissible policies is given by
Given an admissible policy , it is straightforward to derive the steady-state distribution = 0 K of the queue-length process evolving under policy . (The following derivations rely on readers' familiarity with the theory of birth-and-death processes; cf. Karlin and Taylor 1997.) In particular, satisfies the following balance equations
and the usual condition
By using (56) and (57), it is straightforward to find explicitly. In particular,
The long-run average cost associated with is
We also define * = inf ∈ , and an admissible policy is said to be optimal if = * .
The Bellman Equation
The standard way of solving the problem introduced in the previous subsection is to consider the associated Bellman equation, or optimality equation, which provides a means for characterizing an optimal policy analytically. Specializing the general form of the Bellman equation for a semiMarkov decision process with average cost criterion and using the uniformization technique (cf. Bertsekas 1995), one arrives at the following set of equations:
Here, one interprets as a guess at the minimum average cost, which was denoted * in §6.1. The vector of unknowns v 0 v 1 v K is often called a relative cost function in average-cost dynamic programming. One can interpret v k as the minimum expected cost incurred until the next entry into an arbitrary reference state j 0, starting in state k, under a revised cost structure; see Bertsekas (1995) for further discussion.
It is easy to see that Equations (58)- (60) determine the relative costs only up to an additive constant even if is treated as a known constant. Therefore, as in George and Harrison (2001) , it is natural to define relative cost differences
Then, one can simplify (58)-(60) to arrive at the following equivalent representation:
It should be emphasized that the derivation sketched above serves only as motivation in our treatment; the only property of this optimality equation that we require (Proposition 3) will be proved from first principles. 
, it is also optimal. Moreover, one has that * = = * .
Proof. Let = 0 K−1 be an arbitrary admissible policy. By definition of admissibility, k < 1 for k = 0 1 K −1, and the steady-state distribution associated with satisfies the balance equations (56)- (57). Also, by definition of · , one writes
Then, by (62), it follows that 1 − k y k+1 − y k +ĉ k for k = 1 K − 1. Multiplying both sides of this by k and summing over k = 1 K − 1, and using the balance equations (56), gives the following:
On the other hand, (61) and the definition of · give 0 y 1 −ĉ 0 y 1 = y 1 − . Equivalently, one writes 1 − 0 y 1 +ĉ 0 . Multiplying both sides of this by 0 , and combining that with (64) and balance equations (56) gives
Finally, y K =ĉ 1 − by (63). Substituting this into (65) yields
Moreover, because the candidate policy * is admissible by assumption, one can repeat the steps above for the candidate policy, in which case all inequalities in the preceding derivation are replaced with equalities. Therefore, it follows that * ≡
Our next task is to solve the Bellman equation, which is undertaken in §6.3.
Solving the Bellman Equation
In this subsection, we solve the optimality equation explicitly. To simplify the development that follows, let us extend · from 0 to all of by setting
Clearly, is piecewise linear and convex (hence continuous) on . Then, define
It is easy to see that f · is piecewise linear, concave, and nondecreasing on . Moreover, it is bounded from above and unbounded from below. An illustrative f · function for an example with five classes is displayed in Figure 7 . Next, for each x ∈ , define y k x for k = 0 1 K inductively as follows:
Using the properties of f · stated immediately above, one easily obtains the following by induction. The following proposition will be used to characterize * (cf. Theorem 2).
Proposition 5. For each k = 0 1 K, the equation y k x = 0 has a unique root x k . Moreover, one has that
Proof. Existence and uniqueness of x k (k = 0 1 K) is immediate from Proposition 4. It only remains to prove (69). We proceed by induction. First, it follows from (68) that y K 0 =ĉ 1 > 0 and y K ĉ 1 − p = p > 0. Then, because y K · is strictly decreasing, we conclude that ĉ 1 − p
To summarize, as our induction basis we have
As the induction hypothesis, suppose that the following holds for k, where 0 < k K − 1:
Next, we prove that (70)- (72) holds for k − 1. For this, it suffices to prove the following: Finally, because y k−1 · is strictly decreasing, combining (74) and (75) gives (73). Therefore, by induction, (70)- (72) holds for k = K − 1 1 0. In particular, as a by-product of (70) for k = 0 we conclude (69).
The following proposition characterizes a solution to the Bellman equation (61)- (63).
Proposition 6. x 0 and the vector y 1 x 0 y K x 0 solve the optimality equation. Moreover,
Proof. It is clear from (68) that x 0 and the vector y 1 x 0 y K x 0 solve the optimality equation, provided that the quantity y k x 0 k = 1 K in (61)- (63) is well defined. Recall that the function is extended to the entire (cf. (66)). Therefore, we need to show that y k x 0 0 for k = 1 K. Because y k · is strictly decreasing, y k x k = 0, and
Suppose that this is false. Then, there exists an index i such that y i x 0 y i+1 x 0 . (Without loss of generality, we can assume i 1.) Then, by monotonicity of f it follows that
It follows from (68) by a straightforward induction argument that
which clearly is a contradiction. Therefore, we have that (69)). Therefore, y K x 0 < p, and (76) follows from this combined with (77).
The following theorem characterizes an optimal policy, and it is almost immediate from Propositions 3 and 6.
Theorem 2. The candidate policy * defined by * k = y k+1 x 0 for k = 0 1 K − 1 is optimal. Moreover, * = x 0 = * ; and the optimal policy is monotone in the state of the system, that is,
Proof. It follows from Proposition 6 that x 0 and the vector y 1 x 0 y K x 0 solve the optimality equation. Moreover, by (76) and the definition of · (cf. (54)), the candidate policy * is admissible. That is, * k < 1 for k = 0 1 K − 1; then, it follows from Proposition 3 that * is optimal, and * = x 0 = * . Finally, (78) follows from the monotonicity of · and (76).
It is an immediate consequence of Theorem 2 and (54) that the optimal policy * is a nested threshold policy. In particular, defining w 0 = 0 and
as the thresholds, one can equivalently specify the optimal policy as follows: The system manager turns away arrivals of class 1 k if the number of jobs in the system exceeds w k for k = 1 n + 1.
A Simulation Study
In this section, we present two specific examples to illustrate the effectiveness of the Brownian approximation method outlined in §3. The first example fits into the framework of §6.1, which enables us to derive an optimal policy analytically. Of course, this policy provides a lower bound on the performance of the policy proposed in §5. In particular, the optimality gap is 0.03%, supporting the validity of Brownian approximations. This strong solidarity between the two policies is intuitive because, heuristically speaking, the state-space collapse effect will reduce the original scheduling problem of §2 to the simpler problem of constraining the overall station workload. Therefore, the original scheduling problem of §2 and the slightly different one introduced in §6 reduce to the same Brownian control problem in the heavy-traffic limit. The second example is taken from Plambeck et al. (2001) , cf. §5. This example illustrates how our policy can be viewed as a refinement of theirs. In the first example, there are five classes consisting of four thin classes and a thick class. As in §6.1, it is assumed that the interarrival and service times are exponentially distributed. In particular, m k = 1 for k = 1 5. The other parameters are as follows: where r is the scaling parameter. For instance, one can take r = d 5 /m 5 , the ratio of the upper bound on delays to the mean processing time for the thick class, as discussed in §3. An alternative approach is to try several different values of the system parameter r, which are of the same order of magnitude as d 5 /m 5 . Once we choose a system parameter r, we can determine the resulting policy derived from the approximating Brownian control problem. The performance of these policies for various values of the system parameter r can be compared by simulation; and the best value of the system parameter and the corresponding optimal policy can be determined by a search over integers. Taking 3 r = 50, one arrives at the following parameters for the Brownian control problem (cf. §3): and w * k = rz * k k = 1 5 . However, we need to compensate for the shortcomings of the Brownian approximation as discussed in §5. To be more specific, viewing b as a policy parameter (as opposed to a fixed number), we further choose the parameter b to provide "acceptable service," which corresponds to imposing an upper bound on the fraction of late orders for each customer class. Equivalently, one can choose the threshold w 5 (recall that w 5 = rb), which corresponds to a simple search over the integer values, and can be done by simulation. Taking 
A histogram of throughput times for Class 5, which is the most critical class (see Table 1 ), is displayed in Figure 8 . The histogram in Figure 8 is only for illustration purposes, and the more elaborate simulation results are presented in Table 1 . The histogram is based on a single simulation run of one million time units under the admission control policy derived from the Brownian control problem (and the leastrelative-slack sequencing rule), which resulted in the processing of 848,522 Class 5 jobs. For each of these jobs the experienced delay is recorded. After deleting approximately 20% of this data to eliminate transient effects, the distribution of experienced delay for the remaining 680,000 jobs is reported in the bar plot of Figure 8 , where the horizontal axis is divided into bins of size one. Given a specific bin, Table 1 .
Simulation output for Experiment 1. On the other hand, fixing the buffer size K = 46, one can derive an optimal threshold policy using the machinery developed in §6. In particular, the optimal policy is the following threshold policy: Because of the special structure of the problem studied in §6, various quantities of interest can be computed analytically. In particular, the optimal long-run average cost is 0.037855 (corresponding to the policy given in (80)), and the long-run average cost under the policy given in (79) is 0.037867. Therefore, the optimality gap is 0.03%. It is important to point out that the long-run average cost for each of the two policies is calculated exactly by means of straightforward methods of continuous-time Markov chains as opposed to a comparison by simulation. To compare several other important aspects of these two policies, a simulation of 100 runs is performed, where each run is one million time units and the initial 200,000 time units are deleted in each run to eliminate transient effects. The least-relative-slack sequencing rule of §5 is used for the simulation. However, this rule reduces to the first-come-first-served sequencing rule because in this specific case d 1 = · · · = d 5 . The mean and 95% confidence interval of various quantities are reported for the policy proposed via Brownian approximations and the optimal policy in Table 1 . (The long-run average fraction of jobs rejected for each class is computed analytically.)
One could also study the performance of the policy proposed by Plambeck et al. (2001) , which turns away Class 1 jobs (the class with lowest c k = k k ) when the total number of jobs is 50 or higher, and always accepts all other jobs. However, under this policy the fraction of late orders is very high 6 46% 36 79% 37 06% 36 92% 36 93% for Classes 1 through 5, respectively, based on a single simulation run. One possible adjustment to their policy is to lower the threshold for turning away Class 1 jobs. However, even if one sets the threshold to zero, the performance is not acceptable. (Fractions of late orders are 16.13%, 15.88%, 16.19%, and 15.94% for Classes 2 5 in that case.) One may naturally consider further adjusting the policy by turning away some other classes early, which gives rise to a threshold policy like ours. However, it is not entirely clear what the best way is to proceed with such an adjustment procedure.
It is important, however, to point out that the policy proposed in Plambeck et al. (2001) is designed for the case where all classes are "thick." Therefore, one might reasonably argue that the comparison in the preceding paragraph is not fair. Therefore, we next study an example that was first studied in Plambeck et al. (2001) and compare the performance of our policy to the policy proposed in that paper, which was proven to be asymptotically optimal. This particular example illustrates that our solution method performs well even at the extreme case when all classes are thick, even though it is primarily designed to address the case where there are some thin classes.
To be specific, we focus on Experiment C of Plambeck et al. (2001) (cf. p. 48) . As in Plambeck et al., we use a modified version of the least-relative-slack sequencing rule. In particular, at each decision point, the priority is given to the class for which
It is assumed that interarrival and service times are exponentially distributed. The parameters of the system are as follows: and l k = 50 for k = 1 2. It is crucial to point out that Plambeck et al. (2001) does not specify the cost parameters 1 2 , as the policy there is not sensitive to the cost parameters as long as 2 2 > 1 1 . Neither is it sensitive to the variance parameter. That is, the policy proposed in Plambeck et al. does not use the second-order problem data, and is essentially insensitive to the cost data, whereas our policy uses all the problem data in an essential way.
Recall that in our approximation method, one has 2 = a As in the preceding example, we further need to choose the parameter b to provide "acceptable service," which corresponds to imposing an upper bound on the fraction of late orders for each customer class. Taking = 0 01, we find b = 0 82, and the corresponding Brownian control problem has the following threshold policy as the optimal solution:
On the other hand, the admission control rule of the policy proposed in Plambeck et al. (2001) is to turn away Class 1 jobs when the workload exceeds the threshold 50. As observed on page 49 of Plambeck et al. (cf. Experiment C in Table 2 ), the performance of this policy is not acceptable by our standard of acceptable quality of service because the percentages of tardy jobs are 9.9% and 13.7% for Classes 1 and 2, respectively. (Classes are indexed in the reverse order in Plambeck et al.) Therefore, to make a meaningful comparison, we modify the policy of Plambeck et al. by adjusting the threshold value so that the resulting policy provides acceptable service. In particular, it is found by simulation that the highest value of the threshold, which corresponds to a policy providing acceptable service, is 34.
To compare these two policies, a simulation experiment of 100 runs is performed, where each run is one million time units and the initial 200,000 time units are deleted in each run to eliminate transient effects. The mean and 95% confidence interval of various quantities for the two policies are reported in Table 2 . In particular, the long-run average cost under our policy is 0.04038 ±0 00017 , and it is 0.04034 ±0 00017 under the asymptotically optimal policy of Plambeck et al. (2001) . The difference between the performance of these two policies is not significant statistically (at a 95% confidence level).
Concluding Remarks
In this paper, a Brownian approximation to a scheduling problem for a single-server, multiclass make-to-order queue with throughput time constraints and "thin" classes is advanced. The Brownian control problem is solved explicitly, which is then interpreted in the context of the original problem, and a scheduling policy is proposed that performs well, as illustrated in §7. Moreover, a closely related problem is solved in a special case using the framework of Markov decision processes in §6, which could be of interest Table 2 .
Simulation output for Experiment 2.
Proposed policy Policy of Plambeck et al. (2001) % rejected % tardy Average delay % rejected % tardy Average delay Class 1 7 47 ± 0 03 0 37 ± 0 00 18 13 ± 0 02 8 06 ± 0 03 0 28 ± 0 00 17 65 ± 0 02 Class 2 0 40 ± 0 00 0 94 ± 0 01 19 61 ± 0 03 0 0 93 ± 0 01 19 34 ± 0 02 in its own right. The optimal policy derived there shows strong solidarity with the one suggested by the solution to the Brownian control problem.
Although the problem that we study may seem rather special at first, it can easily be extended to a more general setting. In particular, one can allow multiple thick classes in the model. Because demand for each product can be any arbitrary point process that satisfies a functional central limit theorem, one can simply aggregate these thick classes and treat them as a single thick class; the aggregate process also satisfies a functional central limit theorem. To be more specific, suppose that we have N demand classes such that
Indeed, (81) can be assumed without loss of generality, as one can relabel classes so that (81) holds. The first step is to determine the number of thin classes n < N . Then, we aggregate classes n + 1 through N and treat them as a single thick class. The assumption that the total load imposed by the thin classes on the server is a small percentage of the server capacity-for example 10%-20%-lies at the heart of our analysis (cf. (13)). One possible defense of this assumption is to imagine a production system serving many demand streams such that for classes 1 n, demand rate is small, profit margin per job served is high, but at the same time the mean processing time is high too, so that (81) holds. Of course, to apply our solution method one also needs to aggregate classes n + 1 N into a single thick class. An interesting open problem is to prove that the policy proposed in §5 is asymptotically optimal in the heavytraffic limit. We make no claim of asymptotic optimality of the proposed policy even though it is plausible. In particular, at no point in our treatment do we provide rigorous convergence proofs to justify the proposed approximations, but the arguments given in support of the approximations amount to a broad outline for such proofs. This is intended both to strengthen readers' intuition and to facilitate cross reference to related work (cf. Van Mieghem 1995; Kumar 2000; Plambeck et al. 2001; Williams 2001, 2004; Ata and Kumar 2005; Stolyar 2004; Budhiraja and Ghosh 2005; and Plambeck and Ward 2006a, b;  where similar diffusion approximations are rigorously justified).
The problem studied in this paper is different from the ones in those papers mentioned immediately above in two important ways. Therefore, one cannot use the techniques used in those papers immediately to prove the asymptotic optimality of the proposed policy. First, the limiting Brownian control problem associated with the models of those papers is simpler, admitting pathwise solutions. That is, one could characterize a policy that is optimal for all sample paths of realizations. Roughly speaking, in those problems there are no trade-offs between the immediate costs and the future costs, and the optimal policy is a greedy one that only uses the first-order data, ignoring variance parameters. On the other hand, the limiting Brownian control problem associated with our formulation does not admit a pathwise solution. The optimal policy is characterized by solving the Bellman equation, and it uses both the first-and the second-order problem data. In particular, it depends on the variance parameters rather explicitly. The second important difference is the incorporation of the thin input streams, which gives rise to a novel formulation; the associated Brownian model is tractable analytically. Therefore, the contribution of this paper lies in its formulation and the explicit solution. In particular, viewing some classes as "thin" allows us to approximate the scheduling problem by a drift rate control problem. Presumably, this approach can be extended to a network setting, in which case heavy-traffic approximation gives rise to a (multidimensional) drift rate control problem as opposed to a singular control problem, simplifying the analysis. Endnotes 1. The approximation here involves replacing some sample path quantities with their mean values. 2. On the contrary, if n+1 t > 0 for some t 0, then by arguing heuristically one has that U s = for all s t by letting r → in (18) and (19). Therefore, s = for s t, which results in infinite average cost. 3. This rather naive choice of the system parameter results in an optimality gap of 0.03%, which, of course, can be improved further via a search for the best value of the system parameter.
