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Abstract
In this work, we are interested in characterizing typical (generic) dimensional properties
of invariant measures associated with the full-shift system, T , in a product space whose
alphabet is a perfect and separable metric space (thus, complete and uncountable). More
specifically, we show that the set of invariant measures with upper Hausdorff dimension
equal to zero and lower packing dimension equal to infinity is a dense Gδ subset of M(T ),
the space of T -invariant measures endowed with the weak topology. We also show that
the set of invariant measures with upper rate of recurrence equal to infinity and lower rate
of recurrence equal to zero is a Gδ subset of M(T ). Furthermore, we show that the set of
invariant measures with upper quantitative waiting time indicator equal to infinity and lower
quantitative waiting time indicator equal to zero is residual in M(T ).
Key words and phrases. Full-shift over an uncountable alphabet, Hausdorff dimension, packing
dimension, invariant measures, rates of recurrence.
1 Introduction
Let (M,ρ) be a complete separable (Polish) metric space, and let S be its σ-algebra of Borel
sets. Now, define (X,B) as the bilateral product of a countable number of copies of (M,S).
Note that B coincides with the σ-algebra of the Borel sets in the product topology. Let d be
any metric in X which is compatible with the product topology (that is, d induces an equivalent
topology). It is straightforward to show that (X, d) is also a Polish metric space.
One can define in X the so-called full-shift operator, T , by the action
Tx = y,
where x = (. . . , x−n, . . . , xn, . . .), y = (. . . , y−n, . . . , yn, . . .), and for each i ∈ Z, yi = xi−1. T
is clearly an homeomorphism of X onto itself. We choose d in such a way that T and T−1 are
∗Work partially supported by FAPEMIG (a Brazilian government agency; Universal Project 001/17/CEX-
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Lipschitz transformations; set, for instance, for each x, y ∈ X,
d(x, y) =
∑
|n|≥0
1
2|n|
ρ(xn, yn)
1 + ρ(xn, yn)
. (1)
Let M(T ) be the space of all T -invariant probability measures, endowed with the weak
topology (that is the coarsest topology for which the net {µα} converges to µ if, and only if, for
each bounded and continuous function f ,
∫
fdµα →
∫
fdµ). Since X is Polish, M(T ) is also a
Polish metrizable space (see [10]).
Given µ ∈ M(T ), the triple (X,T, µ) is called an M -valued discrete stationary stochastic
process (see [28, 36, 37]; see also [13] for a discussion of the role of such systems in the study of
continuous self-maps over general metric spaces).
The study of generic properties (in Baire’s sense; see Definition 1.6) of such M -valued dis-
crete stationary stochastic processes goes back to the works of Parthasarathy [28] (regarding
ergodicity) and Sigmund [36, 37] (regarding positivity of the measure on open sets, zero entropy
of the measure for M = R).
In the last decade, some studies about the full-shift system over an uncountable alphabet
have been performed; more specifically, we can mention the works about the Gibbs state in Er-
godic Optimization (a generalization of several results of the classical theory of thermodynamic
formalism). In [2], given an observable A : MZ → R, where M is a connected and compact
manifold, and given the temperature T , the authors have sudied the main properties of the
Gibbs state µˆ 1
T
A, considering the Ruelle operator associated with
1
TA. They also have analyzed
selection problems when T → 0. In [24], the authors have studied the shift acting on MN, with
the Ruelle operator defined for a general a priori probability measure. They have analyzed the
pressure problem for a Ho¨lder potential A and its relation with eigenfunctions and eigenproba-
bilities of the Ruelle operator. They also have studied the case in which T → 0 and have shown
some selection results.
In this work, we are interested in the generic dimensional properties of such T -invariant
measures, more specifically, in their Hausdorff and packing dimensions (generally called fractal
dimensions). Hence, we recall some basic definitions involving Hausdorff and packing measures,
giving a special treatment to the packing dimension of a measure defined in a general metric space
(open and closed balls in RN possess nice regularity properties; for example, the diameter of a
ball is twice its radius, and open and closed balls of the same radius have the same diameter.
In arbitrary metric spaces, the possible absence of such regularity properties means that the
usual measure construction based on diameters can lead to packing measures with undesirable
features, as was observed by Cutler in [9]).
For a dynamical system, the fractal dimensions of an invariant measure provide more relevant
information than the fractal dimensions of its invariant sets, or even the fractal dimensions of
its topological support; the point is that invariant sets and topological supports usually contain
superfluous sets (in the sense that they have zero measure). Thus, by establishing the fractal
dimensions of invariant measures, one has a more precise information about the structure of the
relevant sets (of positive measure) of a dynamical system (see [3, 29, 30] for a more detailed
discussion).
In what follows, (X, d) is an arbitrary metric space and B = B(X) is its Borel σ-algebra.
Definition 1.1 (radius packing φ-premeasure, [9]). Let ∅ 6= E ⊂ X, and let 0 < δ < 1. A
2
δ-packing of E is a countable collection of disjoint closed balls {B(xk, rk)}k with centers xk ∈ E
and radii satisfying 0 < rk ≤ δ/2, for each k ∈ N (the centers xk and radii rk are considered
part of the definition of the δ-packing). Given a measurable function φ, the radius packing
(φ, δ)-premeasure of E is given by the law
P φδ (E) = sup
{
∞∑
k=1
φ(2rk) | {B(xk, rk)}k is a δ-packing of E
}
.
Letting δ → 0, one gets the so-called radius packing φ-premeasure
P φ0 (E) = lim
δ→0
P φδ (E).
One sets P φδ (∅) = P
φ
0 (∅) = 0.
It is easy to see that P φ0 is non-negative and monotone. Moreover, P
φ
0 generally fails to
be countably sub-additive. One can, however, build an outer measure from P φ0 by applying
Munroe’s Method I construction, described both in [26] and [33]. This leads to the following
definition.
Definition 1.2 (radius packing φ-measure, [9]). The radius packing φ-measure of E ⊂ X is
defined to be
P φ(E) = inf
{∑
k
P φ0 (Ek) | E ⊂
⋃
k
Ek
}
. (2)
The infimum in (2) is taken over all countable coverings {Ek}k of E. It follows that P is an
outer measure on the subsets of X.
In an analogous fashion, one may define the Hausdorff φ-measure. The theory of Hausdorff
measures in general metric spaces is a well-explored topic; see, for example, the treatise by
Rogers [33].
Definition 1.3 (Hausdorff φ-measure, [9]). For E ⊂ X, the outer measure Hφ(E) is defined by
Hφ(E) = lim
δ→0
inf
{
∞∑
k=1
φ(diam(Ek)) | {Ek}k is a δ-covering of E
}
, (3)
where a δ-covering of E is any countable collection {Ek}k of subsets of X such that, for each
k ∈ N, E ⊂
⋂
k Ek and diam(Ek) ≤ δ. If no such δ-covering exists, one sets Hφ(E) = inf ∅ =∞.
Of special interest is the situation where given α > 0, one sets φ(t) = tα. In this case, one
uses the notation Pα0 , and refers to P
α
0 (E) as the α-packing premeasure of E. Similarly, one uses
the notation Pα(E) for the packing α-measure of E, and Hα(E) for the α- Hausdorff measure
of E.
Definition 1.4 (Hausdorff and packing dimensions of a set, [9]). Let E ⊂ X. One defines the
Hausdorff dimension of E to be the critical point
dimH(E) = inf{α > 0 | h
α(E) = 0};
one defines the packing dimension of E in the same fashion.
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We note that dimH(X) or dimP (X) may be infinite for some metric space X. One can show
that, for each E ⊂ X, dimH(E) ≤ dimP (E) (see Theorem 3.11(h) in [9]), and this inequality is
in general strict.
Definition 1.5 (lower and upper packing and Hausdorff dimensions of a measure,[25]). Let µ
be a positive Borel measure on (X,B). The lower and upper packing and Hausdorff dimension
of µ are defined, respectively, by
dim−K(µ) = inf{dimK(E) | µ(E) > 0, E ∈ B},
dim+K(µ) = inf{dimK(E) | µ(X \ E) = 0, E ∈ B},
where K stands for H (Hausdorff) or P (packing). If dim−K(µ) = dim
+
K(µ), one denotes the
common value by dimK(µ).
Let µ be a positive finite Borel measure on X. One defines the upper and lower local
dimensions of µ at x ∈ X by
dµ(x) = lim sup
ε→0
log µ(B(x, ε))
log ε
and dµ(x) = lim inf
ε→0
log µ(B(x, ε))
log ε
,
if, for every ε > 0, µ(B(x; ε)) > 0; if not, dµ(x) := +∞.
The next result shows that the essential infimum of the lower (upper) local dimension of a
probability measure is equal to its lower Hausdorff (packing) dimension, whereas the essential
supremum of the lower (upper) local dimension of such kind of measure is equal to its upper
Hausdorff (packing) dimension; see Appendix for its proof.
Proposition 1.1. Let µ be a probability measure on X. Then,
µ- ess inf dµ(x) = dim
−
H(µ) ≤ µ- ess sup dµ(x) = dim
+
H(µ),
µ- ess inf dµ(x) = dim
−
P (µ) ≤ µ- ess sup dµ(x) = dim
+
P (µ).
We are also interested in the polynomial returning rates of the T -orbit of a given point to
arbitrarily small neighborhoods of itself (this gives, in some sense, a quantitative description
of Poincare´’s recurrence). This question was posed and studied by Barreira and Saussol in [4]
(see also [1, 5, 19] for further motivations). Given a separable metric space X and a Borel
measurable transformation T , they have defined the lower and upper recurrence rates of x ∈ X
in the following way: for each fixed r > 0, let
τr(x) = inf{k ∈ N | T
kx ∈ B(x, r)}
be the return time of a point x ∈ X into the closed ball B(x, r)1; then,
R(x) = lim inf
r→0
log τr(x)
− log r
and R(x) = lim sup
r→0
log τr(x)
− log r
are, respectively, the lower and upper recurrence rates of x ∈ X. Note that τr(x) may be infinite
on a set of zero µ-measure.
1Actually, the definition presented in [4] uses open balls; it is straightforward to show that they coincide.
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Barreira and Saussol have showed (Theorem 2 in [4]) that R(x) ≤ dim+H(µ) for µ-a.e. x ∈ X.
They also have showed, when X ⊂ Rn, that R(x) ≤ dµ(x), and that R(x) ≤ dµ(x) for µ-
a.e. x ∈ X. Later, Saussol has showed in [34] that, under the hypotheses that T is a Lips-
chitz transformation, hµ(T ) > 0, and that the decay of the correlations of (X,T, µ) is super-
polynomial, R(x) = dµ(x), and R(x) = dµ(x) for µ-a.e. x ∈ X. Accordingly, it is known (see [15]
for the precise statement) that if the decay of the correlations of (X,T, µ) is super-polynomial
with respect to Lipschitz observables and if dµ(x) := dµ(x) = dµ(x) for µ-a.e. x ∈ X, then
R(x) = R(x) = dµ(x) for µ-a.e. x ∈ X. Indeed, for several rapidly mixing (“chaotic”) systems,
the quantitative waiting time indicators are µ-a.e. equal to the local dimension of µ (see [15] for
details and more references).
In this work, we present some results, for M -valued discrete stationary stochastic processes,
relating R (respectively, R) and dµ (respectively, dµ).
Another dynamical aspect of M -valued discrete stationary stochastic processes that is ex-
plored in this work refers to the quantitative waiting time indicators, defined by Galatolo in [14]
as follows: let x, y ∈ X and let r > 0. The first entrance time of O(x) := {T ix | i ∈ Z}, the
T -orbit of x, into the closed ball B(y, r) is given by
τr(x, y) = inf{n ∈ N | T
n(x) ∈ B(y, r)}
(note that τr(x, y) may be infinite on a set of zero µ× µ-measure).
Naturally, τr(x, x) is just the first return time into the closed ball B(x, r). The so-called
quantitative waiting time indicators are defined as
R(x, y) = lim inf
r→0
log τr(x, y)
− log r
and R(x, y) = lim sup
r→0
log τr(x, y)
− log r
.
Let (X,T ) be a dynamical system such that X is a separable metric space and T : X → X
is a measurable map, and suppose that there exists a T -invariant measure µ. Then, Theorem 4
in [14] states that, for each fixed y ∈ X, one has
R(x, y) ≥ dµ(y) and R(x, y) ≥ dµ(y) for µ-a.e. x ∈ X. (4)
Furthermore, even if µ is only a probability measure on X, Theorem 10 in [14] states that
for each x ∈ X, one has R(x, y) ≥ dµ(y) and R(x, y) ≥ dµ(y) for µ-a.e. y ∈ X.
Before we present our main results, some preparation is required. Recall that a subset R of
a topological space X is residual if it contains the intersection of a countable family, {Uk}, of
open and dense subsets of X. A topological space X is a Baire space if every residual subset of
X is dense in X. By Baire’s Category Theorem, every complete metric space is a Baire space.
Definition 1.6. A property P is said to be generic in the space X if there exists a residual
subset R of X such that each x ∈ R satisfies property P.
Note that, given a countable family of generic properties P1,P2, · · · , all of them are simul-
taneously generic in X. This is because the family of residual sets is closed under countable
intersections.
We shall prove the following results.
Theorem 1.1. Let (X,T,B) be the full-shift dynamical system over X =
∏+∞
−∞M , where the
alphabet M is a perfect and separable metric space.
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I. The set of ergodic measures, Me, is residual in M(T ).
II. The set of invariant measures with full support, CX , is a dense Gδ subset of M(T ).
III. The set HD = {µ ∈ M(T ) | dimH(µ) = 0} is a dense Gδ subset of M(T ).
IV. The set PD = {µ ∈ M(T ) | dimP (µ) = +∞} is a dense Gδ subset of M(T ).
V. The set R = {µ ∈M(T ) | R(x) = 0, for µ-a.e. x} is a dense Gδ subset of M(T ).
VI. The set R = {µ ∈M(T ) | R(x) = +∞, for µ-a.e. x} is a dense Gδ subset of M(T ).
VII. The set R = {µ ∈ M(T ) | R(x, y) = 0, for (µ × µ)-a.e. (x, y) ∈ X × X} is a dense Gδ
subset of M(T ).
VIII. The set R = {µ ∈ M(T ) | R(x, y) = +∞, for (µ × µ)-a.e. (x, y) ∈ X ×X} is residual in
M(T ).
Item I was proved by Oxtoby in [27] and Parthasarathy in [28], using the fact that the set
of T -periodic or T -closed orbit measures (that is, measures of the form 1kx
∑kx−1
i=0 δT ix(·), where
x is a T -periodic point of period kx) is dense in M(T ). Sigmund has proved item II in [37] (see
also [10]). We have opted to include these results in Theorem 1.1 since they are used in the
proofs of items III-VIII, which comprise our main contributions to the problem. The proofs of
items III and IV are presented in Section 2, whereas the proofs of items V-VIII are presented
in Section 3.
As a direct consequence of Theorem 1.1, we have obtained for typical ergodic measures,
that is, for µ ∈ RD = R ∩ R ∩ PD ∩HD, some relations between R (respectively, R) and dµ
(respectively, dµ), similar to those obtained by Saussol and Barreira (as discussed above).
Corollary 1.1. Let M be a perfect and separable metric space, and let µ ∈ RD ⊂ Me. Then,
R(x) = dµ(x) = 0 and R(x) = dµ(x) =∞, for µ-a.e. x ∈ X.
It follows from items III and IV in Theorem 1.1 that there exists a dense Gδ set, D :=
PD ∩HD ⊂ M(T ), such that each µ ∈ D is somewhat similar, in one hand, to a “uniformly
distributed” measure, whose packing dimension is maximal (for instance, when X = [0, 1]Z, the
shift Bernoulli measure Λ =
∏+∞
−∞ λ, where λ is the Lebesgue measure on [0, 1], is an uniformly
distributed measure, whose packing dimension is infinite) and in the other hand, to a purely
point measure, whose Hausdorff dimension is zero.
Moreover, by Definition 1.5, each µ ∈ D is supported on a Borel set Z = Z(µ) such that
dimtop(Z) ≤ dimH(Z) = 0 < dimP (Z) =∞, where dimtop(Z) stands for the topological dimen-
sion of Z (see, [20] Sect. 4, page 107, for a proof of the inequality dimtop(Z) ≤ dimH(Z)). Since
dimtop(Z) = 0, if one also assumes that supp(µ) = X (just take µ ∈ CX ∩ D), one concludes
that Z is a dense and totally disconnected set in X with zero Hausdorff and infinite packing
dimensions. Furthermore, one may take Z as a dense Gδ subset of X (see Proposition 2.6).
Remark 1.1. It is worth noting that although the packing dimension of X is infinite (since, for
each µ ∈ D, dimP (Z) = ∞), its topological dimension may be finite. This is not unexpected,
altogether: there are examples of topological spaces where dimP (X) > dimtop(X) (see example
2.12 in [29], where 0 = dimtop(X) < dimP (X)).
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Items V and VI in Theorem 1.1 say that there exists a dense Gδ set, R := R ∩R ⊂M(T ),
of ergodic measures such that if µ ∈ R, then there exists a Borel set Z, with µ(Z) = 1, so that
if x ∈ Z, then R(x) = 0 and R(x) =∞. This means that given a very large α and a very small
β, for each x ∈ Z, one has R(x) ≤ β and R(x) ≥ α. So, there exist sequences (εk) and (σl)
converging to zero such that, for each k, l ∈ N, τεk(x) ≤ ε
−β
k and τσl(x) ≥ σ
−α
l , respectively.
Setting, for each k, l ∈ N, sk = 1/εk and tl = 1/σl, one has τ1/sk(x) ≤ s
β
k and τ1/tl(x) ≥ t
α
l ,
respectively.
Therefore, given x ∈ Z, there exists a time sequence (time scale) for which the first inci-
dence of O(x) to one of its spherical neighborhoods (which depend on time) occurs as fast as
possible (that is, it is of order 1; this means that the first return time to those neighborhoods
increases sub-polynomially fast); accordingly, there exists a time sequence for which the first
incidence of O(x) to one of its spherical neighborhoods increases as fast as possible (that is,
super-polynomially fast).
The following scheme tries to depict how subsequent elements of both sequences are related.
Between two consecutive elements of (σk), there are several elements of (εl):
x
ε
k+1 εk
σ
l+1 σl
Here, we also show that the typical measures described in Theorem 1.1 are supported on the
dense Gδ set R = {x ∈ X | R(x) = 0 and R(x) =∞} (Proposition 3.4).
Remark 1.2. We note that there are other examples of systems (X,T, µ) for which R(x) > R(x)
for µ-a.e. x ∈ X (respectively, R(x, y) > R(x, y) for (µ × µ)-a.e. (x, y) ∈ X × X); this is
particularly true if: X = S1, T = Tα is the translation by α, an irrational number of type
greater than one, and µ is the Haar measure over S1 (see Theorem 6 in [15]); (M,S, µ) is a
particular case of a skew-product system M = Ω×Td, whose underlying space is a Riemannian
manifold, whose mapping S is a skew-product such that the action over the torus is a translation
by a number of finite Diophantine type, and whose measure µ is the product of an equilibrium
state of some potential ψ : Ω→ R with the Haar measure over Td (see Sections 3 and 4 in [15]
for details).
For these systems, it is also true that R(x) 6= dµ(x) for µ-a.e. x ∈ X (respectively, R(x, y) 6=
dµ(y) for (µ×µ)-a.e. (x, y) ∈ X×X). Nevertheless, it follows from Theorem 1.1 that for a typical
µ ∈ M(T ), R(y, y) = R(x, y) = dµ(y) = 0 for (µ × µ)-a.e. (x, y), (y, y) ∈ X ×X (respectively,
R(y, y) = R(x, y) = dµ(y) =∞ for (µ× µ)-a.e. (x, y), (y, y) ∈ X ×X).
Finally, combining items II, VII and VIII of Theorem 1.1, one concludes that for a typical
measure µ ∈ R ∩R ∩CX , almost every T -orbit O(x) densely fills the whole space (given that µ
is supported on a dense subset of X and R(x, y) = 0 for (µ× µ)-a.e (x, y) ∈ X ×X), but not in
a homogeneous fashion. Namely, as in the previous analysis, there exists a time scale for which
the first entrance time of O(x) to one of the spherical neighborhoods (which depend on time) of
y is of order 1; accordingly, there exists a time sequence for which the first entrance time of the
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O(x) to one of the spherical neighborhoods of y increases as fast as possible. Naturally, these
time scales depend on the pair (x, y) ∈ X ×X.
Remark 1.3.
i) It is true that the sets defined in items III to VIII of Theorem 1.1 are Gδ subsets of
M(T ) for any topological dynamical system (X,T )2; this is particularly true for Axiom
A systems on smooth compact Riemannian n-manifolds, (M,T ), where f : M → M is a
diffeomorphism and M is an f -invariant component of the non-wandering set of f such
that T := f ↾M is topological transitive (the existence ofM is guaranteed by the Spectral
Theorem; see [35]).
ii) It is also true that the sets defined in items III, V and VII of Theorem 1.1 are dense in
M(T ) for any topological dynamical system (X,T ) such that the set of T -periodic measures
is dense in M(T ). This is particularly true for any system satisfying the specification
property (see [37] for a proof of this proposition and examples of systems that satisfy this
property; see also [31]), or even milder conditions (see [16, 18, 21, 22, 23] for a broader
discussion involving such conditions).
iii) Since the Axiom A systems described in item i) also have a dense set of T -periodic measures
(here, X stands for a closed f -invariant set and T := f ↾ X is topologically transitive;
see [35]), one may combine both properties and obtain the following result.
Theorem 1.2. Let (X,T ) be an Axiom A system as described in items i) and iii) above. Then,
the set {µ ∈ M(T ) | R(x, y) = 0, for (µ× µ)-a.e. (x, y) ∈ X ×X} is residual in M(T ).
iv) The hypothesis that the alphabet M is perfect is crucial for items IV and VI of Theorem
1.1. Namely, the fact that M does not have isolated points is required to guarantee that
one can always choose the periodic point x of period s in the statement of Lemma 2.4
so that xi 6= xj if i 6= j, 1 ≤ i, j ≤ s. This result, whose proof relies on the product
structure of X, is required in the proof of Proposition 2.3, which in turn ensures that the
sets presented in items IV and VI of Theorem 1.1 are dense. Indeed, our strategy depends
on the fact that the set of ergodic measures with arbitrarily large entropy is dense in Me;
here, we explicitly use the fact that the lower packing dimension of an ergodic measure is
lower bounded by (up to a constant) its entropy (see Lemma 2.3).
Remark 1.4. It is important to note that the results stated in items IV, VI and VIII in
Theorem 1.1 are false if M is a finite alphabet and d is a hyperbolic metric in X (which is
compactible with the product topology); such metric exists since (X,T ) is expansive (see [12] for
the definition of hyperbolic metric and the proof of its existence when the system is expansive).
Roughly, one can say that for such metric, there exist ε > 0 and k > 1 such that, for each x ∈ X,
each n ∈ N and each 0 < r < ε/k,
B(x, n, r) ⊂ B(x, rk−n), (5)
where B(x, n, r) := {z ∈ X | ρ(T iz, T ix) < ε, ∀ 0 ≤ i ≤ n − 1} stands for the n-th dynamical
ball of radius r centered at x.
Namely, the following statements are true.
2By a topological dynamical system we understand a pair (X,T ) such that X is a Polish metric space and
T : X → X is a continuous transformation.
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1. One has that, by the dual argument to the one presented in the proof of Lemma 2.2 and
by (5), dµ(x) ≤ hµ(T )/k for µ-a.e x ∈ X, where hµ(T ) stands for the metric entropy of
µ ∈ M(T ). Combining this with Proposition 1.1, it follows that for each µ ∈ M(T ),
dim+P (µ) ≤ hµ(T )/k.
2. It follows from (5), Theorem A and Proposition A in [38] that if µ ∈ Me, then R(x) ≤
hµ(T )/k for µ-a.e x ∈ X.
3. It follows from (5) and adapted versions of Theorem A and Proposition A in [38] that if
µ ∈ Me, then R(x, y) ≤ hµ(T )/k for (µ × µ)-a.e (x, y) ∈ X ×X.
Combining items 1, 2 and 3 with item I of Theorem 1.1 and the fact that {µ ∈ Me |
hµ(T ) = 0} is a generic subset of M(T ) (see [37] for details), it follows that each of the sets
{µ ∈M(T ) | dimP (µ) = 0}, {µ ∈ M(T ) | R(x) = 0, for µ-a.e. x} and {µ ∈ M(T ) | R(x, y) = 0,
for (µ× µ)-a.e. (x, y)} is a generic subset of M(T ), at least for a hyperbolic metric.
So, in terms of the packing dimension, the upper recurrence rate and the upper quantitative
waiting time indicator of a typical invariant measure, there is a striking difference between
the full-shift defined over finite and perfect (uncountable) alphabets. Note that (X,T ) is not
expansive if M is a perfect alphabet, and that the metric defined by (1) is not hyperbolic (by
Theorem 5.3 in [12], given that dimtop(X) = +∞ in this case).
We emphasize again that in order to prove Theorem 1.1, we use the fact that M does not
have isolated points. Since this is false ifM is a countable compact alphabet, and since (X,T ) is
not expansive (by Hedlund-Reddy’s Theorem; see [11]), it is not clear in this case which are the
values of the packing dimension, the upper recurrence rate and the upper quantitative waiting
time indicator of a typical invariant measure.
The paper is organized as follows. In Section 2, we present several results used in the
proof of items III and IV of Theorem 1.1. Section 3 is devoted to the proof of items V-VIII of
Theorem 1.1, and as in Section 2, we prove some auxiliary results which are the counterparts, for
the returning rates and the first entrance rates, of the results stated in Section 2. In Appendix,
we present the proof of Proposition 1.1.
2 The sets of invariant measures of (X, T ) with zero Hausdorff
and infinity packing dimensions are generic
2.1 HD and PD are Gδ sets
In what follows, M(X) denotes the set of Borel probability measures defined on the separable
metric space (X, d), endowed with the weak topology. Note that if X is Polish (respectively,
compact), then M(X) is also Polish (respectively, compact); see [28].
We prove here that {µ ∈ M(X) | dimH(µ) = 0} and, for each α > 0, {µ ∈ M(X) |
dim−P (µ) ≥ α} are both Gδ subsets of M(X); this implies that the sets HD and PD defined in
the statement of Theorem 1.1 are also Gδ subsets of M(T ).
Lemma 2.1. Let (X, d) be a Polish metric space and let µ ∈ M(X). Then, for each x ∈ X,
dµ(x) = lim inf
ε→0
log fx,ε(µ)
log ε
, dµ(x) = lim sup
ε→0
log fx,ε(µ)
log ε
,
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where, for each x ∈ X and each ε > 0,
fx,ε( · ) :M(X)→ [0, 1] is defined by the law fx,ε(µ) :=
∫
f εx(y)dµ(y),
and f εx : X → [0, 1] is defined by the law
f εx(y) :=


1 , if d(x, y) ≤ ε,
−
d(x, y)
ε
+ 2 , if ε ≤ d(x, y) ≤ 2ε,
0 , if d(x, y) ≥ 2ε.
Furthermore, the function fε(µ, x) = fx,ε(µ) :M(X)×X → [0, 1] is jointly continuous.
Proof. It follows from the definition of f εx that, for each x ∈ X and each ε > 0, fx,ε/2(µ) ≤
µ(B(x, ε)) ≤ fx,2ε(µ). Then, if µ(B(x; ε)) > 0, one has
log fx,ε/2(µ)
log ε ≥
log µ(B(x,ε))
log ε ≥
log fx,2ε(µ)
log ε ,
which proves the first assertion. If µ(B(x; ε)) = 0, given that fx,ε/2(µ) ≤ µ(B(x, ε)), just set
lim supε→0(inf)
log fx,ε(µ)
log ε = +∞.
Note that, for each x ∈ X and each ε > 0, f εx : X → R is a continuous function such that,
for each y ∈ X, χ
B(x,ε/2)
(y) ≤ f εx(y) ≤ χB(x,ε)(y). Given that f
ε
x(y) depends only on d(x, y), it is
straightforward to show that f εxn converges uniformly to f
ε
x on X when xn → x.
We combine this remark with Theorems 2.13 and 2.15 in [17] in order to prove that fε(µ, x)
is jointly continuous. Let (µm) and (xn) be sequences in M(X) and X, respectively, such that
µm → µ and xn → x. Firstly, we show that
lim
m→∞
lim
n→∞
fε(µm, xn) = lim
m→∞
lim
n→∞
∫
f εxn(y)dµm(y) = fε(µ, x).
Since, for each y ∈ X, |f εxn(y)| ≤ 1, it follows from dominated convergence that, for each
m ∈ N, limn→∞
∫
f εxn(y)dµm(y) =
∫
f εx(y)dµm(y). Now, since f
ε
x is continuous, it follows from
the the definition of weak convergence that
lim
m→∞
lim
n→∞
∫
f εxn(y)dµm(y) = limm→∞
∫
f εx(y)dµm(y) = fε(µ, x).
The next step consists in showing that, for each n ∈ N, the function ϕn : N→ R, defined by
the law ϕn(m) := fε(µm, xn), converges uniformly in m ∈ N to ϕ(m) := limn→∞ fε(µm, xn) =∫
f εx(y)dµm(y). Let δ > 0. Since f
ε
xn(y) converges uniformly to f
ε
x(y), there exists N ∈ N such
that, for each n ≥ N and each y ∈ X,
∣∣f εxn(y)− f εx(y)∣∣ < δ. Then one has, for each n ≥ N and
each m ∈ N,
|ϕn(m)− ϕ(m)| =
∣∣∣∣
∫
f εxn(y)dµm(y)−
∫
f εx(y)dµm(y)
∣∣∣∣ ≤
∫ ∣∣f εxn(y)− f εx(y)∣∣ dµm(y)
< δ.
It follows from Theorem 2.15 in [17] that limn,m→∞ fε(µm, xn) = fε(µ, x). Given that
limn→∞ fε(µm, xn) =
∫
f εx(y)dµm(y) and that limm→∞ fε(µm, xn) =
∫
f εxn(y)dµ(y) exist for
each m ∈ N and each n ∈ N, respectively, Theorem 2.13 in [17] implies that
lim
m→∞
lim
n→∞
fε(µm, xn) = lim
n→∞
lim
m→∞
fε(µm, xn) = lim
n,m→∞
fε(µm, xn) = fε(µ, x).
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Hence, if (µn, xn) is some sequence inM(X)×X (endowed with the product topology) such
that (µn, xn) → (µ, x), then limn→∞ fε(µn, xn) = fε(µ, x), showing that fε( · , · ) = f · ,ε( · ) is
jointly continuous at (µ, x).
For each t > 0, let ε = 1/t. Since, for each x ∈ X,
dµ(x) = lims→∞
inf
t≥s
log fx,1/t(µ)
− log t
, dµ(x) = lim
s→∞
sup
t≥s
log fx,1/t(µ)
− log t
,
we set, for each s ∈ N,
βµ(x, s) = sup
t>s
log fx,1/t(µ)
− log t
and β
µ
(x, s) = inf
t>s
log fx,1/t(µ)
− log t
;
note that, for each x ∈ X, N ∋ s 7→ βµ(x, s) ∈ [0,+∞] is non-increasing, whereas N ∋ s 7→
β
µ
(x, s) ∈ [0,+∞] is a non-decreasing function.
Proposition 2.1. Let (X, d) be a compact metric space and let α > 0. Then, each of the sets
PD(α) = {µ ∈ M(X) | dim−P (µ) ≥ α},
HD = {µ ∈ M(X) | dimH(µ) = 0}
is a Gδ subset of M(X).
Proof. Since the arguments in both proofs are similar, we just prove the statement for PD(α).
We show that M(X) \ PD(α) is an Fσ set.
Claim 1. PD(α) =
⋂
s∈N{µ ∈M(X) | µ- ess inf βµ(x, s) ≥ α}.
Let µ ∈ PD(α). Since, for each x ∈ X, N ∋ s 7→ βµ(x, s) ∈ [0,∞] is a non-increasing
function, it follows that, for each s ∈ N, µ- ess inf βµ(x, s) ≥ α.
Now, let µ ∈
⋂
s∈N{ν ∈ M(X) | µ- ess inf βν(x, s) ≥ α}. Then, for each s ∈ N, there exits a
measurable As ⊂ X with µ(As) = 1, such that for each x ∈ As, βµ(x, s) ≥ α. Let A :=
⋂
s≥1As;
then, for each x ∈ A, one has dµ(x) = lims→∞ βµ(x, s) ≥ α; since µ(A) = 1, the result follows
from Proposition 1.1.
Let µ ∈ M(X), let k, s ∈ N, set Zµ(s, k) = {x ∈ X | βµ(x, s) ≤ α − 1/k} and set, for each
l ∈ N,
Ms,k(l) = {ν ∈ M(X) | ν(Zν(s, k)) ≥ 1/l}.
Claim 2. Zµ(s, k) is closed.
Let (zn) be a sequence in Zµ(s, k) such that zn → z, and let t > 0. Since for each fixed
µ ∈ M(X), the mapping X ∋ x 7→ fx,1/t(µ) ∈ (0, 1] is continuous (see the proof of Lemma 2.1),
the mapping X ∋ x 7−→ βµ(x, s) ∈ [0,+∞) is lower semi-continuous, which implies that z ∈
Zµ(s, k).
Claim 3. Ws,k = {(µ, x) ∈ M(X)×X | βµ(x, s) > α− 1/k} is open.
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This is a consequence of the fact that, by Lemma 2.1, the mapping M(X)×X ∋ (µ, x) 7−→
βµ(x, s) is lower semi-continuous.
Now, we show that Ms,k(l) is closed. Let (µn) be a sequence in Ms,k(l) such that µn → µ.
Suppose, by absurd, that µ /∈ Ms,k(l); we will find that µn /∈ Ms,k(l) for n sufficiently large, a
contradiction.
If µ /∈ Ms,k(l), then µ(A) > 1− 1/l where, A = X \ Zµ(s, k). Given that µ is Borel regular
(recall that the space X is compact), there exists a compact set C ⊂ A such that µ(C) > 1−1/l.
The idea is to construct a suitable subset of Ws,k that contains a neighborhood of {µ} ×C.
Let, for each x ∈ C, Vx ⊂ Ws,k be an open neighborhood of (µ, x) (such open set exists, by
Claim 3; that is, Vx := B((µ, x); ε) = {(ν, y) ∈ M(X) × X | max{ρ(ν, µ), d(x, y)} < ε}, for
some suitable ε > 0 (where ρ is any metric defined in M(X) which is compatible with the weak
topology). Let also Rx := B((µ, x); ε/2); then, {Rx}x∈C is an open cover of {µ} × C, and since
{µ}×C is a compact subset ofM(X)×X, it follows that one can extract from {Rx}x∈C a finite
subcover, {Rxi}
n
i=1; note that Rxi is compact.
Set N :=
⋂n
i=1 π1(Rxi) and note that N × C ⊂
⋃
i Vxi ⊂ Ws,k (in the product topology,
both open and closed balls are cylinders; that is, Rx = π1(Rx)× π2(Rx)); then, there exists an
ℓ ∈ N (which depends on C) such that {µn}n≥ℓ×C ⊂ N ×C ⊂
⋃
i Vxi ⊂Ws,k, that is, for each
n ≥ ℓ and each x ∈ C, βµn(x, s) > α − 1/k. Namely, for each i, there exists an ℓi such that
{µn}n≥ℓi ⊂ π1(Rxi); set ℓ := max{ℓi | i ∈ {1, . . . , n}}, and note that {µn}n≥ℓ ⊂ N .
Fix x ∈ C; then, it follows again from Claim 3 that for each ν ∈ N , there exists an open
neighborhood of (ν, x), Oν , such that for each (ξ, y) ∈ Oν , βξ(y, s) > α − 1/k. Since N is
compact, one can extract from {Oν}ν∈N a finite subcover of N × {x}; set Ox :=
⋂
j π2(Oνj )
(which is open), and since N × Ox ⊂ Ws,k, it follows that for each ν ∈ N and each y ∈ Ox,
βν(y, s) > α − 1/k; this is particularly true for {µn}n≥ℓ ⊂ N . Finally, set O :=
⋃
x∈C Ox and
note that, for each n ≥ ℓ and each y ∈ O, βµn(y, s) > α− 1/k.
On the other hand, weak convergence implies that
lim sup
n→∞
µn(X \ O) ≤ µ(X \ O) ≤ µ(X \ C) <
1
l
,
from which it follows that there exists an ℓ˜ ≥ ℓ such that, for n ≥ ℓ˜, µn(X \ O) < 1/l.
Combining the last results, one concludes that for n ≥ ℓ˜, µn(X \ O) < 1/l, and for each
y ∈ O, βµn(y, s) > α− 1/k, so
µn(Zµn(s, k)) ≤ µn(X \ O) <
1
l
;
this contradicts the fact that, for each n ∈ N, µn ∈ Ms,k(l). Hence, µ ∈ Ms,k(l), and Ms,k(l)
is a closed subset of M(X).
Finally, it follows M(X) \ PD(α) =
⋃
s∈N
⋃
k∈N
⋃
l∈NMs,k(l) is an Fσ subset of M(X),
concluding the proof of the lemma.
Remark 2.1. Proposition 2.1 can be extended to the case where X is a Polish metric space
using an argument presented in [27]. Namely:
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1. It follows from the embedding Urysohn’s theorem that ifX is a separable metric space, then
X can be imbedded in a compact metric space X˜ as a Borel subset of X˜ . Thus, ifM(X) is
the space of normalized Borel measures on X, then any µ ∈ M(X) can be identified with
the measure µ˜ ∈ M(X˜), defined by µ˜(E) = µ(E ∩X) for each E ∈ B(X˜), and M(X) can
be identified with a subset ofM(X˜), that is, the set {µ˜ ∈ M(X˜) | µ˜ ∈ M(X˜), µ˜(X) = 1}.
Then, it follows from Theorem 6.1 in [27] that the topology induced in M(X) by the
compact space M(X˜) is independent of the choice of compactification X˜ , and coincides
with the weak topology in M(X) (see Section 6 in [27] for details).
Moreover, for each µ ∈ M(X), each α and each k, s ∈ N, Zµ(s, k) = {x ∈ X˜ | βµ(x, s) ≤
α− 1/k} ∩X, so for each α > 0 and each k, s ∈ N,
{µ ∈ M(X) | µ(Zµ(s, k)) ≤ α− 1/k} = {µ˜ ∈ M(X˜) | µ˜(Zµ˜(s, k)) = µ(Zµ(s, k)) ≤ α− 1/k}
∩ M(X).
The same remark follows for Uµ(s, k) = {x ∈ X | βµ(x, s) ≥ α+ 1/k}.
2. If f : X → X is a continuous function and if (X, f) is a Borel subsystem of a compact
system (X˜, f˜) (that is, X ∈ B(X˜) andX is f˜ -invariant, where f˜ is the continuous extension
of f to X˜), the spaceM(f) may be regarded as a convex and closed subset of the compact
metric space M(f˜). With these considerations, one has Me(f) = Me(f˜) ∩ M(f) and
Mp(f) = Mp(f˜) ∩M(f); this will be needed in the results about density presented in
Subsection 2.2.
2.2 HD and PD are dense sets
Here we prove that the sets HD and PD defined in the statement of Theorem 1.1 are dense in
M(T ). In order to prove that PD is dense, we will use the fact that T is a bi-Lipschitz function.
So, from now on, we assume that (X, d) is a Polish metric space and that T : X → X is a
Lipschitz function, with Lipschitz constant Λ > 1. Assume also that T−1 : X → X exists as a
Lipschitz function, with Lipschitz constant Λ′ > 1.
Proposition 2.2. Let µ ∈ M(T ). Then, for each x ∈ X, dµ(x) = dµ(Tx), dµ(x) = dµ(Tx).
Proof. It follows from Birkhoff’s Ergodic Theorem that, for each z ∈ X and each ε > 0, the
limit
ϕ˜
B(z,ε)
(y) = lim
n→∞
1
n
n−1∑
i=0
f εz (T
i(y)) (6)
exists for µ-a.e. y ∈ X, and∫
ϕ˜
B(z,ε)
(y)dµ(y) =
∫
f εz (y)dµ(y) = fz,ε(µ).
Fix x ∈ supp(µ). It is straightforward to show that, for each y ∈ X and each i ∈ N ∪ {0},
one has f
ε/Λ
x (T i(y)) ≤ f εTx(T
i+1(y)). Letting z = x and z = Tx in (6), respectively, one gets
ϕ˜
B(x,ε/Λ)
(y) ≤ ϕ˜
B(Tx,ε)
(y) for µ-a.e. y ∈ X, from which follows that fx,ε/Λ(µ) ≤ fTx,ε(µ).
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Case 1: x ∈ supp(µ). Note that, for each η > 0, fx,η(µ) > 0. Let ε = 1/t, t = l/Λ and
s ≥ 1 + 1/Λ; then,
sup
t≥s
log fTx,1/t(µ)
− log t
≤ sup
l≥Λs
log l
log l − log Λ
log fx,1/l(µ)
− log l
≤
log(Λs)
log(Λs)− log Λ
sup
l≥Λs
log fx,1/l(µ)
− log l
= AΛ(s) sup
l≥Λs
log fx,1/l(µ)
− log l
,
where AΛ(s) :=
log s+logΛ
log s (since s ≥ 1 + 1/Λ, one has l ≥ Λ + 1).
Using the same idea, one can prove that fz,ε/Λ′(µ) ≤ fT−1z,ε(µ); letting z = Tx, one gets
fTx,ε/Λ′(µ) ≤ fx,ε(µ). Thus, the previous discussion leads to
βµ(Tx, s) ≤ AΛ(s)βµ(x,Λs) and βµ(x, s) ≤ AΛ′(s)βµ(Tx,Λ
′s);
one can combine these inequalities and obtain, for each x ∈ X and each s ≥ max{1 + 1/Λ, 1 +
1/Λ′},
βµ(Tx, s) ≤ AΛ(s)βµ(x,Λs) ≤ AΛ(s)AΛ′(Λs)βµ(Tx,Λ · Λ
′s).
Now, taking the limit s→∞ in the inequalities above and observing that AΛ(s) and AΛ′(s)
are decreasing functions such that lims→∞AΛ(Λ′)(s) = 1, one gets dµ(Tx) = dµ(x).
Case 2: x /∈ supp(µ). It follows from the T -invariance of supp(µ) that T (x) /∈ supp(µ); thus,
dµ(Tx) = +∞ = dµ(x).
The proof that, for each x ∈ X dµ(Tx) = dµ(x), is analogous; therefore, we omit it.
Remark 2.2. If µ ∈ Me, since T and T
−1 are Lipschitz functions, it follows from Proposition 2.2
that dµ(x) and dµ(x) are constants µ-a.e. (an analogous result can be found in [8], Theorem
4.1.10 chapter 1).
Lemma 2.2. Let X be a compact metric space. If µ ∈M(T ), then dim+P (µ) ≥
hµ(T )
log Λ .
Proof. Fix x ∈ X, n ≥ 1 and ε > 0. Given y ∈ B(x, εΛ−n), one has, for each 0 ≤ i ≤ n,
ρ(T iy, T ix) ≤ Λiρ(x, y) ≤ Λi−nε < ε, which shows that y ∈ B(x, n, ε) = {z ∈ X | ρ(T iz, T ix) <
ε, ∀ 0 ≤ i ≤ n− 1}. Hence, for each x ∈ X and each ε > 0,
dµ(x) ≥ lim sup
n→∞
log µ(B(x, εΛ−n))
log εΛ−n
≥ lim sup
n→∞
log µ(B(x, n, ε))
−n
1
− log ε
n + log Λ
≥ lim sup
n→∞
log µ(B(x, n, ε))
−n
1
log Λ
;
it follows that, for µ-a.e. x ∈ X,
dµ(x) ≥ lim
ε→0
lim sup
n→∞
log µ(B(x, εΛ−n))
log εΛ−n
≥ lim
ε→0
lim sup
n→∞
log µ(B(x, n, ε))
−n
1
log Λ
= hµ(T, x)
1
log Λ
, (7)
where hµ(T, x) is the so-called local entropy of µ at x. One also has, using Brin-Katok Theorem,
that
∫
hµ(T, x)dµ(x) = hµ(T ) (the compacity of X is required in this step; see [7]). Hence, there
exists a measurable set B, with µ(B) > 0, such that for each x ∈ B, dµ(x) ≥
hµ(T )
log Λ . The result
is now a consequence of Proposition 1.1.
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Lemma 2.3. Let µ ∈ Me. Then, dim
−
P (µ) ≥
hµ(T )
logΛ .
Proof. Since µ is ergodic, it follows from Proposition 2.2 that dµ(x) is constant for µ-a.e.x (this
constant may be infinite).
One also has, by Lemma 2.8 in [32], that
∫
hµ(T, x)dµ(x) = µ- ess inf hµ(T, x), and then,
by Theorem 2.9 in [32], that
∫
hµ(T, x)dµ(x) ≥ hµ(T ). Thus, by inequality (7), one gets for
µ-a.e. x ∈ X,
dµ(x) =
∫
dµ(x)dµ(x) ≥
∫
hµ(T, x)
1
log Λ
dµ(x) ≥ hµ(T )
1
log Λ
.
The result is obtained again by an application of Proposition 1.1.
Now, we return to the specific setting where X =
∏+∞
−∞M , with M a perfect and compact
metric space, with ρ given by (1) and with T the full-shift over X.
The next result is an extension of Lemma 6 in [36] to X =
∏+∞
−∞M , where M is perfect
and compact (the hypothesis of M being perfect is required to guarantee that one can always
choose the periodic point x in the statement of Lemma 2.4 in such way that xi 6= xj if i 6= j,
i, j = 1, . . . , s; see Remark 3.4 in [27]).
Lemma 2.4 (Lemma 6 in [36]). Let X =
∏+∞
−∞M , where M is perfect and compact, let µ ∈
M(T ) and let s0 > 0. Then, µ can be approximated by a T -periodic measure µx ∈ M(T ) such
that x ∈ X has period s ≥ s0 and xi 6= xj if i 6= j, i, j = 1, . . . , s.
The next result is an extension of Lemma 7 in [36] (which is proved using Lemma 2.4) to
the space X =
∏+∞
−∞M (the original result was proved for M = R); we leave the details for the
dedicated reader.
Proposition 2.3 (Lemma 7 in [36]). Let µ ∈ M(T ) and let L > 0. Then, every neighborhood
V of µ contains an invariant measure ρ ∈ M(T ) such that hρ(T ) ≥ L.
Proposition 2.4. Let L > 0. Then, {µ ∈ M(T ) | dim−P (µ) ≥ L} is a dense subset of M(T ).
Proof. Let δ > 0 and let µ ∈ Me. It is straightforward to show that T is a Lipschitz function
with constant Λ = 2. Set K := L log 2. It follows from the proof of Proposition 2.3 (see
Lemma 7 in [36]) that given any neighborhood of µ (in the induced topology) of the form
Vµ(f1, . . . , fr; δ) = {ν ∈ Me | |
∫
fi dν −
∫
fi dµ| < δ, i = 1, . . . , r} (where δ > 0 and each
fi : X → C is continuous and bounded; such sets form a sub-basis of the weak topology), there
exists a measure ζ ∈ Vµ(f1, . . . , fr; δ) such that hζ(T ) ≥ K. Now, by Lemma 2.3, one has
dim−P (ζ) ≥
hζ(T )
log 2 = K
1
log 2 = L. The result follows now from item I of Theorem 1.1.
Remark 2.3. The extension of Proposition 2.4 to the case where M is a perfect and separable
metric space combines the arguments presented in Remark 2.1 with the final part of the proof
of Theorem 2 in [36].
Proposition 2.5. Let M be a perfect and separable metric space. Then, the set {µ ∈ M(T ) |
dimH(µ) = 0} is dense in M(T ).
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Proof. Let µ be the T -periodic measure associated with the T -periodic point x ∈ X, and denote
its period by k. Naturally, µ(·) = 1k
∑k−1
i=0 δf i(x)(·), and for each i = 0, · · · , k − 1, one has
dµ(T
i(x)) = lim sup
r→0
log µ(B(T i(x), r))
log r
= lim sup
r→0
− log k
log r
= 0.
The result follows now from the fact that the set of T -periodic measures is dense in M(T )
(see Theorem 3.3 in [28]).
Remark 2.4. The result stated in Proposition 2.5 is valid for any topological dynamical system
(X,T ) such that the set of T -periodic measures is dense in M(T ); this is particularly true for
systems which satisfy the specification property (see Remark 1.3 for more details).
Proof (Theorem 1.1).
III. Note that, by Proposition 2.1 and Remark 2.3, PD =
⋃
L≥1 PD(L) is a countable inter-
section of dense Gδ subsets of M(T ).
IV. It follows from Propositions 2.1 and 2.5 that HD is a dense Gδ subset of M(T ).

The next statement says that each µ ∈ HD ∩ PD ∩ CX is supported on a dense Gδ subset
of X.
Proposition 2.6. Let µ ∈ PD ∩HD ∩CX . Then, each of the sets Dµ = {x ∈ X | dµ(x) =∞}
and Dµ = {x ∈ X | dµ(x) = 0} is a dense Gδ subset of X.
Proof. We just present the proof that Dµ is a dense Gδ subset of X.
Dµ is a Gδ set in X. Let α > 0, let s ∈ N, and set Zµ,s(α) = {x ∈ X | βµ(x, s) ≤ α}.
Following the proof of Claim 2 in Proposition 2.1, it is clear that Zµ,s(α) is closed. Thus, taking
α = n ∈ N, it follows that Dµ =
⋂
n∈N
⋂
s∈N(X \ Zµ,s(n)) is a Gδ subset of X.
Dµ is dense in X. Since µ ∈ PD, one has µ(Dµ) = 1. Suppose that Dµ is not dense; then,
there exist x ∈ X and ε > 0 such that B(x, ε)∩Dµ = ∅. This implies that 1 = µ(Dµ)+µ(B(x, ε)),
which is an absurd, since µ(B(x, ε)) > 0 (recall that supp(µ) = X, given that µ ∈ CX).
3 The sets of invariant measures of (X, T ) with almost every-
where zero lower and infinity upper rates of recurrence and
quantitative waiting time indicators are generic
This section presents the counterparts, for R(x), R(x), R(x, y) and R(x, y), of the results pre-
sented in Section 2. They are technically easier to prove than the previous ones.
Let, for each x ∈ X and each s ∈ N,
γ(x, s) := sup
t>s
log τ1/t(x)
log t
, γ(x, s) := inf
t>s
log τ1/t(x)
log t
.
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Proposition 3.1. Let (X,T ) be a topological dynamical system and let α > 0. Then, each of
the sets
R(α) = {µ ∈ M(T ) | µ- ess inf R(x) ≥ α},
R = {µ ∈ M(T ) | µ- ess supR(x) = 0}
is Gδ subset of M(T ).
Proof. Since the arguments in both proofs are similar, we just prove the statement for R(α).
We show that M(T ) \ R(α) is an Fσ set. We begin noting that R(α) =
⋂
s∈N{µ ∈ M(T ) |
µ- ess inf γ(x, s) ≥ α}.
Let l, s ∈ N, set Zs,l = {x ∈ X | γ(x, s) ≤ α− 1/l}, and set for each k ∈ N,
Ms,l(k) = {µ ∈ M(T ) | µ(Zs,l) ≥ 1/k}.
Claim. Zs,l is closed.
Let (zn) be a sequence in Zs,l such that zn → z. Since, for each n ∈ N, γ(zn, s) =
sups≥t
log τ1/t(zn)
log t ≤ α − 1/l, it follows that for each t ≥ s, τ1/t(zn) ≤ t
α−1/l. Now, fix
t ≥ s; then, there exists a sequence (kn), kn ∈ N, such that for each n ∈ N, kn ≤ t
α−1/l
and d(T kn(zn), zn) ≤ 1/t.
Given that (kn) is bounded, there exist a sub-sequence (knj ), k ≤ t
α−1/l and j0 ∈ N such
that for each j ≥ j0, knj = k. Since for each j ∈ N, d(T
knj (znj ), znj ) ≤ 1/t, it follows from
the continuity of T k and the previous statements that d(T k(z), z) ≤ 1/t, which proves that
τ1/t(z) ≤ t
α−1/l. Given that t ≤ s is arbitrary, one gets supt≥s
log τ1/t(z)
log t ≤ α − 1/l, which
concludes that z ∈ Zs,l.
Now, we show thatMs,l(k) is closed. Indeed, fix s ∈ N and let (µn) be a sequence inMs,l(k)
such that µn → µ. Suppose that µ /∈ Ms,l(k); then, µ(A) > 1− 1/k, where A = X \Zs,l. Since,
by Claim, A is open in X and µn → µ, it follows that lim infn→∞ µn(A) ≥ µ(A) > 1 − 1/k,
which shows that there exists an ℓ ∈ N such that µℓ(A) > 1 − 1/k. This contradicts the fact
that µℓ ∈ Ms,l(k). Hence, µ ∈ Ms,l(k).
Given thatMs,l(k) is closed, it follows thatM(T )\R(α) =
⋃
s∈N
⋃
k∈N
⋃
l∈NMs,l(k) = {µ ∈
M(T ) | µ- ess inf γµ(x, s) < α} is an Fσ subset of M(T ).
The next results show that such sets are dense for the full-shift system.
Proposition 3.2. Let (X,T ) be the full-shift system, with M a Polish metric space. Then,
R = {µ ∈ M(T ) | µ- ess supR(x) = 0} is a dense subset of M(T ).
Proof. Note that if µx is a T -periodic measure, then for each y ∈ O(x), R(y) = 0. The result
follows, therefore, from the fact that the set of T -periodic measures is dense in M(T ) (this is
Theorem 3.3 in [28]).
Proposition 3.3. Let (X,T ) be the full-shift system, with M a perfect and compact metric
space, and let L > 0. Then, R(L) = {µ ∈ M(T ) | µ- ess inf R(x) ≥ L} is a dense subset of
M(T ).
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Proof. Fix x ∈ X, n ≥ 1 and ε > 0. It follows from the argument presented in the proof of
Lemma 2.3 that B(x, ε2−n) ⊂ B(x, n, ε) (recall that the full-shift system is Lipschitz continuous).
Note that τε2−n(x) ≥ Rn(x, ε), whereRn(x, ε) = inf{k ≥ 1 | T
k(x) ∈ B(x, n, ε)} is the nth return
time to the dynamical ball B(x, n, ε). Now, as in the proof of Proposition 2.4, for each µ ∈Me
and each neighborhood Vµ(f1, . . . , fn; δ) (in the induced topology) of µ, there exists a measure
ζ ∈ Vµ(f1, . . . , fn; δ) such that hζ(T ) ≥ L log 2. The result is now a consequence of Theorem A
and Proposition A in [38], which state that R(x) ≥
hζ(T )
log 2 = L, for ζ-a.e.x, combined with item
I of Theorem 1.1.
Remark 3.1. The extension of Proposition 3.3 to the case where M is a perfect and separable
metric space follows the same arguments presented in Remark 2.3.
Proof (Theorem 1.1).
V. The result is a consequence of Propositions 3.1 and 3.2.
VI. It follows from Proposition 3.1 and Remark 3.1, since R =
⋂
L≥1R(L).

Remark 3.2. There is an alternative proof to the fact that R = {µ ∈ M(T ) | µ- ess supR(x) =
0} is residual in M(T ). In fact, this result can be seen as a direct consequence of Theorem 2
in [4] and item III of Theorem 1.1, since it follows that, for each µ ∈ HD, µ- ess supR(x) ≤
dimH(µ) = 0.
The following result states that each typical measure obtained in Theorem 1.1 is supported
on the dense Gδ set R = {x ∈ X | R(x) = 0 and R(x) =∞}.
Proposition 3.4. Let (X,T ) the full-shift system, where M is a perfect and separable metric
space. Then, each of the sets R− = {x ∈ X | R(x) = ∞} and R− = {x ∈ X | R(x) = 0} is a
dense Gδ subset of X. Moreover, for each µ ∈ R ∩R ∩ CX , µ(R
− ∩R−) = 1.
Proof. We just present the proof that R− is a dense Gδ subset of X.
R
− is a Gδ set in X. Let α > 0, s ∈ N, and set Zs(α) = {x ∈ X | γ(x, s) ≤ α}. Following
the proof of Claim in Proposition 3.1, it is clear that Zs(α) is closed. Thus, taking α = n ∈ N,
it follows that R− =
⋂
n∈N
⋂
s∈N(X \ Zs(n)) is a Gδ set in X.
R
− is dense in X. Let µ ∈ R ∩ CX . Then, µ(R
−) = 1. Suppose that R− is not dense;
so, there exist x ∈ X and ε > 0 such that B(x, ε) ∩ R− = ∅. This implies that 1 = µ(R−) +
µ(B(x, ε)), which is an absurd, since µ(B(x, ε)) > 0.
Now, we present equivalent results, to those already obtained in this section, for the quan-
titative waiting time indicators.
Let, for each (x, y) ∈ X ×X and each s ∈ N,
γ(x, y, s) := sup
t>s
log τ1/t(x, y)
log t
, γ(x, y, s) := inf
t>s
log τ1/t(x, y)
log t
.
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Proposition 3.5. Let (X,T ) be a topological dynamical system and let α > 0. Then, the set
R(α) = {µ ∈ M(T ) | (µ× µ)- ess supR(x, y) ≤ α}
is a Gδ subset of M(T ).
Proof. Using the same ideas presented in the proof of the Proposition 3.1, we show that
R(α) is a Gδ subset of M(T ) by showing that M(T ) \ R(α) =
⋃
s∈N{µ ∈ M(T ) | (µ ×
µ)- ess sup γ
µ
(x, y, s) > α} is an Fσ set.
Let l, s ∈ N, set Zs,l = {(x, y) ∈ X ×X | γ(x, y, s) ≥ α+ 1/l} and set, for each k ∈ N,
Ms,l(k) = {µ ∈ M(T ) | (µ × µ)(Zs,l) ≥ 1/k}.
The proofs that Zs,l andMs,l(k) are closed sets follow the same arguments presented in the
proof of Proposition 3.1 (here, one uses Theorem 8.4.10 in [6] for the product measure µ × µ).
Finally, since M(T ) \R(α) =
⋃
s∈N
⋃
l∈N
⋃
k∈NMs,l(k), we are done.
Proof (Theorem 1.1).
VII. Since, by Proposition 3.5, R = {µ ∈ M(T ) | (µ × µ)- ess supR(x, y) = 0} = ∩k≥1R(1/k),
one just needs to prove that R is dense. Let µz be a T -periodic measure. Then, for
each x, y ∈ O(z), R(x, y) = 0. The result follows from the fact that the set of T -periodic
measures is dense in M(T ).
VIII. The result is a direct consequence of Theorem 1.1 (IV) and the second inequality in (4)
(see Theorem 4 in [14]).

Proposition 3.6. Let (X,T ) the full-shift system, where M is a perfect and separable metric
space. Then, each of the sets S− = {(x, y) ∈ X × X | R(x, y) = ∞} and S− = {(x, y) ∈
X × X | R(x, y) = 0} is a dense Gδ subset of X × X. Moreover, for each µ ∈ R ∩ R ∩ CX ,
(µ× µ)(S− ∩S−) = 1.
4 Appendix
Proof (Proposition 1.1). Since the arguments in both proofs (for Hausdorff and packing
dimensions) are similar, we just prove the statement for dim+P (µ) and dim
−
P (µ).
a) dim+P (µ) = µ- ess sup dµ(x). Let α ≥ 0. We show that if µ- ess sup dµ(x) ≤ α, then
dim+P (µ) ≤ α. In fact, since µ- ess sup dµ(x) = inf{a ∈ R | µ({x | dµ(x) ≤ a}) = 1} ≤ α, one has
µ({x ∈ X | dµ(x) ≤ α}) = 1. It follows from the Definition 1.5 that dim
+
P (µ) ≤ dimP ({x ∈ X |
dµ(x) ≤ α}). Now, by Corollary 3.20(a) in [9], one has dimP ({x ∈ X | dµ(x) ≤ α}) ≤ α. Thus,
dim+P (µ) ≤ α.
Conversely, we show that if dim+P (µ) ≤ α, then µ- ess sup dµ(x) ≤ α. Suppose that there
exists δ > 0 such that µ- ess sup dµ(x) ≥ α+ δ; then, by the definition of essential supremum of
a measurable function, there exists E ∈ B, with µ(E) > 0, such that for each x ∈ E, dµ(x) ≥
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α+δ/2. Then, by Corollary 3.20(b) in [9], dimP (E) ≥ α+δ/2, and therefore, dim
+
P (µ) ≥ α+δ/2.
This contradiction shows that µ- ess sup dµ(x) ≤ α.
b) dim−P (µ) = µ- ess inf dµ(x). Let α > 0. We show that if µ- ess inf dµ(x) ≥ α, then
dim−P (µ) ≥ α. By the definition of essential infimun of a measurable function, µ(A) = 1, where
A := {x ∈ X | dµ(x) ≥ α}. Since, for each E ∈ B, µ(E) = µ(A ∩ E) (E \ A ⊂ A
c), one may
only consider, without loss of generality, those sets E ∈ B such that E ⊂ A. Thus, for each
A ⊃ E ∈ B so that µ(E) > 0, it follows from Corollary 3.20(b) in [9] that dimP (E) ≥ α. The
result is now a consequence of Definition 1.5.
Conversely, we show that if dim−P (µ) ≥ α, then µ- ess inf dµ(x) ≥ α. Suppose that there
exists δ > 0 such that µ- ess inf dµ(x) ≤ α − δ; then, by the definition of essential infimum
of a measurable function, there exists E ∈ B, with µ(E) > 0, such that for each x ∈ E,
dµ(x) ≤ α − δ/2. Thus, E ⊂ {x ∈ X | dµ(x) ≤ α − δ/2} = C and dimP E ≤ dimP C. Then,
by Corollary 3.20(a) in [9], dimP (E) ≤ α − δ/2, and therefore, dim
−
P (µ) ≤ α − δ/2. This
contradiction shows that µ- ess sup dµ(x) ≥ α. 
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