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Label Distribution Learning(LDL) is developed in the past few years to resolve the is-
sue of multi-label classification. This method is based on the following assumption: those
instances which belong to different labels may have some same features, therefor in the
learning process, these features can share contributions to those instance which not belong
to the same label. Conditional Probability Neural Network (CPNN), an algorithm to solve
this model, has special advantage in pattern classification problems. However, how to find
the optimal parameters of the CPNN to achieve better performance is an extraordinary chal-
lenge.
Considering the quality of LDL and the structure feature of CPNN, this paper designed
an improved CPNN from three phrases, and applied to the human facial age estimation
problem. The work in the dissertation is shown as follows:
(1) Modifying the cost function in LDL, and then deriving the weights during learning
the CPNN again.
(2) Using evolutionary algorithm to improve back-propagation algorithm which may fall
into local optimum when training the network.
(3) Using evolutionary algorithm to learn a suitable parameter, it can avoid those error
which from manual selection.
In the end, human facial age estimation problem is designed and realized with the
new CPNN. By comparison with the traditional human facial age estimators, experimental
results showed that this network could increase recognition accuracy significantly. This
method expand a new CPNN applications.
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