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Abstract. The first aim of this work is to characterize when the lattice of
all submodules of a module is a direct product of two lattices. In particular,
which decompositions of a module M produce these decompositions: the lat-
tice decompositions. In a first étage this can be done using endomorphisms
of M , which produce a decomposition of the ring EndR(M) as a product of
rings, i.e., they are central idempotent endomorphisms. But since not every
central idempotent endomorphism produces a lattice decomposition, the clas-
sical theory is not of application. In a second step we characterize when a
particular module M has a lattice decomposition; this can be done, in the
commutative case in a simple way using the support, Supp(M), of M ; but, in
general, it is not so easy. Once we know when a module decomposes, we look
for characterizing its decompositions. We show that a good framework for this
study, and its generalizations, could be provided by the category σ[M ], the
smallest Grothendieck subcategory of Mod −R containing M .
Mathematics Subject Classification (2020): 16D70, 18E35, 13C60
Keywords: Module, ring, lattice, lattice decomposition, Grothendieck cate-
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1. Introduction
Let M be a (unitary) right R–module over a (unitary) ring R; it is well known
that decompositions of M , as a direct sum of two submodules, are parameterized
by idempotent endomorphisms in S = EndR(M). Thus, if M = N ⊕ H, there
exists e ∈ EndR(M) such that N = e(M), and H = (1−e)(M). In general, e is not
necessarily central in S, hence it does not produce a decomposition of S in a direct
product of two rings. In this paper we deal with some special decompositions of
modules so that the lattice L(M), of all submodules of M , will be a direct product
of two lattices: the lattice decomposition of M .
This kind of decompositions are of interest as if M = N ⊕ H is a lattice de-
composition, then every submodule X ⊆ M can be expressed as a direct sum,
X = (X ∩N)⊕ (X ∩H), and this property has great importance in order to study
the structure of M .
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From this point of view, we first recall that a lattice decomposition defines an
element N ∈ L(M) which is distributive; this means that for any X,Y ∈ L(M), the
sublattice of L(M) generated by N,X and Y is distributive: a well known notion
in lattice theory; in addition, it is complemented, as M = N ⊕H. Elements of this
kind have good properties as members of the lattice L(M).
We exploit the existence of complemented distributive submodules of a right R–
module M . In order to characterize them first we deal with endomorphisms. Thus
we show a characterization of those central idempotent endomorphisms in EndR(M)
that define lattice decompositions of M . In the particular case of modules over a
commutative ring, these idempotent endomorphisms are those that belong to the
closure of R in EndR(M), with respect to the finite topology. In addition, we
show that every complemented distributive submodule N ⊆M is stable under any
endomorphism f ∈ EndR(M).
The behavior of complemented distributive submodules is also studied, thus it
is shown that for any complemented submodule N ⊆ M , and any index set I we
get a complemented distributive submodule N (I) ⊆ M (I). This property, together
with the known characterization of distributive submodules as those submodules
N ⊆ M such that for every submodule H ⊆ M the factor modules N/(N ∩ H)
and H/(N ∩ H) have no non–zero isomorphic subfactors allow us to extend the
theory to categories which are defined directly from M , as the category σ[M ].
Indeed, we recover a decomposition theory for these categories showing that there
exists a closed relationship between decomposition of σ[M ], as a product of two
subcategories, and lattice decompositions of M as a right R–module.
The paper is organized in sections. In the second section we recall the notions
of product of lattices and the consequences of the existence of a lattice decom-
position. In sections three and four we study distributive submodules of a right
R–module, and show that simple subfactors are decisive to characterize comple-
mented distributive submodules. In particular, if the base ring R is commutative,
a direct sum decomposition M = N ⊕H is a lattice decomposition if, and only if,
Supp(N)∩Supp(H) = ∅. One of the main aims is to relate complemented distribu-
tive submodules N ⊆M and central idempotent endomorphisms. Thus we show, in
examples, that not every such idempotent endomorphism defines a distributive sub-
module, and in Theorem (4.11) we show that it is necessary and sufficient that this
endomorphism stabilizes every submodule. In consequence, these idempotent endo-
morphisms are close to multiplication by elements of R, and in Proposition (4.15)
we show that they must belong to the closure of R in EndR(M) with respect to the
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finite topology, whenever R is commutative. In order to extend these results to cat-
egories, in section five we establish, Proposition (5.1), showing that direct powers
preserve complemented distributive submodules. The strong relationship between
decompositions of the category σ[M ] and lattice decompositions of the module M
is also studied.
References to undefined terms can be find either in the following papers: [6], [7]
and [10], or in the books: [5], [8] and [12].
2. Product of lattices
Let L1, L2 be lattices, and define in the cartesian product L1×L2 the operations:
(a1, a2) ∧ (b1, b2) = (a1 ∧ b1, a2 ∧ b2) and
(a1, a2) ∨ (b1, b2) = (a1 ∨ b1, a2 ∨ b2),
then (L1 × L2,∧,∨) is a lattice, and the canonical projections pi : L1 × L2 −→ Li,
i = 1, 2, are lattice maps. In addition, (L1,×L2, {p1, p2}) is the product of L1 and
L2 in the category of lattices and lattice maps.
Examples of lattices appear in many different contexts; we are interested in
those lattices that appear in module theory, i.e., if R is a (unitary) ring and M a
right (unitary) R–module, in the lattice L(M) of all submodules of M , and in the
particular problem of characterizing when L(M) is the product of two lattices.
For any right R–module M the lattice L(M) has extra properties in addition to
those that define a lattice, for instance:
(1) L(M) is bounded, i.e., there exists a bottom element, 0 ⊆M , and a top one,
M .
(2) L(M) is modular, i.e., for any N1, N2, N3 ⊆ M such that N1 ⊆ N3, we have
(N1 +N2) ∩N3 = N1 + (N2 ∩N3).
If L(M) is a product of lattices, using that L(M) is bounded, the following easy
results holds.
Lemma 2.1. If L(M) is the product of two lattices, say L(M) = L1 × L2, with
projections {p1, p2}, M = (M1,M2), and 0 = (01, 02), then L1 satisfies the following
properties:
(1) L1 is a bounded lattice with bottom 01 and top M1.
(2) The map q1 : L1 −→ L(M), defined q1(X) = (X, 02), is a one–to–one lattice
map.
(3) There is a lattice isomorphism between L1 and {H ⊆M | H ⊆M1}.
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(4) The map h1 : L1 −→ L(M), defined h1(X) = (X,M2), is a one–to–one lattice
map.
(5) There is a lattice isomorphism between L1 and {L ⊆M | M2 ⊆ L}.
The same properties hold for the lattice L2. In particular, M is the direct product
of M1 and M2, and there is a lattice isomorphism L(M) ∼= L(M1)× L(M2).
Proof. (1) For any X ∈ L1 we have (01, 02) = 0 ≤ (X, 02), hence 01 = p1(01, 02) ≤
p1(X, 02) = X, and (X,M2) ≤ M = (M1,M2); therefore, X = p1(X,M2) ≤
p1(M1,M2) = M1.
(2) and (3) It is clear that q1 is a lattice map, and the announced isomorphism
is given by q1.
(4) and (5) It is clear that h1 is a lattice map, and the announced isomorphism
is given by h1.
Observe that M1 ∩M2 = 0 and M1 +M2 = M , hence M = M1 ×M2. 
A right R–module M has a lattice decomposition whenever L(M) is a product
of two nontrivial lattices.
It is clear that not every decomposition of a module M as a direct product gives
a lattice decomposition of L(M) in a product of lattices. See the following example.
Example 2.2. Consider the abelian group M = Z2 × Z2, the lattice of subgroups
of M is not a product of two nontrivial lattices; in particular, L(M) is not the
product L(Z2)× L(Z2).
Example 2.3. A commutative ring A has a lattice decomposition if, and only if, A
is the product of two nontrivial ideals. Indeed, if L(A) = L1×L2, there exist ideals
a1, a2 ⊆ A such that A = a1 × a2. Otherwise, if A = a1 × a2, there are idempotent
elements ai ∈ ai, i = 1, 2, such that 1 = a1 + a2. For any ideal a ⊆ A we have
a = aa1 × aa2, and an isomorphism L(A) ∼= L(a1)× L(a2).
Example 2.4. This result for non–commutative rings does not hold. Let us con-











satisfy M2(K) = a1 ⊕ a2. Otherwise,
each ai is a simple right M2(K)–module, hence L(ai) = {0, ai}, but L(M2(K))




M2(K) is not in this product. See Corollary (4.12) to determine when a
ring R have a lattice decomposition as right R–module.
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Our aim in the next section shall be to show some characterizations of modules
having a lattice decomposition.
3. Distributive submodules
Let M be a right R–module. If N ⊆ M is a submodule, there exists a short









(1) i∗(X) = X, for every X ⊆ N ; it is a lattice homomorphism.
(2) i∗(Y ) = Y ∩N , for every Y ⊆M ; it satisfies i∗(Y1∧Y2) = i∗(Y1)∧i∗(Y2), but it is
not a lattice homomorphism unless N satisfies (Y1+Y2)∩N = (Y1∩N)+(Y2∩N)
for any Y1, Y2 ⊆M .
(3) p∗(Y ) = (Y +N)/N , for every Y ⊆M ; it satisfies p∗(Y1∨Y2) = p∗(Y1)∨p∗(Y2),
but it is not a lattice homomorphism unless N satisfies (Y1 ∩ Y2) +N = (Y1 +
N) ∩ (Y2 +N) for any Y1, Y2 ⊆M .
(4) p∗(Y/N) = Y , for every Y/N ⊆M/N ; it is a lattice homomorphism.
Thus, in the above diagram all maps are lattice maps if, and only if, N satisfies
conditions in (2) and in (3). In [5] an element in a lattice satisfying property
in (3) is called a distributive element, and if it satisfies property in (2), a dual
distributive element, proving in [5, Theorem III.2.6] that an element in a modular
lattice is distributive if and only if it is dual distributive if, and only if, the sublattice
generated by N,Y1 and Y2, in the former notation, is distributive.
We call a submodule N ⊆M distributive whenever (Y1∩Y2)+N = (Y1 +N)∩
(Y2 +N) for any Y1, Y2 ⊆M , or equivalently if (Y1 +Y2)∩N = (Y1∩N) + (Y2∩N)
for any Y1, Y2 ⊆ M , and observe that this is also equivalent to the condition that
the sublattice of L(M), generated by N,Y1 and Y2, is distributive.
Our aim in this section is to characterize distributive submodules of a module. To
do that we need the following definition. Let M be a right R–module, a subfactor
of M is a submodule of a homomorphic image of M . Observe that for any subfactor
L of a right R–module M , and any submodule K ⊆ L we may build a commutative











M // // X
!! !!
X/K
Therefore, if L is a subfactor of M , then K and L/K are also subfactors of M .
This situation can be enhanced if we make use of elements of the module M .
So, distributive submodules can be also characterized in the following way; where
we refer to [9, Theorem 1.6] or [1, Proposition 1.1] for condition (b), and to [3] for
condition (c).
Proposition 3.1. Let M be a right R–module, and N ⊆ M be a submodule, the
following statements are equivalent:
(a) N ⊆M is a distributive submodule.
(b) (N : m) + (mR : n) = R for any m ∈M and n ∈ N .
(c) For every submodule H ⊆M the modules N/(N ∩H) and H/(N ∩H) have no
non–zero isomorphic subfactors.
(d) For every submodule H ⊆ M , the modules N/(N ∩ H) and H/(N ∩ H) have
no simple isomorphic subfactors.
(e) For any m ∈M and n ∈ N , the cyclic modules (n+(N ∩mR))R and mR/(N ∩
mR) have no non–zero isomorphic subfactors.
(f) For any m ∈M and n ∈ N , the cyclic modules (n+(N ∩mR))R and mR/(N ∩
mR) have no simple isomorphic subfactors.
Proof. (a)⇒ (b) By hypothesis we have N∩((n−m)R+mR) = (N∩(n−m)R)+
(N ∩mR); hence
n = x+ y, where x ∈ N ∩ (n−m)R and y ∈ N ∩mR.
Let a, b ∈ R such that x = (n −m)a, hence ma = na − x ∈ N , and y = mb. In
addition, we have n(1−a) = n−na = x+y−na = (n−m)a+mb−na = m(b−a) ∈
mR. As a consequence, (N : m) + (mR : n) = R.
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(b)⇒ (a) For any X,Y ⊆M we always have (N ∩X)+(N ∩Y ) ⊆ N ∩ (X + Y ).
On the other hand, let n = x + y ∈ N ∩ (X + Y ), where x ∈ X and y ∈ Y , and
consider the pair n ∈ N and x ∈ M . By hypothesis, we have (N : x) + (xR :
n) = R, there exist a ∈ (N : x), b ∈ (xR : n) such that a + b = 1, and we have:
n = xa + ya + nb; since xa, nb ∈ N ∩X, hence ya = n − xa − nb ∈ N , whence
ya ∈ N ∩ Y . Therefore, n ∈ (N ∩X) + (N ∩ Y ).
(b) ⇒ (c) For any non–zero subfactor SF1 of N/N ∩H, and any non-zero sub-



















N // // N/(N ∩H) // // • • H/(N ∩H)oooo Hoooo
there exists 0 6= x ∈ X such that f(x) 6= 0, where x = x+ (N ∩H). Let y ∈ Y such
that ηf(x) = g(y), where y = y+(N∩H). By the hypothesis (N : y)+(yR : x) = R,
if 1 = a + b with a ∈ (N : y), b ∈ (yR : x), then x = x(a + b) = xa + xb. On the
other hand ηf(xa) = g(ya) = 0, whence xa ∈ Ker(f); since xb ∈ Ker(f), we have
x ∈ Ker(f), which is a contradiction.
(c) ⇒ (d), (e) ⇒ (f) They are trivial.
(f) ⇒ (b) Let x ∈ M and n ∈ N , if (N : x) + (xR : n) 6= R, there exists a
maximal right ideal m ⊆ R such that (N : x) + (xR : n) ⊆ m, and for any a ∈ m
we have 1− a /∈ m, hence 1− a /∈ (N : x), (xR, n). We proceed as follows:
(1) Since 1 − a /∈ (N : x), then (1 − a)x /∈ N ∩ xR, and for any a ∈ m we have
x 6= xa in M/(N ∩ xR), i. e., xm $ xR, and xR/(N ∩ xR) has a simple
subfactor xR/xm ∼= R/m.
(2) Since 1 − a /∈ (xR : n), then n(1 − a) /∈ N ∩ xR, and for any a ∈ m we have
n 6= na in M/(N ∩ xR), i. e., nm $ nR, and nR has a simple subfactor
nR/nm ∼= R/m.
In any case we have a contradiction. 
As a consequence, of the above proposition, if Mod−R has only, up to isomor-
phism, one simple right R–module, for instance if either R has only one maximal
right ideal, i.e., R is a local ring, then we have the following proposition; compare
with [1].
Proposition 3.2. Let R be a ring such that Mod−R has, up to isomorphism, only
a simple right module, for any proper submodule N $ M the following statements
are equivalent:
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(a) N ⊆M is distributive.
(b) N ⊆ mR for any m ∈M \N .
(c) N is comparable with every non–zero submodule of M .
In particular, if 0 6= N $ M is a distributive submodule, then Soc(M) ⊆ N and it
is essential in M .













(b)⇒ (c) Let H ⊆M be a submodule. If H * N , there exists h ∈ H \N , hence
N ⊆ hR ⊆ H.
(c) ⇒ (a) Let H ⊆ M be a submodule, then either N ⊆ H, hence N
N ∩H
= 0,
or H ⊆ N , hence H
N ∩H
= 0.
By (b) we have that N ⊆M is essential. If H ⊆M is simple and H * N , there
exists h ∈ H \N , and N ⊆ hR ⊆ H, so N = H, which is a contradiction. As a
consequence, for any simple submodule H ⊆ M we have H ⊆ N , and Soc(M) ⊆
N . 
A second consequence of the afore–mentioned characterization of distributive
submodules given in Proposition (3.1) is the following proposition.
Proposition 3.3. Let M be a right R–module, N ⊆ M a distributive submod-
ule and H ⊆ M a submodule such that N ∩ H = 0, then HomR(N,H) = 0 =
HomR(H,N).
Proof. For any homomorphism f : N −→ H we have Im(f) is a common sub-
factor of N and H, hence Im(f) = 0, and f = 0. The same happens for any
homomorphism g : H −→ N . 
Finally, we observe that distributive submodules are preserved by some module
constructions.
Proposition 3.4. Let M be a right R–module, the following statements hold:
(1) If N ⊆M is a distributive submodule, for any submodule H ⊆M the submodule
(N +H)/H ⊆M/H is distributive.
(2) For every family of distributive submodules {Ni ⊆M | i ∈ I} the sum
∑
iNi ⊆
M is a distributive submodule.
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(3) If N1, N2 ⊆M are distributive submodules, then N1 ∩N2 ⊆M is distributive.
Proof. (1) Since N ⊆ M is distributive, for any m ∈ M and any n ∈ N we have
(N : m) + (mR : n) = R. The result follows from the following inclusions






and (mR : n) ⊆ (mR : n),
where x = x+H for any x ∈M .
(2) and (3) They are well known for finite join and meet of distributive elements
of a lattice. It is not difficult to see that in the case of sum it can be extended to
the infinite case. 
If A is a commutative ring and Σ ⊆ A a multiplicatively closed subset, then we
have:
Proposition 3.5. Let M be an A–module; if N ⊆M is distributive, then Σ−1N ⊆
Σ−1M is distributive.
Proof. We apply Proposition (3.1(b)). Let m1 ∈ Σ
−1M , and n1 ∈ Σ
−1N . We have
the equality:
(Σ−1N : m1 ) = {
a
s ∈ Σ
−1A | exists t ∈ Σ, such that mat ∈ N} = Σ−1(N : m),
and (m1 Σ
−1A : n1 ) = Σ
−1(mA : n).
Since (N : m) + (mA : n) = A, then (Σ−1N : m1 ) + (
m
1 Σ
−1A : n1 ) = Σ
−1A, and
Σ−1N ⊆ Σ−1M is distributive. 
In particular, if p ⊆ A is a prime ideal, and consider Σ = A \ p, then we have
Corollary 3.6. Let M be an A–module and p ⊆ A be a prime ideal. If N ⊆M is
distributive, then Np ⊆Mp is distributive.
Let us consider the following example.
Example 3.7. Let M = Z8 the cyclic abelian group of eight elements. Since L(Z8)
is a distributive lattice, then every submodule is distributive, hence Soc(Z8) =
4Z8 $ 2Z8 are proper distributive submodules. Otherwise, Z8 has no nontrivial
direct summands, hence L(Z8) has no a lattice decomposition, see next section.
This means that the existence of distributive submodules does not imply a lattice
decomposition. On the other hand, for every lattice decomposition M = M1 ⊕M2
we shall prove that M1 and M2 are distributive submodules.
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4. Complemented distributive submodules
Let M = N ⊕ H be a decomposition, and let us denote i1 : N −→ M and
i2 : H −→ M the inclusions and q1 : M −→ N , q2 : M −→ H the projections. If
p1 : M −→ M/N is the projection, there is an isomorphism f : M/N ∼= H such













homomorphisms, i.e., i∗j (Y1 ∧ Y2) = i∗j (Y1) ∧ i∗j (Y2), for every Y1, Y2 ⊆ M , j =
1, 2, and they are lattice homomorphisms whenever N , or equivalently H, is a
distributive submodule. In this case, L(M) is the direct product of L(N) and
L(H); and for every Y ⊆M we have Y = i1∗i∗1(Y ) ∨ i2∗i∗2(Y ).
The first result is a direct consequence of the characterizations of distributive
submodules, in Proposition (3.1), which are direct summands, i.e., complemented
distributive submodules.
Lemma 4.1. Let M = N ⊕H be a direct sum, the following statements are equiv-
alent:
(a) N ⊆M is distributive.
(b) N and H have no isomorphic simple subfactors.
(c) Ann(n) + Ann(h) = R for any n ∈ N and h ∈ H.
(d) For any submodule X ⊆M we have X = (X∩N)+(X∩H) = (X+N)∩(X+H).
(e) H ⊆M is distributive.
If M is a right R–module satisfying the equivalent statements in the above lemma
we say that M = N ⊕H is a lattice decomposition of M .
In this context, if A is a commutative ring, we have the following result that
characterizes complemented distributive submodules.
Corollary 4.2. Let A be a commutative ring, M an A–module, and M = N ⊕H
be a decomposition in a direct sum, the following statements are equivalent:
(a) N ⊆M is a distributive submodule.
(b) Supp(N) ∩ Supp(H) = ∅.
(c) H ⊆M is a distributive submodule.
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Proof. (a) ⇒ (b) By Lemma (4.1), for any n ∈ N and any h ∈ H we have
Ann(n) + Ann(h) = A. If p ∈ Supp(N) ∩ Supp(H), there exist n ∈ N and h ∈ H
such that (Rn)p 6= 0, and (Rh)p 6= 0, hence Ann(n) ⊆ p and Ann(h) ⊆ p, which is
a contradiction.
(b) ⇒ (a) If N is not distributive, by Lemma (4.1), N and H have isomorphic
simple subfactors, hence Supp(N) ∩ Supp(H) 6= ∅, which is a contradiction. 
As a consequence, if in addition A is a noetherian ring, then lattice decomposition
is inherited by injective hulls.
Corollary 4.3. Let A be a commutative noetherian ring, M an A–module, and
M = N ⊕ H be a lattice decomposition, then E(M) = E(N) ⊕ E(H) is a lattice
decomposition.
Proof. It is a direct consequence of the well known fact that for any A–module N
we have Supp(N) = Supp(E(N)). 
Also we have the following straightforward result.
Lemma 4.4. Let M be a right R–module such that L(M) is a direct product of
two lattices, say L(M) = L1 × L2, there exist M1,M2 ⊆M such that
(1) M = M1 ⊕M2.
(2) M1 and M2 are distributive submodules.
(3) Li ∼= L(Mi), for every i = 1, 2.
(4) L(M) = [0,M1]× [0,M2].
(5) There exists an idempotent endomorphism e ∈ EndR(M) such that e(M) = M1,
and (1− e)(M) = M2. In addition, e|M1 = idM1 , and (1− e)|M2 = idM2 .
The existence of a non trivial idempotent endomorphism in EndR(M) is neces-
sary, but it is not sufficient to get a lattice decomposition, i. e., not every idempo-
tent endomorphism e ∈ EndR(M) defines a lattice decomposition of L(M). Let us
illustrate it by some examples.
Example 4.5. Let us consider the abelian group M = Z2 × Z2. It is clear that
M has not non trivial distributive submodules, but End(M) has non trivial idem-
































no one of them defines a lattice decomposition.
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Example 4.6. In the positive we have: If we consider the abelian group M =
Z2×Z3, then End(Z2×Z3) ∼= End(Z2)×End(Z3); this ring decomposes, and there
is a non trivial idempotent that produces a lattice decomposition of M .
The next example shows that in a lattice decomposable module not every idem-
potent endomorphism provides a lattice decomposition.
Example 4.7. Let us consider the abelian group M = Z2 × Z2 × Z3. The lattice
of all subgroups is:
〈e1, e2, f〉
〈e1, f〉 〈e2, f〉 〈e1 + e2, f〉
〈e1, e2〉 〈f〉
〈e1〉 〈e2〉 〈e1 + e2〉
〈0〉
The decomposition given by N1 = 〈e1, e2〉, N2 = 〈f〉 corresponds to the idempo-











and it defines the lattice decomposition of L(M) represented in the above diagram.
In addition, e defines a lattice decomposition of the ring S = EndR(M).
Question 4.8. Does every central idempotent endomorphism in EndR(M) induce
a lattice decomposition of L(M)?
The answer is no, as the following example shows.
Example 4.9. Let us consider M = Z(2) × Z(3), where Z(2) and Z(3) are the
localization of Z at 2Z and 3Z, respectively. We claim Hom(Z(2),Z(3)) = 0. Indeed,









and 3bd = ac. By hypothesis 3 - c, hence 3 | a. Similarly, if f( 13t ) =
b
c , then
3tdb = ac, and 3t | a for every t ∈ N, which implies a = 0.
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It is clear that End(M) = End(Z(2)) × End(Z(3)); hence, in End(M) there ex-
ist central idempotent elements. Since Z(2) and Z(3) have a non zero isomorphic
submodule in common, then Z(2) ⊆M is not distributive.
Remark 4.10. Observe that any central idempotent element e ∈ EndR(M) = S
induces a complemented distributive two–sided ideal eS ⊆ S, with complement
(1−e)S, see Corollary (4.12) below. The above example shows that if e ∈ EndR(M)
is a central idempotent element, then the submodule e(M) ⊆M is not necessarily
distributive, even if S has a lattice decomposition.
In conclusion, the question is: how we may describe the idempotent elements
in EndR(M) that produce lattice decomposition? The next theorem provides the
answer.
Theorem 4.11. Let M be a right R–module, N ⊆ M be a direct summand, and
let e ∈ EndR(M) be an idempotent such that e(M) = N , the following statements
are equivalent:
(a) N is complemented distributive.
(b) e is a central and e(X) ⊆ X for any submodule X ⊆M .
Proof. If N ⊆M is a complemented distributive submodule with complement H,
then for every submodule X ⊆ M we have X = (N ∩ X) + (H ∩ X) = (e(M) ∩
X) + ((1− e)(M) ∩X), that expressed in terms of the endomorphism e, implies:
e(X) = e(e(M) ∩X) + e((1− e)(M) ∩X) ⊆ e(M) ∩X ⊆ X,
Hence a necessary condition on the endomorphism e to get a complemented dis-
tributive submodule is e(X) ⊆ X, for any submodule X ⊆ M . This is also a
sufficient condition; indeed, if e(X) ⊆ X (or equivalently (1 − e)(X) ⊆ X), then,
for any element x ∈ X we have x = e(x) + (1− e)(x), where e(x) ∈ e(M) ∩X and
(1− e)(x) ∈ (1− e)(M) ∩X.
Let M be a right R–module M , for any complemented distributive submodule
N ⊆M with complement H, following Cohn’s theory in [2], for any homomorphism
f : N −→ H we define a submodule Γ(f) = {(x, f(x)) ∈ M | x ∈ N}. Since Γ(f)
is a complement of N , and it is unique, it follows that Γ(f) = Γ(0) = N . In
particular, EndR(N,H) = 0, hence we have EndR(M) ∼= EndR(N)×EndR(H). As
a consequence EndR(N) is a direct summand ideal of EndR(M), and there exists
a central idempotent e ∈ EndR(M) such that EndR(N) = eEndR(M). Therefore,
the idempotent endomorphism that defines the lattice decomposition is central. 
298 J. M. GARCÍA, P. JARA AND L. M. MERINO
An idempotent endomorphism e ∈ EndR(M) is named fully invariant if e(X) ⊆
X for any submodule X ⊆M .
Corollary 4.12. Let R be a ring, and e ∈ R idempotent, the following statements
are equivalent:
(a) eR ⊆ R is a complemented distributive right ideal.
(b) e is central.
(c) R = Re×R(1− e) is a direct product of rings.
In this case R has a lattice decomposition in a direct product of two (twosided)
ideals: Re and R(1− e), and conversely; any direct sum decomposition R = A⊕B,
with two (two–sided) ideals, is a lattice decomposition.
Remark 4.13. Observe that if N ⊆ M is a complemented distributive submod-
ule, defined by the idempotent endomorphism e ∈ EndR(M), then EndR(M)e ⊆
EndR(M) is a complemented distributive two–sided ideal; therefore a ring with
unity e.
In particular, we have the next result that enhances [9, Proposition 4.3] and [1,
Proposition 1.3].
Lemma 4.14. Every complemented distributive submodule N ⊆M is stable under
any f ∈ EndR(M).
Proof. By hypothesis there exists e ∈ EndR(M), central idempotent, such that
N = e(M). For every endomorphism f ∈ EndR(M) we have f(N) = fe(M) =
ef(M) ⊆ e(M) = N . 
When we analysed the question if every central idempotent endomorphism e ∈
EndR(M) defines a complemented distributive submodule e(M) ⊆ M . We found
that Example (4.9) gave a negative answer. A necessary and sufficient condition in
order to get e(M) ⊆ M a complemented distributive submodule, as we have seen
before, is that for every submodule X ⊆ M we have e(X) ⊆ X. In consequence,
for every element m ∈M we have e〈m〉 ⊆ 〈m〉, and there exists am ∈ R such that
em = mam.
Let us explore this condition in order to get more examples of complemented
distributive submodules.
Of particular interest is the situation in which A is a commutative ring. In this
case we have:
Proposition 4.15. Let A be a commutative ring and N ⊆ M be a submodule of
the A–module M , the following statements are equivalent:
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(a) N ⊆M is a complemented distributive submodule.
(b) There exists a central idempotent endomorphism e ∈ EndA(M) with e(M) = N
and e belongs to the closure of A/Ann(M) ⊆ EndA(M) in the finite topology,
i.e., the topology with subbase of neighbourhood of any f ∈ EndA(M) given by
B({m1, . . . ,mt}, f) = {g ∈ EndA(M) | g(mi) = f(mi), i = 1, . . . , t}.
Proof. (a) ⇒ (b) Let N ⊆ M be a complemented distributive submodule and
e ∈ EndA(M) be a central idempotent element such that e(M) = N , and e(X) ⊆ X
for every submodule X ⊆ M . If H = (1 − e)(M), for any m ∈ M there are
n ∈ N and h ∈ H such that m = n + h, and there exists a ∈ A such that
n = e(m) = ma = (n+ h)a, hence ha = 0 and n(1− a) = 0.
Let m1, . . . ,mt ∈ M with mi = ni + hi and e(mi) = miai. Let us consider
new elements: mij = ni + hj ; observe that there are elements aij ∈ A such that
e(mij) = mijaij and aii = ai; therefore nij(1 − aij) = 0 and hijaij = 0, being
nij = ni and hij = hj , for any i, j ∈ {1, . . . , t}.
If we fix i, we have the elements mi1 = ni + h1, . . . ,mit = ni + ht, that satisfy:
ni − ni(ai1 · · · ait) = ni(1− ai1 · · · ait) = 0,
hj(ai1 · · · ait) = 0,
e(mij) = mij(ai1 · · · ait)
Thus we may assume ai1 = · · · = ait, and all of them are equal to the product
ai1 · · · ait for the former aij . How this can be done for every index i, then we may
assume ai1 = · · · = ait for every index i.
In this new context, if we fix j, we have elementsm1j = n1+hj , . . . ,mtj = nt+hj ,
that satisfy:
ni(1− a1j) · · · (1− atj) = 0, for every index i,





ai1jai2j + · · ·+ (−1)ta1j · · · atj ,





ai1jai2j + · · ·+ (−1)t+1a1j · · · atj ,
hjx = 0,
e(mij) = mijx.
Thus we may assume a1j = · · · = atj , and all of them are equal to the element x
defined just before using the former aij . how this can be done for every index j,
then we may assume a1j = · · · = atj = x for every index j. In consequence we have
found that e(mij) = mijx, and in particular x ∈ B({m1, . . . ,mt}, e)∩A. Therefore,
e belongs to the closure of A/Ann(M) in the finite topology of EndA(M).
(b) ⇒ (a) It is consequence of Theorem (4.11). 
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Corollary 4.16. For any commutative ring A and any finitely generated A–module
M , if N ⊆M is a complemented distributive submodule with idempotent endomor-
phism e, there exists a ∈ A such that e(m) = ma for any m ∈M .
Even in this particular case we may characterize complemented distributive sub-
modules.
Corollary 4.17. Let A be a commutative ring and let M be a finitely gener-
ated A–module; every complemented distributive submodule N ⊆ M determines
an idempotent element in A/Ann(M). And conversely, every non zero idempotent
in A/Ann(M) defines a nonzero complemented and distributive submodule of M .
Example 4.18. Let us consider the abelian group M = Z2 × Z2 × Z3 in the
Example (4.7); we have Ann(M) = 6Z, and the non trivial idempotents of Z/6Z
are 4 and 3, which define the subgroups 2M = 〈f〉 and 3M = 〈e1, e2〉.
5. Decomposition of categories. Examples
In this section we will apply the above result to study the decomposition of the
category of right R–modules and the category σ[M ] defined by a right R–module
M .
The category Mod−R. Each lattice decomposition of R, as right R–module, is
defined by a central idempotent element e ∈ R, hence R = Re × R(1− e), being
Re and R(1− e) rings (and (twosided) ideals). Therefore, we have a decomposition
of the module category as Mod−R ∼= Mod− eR×Mod− (1− e)R.
The category σ[M ]. The lattice decomposition theory of a right R–module M
is closely linked to the structure of the M module and also to the structure of
submodules of the modules it generates; there is a category that studies precisely
these modules: the category σ[M ]. The category σ[M ], as defined in [12], is the
full subcategory of Mod−R whose objects are all the right R–modules isomorphic
to modules subgenerated by M , i.e., submodules of factors of direct sums of copies
of M .
Our aim is to study under which circumstances the category σ[M ] is a direct
product of two categories N and H.
Let us assume F : σ[M ] ∼= N ×H, without losing of generality we may assume N
and H are subcategories of σ[M ], the objects of N ×H are pairs (X,Y ), where X is
and object of N and Y an object of H, and F (M) = (N,H) satisfying M = N⊕H.
First we need a technical result, which will be useful in later developments.
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Proposition 5.1. Let N ⊆M be a complemented distributive submodule, for every
index set I we have N (I) ⊆ M (I) is a complemented distributive submodule. The
reciprocal also holds.
Proof. It is obvious that if M = N ⊕ H, then M (I) = N (I) ⊕ H(I). Otherwise,
if S is a simple subfactor of N (I), there exists a finite subset F ⊆ I such that
S is a subfactor of N (F ), hence S is a subfactor of N . Since N and H have no
isomorphic simple subfactors, N (I) y H(I) have no isomorphic simple subfactors,
hence N (I) ⊆M (I) is a complemented distributive submodule. 
Every submodule Z ⊆M corresponds to a pair (X,Y ), object ofN×H satisfying
X ⊆ N , Y ⊆ H and Z = X ⊕ Y , hence N ⊆ M is a distributive submodule of M
with complement H.
Conversely, for any complemented and distributive submodule N ⊆ M , with
complement H ⊆M , and any index set I, we have N (I) ⊆M (I) is a complemented
and distributive submodule with complement H(I), see Proposition (5.1), and any











































is an object of σ[N ], and Y ∩ H
(I) +X
X
is an object of σ[H]. There-
fore there is a category isomorphism σ[M ] ∼= σ[N ] × σ[H]. Compare with [11,
Proposition 2.2] and [13, 2.4].
Theorem 5.2. With the above assumptions. Let M be a right R–module, the
following statements are equivalent:
(a) σ[M ] is a direct product of two categories, σ[M ] ∼= σ[N ]× σ[H].
(b) M has a complemented and distributive submodule N ⊆ M , with complement
H.
As a consequence of Corollary (4.3), if A is a noetherian commutative ring,
M an A–module, and E(M) its injective hull, for any complemented distributive
submodule N ⊆ M we have that E(N) ⊆ E(M) is distributive. This result does
not necessarily hold in a non–commutative framework as the following example
shows, see [4].
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; hence there are, up to

















. Since E is injective and the inclusion N ⊆ E
is essential, then E is the injective hull of N . In addition we have an isomorphism
E/N ∼= R/P.
Consider now the right R–module M = N ⊕ (E/N). Since both factors are
simple right R–module, M has a lattice decomposition; N ⊆M is a complemented
distributive submodule. Otherwise, E(M) = E(N) ⊕ E(E/N) = E ⊕ (E/N),
and E ⊆ E(M) is not a distributive submodule. Indeed, E(M) has no nontrivial
complemented distributive submodules.
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University of Granada
E–18071 Granada, Spain
e-mails: pjara@ugr.es (P. Jara)
lmerino@ugr.es (L. M. Merino)
