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Resumen
A la hora de realizar un estudio biológico del
plancton marino es muy importante analizar la
distribución de los diferentes organismos pre-
sentes en el mismo. Debido a la aparición en
el mercado de nuevos instrumentos de moni-
torización de organismos en el plancton, ca-
paces de captar y segmentar sus imágenes de
forma automática, es imposible analizar ma-
nualmente toda esa información. En estas cir-
cunstancias, sería de gran ayuda contar con
un sistema de clasificación automática de es-
tos organismos, que fuese capaz, a su vez, de
estimar la concentración de biomasa de los di-
ferentes grupos taxónomicos presentes. Con el
fin de construir un clasificador automático que
cubra estas necesidades, usaremos Máquinas
de Vectores Soporte con un conjunto de datos
formado por 5145 imágenes pertenecientes a 5
tipos de especies de microplacton. Dado que
nuestro objetivo es predecir la cantidad total
de biomasa para cada una de esas clases, he-
mos desarrollado un método de clasificación
sensible al coste que consigue tasas de acierto
cercanas al 94 % en términos de biomasa.
1. Introducción
Debido a su importancia científica, se están
dedicando muchos esfuerzos al estudio de la
clasificación automática del plancton. Por un
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lado, el plancton representa el nivel más bajo
de la cadena alimenticia que sostiene la vida en
los océanos. Por otro lado, los ecosistemas de
plancton desempeñan un rol importante en va-
rios ciclos bioquímicos, incluyendo el ciclo del
carbono. Con el objetivo de hacer este pro-
ceso automático o semiautomático, necesita-
mos al menos tres elementos básicos. Prime-
ro, un aparato que sea capaz de muestrear el
plancton automáticamente, obteniendo imáge-
nes digitales con alta resolución. En este cam-
po, ha habido bastantes avances en los últimos
años que han dado lugar al desarrollo de dis-
positivos tales como el Video Plankton Recor-
der [2] o la FlowCam [13]. Ésta última ha sido
empleada en este estudio.
En segundo lugar, se necesita extraer de las
imágenes aquellos atributos importantes pa-
ra poder clasificar correctamente los organis-
mos. El análisis de imágenes digitales ha sido
y es hoy en día, una disciplina muy estudiada.
Existe una gran cantidad de literatura sobre
el tema y varias de las técnicas expuestas en
la misma son aplicables a nuestro problema.
En este caso, nos hemos centrado en el análi-
sis de la forma, la textura y el color. Usando
estos métodos, hemos obtenido 170 atributos
de cada una de las imágenes analizadas.
En tercer y último lugar, se necesita un al-
goritmo de clasificación para predecir la clase
de cada ejemplo. También aquí tenemos varias
alternativas, tales como árboles de decisión o
redes neuronales, entre otras. En este traba-
jo, nos hemos decantado por las Máquinas de
Figura 1: Ejempo de imágenes pertenecientes a 5 clases de microplancton. (a) Ciliados; (b) Diatomeas; (c)
Crustáceos; (d) Flagelados; (e) Otros
Vectores Soporte (SVM), un conocido algorit-
mo de clasificación propuesto por Vapnik [16].
Como explicaremos más adelante, la for-
mulación original del SVM fue diseñada pa-
ra resolver problemas binarios. Posteriormente
aparecieron nuevas aproximaciones con el ob-
jetivo de construir clasificadores que pudiese
manejar un número arbitrario de clases. Prin-
cipalmente existen dos maneras de conseguir
que las SVM sean capaces de resolver proble-
mas multi-clase. La primera alternativa consi-
dera todos los datos como un único problema
de optimización [1, 17], mientras que la segun-
da descompone el problema original en una se-
rie de problemas binarios. Éste es el enfoque
utilizado por algoritmos como: one-versus-all
(OVA) [16], one-versus-one (ovo) [8], o DDAG,
que usa grafos acíclicos dirigidos [12]. Dado
que ninguno de los métodos anteriores ha pro-
bado ser mejor que el resto, éste sigue siendo
un tema abierto para el estudio. En este ar-
tículo usaremos dos de los métodos nombrados
anteriormente: el algoritmo one-versus-one [8]
y la propuesta de Crammer y Singer [1], ex-
tendidos en ambos casos para que tengan en
cuenta el coste que supone clasificar incorrec-
tamente cada ejemplo. Ese coste vendrá dado
por su biomasa.
Es obvio que conseguir una tasa de acierto
más elevada en la clasificación de los ejemplos
conllevará, a su vez, una predicción más pre-
cisa de la concentración de biomasa por cada
clase. Sin embargo, nuestro clasificador no se-
rá capaz de tener en cuenta el coste de cada
clasificación errónea. Parece claro que el fallo
de un ejemplo con una cantidad importante
de biomasa, afectará al sistema en un mayor
grado que el fallo de un ejemplo con una bio-
masa menor. Ésta es la razón por la que he-
mos desarrollado una extensión para dos im-
plementaciones de SVM diferentes, con el fin
de hacer que sean sensibles al coste. Esta for-
ma de aprendizaje se conoce como aprendizaje
sensible al coste (cost-sensitive learning)[3]. La
idea principal radica en intentar que el algorit-
mo aprenda a clasificar mejor los ejemplos con
un coste más alto. Procediendo de esa forma,
el clasificador será capaz de aproximar mejor
el volumen de biomasa de cada clase.
En la siguiente sección describiremos el con-
junto de datos utilizado. En la Sección 3 se pre-
sentará formalmente el aprendizaje sensible al
coste y posteriormente discutiremos los algo-
ritmos de aprendizaje utilizados. Después, en
la Sección 5, mostraremos los resultados expe-
rimentales que hemos obtenido y finalizaremos
presentando algunas conclusiones.
2. Datos
2.1. Conjunto de datos
La FlowCam [13] es un instrumento que per-
mite la monitorización de partículas en un flui-
do. Combinando la citometría de flujo y el uso
de un microscopio, es capaz de contar y anali-
zar automáticamente los organismos de micro-
plancton existentes en un fluido continuo. El
sistema captura una imagen de cada organis-
mo por separado, obteniendo de esta manera,
un conjunto de imágenes a partir de una mues-
tra de fluido (véase Figura 1).
Nuestro conjunto de datos fue obtenido a
partir de muestras extraídas en el mar Cantá-
brico. Una vez que las muestras fueron proce-
sadas por la FlowCam, un experto taxónomo
clasificó las imágenes obtenidas, separándolas
en las 5 categorías de microplacton relevan-
tes para nuestro estudio: Ciliados, Diatomeas,
Crustáceos, Flagelados y una categoría Otros,
formada por los ejemplos de otras especies, in-
cluyendo los no vivos. De todo este proceso se
obtuvo un conjunto de datos formado por 5145
imágenes. La Figura 2 muestra la distribución
de ejemplos por cada clase.
2.2. Extracción de atributos
Con el objetivo de obtener un vector de atribu-
tos de cada una de las imágenes, hemos aplica-
do diferentes métodos pertenecientes al cam-
po del análisis de imágenes. No hemos cen-
trado nuestros esfuerzos en ningún método en
particular, ya que hemos preferido aplicar el
enfoque de combinar diferentes técnicas para
construir un vector de características lo más
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Figura 2: Ejemplos por clase
amplio posible. Esperamos que cada una de
estas técnicas aplicadas sea capaz de repre-
sentar una parte de las características de la
imagen. Las técnicas utilizadas van desde los
tradicionales métodos de análisis de formas,
como los descriptores de Fourier, combinados
con atributos de textura, como las matrices
de co-ocurrencia, hasta información acerca del
color de la imagen. En esta sección vamos a
intentar resumir las principales técnicas apli-
cadas en la extracción de atributos.
En primer lugar, hemos usado los descripto-
res de Fourier elípticos (EDF) propuestos por
Kuhl and Giardina [9]. Estos descriptores son
capaces de delinear cualquier tipo de forma
con un contorno bidimensional y han sido apli-
cados con éxito en la evaluación de diferentes
formas biológicas en animales y plantas. Para
calcularlos se utilizan los coeficientes de Fou-
rier cuando la función que representa el con-
torno es aproximada por la Serie de Fourier.
Después de algunos experimentos, decidimos
que 15 armónicos es un número adecuado pa-
ra describir, con suficiente precisión, la forma
de los organismos que estamos estudiando.
En segundo lugar, hemos trabajado con los
momentos de las imágenes. Los momentos son
atributos estadísticos ampliamente usados en
estudios morfológicos de imágenes. Son bas-
tante estables respecto al ruido y no dependen
excesivamente del contorno de la imagen. El
cálculo de los mismos se realiza a partir de
las intensidades de los píxeles de las imáge-
nes. Con el fin de que estos momentos sean
invariantes ante un movimiento de translación
del objeto dentro de la imagen, se usan los mo-
mentos centrales, calculados a partir del centro
de gravedad del objeto. A partir de estos mo-
mentos centrales, Hu definió 7 características,
denominadas momentos de Hu [7] . Los mo-
mentos de Hu son invariantes a la traslación,
rotación y escalamiento. Esto quiere decir que
dos regiones que tengan la misma forma pero
que sean de distinto tamaño y que estén ubica-
das en posiciones y orientaciones distintas en
la imagen, tendrán momentos de Hu iguales.
En tercer lugar, hemos calculado los mo-
mentos de Zernike que están basados en la
teoría de los polinomios ortogonales y fueron
propuestos por Teague [15]. Los momentos de
Zernike tienen muy buenas propiedades cuan-
do hablamos de la tolerancia al ruido, el ma-
nejo de información redundante, la rotación y
las capacidades de reconstrucción de la imagen
original. Es importante comentar que una de
las principales desventajas de los momentos en
general es que estudian las imágenes de mane-
ra global y no local, por lo que no funcionan
bien cuando el objeto de la imagen aparece
parcialmente obstruido. En nuestro caso he-
mos calculado 49 momentos de Zernike usando
el centro de gravedad de los objetos para ase-
gurar que sean invariantes ante la translación.
Para finalizar con los atributos de forma, se
ha realizado un análisis granulométrico [10] de
las imágenes, que nos permite extraer informa-
ción de un orden mayor, para complementar la
información de bajo orden proporcionada por
los momentos de Hu. Estudios anteriores sobre
el reconocimiento automático de imágenes de
plancton llevados a cabo por Tang [14], dieron
como resultado que este tipo de atributos eran
muy útiles para la clasificación de las imáge-
nes. De esta manera, hemos calculado 8 atri-
butos granulométricos para cada imagen.
Para completar esta sección, hablaremos de
los atributos de textura. En primer lugar, he-
mos utilizado las matrices de co-ocurrencia,
utilizadas ampliamente en el estudio de la tex-
tura en imágenes. Se construyen asignando a
cada elemento [i, j] el número de veces que un
píxel con valor i es adyacente a un píxel con
valor j. Cuando manejamos una escala de ni-
veles de gris grande, estas matrices son muy
grandes y dispersas, lo que hace que sean más
difíciles de usar como atributos directamente.
Debido a esto, se obtienen diferentes medidas
a partir de ellas para conseguir un conjunto
de atributos más útil. El conjunto de atributos
más conocido cuando hablamos de matrices de
co-ocurrencia son los atributos de Haralick [5],
que han sido aplicados en numerosos análisis
de imágenes digitales con buenos resultados.
Otro método para analizar la textura es me-
diante la transformada de Wavelet. Las Wa-
velet son un tipo de funciones que permiten
descomponer una imagen de manera jerárqui-
ca, realizando al mismo tiempo un estudio de
la imagen en diferentes resoluciones y escalas.
Son capaces de representar la imagen desde
una forma general, hasta sus pequeños deta-
lles. En nuestro estudio hemos usado como
función madre una Daubechies de orden 4. He-
mos realizado un estudio con 4 escalas y 3 ban-
das de detalle para cada una de las mismas,
obteniendo de esta manera 12 sub-bandas de
detalle por imagen. De cada sub-banda se cal-
culó su energía de la siguiente forma:
Ekn =
1
N ×N
N∑
i,j=1
(skn(i, j))
2, (1)
donde, skn es la sub-banda de detalle k, con
escala n y tamaño N ×N .
Además de los métodos anteriores, hemos
incluido las medidas morfológicas de las par-
tículas que son calculadas directamente por la
FlowCam [13], al mismo tiempo que obtiene
las imágenes. Algunos ejemplos son el períme-
tro de la partícula, su área, las coordenadas
de su centro geométrico, la distancia media del
perímetro al centro, etc. En total, 26 atributos
morfológicos fueron añadidos a nuestro vector
de características, que junto a todas las an-
teriormente descritas, dieron como resultado
final un conjunto de 170 atributos preparado
para ser usado en el proceso de aprendizaje.
2.3. Cálculo de la biomasa
El contenido de carbono (al que nos referire-
mos como biomasa) de los organismos planc-
tónicos es un parámetro fundamental a la ho-
ra de realizar modelos que representen ecosis-
temas. Debido a ello, se han realizado varios
estudios con el objetivo de estimar la bioma-
sa estableciendo una relación con el volumen
del organismo. El volumen puede ser calcula-
do (aproximadamente), a partir del diámetro
de la partícula obtenido de las imágenes. En
el estudio desarrollado por Menden [11], en el
cual se estudia la relación entre biomasa y vo-
lumen, se proponen tres formas de realizar este
cálculo dependiendo del volumen del ejemplo
y de la clase de organismo con la que estemos
trabajando. La ecuación 2 nos muestra cómo
calcular la biomasa a partir de su volumen (V )
para ejemplos con V < 3000um3:
log10 C = −0,583 + 0,86 log10 V. (2)
La ecuación siguiente se aplica para ejemplos
que no pertenezcan a la clase de las Diatomeas
y que cumplan que V > 3000um3,
log10 C = −0,665 + 0,939 log10 V. (3)
Por último, para Diatomeas con V > 3000um3
se aplica:
log10 C = −0,933 + 0,881 log10 V. (4)
Las fórmulas descritas nos permiten calcular
de una manera sencilla la biomasa aproxima-
da de cada ejemplo. La Figura 3 nos muestra
(arriba) cómo se distribuye la biomasa entre
las cinco clases de nuestro problema, y (aba-
jo) la media de biomasa de los ejemplos de
cada una de las clases. Podemos ver cómo los
Crustáceos, aún no siendo relevantes en núme-
ro, sí son muy importantes en términos de la
biomasa, relegando a un segundo plano a las
Diatomeas, la clase más abundante.
3. Aprendizaje sensible al coste
Sea X el espacio de entrada e Y = {1, ..., k}
un conjunto finito de clases. Consideramos una
tarea de clasificación multi-clase sensible al
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Figura 3: Distribución de biomasa por clase (arri-
ba) y biomasa media por clase (abajo)
coste dada por el conjunto de entrenamien-
to S = {(x1, y1, c1), . . . , (xn, yn, cn)}, obte-
nido a partir de una distribución desconoci-
da Pr(X ,Y,R+). En el aprendizaje sensible
al coste, el valor positivo ci asociado con ca-
da ejemplo xi representa el coste de clasifi-
car incorrectamente dicho ejemplo. En nuestra
aplicación, ci será la biomasa del ejemplo xi.
Indicar que en otras aproximaciones sensibles
al coste, ver por ejemplo [3], los costes están
asociados a las clases y no a los ejemplos. En
cualquier caso, quedan englobadas dentro del
marco aquí descrito.
En este contexto, el objetivo de estas ta-
reas de aprendizaje es encontrar una hipóte-
sis h del espacio de entrada al de salida, en
símbolos, h : X −→ Y, que optimice el ries-
go esperado en muestras S ′ independientes e
idénticamente distribuidas de acuerdo con la
distribución Pr(X ,Y,R+). Esto se representa
habitualmente por ∆(h,S ′), y en el caso del
aprendizaje sensible al coste se calcula apli-
cando la expresión
∆(h,S ′) = 1∑
xi∈S′
ci
∑
xi∈S′
δ(h(xi), yi, ci), (5)
donde δ(h(x), y, c) es la función que mide la
pérdida debido a la predicción h(x) cuando la
clase real es y y el coste de dicho error es c. En
este tipo de aprendizaje se desea favorecer las
decisiones correctas de h sobre ejemplos con
un coste más alto.
En este artículo proponemos una medida,
que llamaremos Global Biomass Loss, para es-
timar el error en biomasa. Sigue la forma ge-
neral de las funciones de pérdida en el apren-
dizaje sensible al coste, esto es,
δGB(h(xi), yi, ci) = ci [h(xi) 6= yi] , (6)
donde [ ] es 1 cuando el predicado interno es
cierto y 0 en otro caso. Aplicando esta expre-
sión en (5), podemos obtener la ecuación pa-
ra ∆GB que considera los ejemplos incorrecta-
mente clasificados por h:
∆GB(h,S ′) =
∑
xi∈S′
ci[h(xi) 6= yi]∑
xi∈S′
ci
. (7)
∆GB mide la proporción de biomasa incorrec-
tamente clasificada. Uno de los métodos de
aprendizaje descritos en la Sección 4.2 opti-
miza esta función de pérdida.
4. Métodos de aprendizaje
Para abordar la aplicación descrita en el ar-
tículo, aplicaremos dos tipos de métodos de
aprendizaje. Por un lado, clasificadores multi-
clase conocidos basados en Máquinas de Vec-
tores Soporte, y por otro lado, extenderemos
dichos métodos haciéndolos sensibles al coste.
El resultado esperado es que estos últimos me-
joren el rendimiento de los primeros cuando la
medida de rendimiento considerada sea ∆GB .
4.1. Algoritmos de clasificación multiclase
Como indicamos en la Introducción, exis-
ten dos tipos de aproximaciones para tratar
los problemas de clasificación multi-clase usan-
do SVM. Una se basa en descomponer el pro-
blema original en un conjunto de SVM bina-
rios, mientras que la segunda considera todos
los datos en un único problema de optimiza-
ción. En este estudio aplicaremos un método
de cada una de las dos clases. Entre los prime-
ros, seleccionamos el algoritmo one-versus-one
(OVO) [8] dado que obtiene mejores resulta-
dos experimentales [6], y del segundo grupo,
el método propuesto por Crammer y Singer
[1] porque puede implementarse más eficiente-
mente.
En el método one-versus-one se definen
k(k − 1)/2 problemas binarios, donde el pro-
blema l-versus-m consiste en separar los sub-
conjuntos de ejemplos Sl y Sm de las clases l
y m respectivamente. Empleando SVMs bina-
rios, OVO resuelve, para cada par de clases, el
siguiente problema de optimización1:
mı´n
wlm,ξ
lm
1
2
〈wlm,wlm〉+ C
∑
yi∈{l,m}
ξlmi , (8)
s.t. 〈wlm,xi〉 ≥+1− ξlmi , if xi∈Sl,
〈wlm,xi〉 ≤−1 + ξlmi , if xi∈Sm,
ξlmi ≥ 0, ∀xi ∈ Sl ∪ Sm,
donde la constante C controla la cantidad de
regularización y ξi son las variables de holgu-
ra empleadas por las formulaciones de margen
blando para evitar el sobreajuste. La salida de
cada modelo inducido wlm para un ejemplo x
se cuenta como un voto para la clase predi-
cha l o m; finalmente, la clase más votada será
retornada como predicción.
En el caso de la formulación propuesta por
Crammer y Singer, se induce un modelo wl
para cada clase l, siguiendo una aproximación
one-versus-all. Sin embargo, en este caso to-
dos ellos {wl : l = 1, . . . , k} son aprendidos al
1Para facilitar la lectura, se han omitido en to-
dos los casos los términos independientes b. Podrían
incluirse fácilmente añadiendo un atributo adicional
constante a cada ejemplo xi
mismo tiempo,
mı´n
w,ξ
1
2
k∑
l=1
〈wl,wl〉+ C
n∑
i=1
ξi, (9)
s.t. (〈wyi ,xi〉 − 〈wr,xi〉) ≥ eri − ξi,
∀i = 1, . . . , n ∀r ∈ {1, . . . , k},
donde eri es 1 cuando r 6= yi y 0 en otro caso.
En este problema, no es necesario incluir una
restricción adicional para asegurar que las va-
riables de holgura son no negativas, ya que lo
garantiza la restricción de cada ejemplo cuan-
do r = yi. Es importante recalcar que el nú-
mero de restricciones de este problema de opti-
mización puede ser muy grande, especialmente
para problemas con muchas clases. Sin embar-
go, la eficiencia se consigue gracias a que la
mayor parte de las restricciones están inacti-
vas, dado que el conjunto de restricciones de
cada ejemplos xi comparte una única varia-
ble de holgura ξi. De hecho, solamente una de
ellas estará activa: la correspondiente a r = yi
cuando el ejemplo este bien clasificado con el
suficiente margen (ξi = 0), o la de la clase
predicha incorrectamente o que no se encuen-
tra separada de la verdadera con el suficiente
margen (ξi > 0).
Finalmente, la clase retornada por el algo-
ritmo será determinada siguiendo el esquema
winners-takes-all:
h(xi) = argmax
l∈{1,...,k}
〈wl,xi〉.
La principal ventaja de esta aproximación so-
bre la anterior es que se puede optimizar de
manera concreta una función de pérdida. En
nuestro caso, esto resulta particularmente in-
teresante dado que podremos optimizar direc-
tamente la función ∆GB (7).
4.2. Algoritmos sensibles al coste
Los métodos de aprendizaje descritos en la
sección anterior, pueden extenderse fácilmente
al paradigma del aprendizaje sensible al coste.
De hecho, la versión sensible al coste del algo-
ritmo OVO fue presentada en [4]. El problema
de optimización es prácticamente idéntico al
de la ecuación (8), incluyendo el coste ci de
fallar cada ejemplo:
mı´n
wlm,ξ
lm
1
2
〈wlm,wlm〉+ C
∑
yi∈{l,m}
ciξ
lm
i , (10)
s.t. 〈wlm,xi〉 ≥+1− ξlmi , if xi∈Sl,
〈wlm,xi〉 ≤−1 + ξlmi , if xi∈Sm,
ξlmi ≥ 0, ∀xi ∈ Sl ∪ Sm,
En la ecuación anterior podemos apreciar co-
mo el número de restricciones de ambos pro-
blemas es el mismo. El problema dual puede
derivarse mediante las técnicas de Lagrange:
ma´x
α
− 1
2
∑
xi,xj∈Sl∪Sm
αiαjyiyj〈xi,xj〉+
∑
xi∈Sl∪Sm
αi
s.t. 0 ≤ αi ≤ ciC, ∀xi ∈ Sl ∪ Sm.
Por tanto, la única diferencia respecto a un
problema SVM binario está en el límite supe-
rior impuesto a las variables de holgura [16].
La principal desventaja de cualquier méto-
do de descomposición es que el modelo global
aprendido, formado por el conjunto de mode-
los binarios, no ha sido inducido optimizando
ninguna función de pérdida. En este artícu-
lo presentamos una extensión del método de
Crammer y Singer que permite optimizar la
función de error de la ecuación (7), asignando
un coste a cada ejemplo. Es importante indi-
car, que esta aproximación incluye el caso en el
que los costes se asocian con las clases en lugar
de con los ejemplos. Para ello, sería suficiente
asignar el mismo coste a todos los ejemplos de
una clase. Hasta donde alcanza nuestro saber,
este método nunca ha sido extendido antes. La
formulación es bastante simple, añadiendo los
costes a la función objetivo,
mı´n
w,ξ
1
2
k∑
l=1
〈wl,wl〉+ C
n∑
i=1
ciξi, (11)
s.t. (〈wyi ,xi〉 − 〈wr,xi〉) ≥ eri − ξi,
∀i = 1, . . . , n ∀r ∈ {1, . . . , k}.
La consecuencia más importante, como se dijo
anteriormente, es que ahora podemos contro-
lar el error en biomasa durante la optimiza-
ción. De hecho podría probarse que el segundo
término de la función objetivo constituye una
cota superior del error calculado mediante (7).
A pesar de resultar en una derivación mate-
mática más compleja que en el caso del méto-
do anterior, el problema dual puede derivarse
usando las técnicas habituales. El problema de
optimización dual resulta ser:
ma´x
α
− 1
2
n∑
i=1
n∑
j=1
k∑
r=1
αriα
r
j 〈xi,xj〉−
n∑
i=1
k∑
r=1
eriα
r
i
s.t.
k∑
r=1
αri = 0, ∀i = 1, . . . , n,
αri ≤ ciC, i = 1, . . . , n, r = 1, . . . , k.
Resaltar que ahora tenemos por cada ejem-
plo un vector de variables duales, αri . La suma
de todos ellos debe ser 0 para cada ejemplo y
ninguna de las variables individuales deben ser
mayores que ci · C.
Implementamos ambos algoritmos2, exten-
diendo el trabajo presentado en [6]. En el caso
del último método, se trata de un algoritmo de
tipo SMO (Sequential Minimal Optimization),
pero en lugar de optimizar en cada paso un par
de variables duales, como se hace en las imple-
mentaciones de SMO para SVM binarios, se
optimiza el conjunto de variables duales de un
mismo ejemplo, respetando la primera restric-
ción que hace que su suma deba ser cero.
5. Resultados experimentales
En los experimentos realizados comparamos
el rendimiento, sobre el conjunto de datos des-
crito en la Sección 2, de los cuatro algorit-
mos analizados en la sección anterior: OVO
(8), C&S (9), cs-OVO (10) y cs-C&S (11). To-
dos los resultados fueron estimados por me-
dio de validaciones cruzadas estratificadas de
5 particiones y 2 repeticiones. Para cada al-
goritmo se probó tanto un kernel lineal como
uno gaussiano. Con el objetivo de seleccionar
los valores más adecuados para la constante C
y el parámetro g, en el caso del kernel gaus-
siano, se aplicó una búsqueda en dos fases. La
primera, con valores de C desde 10−6 hasta
2El código fuente puede descargase desde
http://www.aic.uniovi.es/˜juanjo/cs.zip
Kernel Algoritmo ∆0/1 ∆GB
L
in
ea
l OVO 0.10923 0.09255
cs-OVO 0.18115 0.08642
C&S 0.11419 0.11757
cs-C&S 0.18309 0.10170
G
au
ss
. OVO 0.06395 0.09461
cs-OVO 0.10972 0.07995
C&S 0.06531 0.06508
cs-C&S 0.07221 0.06144
Tabla 1: Resultados en error ∆0/1 y ∆GB con
kernel lineal y gaussiano
102 y valores de g desde 10−3 hasta 10, y en
la segunda, se realizó una búsqueda más fina
utilizando para ello diez valores distribuidos
uniformemente entre el anterior y el siguien-
te al mejor valor obtenido en la primera fase.
En esta selección de parámetros, los algorit-
mos multi-clase (OVO y C&S) trataron de op-
timizar el error 0/1 (∆0/1), mientras los algo-
ritmos sensibles al coste (cs-OVO y cs-C&S)
usaron la función de pérdida ∆GB . Todas las
estimaciones para este ajuste de parámetros
se realizaron mediante un validación cruzada
estratificada de 2 particiones y 3 repeticiones.
En la Tabla 1 se muestran los resultados ob-
tenidos utilizando tanto el kernel lineal com el
gaussiano. El mejor algoritmo en error ∆0/1
fue OVO, mientras que cs-OVO obtuvo mejo-
res resultados cuando aplicamos la función de
pérdida ∆GB . En este caso particular, parece
que los algoritmos basados en descomposición
se comportan mejor. Obsérvese además, cómo
los algoritmos sensibles al coste cometen un
error ∆0/1 mucho más alto que sus versiones
no sensibles al coste correspondientes, pero sin
embargo tienen menos error ∆GB .
Los resultados anteriores pueden mejorarse
utilizando un kernel gaussiano. El mejor algo-
ritmo optimizando el error ∆0/1 sigue siendo
OVO con una tasa de acierto superior al 93 %.
Por su parte, los mejores resultados en térmi-
nos de error ∆GB corresponden al algoritmo
cs-C&S, que obtiene un acierto en la predic-
ción de la biomasa cercano al 94 %. De nuevo,
en ambos casos los algoritmos sensibles al coste
superan a sus versiones correspondientes cuan-
Clase Otros Ciliados Crustáceos Flagelados Diatomeas Precisión (%)
Otros 13900676 153003 177742 107379 60525 96.54%
Ciliados 195126 1171286 0 51015 17051 81.65%
Crustáceos 531984 36881 14880994 37046 2998 96.07%
Flagelados 96876 70100 0 2652396 34322 92.95%
Diatomeas 461022 62354 55050 201292 3421264 81.44%
Precisión (%) 91.54% 78.42% 98.46% 86.99% 96.75%
Tabla 2: Matriz de confusión para la biomasa
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Figura 4: Concentración de biomasa por tramo de volumen
do se analiza el error ∆GB , en mayor medida
en el caso de cs-OVO. Uno de los motivos, es
que con el algoritmo C&S obtenemos un error
bastante bajo, por lo que el margen de mejora
no es muy grande.
La Tabla 2 muestra la matriz de confusión
correspondiente al algoritmo con mejores re-
sultados cuando consideramos la función de
pérdida ∆GB : cs-C&S. Es interesante estudiar
con atención dicha matriz para analizar el ren-
dimiento del algoritmo respecto a cada clase.
A la hora de interpretarla debemos tener en
cuenta que en las columnas se muestra la clase
real, mientras que en las filas tenemos la clase
que ha predicho el clasificador; en la diagonal
están las clasificaciones correctas. En la última
columna y en la última fila se muestran, res-
pectivamente, el porcentaje de biomasa predi-
cho por el clasificador que realmente es de esa
clase, y el porcentaje de la biomasa real de esa
clase que ha predicho el clasificador. Así por
ejemplo, para la clase Crustáceos, el 98,46 %
de la biomasa total que corresponde a esa es-
pecie ha sido etiquetada como de esa clase.
Por el contrario, el 96,07 % de la biomasa que
el clasificador asigna a los Crustáceos es real-
mente de esa clase. Como se puede apreciar,
las mayores dificultades las presenta la clase
Ciliados, en la que en ambos casos el acierto
ronda solamente el 80 %.
Para finalizar, la Figura 4 muestra la pre-
dicción de biomasa por tamaño del ejemplo.
La biomasa real de la clase viene dada por las
lineas de puntos, mientras que la biomasa pre-
dicha por el clasificador aparece representada
por las líneas continuas. Hay que destacar que
el área bajo ambas líneas es muy similar en
todo el espectro, por lo que podemos concluir
que se obtiene una buena predicción de la bio-
masa para todos los intervalos de volumen.
6. Conclusiones y trabajo futuro
A lo largo de este estudio se ha presentado
una aplicación interesante que permite auto-
matizar el muestreo y la estimación de la bio-
masa para 5 especies de microplancton. Con
el fin de optimizar la predicción de la bioma-
sa de cada una de las especies consideradas,
se han desarrollado dos algoritmos sensibles al
coste. Ambos algoritmos mejoran dicha predic-
ción con respecto a los algoritmos tradicionales
que optimizan el error 0/1. Las técnicas apli-
cadas en esta investigación no son solo válidas
para muestras de microplancton. Nuestro ob-
jetivo es extender su aplicación a otros tipos
de plancton, como por ejemplo el mesoplanc-
ton, o a diferentes subgrupos taxonómicos que
puedan ser relevantes desde un punto de vista
científico.
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