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УДК 17.27 
 
И.С. БЕЛОВ, канд. физ.-мат. наук, доц., НТУ «ХПИ», Харьков 
 
ОБ ОДНОЙ СИСТЕМЕ АЛГЕБРАИЧЕСКИХ УРАВНЕНИЙ 
 
Розглянуто систему алгебраїчних рівнянь другого порядку, що виникає в теорії невід’ємних 
тригонометричних многочленів. Подані умови збіжності деяких лінійних функцій  від розбіжних 
ітерацій метода Ньютона рішення цієї системи... 
 
The system of the algebraic equations of the second order, arising in the theory of nonnegative trigono-
metrical polynominals is considered. Conditions of convergence of some linear functions from itera-
tions of Newtons method  of the decision of this system are given.  
 
1.Введение.  Существуют различные причины интереса к проблеме кон-
струирования и изучения свойств неотрицательных тригонометрических  
многочленов. Среди них поведение средних Чезаро, явление Гиббса для ря-
дов Фурье , теория аппроксимации, унивалентные функции и многочлены, 
положительные суммы многочленов Якоби, ортогональные многочлены в 
единичном круге, области, свободные от нулей дзета – функции Римана и 
т.д.. Фейер и Рисс в 1915г. (6) доказали, что имеет место  следующее пред-
ставление неотрицательных тригонометрических многочленов: Для каждого 
неотрицательного тригонометрического  многочлена 
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тригонометрическим многочленом.  Сеге  в 1926г. (6)  заметил, что в пред-
ставлении Фейера – Рисса  неотрицательного многочлена  по косинусам па-
раметры kc  могут быть выбраны вещественными. Точнее, справедлива сле-
дующая теорема. Пусть   0
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следует, что косинус – многочлен  nC   неотрицателен тогда и только то-
гда, когда существуют вещественные числа 0,1,...,kc k n  , такие, что  
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2. Постановка задачи.  Необходимые и достаточные условия разреши-
мости системы (2) и явный вид решений можно выписать только для началь-
ных значений 2n , поэтому представляют интерес, например, итерацион-
ные методы ее решения. Приближённому решению систем алгебраических 
уравнений вида (2)    xF посвящена обширная литература 
[1,гл.20],[2,гл.8]. В частности, при использовании метода Ньютона рассмат-
риваются итерации     nnnn xFxFxx
 1
1

  . Если оператор 
  FFET 1  в окрестности начального приближения 0x

 является сжи-
мающим или выпуклым, то эти итерации быстро сходятся. Однако нахожде-
ние такого начального приближения для конкретного оператора F  весьма 
сложно  [3. c.156]. Положение может упростится, если рассматривать слабую 
сходимость итераций  nx

. Пусть    aF  - система (1), записанная в век-
торной форме, тогда итерации метода Ньютона определяются соотношения-
ми 
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Так как отображение F  не является выпуклым, обычные теоремы выпуклого 
анализа о сходимости ньютоновых итераций [1, § 20] здесь неприменимы. 
Однако при определенных условиях несложно доказать сходимость двух ли-
нейных форм от итераций (3). 
 
3.Решение задачи.  
Систему (2) 1n   алгебраических уравнений  второй степени с 1n  неиз-
вестными, удобно записать в виде 
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считая, что неизвестные 0ia  при 0i  и ni  . 
Заметим, что если  naaaa ,...,, 10

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Поэтому для разрешимости системы (4) необходимо выполнение условий  
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Обозначим в этом случае 
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Справедливы следующие утверждения. Пусть         mnmmm aaaa ,...,, 10  - 
решение системы  (4), построенное на m  - том шаге итераций (3), и 
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   000  mss m  монотонно 
убывая; если же   000 s , то 
   000  mss m  монотонно возростая. При 
этом  ms0  сходится к 0s  квадратично. 
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нотонно убывая; если же   001 s , то 
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В то же время, основные итерации  ma
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Доказательство состоит из последовательности параллельно доказываемых 
лемм. 
 
 12 
Лемма 1. 
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Тогда по лемме 1 система линейных уравнений (3) для определения поправки 
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Лемма 2а.  
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Докажем, для определенности, лемму 2а. 
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Лемма 3а.  
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Докажем, для определенности, лемму 3а. 
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Лемма 4. 
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Лемма 4а. 
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Докажем, для определенности, лемму 4а  
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откуда в силу леммы 2а 
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что и означает квадратичную сходимость  ms1 . Теоремы 1 и 1а полностью 
доказаны. 
 
Выводы. В работе рассмотрена линейные функции    mm ss 10 ,  от итера-
ций  nx

 метода Ньютона  решения системы (1). Даны необходимые и доста-
точные условия их сходимости  (3), , которые удобны при проверке. 
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