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An Assessment of Undergraduate Students’ Research Literacy 
by  
Milushka Elbulok-Charcape, M.A., M. Phil. 
Advisor: Joan M. Lucariello, Ph.D.  
Research literacy refers to the knowledge and application of statistics and research 
methods knowledge. Research literacy is important because it enables individuals to 
become autonomous lifelong learners and informed research consumers. Compared to 
other types of literacies (e.g., informational, statistical, scientific, etc.), research literacy 
in the social sciences has received limited attention in psychological theory and research. 
As a result, assessments of research literacy have notable limitations. Some assessments 
place undue emphasis on content knowledge of statistics and research methods neglecting 
the application of knowledge, others present items in a de-contextualized manner, 
exploring conceptions or attitudes toward research itself rather than research literacy; and 
some ask respondents to report subjective assessments of their own research literacy as a 
means of assessment. The aim of the current research was to assess research literacy in 
undergraduate students in a reliable and valid way by developing the Critical Research 
Literacy Assessment (CRLA), an assessment that is more comprehensive (tapping diverse 
sub-domains believed to be part of research literacy) and uses contextually valid testing 
formats that tap both knowledge and application domains of research literacy. Results 
demonstrated that the CRLA was a reliable assessment. Evidence for concurrent, 
divergent, and criterion validity was also found.  
Keywords: research methods, statistics, assessment, research literacy 
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CHAPTER 1: INTRODUCTION 
Goals and Purpose 
The goal of the current study is to develop a comprehensive and ecologically 
relevant assessment of undergraduate students’ research literacy. Accomplishing this goal 
will have downstream effects for instructors of statistics and research methods by 
providing useful information on gaps in student knowledge of these topics and ability to 
apply their knowledge in real-world contexts. Ultimately, the results could assist 
instructors in adapting their instructional methods, creating new courses, and modifying 
their learning goals in ways that enhance students’ research literacy. 
Research literacy has undergone several definitions. Some have defined it as the 
ability to search, access, interpret, and critically evaluate research from primary and 
secondary sources (Dow & Sutton, 2014). Others describe research literacy as the ability 
of a non-expert population (i.e., people other than researchers) to critically evaluate 
research findings (Beaudry & Miller, 2016). Definitions of research literacy mostly 
assume content knowledge of statistics and research methods and their application. This 
type of literacy should permit individuals to make more informed evaluations about 
products they consume, appraise findings of research studies, and transfer/apply this 
knowledge to other domains. In the current information age, being research literate 
allows individuals to make judgments regarding the quality of research studies that may 
impact their lives and avoid oversimplifications of complex social issues. Therefore, 
research literacy is a crucial competency.  
While locating and reading research may not be difficult, critically appraising 
research poses a challenge for diverse populations (Brown et al., 2010; Zeuch et al., 
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2017). Critical skills necessary for this appraisal may not be prevalent in the general 
population. For instance, certain features of formal-operational thought (e.g., logic, 
abstract thinking, analysis, reflection, and deductive reasoning) are found in only 
approximately half of first-year college students (Rathus, 2017). It may also be that these 
skills are not widely available in specialized populations that might be thought to possess 
them. For instance, students who have taken research methods and statistics courses may 
not have acquired the reasoning or critical skills related to research literacy (Mill et al., 
1994).  
Assessments of research literacy in the social sciences have been scarce and 
inadequate. One problem with such assessments is the over-reliance on self-report (e.g., 
Practitioner Evaluation Knowledge Scale (PEKS); Baker et al., 2011; Holden et al., 1999; 
Holden et al., 2008; Meyer et al., 2005). Self-report (or subjective) assessments, while 
valuable, may not reflect objective skills and abilities (Groß Ophoff et al., 2015) as they 
focus on attitudes and self-perceptions (e.g., Campisi & Finn, 2011; Ross et al., 2017) 
instead of actual knowledge and application. In addition, some assessments may not be 
ecologically valid because they present research scenarios that are unrealistic or not likely 
to occur in the real world. Most problematic is that a significant number of assessments 
focus on statistical and/or research methods content knowledge and hence prioritize de-
contextualized comprehension of these two areas while ignoring the application of 
statistics and research methods. This may be because literacy is sometimes treated 
interchangeably with knowledge or competence. As such, assessments of research 
literacy simply rely on the measurement of facts or methods (Bisanz et al., 1998). While 
research literacy cannot be divorced from statistics and research methods knowledge, 
	 3	
these constructs are not interchangeable. Similarly, knowledge of statistics and research 
methods alone does not constitute research literacy. To be research literate, this 
knowledge must also be applicable in the “real world,” that is, knowledge or learning that 
can be used in various situations and contexts.   
A valid and reliable index of undergraduate students’ research literacy is 
necessary. Therefore, the newly developed assessment measures three vital components 
of research literacy (statistics knowledge, research methods knowledge, and application 
of knowledge in both areas). The assessment does so by presenting a real-world-based 
research scenario that approximates the way in which non-scientists are exposed to 
research and includes diverse answer formats (i.e., beyond true/false or multiple choice), 
thereby affording a deeper analysis of respondents’ responses. In addition, we examine 
whether performance in the assessment varies by demographic variables and having 
completed courses in statistics and research methods. 
The following broad hypotheses guide the current study: 
Hypothesis 1: The newly developed Critical Research Literacy Assessment 
(CRLA) will be a reliable assessment.  








CHAPTER 2: LITERATURE REVIEW 
Research Literacy Definition  
Research literacy refers to the ability to access, interpret, reflect on, and apply 
research findings in complex contexts (Groß Ophoff et al., 2015; Groß Ophoff & Rott, 
2017). This literacy involves the ability to sensibly use, apply, and develop a critical 
perspective when assessing evidence, and its utility (Evans et al., 2017). In other words, 
individuals are considered research literate when they accurately evaluate and critique 
research, as well as apply principles of research to their daily lives. The current study, 
relying on this previous literature, defines research literacy more broadly and as having 
three basic components: 1) working knowledge of statistics (statistical literacy; Gal 
2002); 2) working knowledge of research methods (literacy in research methods; 
Veilleux & Chapman, 2017a; b); and 3) the ability to think critically thinking about 
research (Bidgood, 2010; Davies & Marriot, 2010), which organically leads to the 
application of this knowledge (Yilmaz, 1996). Applicability refers to the ability to 
connect factual knowledge to social situations in which data may be utilized (Watson, 
1997; Watson & Callingham, 2003). While knowledge of the two domains—research 
methods and statistics—is necessary for one to be research literate, it is not sufficient to 
comprise research literacy. The definition transcends merely having knowledge of 
research methodology and statistics, and includes the application of such knowledge (i.e., 
understanding the relevance of research on one’s life and its potential implications) and 
ability to critically evaluate the research presented (i.e., scrutinizing research designs, 
understanding study limitations, etc.).  
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The current definition of research literacy is similar to previous research that 
conceptualizes research literacy as a multi-component ability (Groß Ophoff et al., 2017; 
Powell et al., 2017). This definition merges three areas previously discussed by other 
researchers: statistical literacy (Gal 2002), literacy in research methods (Veilleux & 
Chapman, 2017a; b), and the application of these literacies (Watson, 1997; Watson & 
Callingham, 2003). While the first two areas have been assessed in student populations, 
measures of applicability have been somewhat overlooked, establishing the need for the 
development of an assessment of research literacy. These areas of research literacy are 
defined and discussed, in turn.  
Introductory Statistics Knowledge Domain 
As noted, knowledge of statistics is one component of research literacy. 
Introductory statistics is a foundational undergraduate course required of students 
obtaining degrees in the social sciences and education. A 35% increase in undergraduate 
enrollment in introductory statistics courses at two and four-year colleges from 2005 to 
2010 was attributed to increased access to data (including “big data”), the influence of 
data on decision making in governments and businesses, and a higher demand of 
evidence-based practices in diverse fields, particularly in education and psychology 
(American Statistical Association, 2014; Blair, Kirkman, & Maxwell, 2010; Garfield & 
Ben-Zvi, 2007; Schield, 2004; Ridgway, 2016). Moreover, between 2003 to 2013, the 
number of undergraduate students completing statistics degrees grew by 140% (Carver et 
al., 2016). This resulted in approximately 96% of undergraduate baccalaureate programs 
in psychology requiring a statistics course in their curriculum (Norcross et al., 2016).  
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Despite its brief history, statistics education has undergone significant change 
over the last three decades. A loose consensus has been reached pertaining to the 
introductory statistics curriculum across educators. Three units of content knowledge are 
considered to be the substance of most introductory statistics classrooms: descriptive 
statistics and study design; probability and sampling distribution; and inferential statistics 
(Tintle et al., 2011). Traditionally, fundamental concepts in introductory statistics 
classrooms include topics presented in this sequence: graphical representation of data 
(descriptive statistics), measures of central tendency and variability, and inferential 
statistics. This sequence is favored to ease students into the course: first presenting more 
tangible concepts (the understanding and display of descriptive statistics) and moving 
towards more abstract ones (inferential statistics). While the APA Guidelines for 
Psychology Majors suggest for students to complete their statistics and research methods 
requirements within the first two years of their undergraduate degree (APA, 2013) topical 
coverage and sequence in which topics are presented varies (Malone et al., 2010; Stoloff 
et al., 2010). 
A review of introductory statistics textbooks, syllabi from diverse institutions, and 
a variety of statistics instructors in the social sciences reveals the common fundamental 
concepts covered in introductory statistics courses. These include: a rudimentary 
understanding of probability and the binomial distribution, descriptive statistics, sampling 
(probability and non-probability sampling), measurement (understanding of reliability 
and validity, levels of measurement, as well as qualitative and quantitative designs), 
measures of variability (range, variance, and standard deviation) and shape (skewness 
and kurtosis), experimental design (quasi-experimental, z-tests, t-tests, different types of 
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analysis of variance tests), hypothesis testing procedures, non-parametric methods (e.g., 
chi-squares, etc.), competence using statistical software computer programs to manipulate 
datasets and perform basic statistical analyses—Statistical Package for the Social 
Sciences (SPSS) stands as the leading statistical software used in undergraduate courses, 
and miscellaneous subtopics (Agresti & Finlay, 2008; Aron & Coups, 2009; Field, 2013; 
Rajaretnam, 2015; Tokunaga, 2018). It is worth noting that topics are given different 
weight in introductory statistics textbooks and syllabi, and even well-established series 
modify the content presented (Gal & Ograjenšek, 2017).  
Statistics Literacy 
Statistical literacy refers to knowledge of statistics and the ability to critically 
evaluate statistical results, interpret different representations of data, and form opinions 
on their basis (Gal, 2000; Garfield, 1999; Rumsey, 2002). Such literacy is one of three 
components of research literacy.  
Definitions of statistical literacy and related terms have evolved since the term 
was first discussed. Early writings conceptualized statistical literacy as the ability to 
critically evaluate statistical results, appreciate the weight statistical thinking had in 
professional and personal decisions (Wallman, 1993), assess data-based arguments, and 
having the power to read, identify, describe, rephrase, translate, and reason. Over the 
years, definitions have expanded substantially by researchers such as Ben-Zvi, Garfield, 
DelMas, Gal, and Rumsey, among others. Most current definitions include two broad 
learning outcomes: a basic understanding of statistical terms, ideas, and techniques and 
the ability of the learner to function as an informed, educated member of society 
(Rumsey, 2002). Although statistical literacy resembles research literacy, the former, as 
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its name denotes, is specific to statistics. Research literacy, on the other hand, 
encompasses both knowledge and application of statistics and research methods.  
Literature devoted to statistical knowledge and statistical literacy is extensive. 
Several standardized instruments have been developed to assess statistical literacy in 
undergraduate students (Allen, 2006; DelMas, Joan, Ooms, & Chance, 2007; Garfield, 
2003; Smith & Smith, 2008; Tempelaar, 2004). Four prominent assessments aimed to 
gauge statistical literacy of undergraduate students are: the Research Methods Skills 
Assessment (RMSA; Smith & Smith, 2018), the Statistical Reasoning Assessment (SRA; 
Garfield, 2003 and Tempelaar, 2004), the Comprehensive Assessment of Outcomes in 
Statistics Test (CAOS; DelMas et al., 2007), and the Statistics Concept Inventory (SCI; 
Allen, 2006). 
All four assessments—CAOS, SRA, RMSA, and SCI, found in Table 1—aim to 
assess statistical literacy in undergraduate students after completing an introductory 
statistics course. Although the long-term goal for the creation of these assessments was 
for them to be used across disciplines, some initially targeted students from specific 
disciplines, including engineering (SCI), economics and business (SRA), and psychology 
(RMSA). All assessments rely on either multiple choice or true/false formats, with no 
fewer than 15 items and no more than 40 items. Topics assessed across most assessments 
include descriptive and inferential statistics, probability, graphical displays (e.g., 
representations of data), misconceptions, and reasoning/application of statistical 
principles.  
 Overall, studies using these instruments have found that students are generally 
knowledgeable about descriptive statistics (Allen, 2006; DelMas et al., 2007; Smith & 
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Smith, 2018). Students also tend to earn high scores on items related to averages, 
distributions (e.g., determining whether a participant’s score would be considered an 
outlier; Smith & Smith, 2018; Tempelaar, 2004), the interpretation of basic probabilities 
(Garfield, 2003), and sampling (Garfield, 2003; Smith & Smith, 2018). Students also 
appear comfortable interpreting simple graphical representations, such as two-way tables 
(Garfield, 2003; Tempelaar, 2004), histograms, and scatterplots (DelMas et al., 2007). 
Many of these items, as indicated by Tempelaar (2004), require higher reasoning, but not 
necessarily statistical reasoning skills. Some of the gains from pre to post scores (before 
and after completing introductory statistics courses) have indicated only small 
improvements (Allen, 2006; DelMas et al., 2007). For the SCI (Allen, 2006), out of 38 
items, only three had the highest percentage of correct answers (over 75%). These items 
related to descriptive statistics (percentiles, median) and one related to inferential 
statistics (sampling method). Students who completed CAOS (DelMas et al., 2007), in a 
pre and post design, demonstrated a small improvement of 9% points. Overall, students in 
these studies seemed to have a good understanding of basic descriptive statistics.  
These studies, however, demonstrated that students have a less developed 
understanding of inferential statistics. For example, students showed inconsistency when 
interpreting p-values, simulating data (DelMas et al., 2007), understanding relationships 
between samples and populations (Tempelaar, 2004) and sampling variability (Garfield, 
2003). Students also held misconceptions surrounding correlation and causation 
(Tempelaar, 2004; DelMas et al., 2007) (e.g., some believed that causation could be 
inferred from correlation; DelMas et al., 2007). Additional misconceptions involved 
averages (i.e., confusing the mean with other descriptors of a population spread, not 
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considering outliers, etc.), correlation (inferring causality), and relationships between 
samples and populations (assuming that comparisons can be drawn if two groups have 
the same size; Tempelaar, 2004). Garfield (2003) found that the most persistent 
misconceptions related to equiprobability bias (a probability judgment error, which 
assumes that all random outcomes have the same probability; Lecoutre, 1992), followed 
by the belief that groups could only be compared if they have similar sizes, and the law of 
small numbers (the bias that observations or findings from a small population can be 
applied to a sample population; Tversky & Kahneman, 1971). Essentially, students were 
overconfidence in the validity of findings based on a small sample.  
Although students were adept at interpreting basic probability, they demonstrated 
difficulty computing and understanding specific aspects of probability (e.g., conditional 
probabilities; Allen, 2006; DelMas et al., 2007; Garfield, 2003). Generally, they had 
difficulty with items that required applied skills (Smith & Smith, 2018). They earned 
lower scores on items related to analyzing the results of a study (statistical and practical 
significance), distinguishing and applying different statistical tests given different 
research situations, and interpreting statistical test results in relation to the overall results 
of the study (Smith & Smith, 2018); students also had limited understanding of 
confidence intervals (DelMas et al., 2007). The three items with the lowest percentage of 
incorrect answers (35% and under) on the SCI (Allen, 2006) were on the following 
topics: 1) graphical representation (stem-and-leaf as well as histograms); 2) probability 
(the outcome approach) predicting results based on a single trial instead of a set of 
occurrences in a sample (Konold, 1989) and; 3) the conjunction fallacy, which favors 
specific conditions over a single general one (Tversky & Kahneman, 1982). A study 
	 11	
using CAOS (DelMas et al., 2007) showed that a number of students also seemed to 
misunderstand aspects of probability, sampling variability, and inferential statistics. 






Items Main Findings 
Statistical Reasoning 
Assessment (SRA) 
Garfield (2003)  
20 Multiple-choice 
Reliability and validity attempts have resulted in incomplete 








CAOS demonstrated acceptable reliability. The test also 
shows acceptable content validity across three years of 










Validity analysis showed that the RMSA accurately 
measured student statistical knowledge in a time-efficient 
manner. Most items showed high discrimination (they could 
discriminate among respondents above/below a certain pre-
determined cut-off). 
Statistics Concept 
Inventory (SCI)  
Allen (2006) 
25 Multiple-choice 
The inventory was found to have low reliability. Different 
iterations of the inventory, tested across undergraduate 
students of diverse majors, yielded improved reliability, 
validity, discriminatory power. 
 
Gender. It is worth noting that the two studies using the SRA (Garfield, 2003; 
Tempelaar, 2004) found a gender difference (although not statistically significant). Males 
held fewer misconceptions and had higher reasoning scores compared to females, even 
when females exerted more effort, such as completing additional work (Garfield, 2003; 
Tempelaar, 2004). Other studies examining focusing on the relationship between gender 
and statistics course performance (Lester, 2016; Voyer & Voyer, 2014) including a meta-
analysis (Schram, 1996), have yielded mixed or inconclusive results. Moreover, 
Cendales, Trujillo, & Barbosa, (2013) found that women hold more negative perceptions 




Limitations of Statistical Literacy Studies 
Taken together, studies assessing statistics literacy show that undergraduate 
students have a solid grasp of descriptive statistics, but they struggle with numerous 
concepts in inferential statistics, as well as applying statistical concepts learned to diverse 
research situation, and interpreting test results. In addition, the existing assessments are 
limited in some ways. For example, the SRA focused more on descriptive statistics than 
on inferential statistics (Tempelaar, 2004) and mostly assessed a subset of reasoning 
skills and strategies within statistics (Garfield, 2003). The RMSA was specifically 
aligned to the American Psychological Association (APA) Guidelines, which limited 
comparisons to other instruments (Smith & Smith, 2018). Additionally, while gender was 
investigated in two studies (Garfield, 2003; Tempelaar, 2004), other demographic 
variables were not explored.  
Research Methods Knowledge Domain 
Knowledge of research methods is another component of research literacy. In the 
U.S., 98% of academic institutions that offer psychology as an undergraduate degree 
require a research methods course (Norcross et al., 2016) as part of their major, whether 
general, thematic, or integrated (Friedrich et al., 2000). Specifically, undergraduate 
psychology majors must enroll in a structured research methods course (Nind et al., 
2015). This course usually follows an introductory statistics course. The ubiquity of 
research methods has generated interest in research methods training in recent years, not 
only from academics, but also from employers, the government, and funding institutions 
(Nind et al., 2015), as projections suggest that the demand for data science jobs will 
exponentially increase in the next decade (De Veaux et al., 2017).  
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A review of introductory research methods textbooks and syllabi from diverse 
institutions and a variety of instructors in the social sciences reveals the common 
fundamental concepts covered in research methods courses. These include the 
formulation of research questions, sampling, measurement, research design, data analysis, 
technical aspects of writing a research paper, validity, and ethical aspects of research 
(Trochim et al., 2015). Just as with statistics, it is worth noting that topics may be given 
different weights and the sequence in which concepts are presented varies.  
Typically, standardized tests, seminars, final papers, and embedded assignments 
are used to assess learning outcomes in research methods courses. Yet, the most common 
methods of evaluation are class assignments (Baker et al., 2011), final term papers or 
projects, and standardized tests. These assessments, for the most part, assess factual 
knowledge. However, success in a research methods courses should go beyond factual 
knowledge; this course should profoundly affect students’ thinking and should arm them 
with the necessary tools to evaluate research studies (APA, 2013). The ability to 
meaningfully evaluate research is consistent with Goal 2 of the APA Guidelines, which 
suggests that students should develop scientific reasoning to interpret psychological 
phenomena, develop psychological information literacy, engage in problem-solving 
skills, as well as discuss and conduct psychological research (APA, 2013).  
Of the studies that have focused on research literacy, some have emphasized 
undergraduate students’ knowledge of research methods. Three research studies have 
focused on assessing students’ research method knowledge (Bachiochi et al., 2011; 
Balloo et al., 2016; Hershey et al., 1996) after completion of introductory and/or 
advanced research methods courses. Specifically, these studies gauged developmental 
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differences in knowledge of the research process (Hershey et al., 1996), declarative, 
procedural, and structural knowledge of research methods (Balloo et al., 2016), and 
research methods content areas aligned with the APA’s Guideline Learning Objectives 
(i.e., identifying the independent variable, evaluating research results, analyzing 
conclusions, describing implications, identifying methodological weaknesses, and 
understanding generalizability as well as ethical issues; Bachiochi et al., 2011). All three 
studies utilized undergraduate students enrolled in psychology courses or pursuing a 
psychology major. In addition to undergraduate students, Hershey and colleagues (1996) 
also recruited graduate students and junior and senior faculty members (fittingly, as they 
were studying developmental differences in research methods knowledge). Methods of 
assessment differed among the studies. Hershey and colleagues (1996) assessed 
differences in knowledge pertaining to the research process by asking students to list the 
steps involved in the research process and comparing them to an exhaustive list (Hershey 
et al., 1996). Bachiochi and colleagues (2011) assessed students’ research methods 
knowledge through nine open-ended questions based on a vignette (and through a card-
sorting task—where students sorted virtual cards listing research methods terminology 
items into piles based on shared meaning. Finally, Balloo and colleagues (2016) assessed 
student knowledge through average marks from two multiple choice tests and two 
research reports.  
Overall, these three studies found modest gains in undergraduate students’ 
research methods knowledge after completing the courses (Bachiochi et al., 2011; Balloo 
et al., 2016) or having additional exposure to research methodology (Hershey et al., 
1996). Students were able to describe the characteristics of the science of psychology and 
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ethical concerns related to research (Bachiochi et al., 2011). Even those with different 
amounts of experience in psychological research demonstrated an elementary 
understanding of basic level events from the research process (i.e., able to identify the 
steps necessary for research to be conducted; Hershey et al., 1996). In addition to these 
gains, undergraduate students’ structural knowledge (knowing research methods 
terminology) of research methods changed compared to the baseline and was positively 
correlated with deliberate practice of research methods (Balloo et al., 2016). In this study, 
declarative knowledge was also positively correlated with deliberate practice of research 
methods (Balloo et al., 2016).  
These three studies also showed that students lacked a sophisticated 
understanding of research after enrolling in a research methods course (Bachiochi et al., 
2011; Balloo et al., 2016; Hershey et al., 1996). Many still demonstrated difficulty 
applying concepts they had learned, such as evaluating research conclusions and/or ideas 
(Bachiochi et al., 2011; Hershey et al., 1996). Some had difficulty explaining different 
methods and generalizing findings to other populations (Bachiochi et al., 2011). Although 
undergraduates could describe steps in the research process, many lacked depth in their 
understanding of such steps, such as discussing the research idea and constructing 
measures/materials or demonstrating how these steps work together (Hershey et al., 
1996). Students also struggled with items that required them to explain and evaluate 
research methods content knowledge (Bachiochi et al., 2011). Lastly, students’ 
knowledge was not maintained long term (Balloo et al., 2016). Although there were 
improvements in terms of structural knowledge of research methods from the first to the 
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second year, these were not statistically significant and were not maintained by the end of 
undergraduates’ third academic year (Balloo et al., 2016).  
In addition to these objective assessments of research methods knowledge, some 
studies have focused on subjective assessments (Baker et al., 2011; Baker & Ritchey, 
2009; Campisi & Finn, 2011; Meyer et al., 2005). These four research studies assessed 
perceived competence in research methods and overall perceptions of research in 
undergraduate students. Meyer and colleagues (2005) assessed research conceptions and 
misconceptions through the Students’ Conceptions of Research Methods Inventory 
(ScoRI). Baker and Ritchey (2009) and Baker and colleagues (2011) measured perceived 
student knowledge of research methods over time using the Practice Evaluation 
Knowledge Scale (PEKS). Campisi & Finn (2011) investigated how a particular 
instructional approach in a research methods course altered undergraduate students’ 
attitudes, knowledge, and of research. Three out of these four studies relied on scales to 
assess perceptions/self-assessments of research methods knowledge. All studies included 
undergraduate students, though Meyer and colleagues (2005) also included post-graduate 
students. However, their academic disciplines varied: sports medicine (Campisi & Finn, 
2011), social work (Baker & Ritchey, 2009; Baker et al., 2011), and students from a 
variety of disciplines (Meyer et al., 2005). All assessments utilized different item formats, 
with no fewer than eight items and no more than 25. PEKS’ eight items inquired about 
several areas of research understanding (e.g., confidence and self-perceived competence 
in research, familiarity with reliability/validity, comfort with data analysis, and 
evaluation of various outcomes in research methods; Baker et al., 2009; Baker et al., 
2011). Using five open ended items, ScoRI, assessed research conceptions, beliefs, or 
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assumptions (as well as misconceptions) about the research process (Meyer et al., 2005). 
Finally, Campisi & Finn (2011) investigated students' perception of and attitudes about 
research and research methods through instructor feedback, student posters, surveys, and 
a 25-item multiple-choice exam. 
The four studies focusing on subjective assessments showed that students reported 
small increases in perceived research methods knowledge (Baker et al., 2011; Baker & 
Ritchey, 2009; Campisi & Finn, 2011; Meyer et al., 2005). Specifically, undergraduate 
students reported feeling confident and competent and having gained knowledge in areas 
pertaining to research methods (Baker & Ritchey, 2009; Baker et al., 2011). In addition, 
student attitudes and perceptions of content and skill gain underwent positive changes 
(Campisi & Finn, 2001). Students’ misconceptions were also uncovered—and these 
included gathering data to support preconceived hypotheses, modifying data when it 
contradicted pre-conceived notions, believing that “good” research always leads to 
unambiguous results and interpretations, and thinking that there is undeniable truth in 
published studies (Meyer et al., 2005). Finally, some students reported making only small 
gains in areas where they had limited experience during the research process (e.g., 
statistical analysis; Campisi & Finn, 2001).  
Limitations of Research Methods Knowledge Studies 
While existing studies reveal modest gains in students’ research knowledge 
following a course, these gains might not translate into practical significance, profundity, 
and applicability. The assessments demonstrates that students responded to items that 
required lower order thinking with ease (describing or having a basic understanding, for 
example), but they demonstrated difficulty with higher order processes, such as 
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evaluating and providing in-depth explanations about what research entailed and 
understanding the process, steps, and implications of research. Limitations across the 
studies were notable. All three objective assessment studies concluded that the 
assessment methods (questions aligned with APA Guidelines, card sorting, and listing 
steps in the research process) may not necessarily fully reveal student knowledge. In 
addition, these studies either did not comprehensively survey students’ content 
knowledge (e.g., few items and assessing few content areas; Bachiochi et al., 2011) or did 
so in a limited or cursory manner (Balloo et al., 2016; Hershey et al., 1996). Balloo and 
colleagues (2016), for instance, relied mostly on card sorting, which may uncover 
participants’ cognitive representation of a knowledge domain, but did not allow for a 
detailed assessment of understanding of said domain. Hershey and colleagues (1996) 
asked participants to list research process steps, which does not necessarily demonstrate 
knowledge about the research process or research knowledge in general. As for the 
subjective assessments—although useful as a barometer of perception of knowledge 
acquisition and retention of knowledge in research methods—such assessments do not 
necessarily reflect objective skills and abilities (Griffin et al., 2009; Shanks & Serra, 
2014).  
Application of Statistical and Research Methods Knowledge 
The final component of research literacy is the ability to apply one’s knowledge 
of statistics and research methods. A tacit assumption in educational realms is that 
students completing statistics and research methods courses can effortlessly transfer skills 
learned in the classroom to everyday life. After all, a core component of a psychology 
degree is to develop a general critical predisposition towards the research literature 
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(Barber, 2002). As such, the third component of research literacy is applicability, which 
refers to the application of statistics and research methods content knowledge (outside of 
the classroom). Given that students rely on the authority of published work to make 
everyday decisions, applicability takes the form of students being selective when reading 
research articles, accurately assessing research findings, understanding implications in 
relation to everyday life, challenging conclusions drawn by secondary sources, and 
understanding pragmatic limitations inherent in research. Applicability requires higher 
order thinking and a critical predisposition, which can be attained only after achieving a 
solid grasp of statistics and research methods (Barber, 2002).  
Few studies have delved into the application of statistics and research methods. 
Groß Ophoff and colleagues (2015) assessed (educational) research literacy in 
undergraduates enrolled in education courses (Research Literacy and Research Methods). 
Veilleux & Chapman (2017a; b) studied psychology undergraduate students’ statistical 
and research literacy in what they stated was the first suitable assessment of applied 
research methods and statistical knowledge. Although both assessments relied on a 
multiple-choice format, Veilleux and Chapman’s inventory (2017a), the Psychological 
Research Inventory of Concepts (PRIC), consisted of 20 items created exclusively for an 
undergraduate student population, whereas Groß Ophoff and colleagues’ (2015) 
inventory contained over 400 items (originally written in German) some of which had 
been recycled from previous scales, and used with populations other than college students 
(high school and middle school students). The PRIC relies on vignettes and covers topics 
in correlation/causation, potential issues when designing a research study, external 
influences, confounds, main effects, validity, evaluating research studies conclusions, 
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random assignment, reliability, and interpretation of statistical analyses (Veilleux & 
Chapman, 2017a; b). Groß Ophoff and colleagues (2015) did not provide detailed 
information about their items but stated that the items assessed three components of 
research literacy: 1) information literacy (the ability to read and organize data in varied 
presentation); 2) statistical literacy (the ability to search and evaluate numerical 
information); and 3) evidence-based reasoning (the ability to reason about scientific 
quality).     
Given that only Veilleux and Chapman (2017a; b) provided detailed information 
about their inventory, it was difficult to determine, based on these three studies (Groß 
Ophoff et al., 2015; Veilleux and Chapman (2017a; b), what overall trends exist in 
undergraduate students’ research literacy. However, Veilleux and Chapman (2017b) 
demonstrated that students—based on the percentage of participants who correctly 
answered these items—were adept in interpreting correlations, understanding correlation 
and causation as well as main effects and interactions. Groß Ophoff and colleagues 
(2015) found that participants’ scores on all different aspects of research literacy 
increased as they completed research literacy and research methods courses in education. 
The greatest gains had been made in information literacy for those who were in the 
research literacy course. 
Veilleux and Chapman (2017b) found that students had more difficulty with items 
related to interpreting statistics, applying data to individuals, replication, external 
influences, and reliability and validity. Groß Ophoff and colleagues (2015) only provided 
general information about gains in the three main competencies discussed. Areas of 
weakness in students’ research literacy were not explicitly discussed.  
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Limitations of Studies on the Application of Statistics and Research Methods 
Given the limited number of studies devoted to research literacy in the social 
sciences and the incomplete details pertaining to students’ performance in specific areas 
and/or topics, it is difficult to determine what deficiencies exist in students’ research 
literacy based on these three studies. Numerous limitations were described by the 
researchers. For example, the PRIC may have assessed students’ understanding of 
methodology rather than their interpretation of statistical analyses (Veilleux & Chapman, 
2017b). The researchers questioned if the vignettes presented and questions posed may 
have assessed critical thinking and/or students’ understanding of methodology rather than 
their interpretation of statistical analyses (Veilleux & Chapman, 2017b). Given that the 
purpose of the study was to determine whether the construct of research literacy was uni-
dimensional or multi-dimensional, Groß Ophoff and colleagues (2015) provided only 
general information about gains in the three main components of research literacy. 
Notably, they encouraged researchers to create an assessment that involves problem-
oriented performance tasks to investigate the transfer of research knowledge into practice. 
These issues make a strong case for the creation of a research literacy inventory in 
psychology that assesses undergraduates’ research literacy in a comprehensive, authentic, 
and valid manner.  
Overarching Summary of All Areas 
Three important components in the research literacy literature have been 
discussed above: statistics knowledge/literacy, research methods knowledge, and 
application of statistics and research methods knowledge. Across all studies reviewed, 
three general trends emerge. First, students show competency in areas that entail 
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description or require a superficial understanding of statistical and research methods 
topics (e.g., correlation, main effects, following a research prescribed sequence). Second, 
while studies found gains as students progressed in their educational trajectories (whether 
this meant having more research experience, completing more courses, or through self-
assessments), improvements were modest (and many times neither statistically, nor 
practically significant) at best. Finally, students struggled with cognitively taxing 
processes, such as applying statistical principles to diverse contexts or individuals, 
interpreting test results/conclusions, thinking beyond descriptive statistics, and evaluating 
results and implications. These trends are troublesome, given the importance of research 
literacy in our data-driven society.  
Research Literacy Importance and Relevance 
Research data are found in virtually every communication medium. Exposure to 
research findings is widespread, appearing in diverse and common outlets (e.g., USA 
Today, The Economist, DuckDuckGo searches, etc.). It is presumed that individuals are 
making accurate assessments as to the reliability and import of the research information 
to which they are exposed (Schield, 2007). Because research can affect individuals’ 
political, professional, and personal functioning, research literacy is necessary for all 
citizens to participate in an informed democracy (Engel et al., 2016; Engel, 2017). 
Research literacy is also necessary for students seeking advanced degrees to be able to 
both comprehend and add to the existing body of research literature.  
Arming students with the tools to critically evaluate research literature in 
psychology has widespread applicability (Barber, 2002), as it allows for informed social 
participation (Groß Ophoff et al., 2017) and civic engagement. Specifically, the APA 
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states that students should have the ability to interpret, design, and conduct psychological 
research as well as develop scientific reasoning to interpret psychological phenomena and 
describe and discuss quantitative findings (APA, 2013; 2016). With this goal, at the very 
least, the APA expects undergraduate students to become informed consumers of 
knowledge, as only a minority of undergraduate psychology students become research 
producers (Barber, 2002).   
Research has found that students may not be “well equipped by their training to 
appraise research papers” or know how to assess or think critically about published 
research (Barber, 2002, pg. 95). While students may learn to design experiments, analyze 
data, and use statistical software, they may be uncritical of published research 
(McGregor, 2018) and may superficially grasp research concepts (Barber, 2002).  
Reasons for this gap in student understanding are varied. Anecdotal evidence 
suggests that time and resources in research methods courses are spent learning how to 
conduct research, rather than first learning how to analyze and assess research studies and 
results. Some research has found a discrepancy between reported objectives and course 
content covered (Tomcho et al., 2009). Other researchers suggest that assessments are 
inappropriate. Although many students master statistical and research methods 
terminology and content knowledge, they do not necessarily attain research literacy. 
Success in statistics and/or research methods courses do not equate to research literacy. 
Calls to assess the effect of research methods and statistics courses on students’ critical 
abilities are not new (Mill et al., 1994). Mill and colleagues (1994) emphasized that the 
applicability of research methods and statistics courses to everyday life must be made 
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explicit, as students do not automatically make connections between abstract information 
presented in lectures and that which they encounter on a day-to-day basis.  
Current Study Goals 
The overarching goal of the current research is to develop and validate a critical 
research literacy assessment (the CRLA). Critical research literacy is defined as the 
ability to apply elementary statistical and research methods knowledge to research to 
which one is exposed. It is worth noting that research literacy, should be seen as separate 
from other types of literacies, such as critical thinking, statistical literacy (or related 
constructs such as statistical thinking or competence), educational research literacy, 
(health) research literacy, media literacy, etc. Given the potential for misunderstanding, 
the term critical research literacy will be used henceforth, and this definition includes 
three components: 1) statistical knowledge; 2) research methods knowledge; and 3) 
application of this knowledge in an ecologically relevant manner. The following are the 
hypotheses guiding the current project: 
Hypothesis 1: The CRLA will be a reliable assessment.  
Hypothesis 1A: The CRLA will have satisfactory internal consistency.   
Hypothesis 1B: The CRLA will have satisfactory inter-rater reliability. 
Hypothesis 2: The CRLA will be a valid assessment.  
Hypothesis 2A: The CRLA will have satisfactory evidence of concurrent 
validity—as shown by correlations to other validated related measures.  
Hypothesis 2B: The CRLA will have satisfactory evidence of divergent 
validity—as shown by a lower correlation with an unrelated test measure 
item. 
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Hypothesis 2C: The CRLA will have satisfactory evidence of content 
validity—as shown by ratings provided by content experts and exploratory 
factor analysis.  
Hypothesis 2D: The CRLA will have satisfactory evidence of criterion 
validity—as shown by differences across student groups and moderate 
correlations between the CRLA and well-defined criteria.  
 
As evidenced in the literature review, research has focused on the assessment of 
research methods knowledge or statistical knowledge subsequent scales have been 
created to assess de-contextualized knowledge of these two topics without considering 
the application of such knowledge in relation to the way that knowledge is typically 
consumed. Furthermore, the way in which researchers assess critical research literacy 
should be realistic—rarely are students presented with information-heavy vignettes or 
with paragraphs of information and then asked to draw conclusions from them. The use 
of vignettes has been shown to elicit different thinking processes (Schuwirth et al., 2001) 
and encourage independent thinking (Jeffries & Maeder, 2005). The case can be made 
that critical research literacy must be assessed more authentically, using methods that 
resemble what students experience daily when bombarded by different news media. 
Recent studies suggest that the general population does not critically evaluate research 
that it consumes, and that individuals draw erroneous conclusions from information to 
which they have access. Many times, people seem “knowledgeable of the research 
process but undiscriminating” when evaluating research (McGregor, 2018, pg. 10). With 
the exception of Veilleux and Chapman (2017a; b), to our knowledge, no attempt has 
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CHAPTER 3: METHODOLOGY 
This chapter describes the development of the assessment and probes, the pilot 
study that was conducted, and the methodology of the research study used to assess 
critical research literacy in undergraduate students. The research study sought to provide 
evidence that that CRLA is a reliable and valid measure. The relationship between 
research literacy—as demonstrated by CRLA performance—as well as participant 
demographic and relevant experiential variables are also explored.  
Defining the Concept of Research Literacy to be Assessed 
In order to create the assessment, a literature review and examination of previous 
assessments measuring statistical or research literacy was conducted. We searched for 
assessments of critical research literacy using PSYCInfo, Educational Resource 
Information Center (ERIC), and Google Scholar. Search terms used included “statistical 
literacy,” “statistical competency,” “statistical knowledge,” “research literacy,” 
“research methods,” and “research knowledge,” “college students,” “undergraduate,” 
etc. Terms and combinations of terms varied according to the database utilized. Given 
that the term research literacy and related terms had been used in many disciplines with 
varied meanings, extra care was taken to scan articles to include those within the 
psychology, health, nursing, social work, medicine, education, and library service 
disciplines. The databases yielded hundreds of journal articles. Journal article abstracts 
were reviewed for content, method, and relevance to the construct. Based on the 
description, the principal investigator (PI) decided whether the article would be reviewed 
in full. Some journal articles were excluded because they did not provide an assessment, 
used an assessment that was specific to a course (i.e., assessments used for internal 
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evaluation purposes), used an assessment that was only available in a foreign language 
(with no English equivalent), or employed a research methodology that was difficult to 
follow or not described in sufficient detail.  
Based on review of previous assessments and considering the content of the 
knowledge domains of statistics and research methods, components or elements of 
research literacy that could be included in an assessment of research literacy were 
identified. Overall, 22 such components of research literacy understanding were 
identified and, because many entailed more than one concept, these were labeled sub-
domains of research literacy understanding. In analyzing these 22 sub-domains, we 
clustered them into three overarching domains: credibility of research, research design, 
and dissemination of research. Appendix H includes the domains and sub-domains 
identified.  
Because it was not feasible to study all domains and sub-domains in an initial 
investigation, only nine sub-domains were selected for a pilot study and for the eventual 
study, with the stipulation that all three domains were represented among the selected 
sub-domains. For the credibility of research domain, sub-domains selected included 
authorship, ethical aspects, and publication information. For the research design domain, 
sub-domains selected included sample size, adequacy of measures, analysis/research 
design, and clarity of results. For the dissemination of research domain, sub-domains 
included caliber of dissemination and evaluation of forums.  
For each selected sub-domain to be assessed, three levels of information across 
three assessment vignettes (see vignette construction section below) on the same research 
topic, were created:  
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Level A: No information about the sub-domain was presented;  
Level B: Only limited or problematic (flawed from a research-adequate 
perspective) information about the sub-domain was presented;  
Level C: Complete and scientifically-sound information on the sub-domain was 
presented.  
For example, for sample size, the three levels were: no information about sample 
size provided (Level A); small sample size mentioned (Level B), and large sample size 
mentioned (Level C). Appendix K presents the nine selected sub-domains and their 
respective three levels. 
Construction of the Assessment Instrument 
Use of Research Vignettes. It was decided that research-based vignettes would be 
used as the assessment stimuli, as this is the format in which research findings are 
commonly presented in the public arena. Certain guidelines were used to identify 
vignettes. These consisted of research reports found online, published or shared in 
popular media, such as news media or popular blogs (in contrast to scientific, journal-like 
reports of research). Research on a variety of topics, such as health, politics, lifestyle 
issues, social media, and technology were seen as viable for inclusion. Topics were to be 
selected based on relevance, interest to the general public, and recency. As such, research 
articles could not be more than 10 years old, had to be of interest to the general public, 
and their content had to relate to the public in some way (even if indirectly). Usually, 
when reading about research studies, students are not presented with all of the 
information needed to make an accurate assessment. As such, the construction of the 
research vignettes considered this.  
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Selection and Adaptation of Vignettes. In selecting research articles to serve as 
possible vignettes, screenshots of the articles were taken to maintain a record. The 
content of the article was then transcribed verbatim onto a Microsoft Word document. 
After the text of the article had been transcribed, a section of the text was selected, then 
reduced, summarized, and some facts were obscured or modified (proper names of 
researchers or institutions, for instance).  
For each article selected, three modified vignettes discussing the same topic were 
created. For these three vignettes, there were three sub-domains from each level (see 
Appendix L for the permutation of these levels per vignette). The result was a total of 
nine vignettes that touched upon three topics: two topics related to health and one related 
to criminal justice. All vignettes were then standardized. The word count (range from 60 
to 123 words), presentation format (e.g., black-and-white text, no graphics), and reading 
level (range from 10.7 to 16.1) were approximately the same for each article vignette. 
This standardization was conducted to reduce any confounds in assessment of research 
literacy. Appendix H presents the nine pilot vignettes that were created based on three 
topics.  
Format of Probes. Based on review of different assessments of research literacy, 
it was determined that scales and inventories in psychology have employed numerous 
methods to assess knowledge. For example, when assessing misconceptions in research 
literacy, traditional methods have included multiple choice items and true/false formats 
(examples: Gardner & Dalsing, 1986). While some researchers find these formats 
acceptable (Sadler & Sonnert, 2016), others find them inherently problematic (Gardner & 
Brown, 2012; Griggs & Ransdell,1987). Although more labor-intensive in terms of 
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coding and statistical analyses, open-ended items require students to formulate their own 
responses with little or no structure (Yang et al., 2019) and may be used to assess 
complex reasoning and interpretation. Open-ended probes also may be more sensitive for 
assessing critical research literacy and thus were utilized in the present research. 
Each stimulus vignette was accompanied by a general and nine specific open-
ended probes. These nine probes assessed the nine key sub-domains of critical research 
literacy selected for study. The general open-ended probe asked participants, “What 
issues are important when you read a research-related article?” This was followed by a 
segue to the specific sub-domain probes (“I’m just going to follow up with different 
aspects of research”).  Probe format was the same for each sub-domain “Are there any 
issues around__________?” For instance, sample size would be inserted in the blank.		
Participants could respond “yes” or “no” to the probes. If participants responded “yes,” 
they were asked to elaborate on their response. Appendix J provides all the pilot probes 
that were utilized.  
Once the assessment instrument was formulated, we proceeded with the pilot 
study. 
Pilot Study Objectives. A pilot study was undertaken to test vignette stimuli and 
identify potential problems in any aspect of the study design (e.g., probes used to query 
participant research literacy, demographic questionnaire).  
Pilot Participant Recruitment. Institutional Review Board (IRB) approval was 
obtained prior to the recruitment of pilot participants. Recruitment methods included 
flyers and emails to other faculty members who made in-class announcements inviting 
students to participate. Participants for the pilot were recruited from Brooklyn College of 
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the City University of New York. Criteria for participation were 18 years of age or older, 
undergraduate student from Brooklyn College, and declared psychology as a major. 
Exclusion criteria included: anyone under the age of 18, anyone who had completed 
statistics or research methods at an institution other than Brooklyn College, or anyone 
who had earned a grade of C+ or below in any of the two courses. The reason for 
excluding students who had earned lower grades was to focus on high performers. The 
goal was to interview six participants: two who had not completed introductory statistics 
or research methods, two who had completed only introductory statistics, and two who 
had completed both introductory statistics and research methods/experimental 
psychology.   
Pilot Participants. Six participants were interviewed: two had not taken 
introductory statistics or research methods, two had completed only introductory 
statistics, and two had completed both introductory statistics and research 
methods/experimental. All pilot participants were undergraduate students who had 
declared psychology as their major. All pilot participants self-identified as female 
(100.0%). For ethnicity, 33.3% (n = 2) of participants self-identified as White/Caucasian, 
16.6% (n = 1) as Hispanic/Latino, 16.6% (n = 1) as Asian, 16.6% (n = 1) as Caribbean, 
and 16.6% (n = 1) as bi-racial. The average number of credits earned was 83 (minimum 
of 40 credits, maximum of 120 credits). All participants had earned grades higher than 
C+ in introductory statistics and/or research methods; these courses had all been taken 




Pilot Study Methodology 
Procedure for Assessing Research Literacy. All pilot research participants were 
interviewed by the PI. On average, interviews lasted from 17-35 minutes. Participants 
read a total of three vignettes (these were on three different selected topics), one at a time. 
After each vignette, the PI first asked the general open-ended probe (“What issues are 
important when you read a research-related study?”). Following this, nine open-ended 
specific probes were asked of the vignette (corresponding to nine sub-domains of critical 
research literacy). As noted, the probes are presented in the Appendix J. To ensure the 
accuracy of participants’ responses, interviews were audio-recorded and transcribed.  
Pilot Demographic Questionnaire. After answering the probes corresponding to 
all vignettes, participants completed a demographic questionnaire, which inquired about 
gender, race/ethnic background, number of credits earned, the semester when they took 
introductory statistics and research methods (if applicable), and grade earned in these 
courses (if applicable). Appendix M provides the demographic questionnaire. After 
completing the interview and the demographic questionnaire, participants were given $20 
as a token of appreciation for their time.  
Pilot Study Results. Although the data were not analyzed due to the exploratory 
nature of the pilot study, all pilot participant responses were carefully reviewed to refine 
the stimuli. Specifically, we sought to identify anomalous responses, sub-domains 
mentioned by participants that had been omitted during the review of previous 
assessments, and any problematic language in the script, vignettes, and probes (i.e., 
leading to participants interpreting the question in an unintended way). The pilot revealed 
several problems with the study design. Two problems related to the probes: redundant 
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language that confused participants (i.e., the same probes were used across the three 
vignettes that each participant read); and unclear or verbose language in specific probes. 
A third problem pertained to one of the vignette topics. Fourth, there was an issue with 
the permutations across all nine vignettes that were to distribute the three levels of 
information across the nine sub-domains across the nine vignettes. Fifth, there was a lack 
of standardization in interviewer responses when participants inquired about specific sub-
domains. Finally, confusion arose across different sub-domains (specifically, language 
used to ask about three sub-domains: authorship, publication, and citation). These 
problems, as well as explanations of the steps taken to resolve them and revisions in 
methodology, are discussed below. 
The major issue with the probes was the redundant language used to tap 
participants’ sub-domain knowledge (the same probes were used across the three 
vignettes that each participant read). Despite being informed at the beginning of the 
interview that the same probes would be asked of each vignette, some participants 
appeared confused when asked the same probes after reading the second and/or third 
vignette. A few participants asked if their previous answers were insufficient or incorrect. 
The interviewer repeated the information that was provided at the beginning of the 
interview and reiterated that the same probes would be asked for each vignette and that 
this repetition was not a result of their prior responses. Despite this, participants 
expressed being unsure of their answers and some stated that their answers must have 
been unsatisfactory, hence, the interviewer repeating the same set of questions (probes). 
To counter this problem, a script with explicit language explaining that the same probes 
would be used was added to the study protocol. The script (Appendix J) was read to study 
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participants at the outset of the interview to ensure that they understood that the probes 
were not a reflection of the quality of their responses. 
A second issue with the probes was that some of the language was unclear, 
leading to participant confusion or stunted responding. For example, the probe to assess 
the sub-domain, background information, asked “Are there any issues around the 
background information related to the purpose of the research?” The purpose of this 
probe was to assess whether participants deemed the background information to be 
sufficient in relation to the purpose of the vignette presented. However, it became clear, 
as the question was read aloud, that the wording was not simply verbose, but confusing. 
A few participants asked whether the question inquired about the background information 
or the study’s purpose. As a result, some participants altogether skipped this question or 
asked questions about the vignette itself, which may have provided additional 
(unintended) information. To resolve this, the probe for this sub-domain was changed to 
“Are there any issues around the background information that led to the research?”  
 With respect to the problematic vignette, one topic appeared to elicit a strong 
emotional reaction from participants. There were three topics across the nine vignettes 
(three vignettes per topic). Two out of the three topics discussed health-related topics 
(one topic discussed psoriasis and its connection to skin cancer; the other topic discussed 
gum disease and its relation to hypertension). A set of three vignettes discussed Lesbian, 
Gay, Bisexual, and Transgender (LGBT) youth and incarceration rates. This topic was 
included as a counter to the health-related vignette topics. A significant number of 
participants, after merely reading the title of the vignette (“Gay Teenagers Face Milder 
Punishments”), appeared troubled by the topic presented. A few reported feeling 
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uncomfortable with reading an article about such a sensitive topic. Some asked whether it 
was possible to conduct research on this topic (i.e., sexual orientation) given its 
controversial nature. Others expressed that researching the issue was inherently 
problematic given that sexual orientation is not fully understood. One participant stated 
that it was unethical to conduct research on such a topic. Given the pilot participants’ 
reactions to this topic, and the fact that such a strong emotional reaction may act as a 
confound, the topic was replaced with a more neutral one (related to education: phonics 
and reading scores). In addition, during the revision process, another one of the topics 
was changed. Originally, there were two health-related and one education-related topic. 
The second health-related topic was replaced by a criminal justice topic. As such, the 
three revised vignettes discuss three varied topics: criminal justice, health, and education. 
The fourth problem related to an error in the permutation of the three levels of 
information for each sub-domain across the nine sub-domains. Participants were 
presented with three vignettes that discussed three different topics. Nine specific open-
ended probes (corresponding to nine sub-domains of research literacy) were asked after 
each vignette was read. As previously explained, for the creation of each vignette, for 
each sub-domain, the PI selected one level of treatment, from three possible levels, to be 
rendered within the vignette. The three levels were:  A-sub-domain was omitted 
altogether in the vignette; B-information about sub-domain was limited or insufficient in 
the vignette; C-information about sub-domain was appropriate/sufficient in the vignette. 
To illustrate, for one topic (e.g., education-related), which had three associated vignettes, 
all three levels of the sub-domain sample size were represented across vignettes, 
respectively: information about sample size not mentioned (Level A), small sample size 
	 37	
mentioned (Level B), and large sample size mentioned (Level C). This manipulation led 
to all three levels of each sub-domain being represented across the nine vignettes. To 
illustrate, Table 2 contains an example of the sub-domain levels presented in Pilot 
Vignette # 2.   
Table 2. Sub-domain levels appearing in pilot Vignette # 2.  
Sub-domain Sub-domain Number Permutation Explanation Level 
Authorship  1 1C Information pertaining authorship provided (author/org) Level C 
Ethics  2 2B Non-independent funding source mentioned Level B 
Publication  3 3A No information provided related to publication outlet Level A 
Sample size  4 4C Large sample size mentioned Level C 
Analysis  5 5B Data analysis conducted not appropriate for study Level B 
Measures  6 6A Measures utilized in study not mentioned Level A 
Evidence 7 7C Strong findings pointing in the same direction Level C 
Dissemination  8 8B Limited background information provided Level B 
Citations  9 9A No information about platform/outlet citing the research Level A 
 
The permutations across the nine different vignettes used in the pilot study were unique 
(see Appendix L for the original permutations used). Essentially, no two vignettes had the 
same sub-domain levels manipulated (i.e., every vignette had a different permutation). To 
correct for this, given that the same sub-domains should be manipulated across the three 
different topics so as not to introduce confounds, for the proposed research, the same 
three types of permutations were used across different topics. For instance, Vignette # 1 
(topic 1), Vignette # 4 (topic 2), and Vignette # 7 (topic 3) had the same type of 
permutation: 1A, 2C, 3B, 4A, 5C, 6B, 7A, 8C, 9B.  
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 The fifth problem related to lack of standardization in PI responses to participant 
inquiries related to the probes. A significant number of participants asked the interviewer 
to elaborate on specific probes. For example, two participants stated not knowing what 
the word “measures” referred to. Of these two participants, one asked the interviewer if 
she could provide an example of the term while the other asked for a definition. The 
interviewer provided answers to both participants, but this information was not 
standardized. This lack of standardization in interviewer responses may have given these 
participants additional information. As such, to not introduce bias, standard definitions of 
specific terms were created. These definitions were provided only if participants inquired 
about them. Standard definitions have been provided for five sub-domains 2 (ethics), 4 
(sample size), 5 (research design), 6 (measures), and 9 (citation). For example, if a 
participant asked for the definition of the term “research design” the standard definition 
provided was “the methods and procedures used to collect and analyze data.” Appendix J 
presents standard definitions. 
The final issue that arose from the pilot study was that almost all participants 
experienced what seemed to be caused by an overlap across three sub-domains. These 
sub-domains were: 1) Authorship, which evaluated participants’ understanding of the 
author of the research study including author credentials, affiliation, and position in their 
designated field; 2) Publication, which gauged participants’ understanding of reputability 
of the original publication outlet i.e., journal; and 3) Citation, which assessed 
participants’ evaluation of the forum where the research was being cited (reliability, 
credibility, and impartiality of forum). Although these sub-domains assessed distinct 
aspects of research literacy, pilot participants conflated them. Some participants asked 
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why the same question was being posed in different ways. Others stated that they had 
already answered the question that inquired about that sub-domain. In addition, there was 
confusion pertaining the use of the word “cited.” Some students believed that this was 
referring to references that traditionally appear in the last page of research articles. A few 
stated not having noticed any citations at the end of the vignette and consistently 
answered “no” when this question was posed.  
Given the importance of these distinct sub-domains, the language in vignettes that 
touched upon these sub-domains was modified for the sake of clarity and the language in 
probes was revised for consistency. For instance, the language across vignettes was 
changed to ensure that the three sub-domains were clearly understood. Whereas, before, 
the pilot vignette sentence related to authorship read “A study by Dr. Kathryn Gomez,” 
the language was modified to “The author of the study was Dr. Kathryn Gomez.” No 
changes were made for the publication sub-domain, given that language related to this 
sub-domain was consistent in the probe and across all vignettes (e.g., “A study funded by 
the U.S. Sentencing Commission Report, a bipartisan, independent agency located in the 
judicial branch of government was published in the Journal of Correctional Education”). 
For the citation sub-domain, instead of simply placing the citation forum underneath the 
title of the vignette (“The New York Times”), the updated language was consistent with 
the probe/sub-domain (“As cited in The New York Times”). These modifications in 
language used for the vignette and probe were aimed at ameliorating confusion across 
different sub-domains. 
Pilot Study Partial Data Coding. Prior to data collection for the actual study, the 
pilot data were used to establish reliability of the coding scheme. Two coders (the PI and 
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a research assistant) were re-familiarized with the full 22 item research literacy sub-
domains and response types that reflected the range of participants’ knowledge of each 
sub-domain. A codebook was created for exemplars and an explanation for each possible 
score (range from 0-2). Coders were presented with pilot participants’ responses to all 
nine sub-domains across two vignettes (the LGBT youth and incarceration vignette was 
not coded) and asked to code independently. Across Vignette # 1, coders agreed on 51 
out of 54 responses. Across Vignette # 2, coders agreed on 50 out of 54 responses. 
Cohen’s kappa coefficients, a measure of inter-rater reliability used for qualitative items 
that accounts for chance, was used to determine if there was agreement between two 
coders. There was strong agreement between the coders, κ = .875, p < .0001. Due to the 
number of pilot participants and because the pilot data were used to establish reliability of 
the coding scheme and to ensure there were no problems with the stimuli, no further 
analyses were conducted with the pilot data.  
Methodology for Dissertation Study 
Based on the pilot study, several changes were implemented in the actual research 
study (described below).  
Research Study Participants Recruitment. The study was approved by the 
Institutional Review Board (IRB). Participants were recruited from any four-year 
university within the CUNY system. Students from two-year (i.e., community) colleges 
were not recruited because the sequencing of their courses is different compared to four-
year colleges (e.g., students may take research methods before an introductory statistics 
course).  All participants were undergraduate students. Inclusion criteria were similar to 
the pilot research study: 1) at least 18 years of age; 2) enrolled as undergraduate students; 
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and 3) psychology as the declared major. Using only psychology majors, instead of 
students also majoring in other disciplines that might require similar courses (e.g., 
economics) does limit the heterogeneity of the participant pool.  However, because the 
current study is a preliminary investigation, psychology majors can serve as a baseline 
sample (with a future replication in academically diverse students warranted). Students 
under the age of 18 were excluded. Students were not excluded, however, if they earned a 
grade of C+ or lower, as the study focused on students with different levels of academic 
achievement. Recruitment methods included virtual flyers, email in-class announcements, 
e-mail invitations sent to faculty members, and psychology subject pools (Appendix P 
presents the study flyer). We anticipated being able to recruit approximately 150 research 
participants, with a minimum of 50 participants recruited from each of the three group 
(Group 1: students who had not enrolled in introductory statistics or research methods; 
Group 2: students who had completed only statistics; and Group 3: students who had 
completed both introductory statistics and research methods). If overflow of participants 
in a specific group occurred, those individuals were still included, even if the minimum 
recruitment number for that group had been met.  
Materials  
Vignettes. The vignettes underwent several revisions based on the pilot study 
results. Language in the vignettes that touched upon sub-domains that were previously 
conflated (authorship, publication, and citation) was modified for clarity and 
consistency, as noted above (see Appendix O). As noted, the vignette topic that was 
deemed to be controversial by pilot research participants was eliminated. This vignette 
topic was replaced by a more neutral topic, a reading on the phonetic method instruction 
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and reading scores. In addition to this replacement, one of the health topics was replaced 
by a criminal justice topic. The revised vignettes covered three topics: 1) criminal justice 
(vignettes 1-3); 2) health (vignettes 4-6); and 3) education (vignettes 7-9). Sub-domain 
permutations across the three vignette numbers are presented in Table 3. Participants 
were randomly presented with one of three vignette sets: 1-5-9 (Set A), 2-6-7 (Set B), or 
3-4-8 (Set C); these sets were further counterbalanced.  
Table 3. Revised vignette permutation. 
Vignette Number Permutation 
Vignettes # 1, # 4, # 7 1A, 2C, 3B, 4A, 5C, 6B, 7A, 8C, 9B 
Vignettes # 2, # 5, # 8 1C, 2B, 3A, 4C, 5B, 6A, 7C, 8B, 9A 
Vignettes # 3, # 6, # 9 1B, 2A, 3C, 4B, 5A, 6C, 7B, 8A, 9C 
 
 Probes. Changes were implemented to the probes. To reduce confusion 
surrounding using the same probes across vignettes, the introductory script (read to 
participants prior to the interview) was modified from the pilot, and contained explicit 
language explaining that the same probes would be used across vignettes. In addition, 
language previously found to be confusing or unclear was modified for clarity. Lastly, 
standard language was created so that when participants inquired about sub-domains, 
they received the identical answers (modified probes can be found in Appendix K). The 
ten open-ended probes (one general and nine to assess the selected sub-domains) were 
used to measure students’ applied statistical and research methods knowledge. The 
presentation format (i.e., vignette) was to assess students’ applicability of this combined 
knowledge.  
Video Interview. The modified CRLA was administered by the PI via video 
interview.  All video interviews were audio-recorded. After completing the interview, a 
debriefing statement was read aloud to ensure that participants understood that the 
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vignettes were manipulated and contained fictitious details (see Appendix Q for 
debriefing statement).  
Research Assistants. Four research assistants were extensively trained for the 
duration of three months in the study objectives, procedures, and data coding. Two 
research assistants helped with transcriptions and two with the development of the 
expanded codebook. One of the research assistants who helped with the latter also 
assisted in the coding of the participant interviews. 
Additional Measures 
Demographic Questionnaire. After completing the interview, participants were 
asked to complete a brief demographic questionnaire through SurveyMonkey. The 
questionnaire inquired about participants’ gender, whether they had completed 
introductory statistics and/or research methods courses, self-reported grade earned in the 
two courses (if applicable), self-reported cumulative grade point average (GPA), and a 
self-report item asking students to rate their own research literacy. The rationale for 
collecting this information was to enable comparisons across the three participant groups 
(those who had not taken statistics or research methods, those who had taken only 
statistics, and those who had completed both courses). Appendix N contains the 
demographic questionnaire.  
Additional Scales. After the interview, participants completed two additional 
assessments, the Psychological Research Inventory of Concepts (PRIC) and 
Psychological Research Methods Assessment (PRM; Appendix R) through 
SurveyMonkey links. These two assessments served as measures of concurrent validity; 
the PRIC assesses the application of research methods knowledge, the PRM is a measure 
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that taps into knowledge of research methods, but not the application of such knowledge. 
After conducting the interviews, audio-recordings were transcribed and checked for 
accuracy by the PI. The rationale for collecting this information was to establish 
concurrent validity.  
Number of Participants. Participants were recruited to form three participant 
groups based on experience relevant to critical research literacy in terms of college 
course completion: 1) students who had not previously completed introductory statistics 
or research methods courses; 2) students who had completed an introductory statistics 
course only; and 3) students who had completed both introductory statistics and research 
methods.  
As noted, only psychology majors and students from senior, four-year colleges 
were recruited. Given the sequencing of statistics and research methods at four-year 
colleges, it was not possible for a student to have completed research methods but not 
introductory statistics (thus, there was no need for a fourth participant group).  
To determine sample size, a power primer (Cohen, 1992) was utilized. We 
enrolled all students who fulfilled the inclusion criteria and who expressed an interest in 
participating. Participants were recruited into each of the groups until a minimum of 50 
students per group was enrolled. If the minimum number of participants in one group was 
fulfilled and there were additional participants who offered to participate, these 
individuals were not turned away. Recruitment ended when all three groups had met the 




Data Coding for Critical Research Literacy 
Responses to each probe were coded using qualitative content analysis, which 
refers to a qualitative technique where categories are derived from the data collected 
(Forman & Damschroder, 2008). This qualitative technique is used in multiple disciplines 
(see: Braun, Clarke, Hayfield, & Terry, 2019; Gagnon & Roberge, 2012). Given that 
extensive research has been carried out on the topic of research literacy, codes were 
mostly deductive. The domains and sub-domains previously identified (Appendix H)—
believed to be components of critical research literacy—were used to guide the coding 
process.  
Data coding followed several steps: familiarizing oneself with the data; creating a 
codebook based on the 22 previously identified sub-domains; assigning a score (ranging 
from 0-2) to participants’ responses to each specific probe; reviewing codes; and 
modifying the codebook accordingly (when/if additional sub-domains are identified by 
participants). For the initial, open-ended question asked for each vignette (“What issues 
are important when you read a research-related study?”), the number of sub-domains 
mentioned in participant responses were coded and tallied (range of scores is 0-22). For 
each of the specific nine probe questions per vignette, three scores were possible. A score 
of 0 corresponded to a response that contained erroneous or no information about the sub-
domain assessed. A score of 1 corresponded to a response that touched upon the sub-
domain in a superficial manner. A score of 2 corresponded to a clear and accurate 
description/assessment pertaining the target sub-domain.  
Prior to data collection, reliability of this coding scheme was established using 
pilot data. The PI created a codebook to demonstrate exemplars and an explanation for 
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each possible score (range of scores from 0-2). Coders subsequently coded two vignettes 
from the pilot study independently. Strong agreement between the coders, the PI, and a 
trained research assistant, was found when Cohen’s kappa was calculated (κ = .875, p < 
.0001). 
Because reliability of coding participant responses was established using pilot 
data, the response-coding could be relied upon to generate four scores that would serve as 
dependent variables to be entered into analyses. The first was the spontaneous CRLA 
score, which was the score (out of 22) that participants received for their response to the 
first open-ended probe. A total sub-domain score was calculated by summing the codes 
across each specific subdomain query across the three vignettes (range of scores 0-6). A 
total domain score was calculated by tallying scores across the three sub-domain 
questions within each domain across the three vignettes (range of scores 0-18).  Finally, a 
total CRLA score based on the probe questions (corresponding to the nine sub-domains) 
was calculated (range of scores 0-54). 
Content Validity Analysis of the Research Literacy Scale  
The PI emailed the full scale of 22 sub-domains to a half-dozen experts in the 
field (instructors who had previously taught research methods in one of the CUNY four-
year colleges) so that they could rate each of the 22 sub-domains in relation to their 
importance in a research methods course. Appendix S presents expert ratings of proposed 
scale items.  
Data Coding for Additional Variables 
The demographic questionnaire was used to code participants’: 1) gender; 2) 
relevant course experience across the three distinct coursework groups; 3) self-reported 
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cumulative GPA; and 4) a Likert scale self-report item asking participants to rate their 
own research literacy (Kardash, 2000).  
Statistical Analyses Related to Each Hypothesis 
The following were statistical analyses to be performed for each of the hypotheses.  
Hypothesis 1: We hypothesized that the CRLA would have adequate psychometric 
properties including aspects of reliability.  
Hypothesis 1A: We hypothesized that the CRLA would have satisfactory internal 
consistency. Statistical analyses to assess the internal consistency of probe items 
across vignettes were conducted by calculating McDonald’s omega coefficients 
(McDonald, 1999). Contemporary research suggests that this metric provides a 
more accurate estimate of reliability (Dunn, Baguley, Brunsden, 2014; Peters, 
2014; Sijtsma, 2009) compared to Cronbach’s alpha (Cronbach, 1951). 
Cronbach’s alpha has several restrictive assumptions including uncorrelated errors 
and essential tau-equivalence of all items (Christmann & van Aelst, 2006). 
Perhaps the most important assumption is that of unidimensionality, which when 
violated may result in an underestimate of reliability, yielding a lower Cronbach’s 
alpha (Tavakol & Dennick, 2011). As such, omega’s total coefficients are 
believed to be the best alternatives for estimating reliability (Revelle & Zinbarg, 
2009; Zinbarg, Revelle, Yovel, & Li, 2005; Zinbarg, Yovel, Revelle, & 
McDonald, 2006). It was hypothesized that the scale would show adequate 
internally consistency (i.e., value > .70).  
Hypothesis 1B: We hypothesized that the CRLA would have satisfactory inter-
rater reliability as evidenced by a high Cohen’s kappa coefficient, a measure of 
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inter-rater reliability used for qualitative items that accounts for chance. For the 
pilot data, this metric was used to determine the level of agreement between two 
coders. Strong agreement between the coders was established for the pilot, (κ = 
.875), as such, a similar level of agreement was expected.  
Hypothesis 2: We hypothesized that the CRLA would have adequate psychometric 
properties including aspects of validity.  
Hypothesis 2A: We hypothesized that the CRLA would have satisfactory 
evidence of concurrent validity. Concurrent validity, which measures how well a 
new measure compares to other established measures of the same construct, was 
be assessed through correlational analyses where CRLA performance—the 
spontaneous CRLA score on the initial open-ended question and CRLA total 
score—was correlated with two validated measures that assess related knowledge: 
1) the PRIC (Veilleux & Chapman, 2017; 20 items), a standardized assessment of 
the application of knowledge in research methods and 2) the PRM (Amsel, 2014; 
10 items), a standardized assessment of undergraduate students’ research methods 
knowledge. We predict that the CRLA would be significantly correlated with each 
of the above measures. 
Hypothesis 2B: We hypothesized that the CRLA would have satisfactory 
evidence of divergent validity—as evidenced by lack of a significant correlation 
between CRLA total score and an item assessing participants’ subjective measure 
of research literacy (included in the demographic survey). We hypothesized that 
this self-report, subjective measure would be an unreliable indicator of an actual 
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behavior or skill (Karnilowitz, 2012; Serra, & DeMarree, 2016). Therefore, it 
would be not correlated to the CRLA total score.  
Hypothesis 2C: We hypothesized that the CRLA would have satisfactory 
evidence of content validity. Evidence for this validity was determined via ratings 
by experts in the field who assigned scores to the nine sub-domains that were 
selected for the study. The mean rating, and standard deviation, of each of the 22 
scale items were to be tallied and reported. We hypothesized that each of the 22 
scale items would receive a high mean rating of importance in relation to a 
research methods course. The SDs were expected to be small, indicating general 
agreement in terms of the importance of each item for the scale. Additionally, an 
exploratory factor analysis was conducted to evaluate the assessment’s internal 
structure. 
Hypothesis 2D: We hypothesized that the CRLA would have satisfactory 
evidence of criterion validity which demonstrates how a measure can differentiate 
groups or predict outcomes (Furr & Bacharach, 2014). Essentially, criterion 
validity evidence shows us how a test corresponds with a particular established 
criterion; this is indicated by high correlations between a test and a well-defined 
measure (Kaplan & Sacuzzo, 2017). To assess this type of validity evidence, two 
3 (course enrollment: no statistics or research methods versus statistics versus 
statistics and research methods) by 2 (gender) ANOVAs (analysis of variance) 
were calculated to determine how these different groups perform on two scores in 
the CRLA (the spontaneous and total scores). We hypothesized that male students 
and those who had completed statistics and research methods courses would have 
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higher scores in the CRLA. Moreover, we correlated self-reported grades in 
introductory statistics and/or research methods courses and self-reported 
cumulative GPA to performance in the CRLA. We hypothesized that those with 
higher grades in these target courses and with a higher self-reported cumulative 




















CHAPTER 4: RESULTS 
The overarching goal of the present research study was to create and validate the 
CRLA, a scale of critical research literacy for use with undergraduate psychology 
students. The current project aimed to assess critical research literacy in an authentic 
manner (i.e., by presenting research in a way that is typical to students). We defined 
critical research literacy as having knowledge in statistical and research methods and 
having the ability to apply such knowledge. While other scales have focused on assessing 
related constructs, they have typically neglected to assess the application of such 
knowledge. This assessment sought to change that.  
The study was conducted by recruiting undergraduate psychology students within 
the CUNY system. Participants were interviewed by the PI and completed three online 
surveys (a demographic survey and two previously validated scales). Interview responses 
were coded; subsequently, qualitative data from the interviews and quantitative data 
gathered from online surveys were analyzed.  
Descriptive Analyses 
Student Recruitment. Although recruitment was intended to be carried out at four 
CUNY campuses—Brooklyn, Lehman, Queens, and City Colleges—only participants 
from Brooklyn and City Colleges were recruited. The exclusion of Lehman and Queens 
Colleges was due to various IRB-related reasons: non-responsive IRB offices, delays in 
processing the IRB protocol, and obtaining approval months after initial recruitment. Thirty 
psychology instructors were contacted (27 from Brooklyn College and three from City 
College) using an IRB-approved email script. From the 27 Brooklyn College instructors 
who were contacted, 14 responded to the request and were provided with more information 
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about the study. Three declined to let their students participate (two instructors did not 
typically award extra credit points and one did not wish to make modifications to her 
syllabus); 11 instructors from Brooklyn College agreed to permit their students participate 
and earn extra credit points (the number of extra credit points awarded for participation 
varied and was decided by instructor). Nine of the 11 Brooklyn College instructors who 
permitted their students to participate posted and/or emailed the IRB-approved flyer to their 
students. The remaining two Brooklyn College instructors invited the PI to “drop in” their 
online classes to speak briefly about the study and invite students to participate. For these 
two instructors’ classes, the PI read from an IRB-approved recruitment script when asking 
potential student participants to partake in the study and provided her contact information. 
The three instructors from City College who were contacted all responded to the initial 
email but only one was teaching a psychology course during the time of recruitment. After 
being provided more information about the study, this instructor agreed to permit her 
students participate and earn extra credit points. 
Once an instructor agreed to inform his or her students about the research study, 
potential participants could contact the PI directly via email (email address was included 
in virtual flyer) to set up a time for the interview. Potential participants who reached out to 
the PI via email but were ineligible or did not wish to participate after learning more about 
the study were given the option to complete an IRB-approved assignment equal in terms 
of time and effort. Appendix T presents this alternative assignment designed to help 
students learn more about potential research issues in psychology. In addition to reaching 
out to individual instructors, four students were recruited from a student research pool at 
Brooklyn College. 
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Participants. Two hundred and six participants were recruited. However, 26 
participants were excluded for various reasons. Data from 15 participants were excluded 
because the participants did not complete one or more of the online surveys. The 
remaining 11 participants’ data were excluded for the following reasons: four failed to 
follow interview and/or online survey instructions (skipped interview questions and/or 
completed the surveys under/over the designated times), three were not psychology 
majors, two participants’ voice recordings were cut off, one was unable to hear the 
questions during the interview, and one had completed a research methods course at a 
community college, but not a statistics course. Data from 180 participants were included 
in the study analysis. Of those, 48 had not taken introductory statistics or research 
methods courses (Group 1), 78 had completed only an introductory statistics course 
(Group 2), and 54 had taken both introductory statistics and research 
methods/experimental courses (Group 3).  
Participants’ Demographics. All 180 participants whose data were used for 
analysis were undergraduate students, had declared psychology as their major, were over 
the age of 18, and had completed the demographic survey. Of these, 147 (81.7%) of 
participants self-identified as female, 30 (16.7%) self-identified as male, and three (1.7%) 
selected the option “I prefer not to answer.” Although this distribution appears to reflect 
a gender imbalance in the sample, the gender distribution in the sample reflects that for 
psychology majors. To illustrate, about 76% of students majoring in psychology during 
the Fall 2020 semester were female (Institutional Research and Data Analysis, 2021). In 
addition, 174 participants provided a numeric value for GPA, four left this field blank or 
entered “N/A,” one selected the option “I prefer not to answer,” and one participant 
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wrote that she could not remember her GPA. The average self-reported GPA across the 
entire sample was 3.29 (n= 174). Self-reported GPA for Group 1 was: 3.28 (n= 42), for 
Group 2 it was 3.30 (n= 78), and for Group 3 it was 3.29 (n= 54). The mean self-reported 
statistics course grade for Group 2 was 3.30 (n= 76) and 3.22 for Group 3 (n= 53). The 
mean self-reported research methods course grade for Group 3 was 3.36 (n= 52). 
Video Interview. All participants were interviewed by the PI. On average, 
interviews lasted 13 minutes (range of 5-34 minutes). All interviews were conducted 
virtually through the Zoom platform. The “share” function was used to show participants 
the vignettes. Participants first read the consent form and the PI then read the script 
explaining how the study would be conducted. After participants read the first vignette, 
the PI asked the general probe (“What issues are important when you read a research-
related study?”). Following the initial probe, nine probes were asked. After this process 
was repeated with three vignettes, a debriefing statement was read to participants and any 
outstanding questions answered. After completing the virtual interview, participants 
received an email containing their study ID number (a three-digit number) along with 
three links to the three online surveys. The PI checked that participants completed the 
online surveys a few days after the initial Zoom interview. Instructors were then emailed 
a confirmation of participation so that students could receive extra credit for their 
participation (no details pertaining to their participation in the study were disclosed). As 






Statistical analyses were performed using IBM SPSS Statistics version 27 (IBM 
Corporation, 2020). The Psych package for the R statistical software program (R Core 
Team, 2020; Revelle, 2015b) was used to compute McDonald’s omega coefficients. All 
reported p-values are two-tailed. 
Demographic Questionnaire. After completing the video interview, participants 
completed a demographic online survey through a SurveyMonkey link. The demographic 
survey was anonymized by doing the following: students who had entered their EMPLID 
or any other identifiable information had this information deleted and their assigned study 
ID was included as the sole identifier. Other participant responses were clarified as needed. 
For example, some participants responded “yes” to the question “Have you completed 
research methods?” however, on the next field they stated that they were in the process of 
completing the course. As such, their responses were changed from “yes” to “no.” The 
survey asked about participants’ gender, whether they had enrolled in introductory 
statistics and/or research methods courses, self-reported grade earned in these two courses 
(if applicable), self-reported cumulative grade point average (GPA), and a self-report item 
asking them to rate their own research literacy (“To what extent do you feel you can make 
use of the primary scientific research literature in your field?”). One hundred and seventy-
eight participants provided a value for this question. The average was 3.77, which when 
rounded to 4, roughly corresponding to “a great deal.”  
Psychological Research Inventory of Concepts (PRIC). Participants also 
completed the PRIC through a SurveyMonkey link. If completion time was under 15 
minutes or exceeded 60 minutes, data were excluded. Given that there were 20 items in the 
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PRIC—almost all accompanied by a brief vignette—we deemed it unlikely for someone to 
read the vignettes and respond to all items in fewer than 15 minutes. Decreased completion 
time (i.e., rushing), a form of satisficing behavior in surveys, may be an indication of low-
quality data (Barge & Gehlbach, 2012; Leiner, 2019). As such, surveys completed under 
such rushed conditions were excluded. To maintain the time of study completion 
manageable, participants were instructed to not exceed 60 minutes when completing the 
PRIC. The PRIC was used as a measure of concurrent validity because it taps the 
application of research methods knowledge. Participants’ scores for the PRIC could range 
from 0 to 20. The average score across all three groups was 8.83. For Group 1: 7.90 (n= 
48), for Group 2: 8.77 (n= 78), and Group 3: 9.74 (n= 54).  
Psychological Research Methods Assessment (PRM). Participants also completed 
the PRM through a SurveyMonkey link. If completion time was under three minutes or 
exceeded 20 minutes, participants’ data were excluded. The PRM contained 10 brief items, 
and we deemed it unlikely for someone to read and respond to all items in less than three 
minutes. To maintain the time of study completion manageable, participants were 
instructed to not exceed 20 minutes when completing the PRM. The PRM was used as a 
measure of concurrent validity, as it taps knowledge of research methods, but not the 
application of such knowledge. Participants’ scores for the PRM could range from 0 to 10. 
The average score was a 5.61. For Group 1: 4.88 (n= 48), for Group 2: 6.09 (n= 78), and 
Group 3: 5.56 (n= 54). 
Interview Study Results. All participant responses were audio-recorded to ensure 
accuracy. Interviews were then transcribed by two research assistants. The PI answered 
questions that the research assistants raised pertaining to transcriptions and checked all 
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transcriptions to ensure accuracy. Interviews were first fully transcribed using Microsoft 
Word; subsequently, responses to each individual probe were copied and pasted onto a 
Microsoft Excel spreadsheet for coding purposes.   
Data Coding. Previously collected pilot data had already been used to establish 
reliability of the coding scheme (as previously stated, pilot data were not analyzed due to 
its exploratory nature). However, the PI along with two research assistants worked on a 
more comprehensive codebook. The PI and research assistants independently coded 10 
participants’ responses to all three vignettes and compared codes assigned by each coder. 
They repeated this process four times until agreement among coders was over 90%.  As a 
result of this, the codebook was expanded and became more detailed. Appendix U 
presents the expanded codebook. Finally, participant responses were coded using 
qualitative content analysis, as was done with the pilot data.  
Hypothesis 1: Reliability 
Internal Consistency. To test the reliability of the CRLA, we assessed the inter-
item, internal consistency of probe items across the CRLA’s three vignette sets by 
calculating McDonald’s omega total coefficients. McDonald’s omega coefficient was 
0.78 for Set A, 0.78 for Set B, and 0.75 for Set C. These omega coefficients supported 
Hypothesis 1A; the three vignette sets had acceptable rates of internal consistency.  
Inter-rater Reliability. Strong agreement between the coders, the PI and a trained 
research assistant, was found when Cohen’s kappa was calculated (κ = .866, p < .001) for 




Hypothesis 2: Validity 
Concurrent Validity Results. In support of concurrent validity, two correlational 
analyses were conducted where scale performance (the spontaneous CRLA score and the 
total CRLA score) were correlated with: 1) scores on the PRIC and 2) scores on the 
PRM. Correlations between scale performance and related scales were significantly 
correlated at the .01 level.  Table 4 shows the results for the primary analyses. Hypothesis 
2A was supported, as student performance on the CRLA was significantly correlated with 
scores on the PRIC and PRM (mild to moderate degree).  
Table 4. Correlations between CRLA scale performance and other variables.  
Assessment Spontaneous CRLA Score Total CRLA Score 
PRM .24** (n= 180) .27** ( n= 180) 
PRIC (total) .24** (n= 180) .41** (n= 180) 
**Significant at the .01 level 
 
Divergent Validity Results. Evidence for divergent validity was assessed by 
examining how the self-report measure of research literacy correlated with the total 
research literacy score. It was predicted that there would be no significant correlation 
between these two scores. In fact, the correlation was weak and not significant (r = 
.145, p = .053, n= 178). As such, Hypothesis 2B was supported, the subjective measure 
of research literacy was not found to have a relationship to the CRLA total score, an 
objective assessment of research literacy.   
Content Validity Results. The PI emailed an IRB-approved consent form and the 
full scale of 22 sub-domains to six experts in the field (instructors of research methods who 
were identified via publicly available information on CUNYFirst) so they could rate each 
of the 22 sub-domains in relation to their importance in a research methods course. Expert 
ratings could range from 0 (not important at all) to 5 (very important). Only two of the six 
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experts responded to this request; their scores were subsequently averaged. All nine sub-
domains selected and used for the study were given high scores. Authorship and 
publication were given a score of 4; analysis, dissemination, and citation were given a 
score of 4.5. Ethics, sample size, measures, and evidence were given the highest score, 5. 
Due to the low response rate and narrow variability in responses, standard deviations were 
not computed.  
Exploratory factor analysis of the participant student data showed that 60% of the 
variance across the data could be explained by three components. However, when we used 
the cut-off score of .4 when looking at the items in relation to the three components, items 
from different sub-domains loaded onto the three different components. For example, for 
component 1, sub-domains 2, 5, and 8 from the first vignette, sub-domains 1 and 4 from 
the second vignette, and sub-domains 3, 6, and 9 from the third vignette all loaded together 
in the positive direction. This makes interpretation of an underlying construct challenging. 
Hypothesis 2C was supported, as the 22 scale items received a high mean rating of 
importance by content experts and exploratory factor analysis demonstrated that over half 
of the variance was explained by three components.  
Criterion Validity Results. Evidence for criterion validity was assessed by 
examining how CRLA performance could differentiate among dissimilar groups. We 
hypothesized that males would have higher scores compared to female students and that 
students who had completed both statistics and research methods would have higher 
CRLA scores compared to students who completed a statistics course or none. Two 
ANOVAs (course enrollment and gender) were conducted to determine how these 
different groups performed in the CRLA (the spontaneous CRLA score and total CRLA 
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score). We excluded three students who had selected the option “prefer not to answer” 
when asked about their gender from the analysis. For the total CRLA score, there was a 
significant main effect for group, F(2, 171) = 3.78, p = .025, no main effect for gender 
F(1, 171) = 0.06, p = .938, or interaction effects F(2, 171) = 2.198, p = .114. Table 5 
shows the results of this analysis. A comparison of means across the three different 
groups was also calculated. For the total CRLA score, Group 1 had a mean of 18.60 (n= 
48); Group 2 had a mean of 19.59 (n= 78), and Group 3 had a mean of 19.98 (n= 54). The 
mean across all three groups was 19.44. We also conducted planned contrasts to 
determine whether a difference existed between Groups 2 and 3 (contrast 1) and Groups 1 
and 3 (contrast 2). Table 6 shows the results of this analysis. While none of the 
differences across the two a priori contrasts were statistically significant, the difference 
between Group 1 (those who had taken neither statistics nor research methods) and 
Group 3 (those who had completed both these courses) appeared to be marginally 
statistically significant.  
Table 5. Results of Analysis of Variance – Total CRLA Score.  
Effects SS df MS F p 
Group 141.699 2 70.850 3.782 .025* 
Gender 0.112 1 0.112 0.006 .938 
Group*Gender 82.347 2 41.174 2.198 .114 
*Significant at the .05 level      
 
Table 6. A Priori Contrasts Results.  
Contrast Value of Contrast SE t df p 
1 (Group 2 and 3) -.41 .772 -.531 174 .596 





Table 7 shows the results for the spontaneous RL score. Neither a main effect for 
group, F(2, 171) = 18.12, p = .166 or gender F(1, 171) = 1.021, p = .314 nor an 
interaction effect were found, F(2, 171) = 1.539, p = .217.  
Table 7. Results of Analysis of Variance – Spontaneous CRLA Score.  
Effects SS df MS F p 
Group 5.140 2 2.570 1.812 .166 
Gender 1.447 1 1.447 1.021 .314 
Group*Gender 4.366 2 2.183 1.539 .217 
 
Table 8 demonstrates significant correlations between CRLA performance and statistics 
grades as well as self-reported cumulative GPA. However, no significant correlations 
were found between CRLA performance and self-reported research methods grades. 
Considering these results, Hypothesis 2D was partially supported, the CRLA was 
successful in differentiating across some groups (course enrollment) but not others 
(gender or self-reported GPA).  
Table 8. Correlations between CRLA scale performance and other variables.  
Variables Spontaneous CRLA 
Score 
Total CRLA Score 
Self-reported Statistics Grade .28** (n= 129) .24** (n= 129) 
Self-reported Research Methods 
Grade .17 (n= 53) .15 (n= 53) 
Self-reported cumulative GPA .24** (n= 174) 
  
.27** (n= 174) 
 






CHAPTER 5: DISCUSSION 
The current study sought to create and validate a research literacy scale that 
improved upon the limitations of other research literacy scales, which tend to focus on 
content knowledge of statistics and research methods while neglecting the application of 
such. Existing measures tend to present items in a de-contextualized manner, explore 
conceptions or attitudes toward research itself rather than research literacy, or rely on 
subjective assessments of research literacy. The current measure sought to assess critical 
research literacy in a more authentic manner, emulating how research is usually presented 
to students. In this chapter, we discuss key findings and their relation to the study 
hypotheses posed. Implications, limitations, venues for future research, and conclusions 
are also considered.  
Reliability 
Evidence for Internal Consistency. The CRLA’s three vignette sets had strong 
preliminary evidence of reliability using McDonald’s omega coefficients (McDonald, 
1999). When evaluating the consistency across scores on the three sets of the assessment, 
total omega coefficients were deemed to be acceptable (>.75); thus, our hypothesis 
predicting that the CRLA would have adequate internal consistency was supported. 
Considering these results and given the importance of stability across items and rating 
across raters, the CRLA could be an appealing alternative for assessing critical research 
literacy in undergraduate psychology students.  
Evidence for Inter-rater Reliability. Cohen’s kappa coefficients were excellent 
across a sub-set of participant response data, indicating a high level of inter-rater reliability. 
This suggests that the degree of homogeneity across the two raters was quite high and 
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confirms that the raters understood and could rate participant responses consistently. Given 
the care and time devoted to expanding the codebook and the rigorous training that the 
research assistant underwent before coding participant responses (as well as the previous 
Cohen’s kappa coefficient calculated for the pilot data), this finding was expected.  
Validity 
Evidence for Concurrent Validity. Evidence for concurrent validity of the CRLA 
was assessed through correlational analyses with the scores of two other validated scales: 
the PRIC and the PRM. The PRIC sought to assess applied understanding of critical 
concepts in research methods in the behavioral sciences, just like the CRLA, albeit the 
format of the assessment was different (the PRIC employed a 20-item inventory where 
students read brief vignettes and selected one out of four multiple-choice options; 
Veilleux & Chapman, 2017a, b). PRIC scores were found to be significantly, yet weakly, 
correlated to the spontaneous CRLA score and moderately correlated to the total CRLA 
score. These modest correlations suggest that a significant relationship exist between this 
established instrument and the CRLA exists. Furthermore, the result demonstrates the 
CRLA utility in an undergraduate psychology student sample. Additionally, we ran 
correlations between CRLA performance and the PRM, a standardized assessment of 
undergraduate students’ research methods knowledge (not application). It was predicted 
that the CRLA score would also correlate with the PRM, as this assessment focuses on 
knowledge of research methods as well. Evidence for concurrent validity was further 
supported, as the PRM was found to be weakly correlated to both the spontaneous and the 
total CRLA score. This weak correlation was predictable as knowledge of research 
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methods is only one out of the three components necessary to develop critical research 
literacy. Overall, these correlations grant support towards the validity of the CRLA. 
Evidence for Divergent Validity. Divergent validity was assessed by calculating 
the correlation between CRLA performance and a self-report item of research literacy. 
We hypothesized that this self-report, subjective item would not correlate to the CRLA 
total score. Evidence for divergent validity was in fact supported, as the correlation 
between the subjective and objective scores of research literacy was not significant. 
Essentially, subjective research literacy did not in impact students’ research literacy 
scores. While most previous studies have also shown that undergraduate students report 
small increases in research methods knowledge when evaluated with subjective 
assessments (Baker et al., 2011; Baker & Ritchey, 2009; Campisi & Finn, 2011; Meyer et 
al., 2005), these studies did not draw comparisons between subjective and objective 
measures of research literacy. Actually, a study comparing subjective and objective 
scores found that students’ self-rating of their research skills was quite different from 
their actual research skills (Said & Kaba, 2010). Overall, self-report or subjective 
assessments may not accurately reflect objective skills and abilities (Groß et al., 2015) 
and both higher and lower performing psychology students tend to mis-calibrate their 
academic performance (Karnilowicz, 2012), and at times, overestimate their abilities in 
examinations and expected grades (Serra & DeMarree, 2016).  
Evidence for Content Validity. Content validity seeks to determine whether a test 
has been constructed adequately and whether the test items are a fair sample of the total 
potential content (Kaplan & Sacuzzo, 2018). As such we asked content experts to review 
the items in terms of relevance. Content validity was partially established. Only two out of 
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six experts in the field responded to the request. All nine selected sub-domains for the study 
were given high scores. Authorship and publication were given a score of 4; analysis, 
dissemination, and citation were given a score of 4.5; ethics, sample size, measures, and 
evidence were given the highest score, 5. It was hypothesized that each of the 22 scale 
items would receive a high mean rating of importance to a course on research methods. 
The importance of the sub-domains selected for the CRLA was supported, although the 
small number of experts who responded was less than ideal. We also explored the data 
through exploratory factor analysis; over half of the variance could be attributed to three 
components. Given the three-pronged definition of critical research literacy that was 
provided this makes sense. Further confirmatory factor analysis could be conducted to 
explore the internal structure of the measure and further refine the measure.  
Evidence for Criterion Validity. Criterion validity evidence determines how well 
a test corresponds with a well-defined criterion. Based on the previous literature, we 
hypothesized that males and undergraduate students who had completed statistics and 
research methods would have higher scores in the CRLA (i.e., the spontaneous CRLA 
score and total CRLA score). We also hypothesized that self-reported grades in 
introductory statistics and/or research methods courses and self-reported cumulative GPA 
would correlate to performance in the CRLA. 
CRLA Scores and Relationship to Gender. The current study did not find a main 
effect for gender in relation to CRLA performance. This stood in contrast with past 
research that has found a gender difference (Garfield, 2003; Tempelaar, 2004), with 
males holding a slight or even moderate advantage in research skills (Said & Kaba, 
2010), statistical literacy/understanding (Garfield, 2003; Tempelaar, 2004), and related 
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constructs (Rodarte-Luna & Sherry, 2008) compared to females. Potential reasons for this 
could be the number of male participants in the current study compared to female 
participants. Women outnumber men in psychology (National Science Foundation, 
2016), and the proportion of undergraduate students from CUNY reflect this difference. 
At Brooklyn College, approximately 76% of students majoring in psychology during the 
Fall 2020 semester were female (387 male students versus 1,209 female students; 
Institutional Research and Data Analysis, 2021). Despite our best efforts to recruit a more 
uniform number of male and female participants, we were able to recruit only 30 male 
participants (compared to 147 female participants and three students who did not disclose 
their gender). Due to the smaller sample size of male participants, the mean might be 
more easily impacted by extreme scores that are not representative of the true sample, 
hence affecting the results of the analyses. It is also conceivable that negligible or no 
gender differences exist in relation to critical research literacy. After all, some previous 
studies focusing on the relationship between gender and statistics course performance 
(Lester, 2016; Schram, 1996; Voyer & Voyer, 2014) have yielded mixed results.  
CRLA Scores and Relationship to Course Enrollment. The current study found a 
main effect for group (course enrollment) in relation to one of the CRLA scores, the total 
CRLA score.  Planned comparisons, however, did not reveal statistically significant 
differences between students who had completed statistics and research methods and 
students who had only completed statistics or those who completed neither (notably, the 
planned comparison between those who had completed both courses and those who had 
completed neither yielded a difference that neared statistical significance). Descriptive 
data did show that students who had completed both courses had a higher total CRLA 
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score compared to the other two groups. Given the content knowledge, competencies, and 
skills gained in statistics and research methods courses, it makes sense for students’ 
research literacy to be different, as they progress through their coursework. This main 
effect for group, however, did not hold up for the other CRLA score, the spontaneous 
CRLA score. Furthermore, no interaction effects were found for group and/or gender in 
relation to both CRLA scores. 
CRLA Scores and Relationship to Self-reported Statistics Grades. Self-reported 
statistics grades were found to be significantly, yet weakly, correlated to both CRLA 
scores. This suggests that there is a weak correlation between self-reported statistics 
grades and research literacy. This result was predictable, given that statistical knowledge 
was considered an integral component of critical research literacy in this study and other 
studies (Groß Ophoff et al., 2015). Moreover, completing coursework in statistic courses 
has corresponded to higher scores on the PRIC (Veilleux & Chapman, 2017a). The fact 
that the correlation was weak was also unsurprising, as statistical knowledge would not 
solely explain the student performance on a research literacy assessment.  
CRLA Scores and Relationship to Self-reported Research Methods Grades. 
Self-reported research methods grades were not found to be significantly correlated to the 
spontaneous CRLA score or total CRLA score. This is a paradoxical finding. Intuitively, 
research methods grades should have a moderate relationship to CRLA scores. This 
stands in contrast with Veilleux and Chapman (2017a) who found that students who had 
completed college-level coursework in research methods performed higher on the PRIC 
compared to those who had not.  Potential reasons for this finding could be that accuracy 
was compromised in the self-reported grades. It is also possible that due to the 
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Coronavirus disease (COVID-19) pandemic and eventual transition to remote-learning, 
students’ grades from the semester before data collection may not be representative of 
their true learning, given that instructors had to modify syllabi, eliminate assignments, 
and grant flexibility during the pandemic. Perhaps the grades were in a narrow range 
(half of all reported grades for research methods were As and Bs). In this case, 
completing or not completing the course is more important than the grade earned. Finally, 
another potential reason could be that there exists a discrepancy between the content 
assessed in the CRLA and the coverage within research methods courses.  
CRLA Scores and Relationship to Self-reported Cumulative GPA. Self-reported 
cumulative GPA was found to be significantly, yet weakly, correlated to both CRLA 
scores. Analogously, Veilleux and Chapman (2017b) did not find a significant correlation 
between self-reported GPA and PRIC scores. However, past studies have found that GPA 
has an influence on similar types of literacies—e.g., information literacy scores (Lanning 
& Mallek, 2017; Sexton et al., 2009). These findings suggest that academic achievement 
(as evidenced by self-reported cumulative GPA) is somewhat correlated to students’ 
critical research literacy. Given that content knowledge of statistical and research 
methods courses and related courses is necessary for literacy to develop, the connection 
between self-reported cumulative GPA and the CRLA score was expected.  
Limitations  
COVID-19 Pandemic. The study had several limitations that warrant discussion. 
All data collection took place during the COVID-19 pandemic—because of the transition 
to remote-learning, students’ grades from the Spring 2020 semester may not have been 
representative of their true learning. Some participants stated, in passing, that their 
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instructors were more lenient in their grading criteria or had altogether eliminated some 
requirements given the need for flexibility during the pandemic (therefore it is plausible 
that specific topics were not covered fully or were altogether eliminated from the course). 
Other students admitted to facing technological and emotional challenges arising from 
the pandemic that proved too difficult to overcome. An unanticipated outcome was that 
some opted to convert their grades to no credit (“NC”), an option not previously available 
within the CUNY system. Furthermore, because all data collection had to be completed 
virtually, some technical difficulties arose from administering the CRLA online. These 
included weak or unstable Wi-Fi connections, inaudible portions of the interview, and a 
lack of privacy when interviewing participants (some interviewees did not have a private 
space as the interviews transpired, as they would have in a traditional face-to-face 
interview held in a private location selected by the PI).  
Reliance on Self-Reported Data. All data reported, including cumulative GPA 
and grades earned in the two target courses, were based on self-report which may have 
been inaccurate. While the use of self-reported grades is common in social science 
research due to its practicality, a meta-analysis suggests this practice be used with 
caution, as systematic biases may affect accuracy (Kuncel et al., 2005). Additionally, as 
the demographic questions were optional, some participants declined to provide some 
information (self-reported GPA, gender, etc.). In hindsight, the item to assess subjective 
research literacy could have been expanded to several items or a brief validated scale. 
Also, offering the study as an extra credit option may have inadvertently biased our 
results and created a self-selected group of participants. Research has shown that students 
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who complete extra credit assignments are likely to have higher grades compared to those 
who do not (Harrison et al., 2011). 
Miscellaneous. Despite our best efforts to show participants vignette topics that 
were neutral in nature, one of the vignettes discussed incarceration rates and recidivism. 
During peak data collection time, the Black Lives Matter movement and discussion 
pertaining policing and incarceration was gaining momentum. A handful of participants 
reacted strongly to vignettes discussing incarceration by reflexively discussing social 
issues or asking if such a topic could in fact be fairly researched. Although no mention of 
ethnicity could be found in the vignette, several participants discussed the implications of 
different racial/ethnic groups being arrested at disproportionate rates and the way in 
which the criminal justice system treats different demographic groups. Another issue with 
this specific vignette was the use of the word recidivism—quite a few participants asked 
the PI to provide for a definition of this word. The same issue was present with another 
vignette topic, the word psoriasis was not familiar to a handful of participants and they 
asked the PI to once again define it. This could have affected the participants’ 
understanding of the vignette.  
Future Directions 
This study contributes to the literature on the assessment of critical research 
literacy. Yet, several areas could further be studied. While more labor intensive in terms 
of analysis, open-ended probes helped us assess participants’ reasoning and interpretation 
of the vignettes as well as clarify participants’ understanding of domains and selected 
sub-domains. Garfield (1998b) conceded that statistical reasoning may best be assessed 
through mediums like interviews, observations, and projects. Potential iterations of this 
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assessment could use different computerized answer formats that are easier to score, yet 
do not solely rely on multiple choice (e.g., rank-order). Future studies on specific 
variables—self-reported GPA, self-reported grades and enrollment in specific courses, 
subjective assessments of research literacy, gender—related to critical research literacy 
could help us comprehend how these variables affect one other and under what 
conditions. Finally, as we have not determined how discipline-specific the CRLA is, this 
assessment could be administered to students majoring in other social sciences.   
Implications for Instructors. The CRLA could help instructors of statistics and 
research methods course provide more targeted instruction. Further analysis of the 
interview data could reveal which sub-domains presented the greatest challenges to 
students. Based on this study’s findings, a course could be developed to help students 
develop critical research literacy. Such a course could place more emphasis on students 
being consumers (rather than producers) of research. Research courses that teach using 
real-world examples could help bridge the gap between an abstract understanding of 
research and its applied nature.  After all, decision-making in private life requires 
quantitative reasoning skills (Engel et al., 2016) and being able to reason adequately 
based on data. Transfer of learning is usually limited (Nokes-Malach & Mestre, 2013), 
and this gap could be addressed by providing more real-life examples in classrooms.  
Conclusions 
The newly developed CRLA was reliable and found to correlate to other validated 
measure of research methods knowledge, self-reported GPA, and self-reported statistics 
grade. Evidence for different types of validity was also found. For the overall CRLA 
score, course enrollment was connected to different scores, yet no gender differences 
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were found. While this assessment will undergo refinement, our goal was for the current 
assessment to be more comprehensive and contextually valid (i.e., applicable to the day-
to-day). In the current information age, the application of knowledge in statistics and 
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Master List of Events  
The following is a master list of 103 research activities representing all unique events 
generated by subjects. This master list was used by three blind rates to code each 
subject’s list of events. Value in parentheses are the percentages of undergraduates, 
graduate students, assistant professors, and professors listing each item. Indented events 
are items that were judged to be subordinate to the preceding nonindented events.  
 
Get idea for project (anchor) 
Observe phenomenon in real world (3; 0; 9; 0) 
Obtain okay from advisor (3; 4; 0; 0) 
Locate/obtain literature (39; 29; 9; 23) 
    Go to library (23; 4; 4; 0) 
Read literature on topic (74; 75; 91; 81) 
Organize notes on idea (19; 14; 17; 0) 
Cross-reference literature materials (0; 7; 0; 8) 
Organize notes form literature (35; 11; 4; 8) 
Observe presentations on topic (0; 0; 4; 0) 
Critically evaluate research ideas (13; 32; 13; 15) 
Discuss idea with other people (23; 25; 52; 27) 
Get experienced collaborators for project (3; 7; 0; 4) 
Formulate different theoretical conceptions (0; 4; 0; 8) 
Conceptualize project (19; 46; 26; 35) 
     Consider possible research methods (3; 14; 9; 15) 
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Did the driver have a fake beer in his hand in all four conditions?  
Identify the level of the independent variable in this experiment.  
How many of the 10 participants refused to enter the car in the condition 
where the confederate refused to enter the car?  
At what probability level was the relationship between the IV and the DV 
significant?                                                                     
Describe the way(s) deception was used in this study.  
The researchers recommend gender as an interesting variable for future study. 
How might gender influence the results?  
Identify three factors that impact the generalizability of the results.  
Describe (don’t simply name the) two methodological weaknesses of the 
design other than generalizability.  
Can the reader conclude that peer conformity causes one to be more likely to 
ride with an intoxicated driver? Explain.  
Discuss the implications of this study’s results.  


























DV = dependent variable; IV = independent variable.  














Practitioner Evaluation Knowledge Scale (PEKS) (Student Version)  
 
Practice evaluation is a process in which a practitioner applies systematic measurement 
of client goals and progress in order to assess treatment or intervention effectiveness. 
Please rank your beliefs about practice evaluation using the following scale.  
 
Strongly disagree  1 2 3 4 5   Strongly agree 
 
 
1. I have been adequately trained to conduct practice evaluation.  1  2  3  4  5 
2. I am comfortable with my knowledge of evolution designs.  1  2  3  4  5 
3. If I had to design an evaluation plan I would know where to 
begin. 
1  2  3  4  5 
4. I am able to identify an evaluation outcome.  1  2  3  4  5 
5. I am familiar with issues of reliability and validity.  1  2  3  4  5 
6. I am able to locate measures and scales to assist in evaluation.  1  2  3  4  5 
7. I am comfortable with data analysis techniques.  1  2  3  4  5 














































Research and Knowledge Scale (RaKS) 
TABLE1. Summary Statistics for 16 Items Included in the Research and Knowledge Scale: Item Means, 












1. Health-related research studies are done to provide data for medical decision-
making (Medical decision)  
2. People who take part in health-related research do not have legal rights 
(Legal) 
4. Agreeing to take part in a health-related research study allows the research 
study allows the research team access to a study participant’s medical 
records even when the study is over (Medical record access)  
5. The potential risks and harms for taking part in a health-related research 
study are explained upfront (Risks and harms)  
6. Informed consent is not required to take part in a health-related research 
study (Informed consent required)  
8.   The potential risk and harms for taking part in a health-related study are not 
always discussed up front with the  participant (Risks/harms discussed 
upfront)  
9. Health-related research studies do not follow strict rules and regulations 
(Rules and regulations)  
11   Taking part in a health-related research study means that you will receive the 
best treatment option available (Best treatment option)  
12.   The personal information shared as research participant will be kept strictly 
confidential (Personal information confidential)  
13.   Taking part in a health-related research study is the same as receiving 
standard medical care (Standard medical treatment)  
14.    Individuals cannot change their mind after signing a consent from agreeing 
to take part in a research study (Cannot change mind)  
15.    Personal information about individuals who take part in health-related 
research studies can be listed in reports related to the study findings 
(Personal information listed in reports)  
16.    Individuals who are asked to be in a health -related research study must 
participate (Must participate)  
17.    Informed consent is an ongoing process that starts when you are invited to 
be in a study continues throughout participation in the study (Informed 
consent ongoing) 
18.    Individuals who enroll in a research study can quit at any time, with or 
without any reason (Can quit anytime)  
22.    Individuals who take part in health-related research studies can ask 











































































Range is 0-16 with higher scores indicating greater knowledge and understanding 
of research.  
 





Watson & Callingham (2003) Statistical Literacy Test Items 
CH11. A bottle of medicine has printed on it: WARNING: For applications to skin areas 
there is a 15% chance of getting a rash. If you get a rash, consult your doctor. What does 
this mean?  
a) Don’t use the medicine on your skin – there’s a good chance of getting a rash.  
b) For application to the skin, apply only 1% of the recommended dose.  
c) If you get a rash, it will probably involve only 15%of the skin.  
d) About 15 out of every 100 people who use thus medicine get a rash.  
e) There is hardly any chance of getting a rash using this medicine.  
 
 
Code 2         d, a and d, 
d, and e  
Code 1         e, a 
Code 0         b. c, NR, 
multiple selections  
 
M8 
Family car is killing us, says Tasmanian researcher 
Twenty years of research has convinced Mr. Robinson that motoring is a health hazard. Mr. 
Robinson has graphs which show quite dramatically an almost perfect relationship between the 
increase in heart deaths and the increase in use of motor vehicles. Similar relationships are 
shown to exist between lung cancer, leukemia, stoke and diabetes.  
 
M8GR. Draw and label a sketch of what one of Mr. Robinson’s graphs might look like.  
 
Code 3        Bivariate or Series 
Comparison Graph  
Code 2        Trend or Double comparison 
Graph  
Code 1        Labeled or Single 
Comparison; Basic Graph  
Code 0        No graph  
 
          M8QU. What questions would you ask about his research?  
 
Code 2        Other causes? How linked?  
Code 1        Sample size, &location; Location, size, age 
groups 





BOX9. Box A and Box B are filled with red and blue marbles as follows. Each box is 
shaken. You want to get a blue marble, but you are only allowed to pick out one marble 
without looking. Which box should you choose? 
                                                                                                                                  
                  Box A                                                       Box B  
(A) Box A (with 6 
red and 4 blue).  
(B) Box B(with 60 red and 40 blue).  




Please explain your answer.  
 
Code 3            =, 405 chance each, B is 10 times bigger than A, same chance; 40 versus 4, 
6 versus 6, similar  
Code 2            =, both have more red; A, only 2 more reds, B 20 more reds; B, more 
blues, more marbles;  
                       A less reds, less marbles 
Code 1            =, could be anything; A, B, = idiosyncratic reason 
Code 0            NR, no reason  
 
 
Figure 4:   Test item for the competence facet Information Literacy. The 






Assign the keyword combination to the referring question.  












a)Is it possible to compensate for 
heterogeneity of elementary        
school children?  
 S S £ 
b)Is it possible to compensate  
for migrating-related disparities 
        in learning  conditions of high  
       school students?  
 
£ £ S 
60 red  
40 blue  
6 red 
4 blue  
In order to combine keywords for database search , the logical operators AND , OR, and 
NOT can be used.  
Each of them leads to different search results.  
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c) Is it possible to compensate 
 for heterogeneity in learning  
conditions in secondary   
education?  
 
£ £ S 
 
 
Figure 5:     Test item for competence facet Evidence-based Reasoning. The correct solu-  
















Please mark, which attributes are rather appropriate for A or B:  
…rather 









a)The results give information about the problem in an individual case.  £ £ S 
b) A general correlation between the attributes “family conflicts” and “school 
problems” can be deduced.  
    S £ £ 







You are reading the following research abstracts:  
A: In a scientific study, N = 100 parents and N = 100 teachers were asked, whether and how school problems 
in adolescents and difficult family situations are correlated. Standardized questionnaires were used in the 
anonymous survey study. It could be shown that school problems occur frequently for adolescents with 
family conflicts.  
 
B: Last year, a student showed increasing problems at school. The adolescent himself, his parents, teachers 
and two friends were here to interviewed. With each person , a one-hour interview was conducted. It turned 
out that the boy surfers from low self-esteem and is shunned by his classmates. This implies that teachers 





Pilot Study Vignettes 
 
Sample vignette # 1 
 
“Gum Disease May Raise Hypertension Risk” 
The New York Times 
 
A study funded by Oral-B Dental Care ® was published in Cardiovascular Research, a 
leading scientific journal in cardiovascular health. Currently, about a third of adults in the 
United States have high blood pressure. A correlational analysis was conducted to 
determine whether periodontal disease (gum disease) caused hypertension (high blood 
pressure). In order to assess gum disease and cardiovascular health, systemic 
biomarkers/indicators associated with hypertension and periodontitis were collected. 
Gum disease was only minimally associated to hypertension. Four percent of those with 
moderate periodontal disease had high blood pressure, and 9% of those with severe gum 
disease also had high blood pressure.  
 
 
Sample vignette # 2 
 
“Gum Disease May Raise Hypertension Risk”    
 
A study conducted by Dr. Eva Aguilera was funded by the American Research Council 
(ARC) a public body for funding of scientific research conducted within the United 
States. Currently, about a third of adults in the United States have high blood pressure (or 
hypertension), and almost half of Americans 30 and older have some degree of gum 
disease. The study included a total of 81 people and a correlational analysis was 
conducted to determine to what degree periodontal disease (gum disease) co-occurs with 
(or is associated with) hypertension (high blood pressure). Gum disease was somewhat 
associated with hypertension. Twelve percent of those with moderate periodontal disease 




Sample vignette # 3 
 
“Gum Disease May Raise Hypertension Risk” 
The New York Post  
 
A study conducted by Dr. Eva Aguilera at the University of Kansas was published in 
Cardiovascular Research. The study included more than 200,000 people and systemic 
biomarkers were collected. Gum disease was strongly associated with hypertension. 
Forty-one of those with moderate periodontal disease had high blood pressure and 49% 
of those with severe gum disease also had high blood pressure.  
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Sample vignette # 4 
 
“Psoriasis Tied to Increased Cancer Risk” 
The DailyMail   
 
A study funded by the National Institute of Health (NIH), an agency of the United States 
government responsible for biomedical research was published in the Journal of the 
American Medical Association. Presently, treatments for psoriasis include: topical 
treatments, light therapy, and steroids and there are 456,000 new cases of esophageal 
cancer per year. A longitudinal design was used to describe patterns of change across 
time in individuals with psoriasis. Population incidence rates of psoriasis linked to 
esophageal cancer mortality rates were gathered. Psoriasis was minimally connected to 
esophageal cancer. A small percentage of psoriasis sufferers, 6%, were diagnosed with 
esophageal cancer within their lifetime.  
 
Sample vignette # 5 
 
“Psoriasis Tied to Increased Cancer Risk” 
 
A study conducted by Dr. Rosa Parisi at the University of Tucson was funded by Gold 
Bond Healing Cream ®. Presently, treatments for psoriasis include: topical treatments, 
light therapy, and steroids. The study included more than 80,000 people. A cross-
sectional design was used to describe patterns of change across time in individuals with 
psoriasis. Psoriasis was strongly connected to esophageal cancer. A significant 
percentage of psoriasis sufferers, 51%, were diagnosed with esophageal cancer within 
their lifetime.  
 
 
Sample vignette # 6 
 
“Psoriasis Tied to Increased Cancer Risk” 
Los Angeles Times 
 
A study conducted by Dr. Rosa Parisi was published in the Journal of the American 
Medical Association, a top scientific journal in dermatology. The study included a total of 
37 people. To determine the connection between psoriasis and esophageal cancer, 
population incidence rates of psoriasis (an autoimmune skin disease) linked to esophageal 
cancer mortality rates (the number of people dying from cancer of the esophagus) were 
gathered. Psoriasis was somewhat connected to esophageal cancer. A moderate 




Sample vignette # 7 
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“Gay Teenagers Face Milder Punishments” 
The Washington Post  
 
A study conducted by Dr. Kathryn Gomez at the University of Ohio was published in 
Pediatrics. Currently, less than ten percent of youth in the United States identify as non-
heterosexual. The study included a total of 77 people and a cross-sectional design was 
utilized to measure differences between groups of different sexual orientation in relation 
to criminal sanctions. Only 1 (out of 5) result was statistically significant. Generally, gay, 
lesbian and bisexual teens in the United States were far more likely to be inadequately 
punished by courts than their straight peers, even though they were more likely to engage 
in serious misdeeds.  
 
 
Sample vignette # 8 
 
“Gay Teenagers Face Milder Punishments” 
 
A study funded by the Catholic National Organization for Marriage was published in 
Pediatrics, a chief scientific journal in pediatric research. Currently, less than ten percent 
of youth in the United States identify as non-heterosexual and approximately seven 
percent of all youth face school expulsion, juvenile arrest and conviction, as well as adult 
conviction. The study included 11,096 people and information pertaining sexual 
orientation and criminal justice sanctions was collected.  Two of the results (out of 5) 
were statistically significant. Generally, gay, lesbian and bisexual teens in the United 
States were far more likely to be inadequately punished by courts than their straight 
peers, even though they were more likely to engage in serious misdeeds.  
 
 
Sample vignette # 9 
 
“Gay Teenagers Face Milder Punishments” 
The Morning Star  
 
A study conducted by Dr. Kathryn Gomez was funded by Educational Leadership, a 
government body of educational research in U.S. primary schools. A longitudinal design 
was utilized to measure differences between groups of different sexual orientation in 
relation to criminal sanctions. To determine this, measures of sexual orientation 
(identifying as heterosexual or gay, lesbian, bisexual) in relation to criminal justice 
sanctions (expulsions, arrests, and incarceration) were collected. All results (5 out of 5) 
were statistically significant. Generally, gay, lesbian, and bisexual teens in the United 
States were far more likely to be inadequately punished by courts than their straight 








Domains identified for the pilot study 
 
Domains (3) No. Sub-domains  Definition/Questions 
Credibility of Research (1) 
1A Authorship 
Who/what organization authored 
the article/put forward the 
information presented? What 
credentials do they have? Is this 
person/organization an authority in 
the field? 
1B Logic of Argument 
What is the RQ and is the design 
well organized to address it? How 
logical is the argument that is being 
formed 
1C Ethical Aspects 
Are ethical aspects of research 
mentioned? Are there any violations 
of participants’ 
confidentiality/privacy? What 
organization is funding this study? 
Is there funding information 
available? What potential biases are 
there? Are these biases 
acknowledged in the vignette? Did 
the researcher/study gather data to 
align with pre-conceived notions? 
Was data modified to align with 
preconceived notions? Are there 
potential conflicts of interest? 
1D Publication Information  
Outlet: Reputability of original 
article publication outlet; 
Year of Publication  
Research Design (2- 
Sample 
3 - Variables 
4 - Data Analysis 
5- Interpretation) 
2A Unit 
What is the unit of analysis 
(animals, humans, college students, 
social media posts)? 
2B Sample Size 
How big/small is the sample? Is the 









Are conclusions being drawn from 
different populations (non-human 
studies, different age groups, 
samples that are not similar to the 
generalizable population)? Was the 
population an exceptional 
population? 
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Can the findings of this article be 
generalized to other populations? 
How generalizable are the results? 
Where did the research study take 
place? Is the research location 
unique? (thereby limiting 
generalizability) 
3A Independent Variables 
Are the independent variables clear? 
If so, can the reader identify the 
independent variable?  
3B Dependent Variables 
Are the dependent variables clear? 
If so, can the reader identify the 
dependent variable? 
3C Adequacy of Measures 
Are the measurements employed 
obvious/clear? Is this information 
omitted? 
3D Validity of Measures 
Are measures used validated? Is 
there mention of validity? 
(subsumes reliability) 
3E Multiple Measures 
Have all of the variables been 
defined clearly? What variables 
were examined? What variables 
were tested? What variables were 
manipulated? 
4B Analysis/Research Design 
What data are the study based on? 
What research design was utilized? 
What analyses was conducted? Is 
this information available? Is the 
data/statistical analysis appropriate? 
Is it sufficient?  
5A Overstated Results 
Are the results overstated (using the 
word “prove,” “without a doubt,” 
etc.)? Is there language that 
indicates that there is no need for 






Causation is inferred from 
correlational study 
5C Technical Errors Erroneous figures/numbers in presentation of results 





Is it possible to interpret the 
findings/results in a different way? 




suggested/examined? Could I reach 
different conclusions based on the 
same information presented? 
5F Acknowledgement of Limitations Are there any limitations noted? 
Dissemination of Research 
6A Caliber of the dissemination 
Have all of the acronyms been 
defined clearly? Are different terms 
conflated/used interchangeably? Is 
background knowledge required in 
order to understand (scientific 
background, analysis, technical 
jargon, etc.)? 
6B Audience 
Who is the intended audience? (e.g., 
general public or vulnerable 
populations.) Is there an agenda in 
the dissemination to scare people or 
make money? 
6C Evaluation of Forum 
Who is disseminating the research; 
what outlet/medium and how 
reliable or impartial? How credible 





























General probe (to begin):  
“What issues are important when you read a research-related article?” 
“I’m just going to follow up with different aspects of research. You can answer yes/no  
If yes, I’m going to ask you to specify” 
 
Specific domain probes: 
 
Domain 1: “Are there any issues around authorship?” 
Domain 2: “Are there any issues around ethics?” 
Domain 3: “Are there any issues around where this research was published?” 
Domain 4: “Are there any issues around the sample size?” 
Domain 5: “Are there any issues around the research design?” 
Domain 6: “Are there any issues around the information on the measures utilized?” 
Domain 7: “Any there any issues around the strength of the results/findings?” 
Domain 8: “Are there any issues around the background information related to the 
purpose of the research?”  


































“I’m going to ask you to read, to yourself, three vignettes.” 
 
[Hands vignettes to participants] 
 
“I am going to present you three research vignettes, each on a different topic. After you 
read each one, I’m going to ask you 10 questions about each of them. The questions that I 
ask for each of the vignettes are the same. The first question will be a general question, 
the following nine questions will ask about aspects of the reported research. The 10 
questions are the same for each vignette and so will be repeated for the first, second, and 
third vignette having nothing to do with your answers on the previous vignette(s).” 
 
General probe (to begin):  
“What issues are important when you read a research-related study?” 
“I’m just going to follow up with different aspects of research. You can answer yes/no  
If yes, I’m going to ask you to specify.” 
 
Specific domain probes: 
 
Domain 1: “Are there any issues around the author(s) of the research study discussed?” 
Domain 2: “Are there any issues around ethics?” 
[Optional, if asked about the term] Definition of the term ethics:  potential conflict 
of interests or biases 
Domain 3: “Are there any issues around where this research was originally published?” 
Domain 4: “Are there any issues around the sample size?” 
[Optional, if asked about the term] Definition of the term sample size: The 
number of samples in a research study 
Domain 5: “Are there any issues around the research design?” 
[Optional, if asked about the term] Definition of the term research design: The 
methods and procedures used to collect and analyze data 
Domain 6: “Are there any issues around the information on the measures utilized?” 
[Optional, if asked about the term] Definition of the term measures: Variables that 
were examined in the research study 
Domain 7: “Any there any issues around the results?” 
Domain 8: “Are there any issues around the background information that led to the 
research?”  
Domain 9: “Are there any issues around where this research is being cited?” 
[Optional, if asked about the term] Definition of the term citation: The forum that 








• Credibility of Research (3 sub-domains selected) 
1. Authorship 
a. No information pertaining authorship provided 
b. Limited information about authorship provided (either about the 
author or organization) 
c. Information pertaining authorship provided (both the author and 
organization)  
2. Conflict of interest/bias (ethical aspects) 
a. No information pertaining funding source 
b. Non-independent funding source mentioned 
c. Independent funding source mentioned  
3. Publication outlet 
a. No information provided related to publication outlet 
b. Publication outlet mentioned, unspecified caliber of journal  
c. Described as a study published in a top journal  
• Research Design (4 sub-domains selected) 
4. Sample size 
a. Information about sample size not mentioned 
b. Small sample size mentioned 
c. Large sample size mentioned 
5. Analysis/research design  
a. Data analysis/research design conducted not mentioned 
b. Data analysis/research design conducted not appropriate for study 
(causal for correlational study) 
c. Data analysis/research design conducted is appropriate for study 
6. Adequacy of measures  
a. Measures utilized in study not mentioned 
b. Measures utilized mentioned without an explanation/rationale 
c. Measures utilized mentioned, explained, and a brief rationale 
provided  
7. Strength of evidence/Results or findings  
a. Results are underwhelming (rather small figures/% or not 
statistically significant) 
b. Mixed findings (“while… it was also found that….”/some results 
statistically significant) 
c. Strong findings pointing in the same direction (all results 
statistically significant)  
• Dissemination of Research (2 sub-domains selected) 
8. Background information 
a. No background information provided 
b. Limited background information provided 
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c. Background information provided 
9. Evaluation of forum 
a. No information about platform/outlet citing the research  
b. Poor quality platform/outlet shown (e.g., DailyMail, National 
Enquirer, advocacy group with bias etc.)  
c. Higher quality outlet citing the research (e.g., NYT, NIH or 












































Permutation of pilot vignettes: 
Topic 1 (gum disease and hypertension) 
• Sample vignette # 1 (1A, 2B, 3C, 4A, 5B, 6C, 7A, 8B, 9C) Omitted (1, 4, and 7) 
• Sample vignette # 2 (1B, 2C, 3A, 4B, 5C, 6A, 7B, 8C, 9A) Omitted (3, 6, and 9) 
• Sample vignette # 3 (1C, 2A, 3B, 4C, 5A, 6B, 7C, 8A, 9B) Omitted (2, 5, and 8) 
Topic 2 (psoriasis and cancer)  
• Sample vignette # 4 (1A, 2C, 3B, 4A, 5C, 6B, 7A, 8C, 9B) Omitted (1, 4, and 7) 
• Sample vignette # 5 (1C, 2B, 3A, 4C, 5B, 6A, 7C, 8B, 9A) Omitted (3, 6, and 9) 
• Sample vignette # 6 (1B, 2A, 3C, 4B, 5A, 6C, 7B, 8A, 9C) Omitted (2, 5, and 8) 
Topic 3 (LGBT and punishment) 
• Sample vignette # 7 (1C, 2A, 3B, 4B, 5C, 6A, 7A, 8B, 9C) Omitted (2, 6, and 7) 
• Sample vignette # 8 (1A, 2B, 3C, 4C, 5A, 6B, 7B, 8C, 9A) Omitted (1, 5, and 9) 







































How many credits have you accumulated? ___________ 
Have you taken statistics?     ◯ Yes ◯  No 
 If YES, what semester did you take it? ___________________________ 
If YES, what grade did you earn? ______ 
Have you taken Research Methods? ◯ Yes ◯ No  
If YES, what semester did you take it? ___________________________ 
If YES, what grade did you earn? ______ 
Are you? ◯ Male ◯ Female ◯ Prefer not to answer  































Have you taken statistics?     ◯ Yes ◯ No 
If YES, what grade did you earn? ______ 
Have you taken Research Methods or Experimental Psychology? ◯ Yes ◯ No  
If YES, what grade did you earn? ______ 
What is your cumulative GPA? _____________ 
To what extent do you feel you can make use of the primary scientific research literature 
in your field? Item rated on a 5-point scale ranging from 1 (not at all) to 5 (a great deal). 
 































Vignette # 1 
 
“Recidivism and Arrest Rates” 
As cited in The New York Post (9B) 
 
A study funded by the U.S. Sentencing Commission Report, a bipartisan, independent 
agency located in the judicial branch of government (2C) was published in the Journal of 
Correctional Education (3B). A correlational analysis was conducted to determine the 
relationship (5C) between people with long-term recidivism rates and their arrest rates 
(6B). Recidivism rates were minimally associated with arrest rates. Seven percent of 
those with moderate recidivism rates were arrested due to general offenses and 9% of 
those with long-term recidivism were arrested due a violent crime (7A). Presently, arrest 
records of people living in the U.S. are kept indefinitely, and numerous rehabilitation 
programs are implemented to combat recidivism (8C).  
 
Authorship (1A) No information pertaining authorship provided None 
Ethics (2C) Independent funding source mentioned Good 
Publication (3B) Publication outlet mentioned, unspecified caliber of 
journal  
Bad 
Sample size (4A) Information about sample size not mentioned None 
Analysis (5C) Data analysis appropriate for study Good 
Measures (6B) Measures utilized can be inferred/superficially 
mentioned 
Bad 
Evidence (7A) Results are underwhelming None 
Dissemination (8C) Background information provided Good 
Citation (9B) Poor quality platform/outlet shown Bad 
 
 
Vignette # 2 
 
“Recidivism and Arrest Rates”    
 
A study conducted was funded by the Better Bail NYC ® (2B). The author of the study 
was Dr. Eva Aguilera at the University of Kansas (1C).  The records of 412,373 prisoners 
released were included in the study (4C). A correlational analysis was conducted to 
determine whether recidivism was the cause of arrest rates (5B). Recidivism rates were 
strongly associated with arrest rates. Forty-nine percent of those with moderate 
recidivism rates were arrested due to general offenses and 41% of those with long-term 
recidivism were arrested due a violent crime (7C). Presently, numerous rehabilitation 
programs are implemented to combat recidivism (8B). 
	 97	
 
Authorship (1C) Information pertaining authorship provided 
(author/org) 
Good 
Ethics (2B) Non-independent funding source mentioned Bad 
Publication (3A) No information provided related to publication outlet None 
Sample size (4C) Large sample size mentioned Good 
Analysis (5B) Data analysis conducted not appropriate for study Bad 
Measures (6A) Measures utilized in study not mentioned None 
Evidence (7C) Strong findings pointing in the same direction    Good 
Dissemination (8B) Limited background information provided Bad 





Vignette # 3 
 
“Recidivism and Arrest Rates” 
As cited in The New York Times (9C)  
 
A study was published in the Journal of Correctional Education, a top scientific journal 
in criminal justice (3C). The author of the study was Dr. Eva Aguilera (1B); the records 
of 81 prisoners released were included in the study (4B). Long-term recidivism rates (the 
tendency of a convicted criminal to offend) and their arrest rates (for various crimes 
including drug, property, and public order offenses, as well as violent crimes) were 
gathered (6C). Recidivism rates were moderately associated with arrest rates. Fourteen 
percent of those with moderate recidivism rates were arrested due to general offenses and 
49% of those with long-term recidivism were arrested due a violent crime (7B).  
 
Authorship (1B) Limited information about authorship provided Bad 
Ethics (2A) No information pertaining funding source  None 
Publication (3C) Described as a study published in a top journal Good 
Sample size (4B) Small sample size mentioned Bad 
Analysis (5A) Data analysis conducted not mentioned None 
Measures (6C) Measures utilized mentioned and a brief rationale 
provided 
Good 
Evidence (7B) Mixed findings Bad 
Dissemination (8A) No background information provided None 
Citation (9C) Higher quality outlet citing the research Good 
 
Vignette # 4 
 
“Psoriasis Tied to Increased Cancer Risk” 
As cited by The New York Post (9B) 
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A study funded by the National Institute of Health (NIH), an agency of the United States 
government responsible for biomedical research (2C) was published in the Journal of the 
American Medical Association (3B). Presently, treatments for psoriasis include: topical 
treatments, light therapy, and steroids and there are 456,000 new cases of esophageal 
cancer per year (8C). A longitudinal design was used to describe patterns of change 
across time in individuals with psoriasis (5C). Population incidence rates of psoriasis 
linked to esophageal cancer mortality rates were gathered (6B). Psoriasis was minimally 
connected to esophageal cancer. A small percentage of psoriasis sufferers, 6%, were 
diagnosed with esophageal cancer within their lifetime (7A).  
 
Authorship (1A) No information pertaining authorship provided None 
Ethics (2C) Independent funding source mentioned Good 
Publication (3B) Publication outlet mentioned, unspecified caliber of 
journal  
Bad 
Sample size (4A) Information about sample size not mentioned None 
Analysis (5C) Data analysis appropriate for study Good 
Measures (6B) Measures utilized can be inferred/superficially 
mentioned 
Bad 
Evidence (7A) Results are underwhelming None 
Dissemination (8C) Background information provided Good 
Citation (9B) Poor quality platform/outlet shown Bad 
 
Vignette # 5 
 
“Psoriasis Tied to Increased Cancer Risk” 
 
A study conducted was funded by Gold Bond Healing Cream ® (2B). The author of the 
study was Dr. Rosa Parisi at the University of Tucson (1C). Presently, treatments for 
psoriasis include: topical treatments, light therapy, and steroids (8B). The study included 
more than 80,000 people (4C). A cross-sectional design was used to describe patterns of 
change across time in individuals with psoriasis (5B). Psoriasis was strongly connected to 
esophageal cancer. A significant percentage of psoriasis sufferers, 51%, were diagnosed 
with esophageal cancer within their lifetime (7C).  
 
Authorship (1C) Information pertaining authorship provided 
(author/org) 
Good 
Ethics (2B) Non-independent funding source mentioned Bad 
Publication (3A) No information provided related to publication outlet None 
Sample size (4C) Large sample size mentioned Good 
Analysis (5B) Data analysis conducted not appropriate for study Bad 
Measures (6A) Measures utilized in study not mentioned None 
Evidence (7C) Strong findings pointing in the same direction    Good 
Dissemination (8B) Limited background information provided Bad 





Vignette # 6 
 
“Psoriasis Tied to Increased Cancer Risk” 
As cited in The New York Times (9C) 
 
A study was published in the Journal of the American Medical Association, a top 
scientific journal in dermatology (3C). The author of the study was Dr. Rosa Parisi (1B); 
the study included a total of 37 people (4B). To determine the connection between 
psoriasis and esophageal cancer, population incidence rates of psoriasis (an autoimmune 
skin disease) linked to esophageal cancer mortality rates (the number of people dying 
from cancer of the esophagus) were gathered (6C). Psoriasis was somewhat connected to 
esophageal cancer. A moderate percentage of psoriasis sufferers, 28%, were diagnosed 
with esophageal cancer within their lifetime (7B).  
 
Authorship (1B) Limited information about authorship provided Bad 
Ethics (2A) No information pertaining funding source  None 
Publication (3C) Described as a study published in a top journal Good 
Sample size (4B) Small sample size mentioned Bad 
Analysis (5A) Data analysis conducted not mentioned None 
Measures (6C) Measures utilized mentioned and a brief rationale 
provided 
Good 
Evidence (7B) Mixed findings Bad 
Dissemination (8A) No background information provided None 
Citation (9C) Higher quality outlet citing the research Good 
 
Vignette # 7 
 
“How to Boost Reading Proficiency Scores: Phonics” 
As cited by The New York Post (9B) 
 
A study funded by Educational Leadership, a government body of educational research in 
U.S. primary schools (2C) was published in Journal of Literacy Research (3B). The study 
used a cross-sectional design to measure differences between groups of students taught 
the phonics and whole-language methods in relation to reading scores on national exams 
(5C). Information pertaining reading instruction and national reading scores were 
collected (6B). One of the results (out of 5) were statistically significant. Students who 
had been taught to read through the phonics method earned higher reading scores 
compared to the whole-language method group (7A). Currently, less than twenty percent 
of students in the United States taught the phonetic method when learning to first read 
and approximately a third of students do not meet the standards for reading proficiency 
(8C).   
 
 
Authorship (1A) No information pertaining authorship provided None 
Ethics (2C) Independent funding source mentioned Good 
	100	
Publication (3B) Publication outlet mentioned, unspecified caliber of 
journal  
Bad 
Sample size (4A) Information about sample size not mentioned None 
Analysis (5C) Data analysis appropriate for study Good 
Measures (6B) Measures utilized can be inferred/superficially 
mentioned 
Bad 
Evidence (7A) Results are underwhelming None 
Dissemination (8C) Background information provided Good 
Citation (9B) Poor quality platform/outlet shown Bad 
 
 
Vignette # 8 
 
“How to Boost Reading Proficiency Scores: Phonics” 
 
A study conducted was funded by KidzPhonics ® (2B). The author of the study was 
Kathryn Gomez, Ph.D. at the University of Ohio (1C). The study included 11,096 
children (4C). A longitudinal design was utilized to measure differences between groups 
of students taught the phonics and whole-language approach methods in relation to higher 
reading scores on national exams (5B). Five of the results (out of 5) were statistically 
significant. Students who had been taught to read through the phonics method earned 
higher reading scores compared to the whole-language method group (7C). Currently, 
less than twenty percent of children in the United States are taught the phonics method 
when learning to read (8B). 
 
Authorship (1C) Information pertaining authorship provided 
(author/org) 
Good 
Ethics (2B) Non-independent funding source mentioned Bad 
Publication (3A) No information provided related to publication outlet None 
Sample size (4C) Large sample size mentioned Good 
Analysis (5B) Data analysis conducted not appropriate for study Bad 
Measures (6A) Measures utilized in study not mentioned None 
Evidence (7C) Strong findings pointing in the same direction    Good 
Dissemination (8B) Limited background information provided Bad 





Vignette # 9 
 
“How to Boost Reading Proficiency Scores: Phonics” 
As cited in The New York Times (9C) 
 
A study was published in Journal of Literacy Research, a chief scientific journal in 
literacy research (3C). The author of the study was Dr. Kathryn Gomez (1B); the study 
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included a total of 42 people (4B). To determine the connection between phonics 
instruction and reading scores, children’s exposure to phonics instruction (teaching how 
letters and syllables correspond to sounds) in relation to reading score on national exams 
(a reading proficiency test) were collected (6C). Three of the results (out of 5) were 
statistically significant. Generally, students who had been taught to read through the 
phonics method earned higher reading scores compared to the whole-language method 
group (7B).  
 
Authorship (1B) Limited information about authorship provided Bad 
Ethics (2A) No information pertaining funding source  None 
Publication (3C) Described as a study published in a top journal Good 
Sample size (4B) Small sample size mentioned Bad 
Analysis (5A) Data analysis conducted not mentioned None 
Measures (6C) Measures utilized mentioned and a brief rationale 
provided 
Good 
Evidence (7B) Mixed findings Bad 
Dissemination (8A) No background information provided None 


































We are looking for undergraduate students to learn more about research literacy! 
 
We are looking for psychology students to be interviewed for 30-40 minutes to assess 
their understanding of research literacy. In addition to this, students will complete 3 brief 
questionnaires pertaining their knowledge of research, and an additional survey inquiring 
about demographics, course enrollment, and self-reported grades (total completion time 
for the 3 questionnaires is a maximum of 50 minutes). 
 
You must be:  
• At least 18 years old 
• Currently taking classes 
• Have declared psychology as your major 
• Be available to be interviewed via Zoom 
• Be okay with being audio-recorded 
• Complete 3 questionnaires via SurveyMonkey 
 































Debriefing statement (read to participants): 
 
Thank you for participating in the research study.  
 
You may have noticed that some of the vignettes made unlikely claims or contained 
information that was dubious. Please note that the vignettes were manipulated for the 









































Psychological Research Methods (PRM) 
 
Please choose the best answer for each of the following 10 multiple-choice questions 
which address the topic of research methodology in psychology.  
 
1. An investigator has found a negative correlation between the amount of vitamin C 
people take and the number of colds they get. The investigator could safely 
conclude from this finding that: 
a. The more vitamin C taken is associated with getting fewer colds 
b. People who get few colds are compelled to take vitamin C 
c. Taking vitamin C causes people to get few colds 
d. The more vitamin C taken is associated with getting more colds 
 
2. An explanation using an integrated set of principles that organizes and predicts 






3.  In a study involving the effects of drug use on dreams, the type and amount of  
drug used would be the _______ variable and the effect on a person’s dreams 
would be the _____ variable. 
a. dependent, independent 
b. independent, dependent 
c. empirical, rational 
d. rational, empirical 
 
4.  A correlation between self-esteem and annual income of -.75 would indicate that: 
a. Higher levels of annual income are associated with lower levels of self-
esteem 
b. Lower levels of self-esteem are associated with lower levels of annual 
income 
c. Higher levels of self-esteem are associated with higher levels of annual 
income 




 5.  The key advantage of the experimental method is that it: 
a. Allows for direct cause-effect conclusions 
b. Enables experimenters to study more phenomena 
c. Is best suited for the investigation of abnormal behavior 
d. Enables replication or empiricism 
 
6.  The part of an experiment that the experimenter deliberately manipulates is the: 
a. Hypothesis 
b. Control group 
c. Dependent variables 
d. Independent variables 
 
7.  A group of researchers wanted to determine if people will eat more food in a room 
with red paint and red decorations than in a room that is decorated in blue. Half the 
participants in this study ate in a red room and half ate in a blue room. The researchers 
then measured how much food was consumed in each of the two rooms. In this study, the 
independent variable was: 
a. The type of food that was available during the study 
b. The amount of food that was consumed 
c. The color of the decorations in the room 
d. How hungry the participants were at the end of the study 
8.  Which of the following correlation coefficients expresses the strongest degree of 






9.  What is a representative sample? 
a. A small population 
b. A group of participants who know each other 
c. A sample that is identical in size and characteristics to a population 
d. A sample selected to reflect the characteristics of a population of 
interest 
 
10.  Which of the following is the best description of the use of inferential statistics? 
a. Procedure used to explain the relationship between two variables 
b. A method for summarizing a large amount of data with a few numbers 
c. Method used to determine the practical importance of research findings 







Expert Rating of Proposed Scale Items 
 
Below is a proposed scale of research literacy including domains and sub-domains 
(components) we have tentatively proposed as possible, potential components of research 
literacy. To ascertain their importance, or not, to research literacy, we would like 
instructors of research methods courses to rate the proposed scale sub-domains for their 
relative importance, or not, for inclusion in a Research Methods course.  
 
Your rating, for each sub-domain item below, may range from 0 (not important at 
all) to 5 (very important) for inclusion in a course on research methods. You may 
simply type in the number that corresponds to your rating in the right-hand 









Who/what organization authored the article/put 
forward the information presented? What 
credentials do they have? Is this 




What is the RQ and is the design well organized 





Are ethical aspects of research mentioned? Are 
there any violations of participants’ 
confidentiality/privacy? What organization is 
funding this study? Is there funding information 
available? What potential biases are there? Are 
these biases acknowledged in the vignette? Did 
the researcher/study gather data to align with pre-
conceived notions? Was data modified to align 
with preconceived notions? Are there potential 




Outlet: Reputability of original article publication 
outlet; 








Unit What is the unit of analysis (animals, humans, college students, social media posts)?  
Sample Size 
How big/small is the sample? Is the sample 











Are conclusions being drawn from different 
populations (non-human studies, different age 
groups, samples that are not similar to the 
generalizable population)? Was the population an 
exceptional population? 
Can the findings of this article be generalized to 
other populations? How generalizable are the 
results? Where did the research study take place? 





Are the independent variables clear? If so, can the 
reader identify the independent variable?   
Dependent 
Variables 
Are the dependent variables clear? If so, can the 
reader identify the dependent variable?  
Adequacy of 
Measures 
Are the measurements employed obvious/clear? 
Is this information omitted?  
Validity of 
Measures 
Are measures used validated? Is there mention of 









Have all of the variables been defined clearly? 
What variables were examined? What variables 




What data are the study based on? What research 
design was utilized? What analyses was 
conducted? Is this information available? Is the 





Are the results overstated (using the word 
“prove,” “without a doubt,” etc.)? Is there 
language that indicates that there is no need for 






Causation is inferred from correlational study  
Technical 
Errors 




Are the results clear? Or are they unambiguous?   
Consideratio
n of Other 
Interpretation
s 
Is it possible to interpret the findings/results in a 
different way? Are potential counterarguments 
explored/discussed/mentioned? Are alternative 
explanations suggested/examined? Could I reach 













Have all of the acronyms been defined clearly? 
Are different terms conflated/used 
interchangeably? Is background knowledge 
required in order to understand (scientific 
background, analysis, technical jargon, etc.)? 
 
Audience 
Who is the intended audience? (e.g., general 
public or vulnerable populations.) Is there an 





Who is disseminating the research; what 
outlet/medium and how reliable or impartial? 








Alternate assignment for students who did not qualify 
 
Assignment in Lieu of Research Participation 
 
 
This is a written assignment designed to help students learn more about actual research in 
Psychology. It is an alternative to participating in a research study (due to 
ineligibility).  
 
Please read the assigned article pertaining to psychological research.  
 
The Crisis of Confidence in Research Findings in Psychology: Is Lack of Replication the 
Real Problem? Or Is It Something Else? 
Frank L. Schmidt 




The assignment will not be accepted if you copy directly from the article or if it appears 
that you did not read the article carefully.    
 
The assignment should be 2 double-spaced pages (1-inch margins, 12-point, Times New 
Roman font) 
 
Read the article carefully and answer the questions in your own words.  
 
1. Summarize the article (not to exceed 200 words).  
2. What was the procedure employed in the article?  
3. What were the study’s strengths and limitations? 













Appendix U. Expanded Codebook 
 
 








Does not identify any 
components of missing 
sub-domain 
“No” or “I don’t know” 
or “I’m not sure” 
Identifies one missing 
component – either title/degree 
OR author affiliation OR author 
herself 
Identifies and explains 
missing components 







Does not identify 
missing component of 
sub-domain 
AND/OR 
discusses unrelated or 
erroneous content 
“No” or “I don’t know” 
or “I’m not sure” 
   Identifies missing component 
of sub-domain (w/o explaining) 
Identifies an important domain 
related to the authors (specialty, 
degree, expertise, affiliation, 
experience, etc.) w/o explaining  
States being unsure and explains 
why   








Discusses unrelated and 
erroneous content 
 
“I don’t know” or “I’m 
not sure” 
Participant identifies one author-
related aspect and states being 
unsure 
Vague response/superficially 
touches upon sub-domain 
Discusses the “right idea” but 
with errors  
Correctly responds that 
there is nothing 
missing/no issue 
(answers “no”) 




related to authorship that 






   Does not mention 
missing sub-domain 
Supports a claim of 
“yes” but raises 
unrelated or erroneous 
content related to ethics  
“No” or “I don’t know” 
or “I’m not sure” 
   Identifies a legitimate issue of 
an ethical nature (in no uncertain 
terms – uses correct 
terminology), but does not 
elaborate 
Supports a claim of “yes” but 
with vague reasoning  
 
Identifies and explains a 











“No” or “I don’t know” 
or “I’m not sure” 
Identifies other ethical 
issue but NOT non-
independent source 
(w/o explanation) 
   Identifies a problem with non-
independent source, but does not 
elaborate 
Identifies a legitimate ethical 
concern AND explains it  







   Discusses unrelated or 
erroneous content 
“I don’t know” or “I’m 
not sure” 
   
Participant states being unsure 
and raises valid point related to 
ethics but does not explain 
Correctly responds that 
there is nothing 
missing/no issue 
(answers “no”) 
Participant raises valid 









   Does not identify any 
components of missing 
sub-domain 
“No” or “I don’t know” 
or “I’m not sure” 
   Inquires generally about sub-
domain (where it was 
published?) 
Raises a valid point/identifies 
something related to publication 
that is legitimate (w/o explicitly 
identifying sub-domain) 
Inquires about sub-
domain and explains why 









   Does not identify 
missing component of 
sub-domain 
Discusses unrelated or 
erroneous content 
“No” or “I don’t know” 
or “I’m not sure” 
   Inquires about type of 
publication outlet 
States being unsure and 
meaningfully explains why   
Identifies a legitimate point 
(e.g., bias, funding source, 
reputation, etc.) about sub-
domain without an explanation  
Inquires and explains 
why type of outlet is 
important 
Level C 
Described as a 
study published 
in a top journal 
   Discusses unrelated or 
erroneous content 
 “I don’t know” or “I’m 
not sure” 
   
Participant states being unsure 
and raises a point related to sub-
domain w/o explanation 
Correctly responds that 
there is nothing 
missing/no issue 
(answers “no”) 
Participant raises valid 









   Does not mention 
missing sub-domain 
“No” or “I don’t know” 
or “I’m not sure” 




domain is missing and 







   Does not identify any 
problems with small 
sample size 
“No” or “I don’t know” 
or “I’m not sure” 
 
   Makes an accurate judgment 
related to sample size without 
providing an explanation 
Identifies and explains 





   Discusses unrelated or 
erroneous content 
“I don’t know” or “I’m 
not sure” 
“80,000 is a lot” (0 
because you don’t make 
a judgment about it – is 
a lot good or bad) 
 
   
Participant states being unsure 
and superficially touches upon 
sub-domain  
Participant correctly identifies 
sample size 
Correctly responds that 




related to sample size 










   Does not mention 
missing sub-domain 
“No” or “I don’t know” 
or “I’m not sure” 
Generally questions an 
aspect related to design 
(vaguely – not design 
though) 
   Identifies that sub-domain is 
missing 
“Not enough info” 
Identifies that sub-
domain is missing and 
explains why it’s 







   Does not identify that 
data analysis is not 
appropriate for study 
Discusses erroneous or 
unrelated “No” or “I 
don’t know” or “I’m not 
sure” 
   Mentions aspects of research 
(e.g., designs/statistical analysis) 
Identifies THE research 
design/data analysis/specific 
types of studies accurately 
without a follow-up 
States being unsure and explains 
why  (related to research design) 








   Discusses unrelated or 
erroneous content 
“I don’t know” or “I’m 
not sure” 
  Participant states being unsure 
or expresses doubt and explains  
Raises valid point related to 
research (e.g., designs/statistical 
analysis – log /cross-cross-seq ) 
design but does not explain 
“Not enough info” 
Correctly responds that 




related to research 
design/analysis that is 





utilized in study 
not mentioned 
   Does not mention 
missing sub-domain 
“No” or “I don’t know” 
or “I’m not sure” 
   Identifies that sub-domain is 
missing 
Raises a valid point/identifies 
something related to measures 
that is legitimate (w/o explicitly 
identifying sub-domain) 
Identifies that sub-
domain is missing and 




utilized can be 
inferred/superfic
ially mentioned 
   Does not mention 
sub-domain 
“No” or “I don’t know” 
or “I’m not sure” “Not 
enough info”  
Discusses erroneous or 
unrelated content 
   Mentions something 
(variables, different ways of 
assessing constructs, results, 
other relevant measures, control 
group) related to measures 
without further elaboration 
States being unsure and explains 
why   
Lists specific measures 
in the design and 
determines whether 




mentioned and a 
brief rationale 
provided 
   Discusses unrelated or 
erroneous content  
“I don’t know” or “I’m 
not sure” 
“It isn’t clear” [w/o 
further elaboration] 
   
(Participant states being unsure 
and) 
Raises a point related to 
measures – but does not explain 
Correctly responds that 




related to measures that 





   Does not mention 
anything about sub-
domain 
“No” or “I don’t know” 
or “I’m not sure” 
“Not enough 
information” 
   Identifies that results are 
inadequate/not impressive 
Expresses suspicion about the 
results (w/o explaining) 
“It should be more specific” 
Raises point that could affect 
results – sample size – 
generalizability – but does NOT 
mention actual figures 
Identifies and explains 




 Mixed findings 
   Does not mention 
mixed findings 
Discusses erroneous or 
unrelated content 
“No” or “I don’t know” 
or “I’m not sure”  
“It isn’t clear” [w/o 
further elaboration] 
   Questions/expresses suspicion 
about the results without 
explicitly providing explanations 
(questioning accuracy/results) 
Raises another point that could 
affect results – sample size – 
generalizability – but does NOT 
mention actual figures 
   Discusses specific 
figure(s) mentioned in 
the blurb and raises a 
valid point regarding 




pointing in the 
same direction 
   Discusses unrelated or 
erroneous content 
“I don’t know” or “I’m 
not sure” 
   (Participant states being unsure 
and) 
Raises valid point related to 
results but does not explain 
   Correctly responds that 
there is no issue (answers 
“no”) 
Identifies something 
related to results that is 







   Does not mention 
missing background 
information 
Participant states: “No” 
   Raises questions about 
background information OR 
identifies something that was 
unclear/ambiguous 
   Raises questions about 
background information 
and explains why this 






   Does not raise 
questions about limited 
background information 
provided 
“No” or “I don’t know” 
or “I’m not sure” 
“there’s no background 
info” 
   Raises questions about limited 
background information OR 
identifies something that was 
unclear/ambiguous 
States being unsure and explains 
why  (explicitly and clearly) 
   Raises questions about 
limited background 
information and explains 
(clearly and explicitly) 
how something that was 
unclear/ambiguous could 






   Discusses unrelated or 
erroneous content 
“there’s no background 
info” 
“I don’t know” or “I’m 
not sure” 
  (Participant states being unsure 
and) raises other legitimate* 
point related to background 
without explanation  
Generally states needing more 
background information 
   Correctly responds that 




background info (wide 
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“It doesn’t say” “It’s not 
specific” “There’s hardly/not a 
lot any information”  
Identifies background info – 
doesn’t state anything else 
range of potential 
responses) needed and 









   Does not mention 
anything about sub-
domain 
“No” or “I don’t know” 
or “I’m not sure” 
   Identifies that sub-domain is 
missing 
Raises a valid point/identifies 
something related to forum that 
is legitimate (bias, reliability, 
specificity, etc. - w/o explaining)  
“It’s not specific” 
   Identifies that sub-
domain is missing and 






   Does not mention 
poor quality platform or 
mentions the platform 
without casting any 
doubt 
Mentions that this info 
is missing 
Does not mention poor 
quality platform  
“No” or “I don’t know” 
or “I’m not sure” 
   Casts doubt on the platform 
without an explanation or 
mentions something about 
reputability/impartiality 
“It’s not specific”  
Raises a valid point/identifies 
something related to forum that 
is legitimate (bias, reliability, 
specificity, etc. - w/o explaining)  
   Casts doubt on the 
platform and discusses 
credibility/reputability in 
a meaningful way 
Level C 
 Higher quality 
outlet citing the 
research 
   Discusses unrelated or 
erroneous content 
“I don’t know” or “I’m 
not sure” 
   
(Participant states being unsure 
and) identifies something related 
to forum that is legitimate (bias, 
reliability, specificity, etc. - w/o 
explaining) 
   Correctly responds that 




related to forum that is 
legitimate and explains 
 
General rules: 
1. Answer will be taken into consideration if respondent specifically states it 
corresponds to that question (going back even in a different question) Explicitly 
requests to go back to that question  
2. When between two scores – score up rather than down  
3. Using terms/vocabulary related to sub-domains w/o explanation doesn’t 
automatically award points  
4. Respondents’ final claims stand 
5. Superficially touches upon sub-domain – automatic 1 OR tangentially related à 
maybe 1 
6. Their entire/most argument from the sub-domain is based on factually 
incorrect/erroneous info à 0 
7. Nonsensical answers are an automatic 0  
8. “I don’t think so” by itself – treated as “No” (for example – this would earn a 0 - I 
don't think there's enough information to determine if there was.) 
9. Simple claim of “no” – then doesn’t explain further – if in the B column – grant a 
0 
10. If the participant relates it in the hypothetical – we assume it is related to the sub-
domain  
11. When sub-domain is not explicitly identified – then identification earns a 1. When 
it is identified (as cited, published, then identifying does NOT earn you a 1).  
12. If we are in the C column, and participant states that there are no issues (“no”), 
and they raise a different valid point (even without explanation) they still earn a 2 
	114	
References 
Agresti, A., & Finlay, B. (2008). Statistical methods for the social sciences 
Harlow. Essex: Pearson Education Limited. 
Allen, K. (2006). The Statistics Concept Inventory: Development and analysis of a 
cognitive assessment instrument in statistics. Available at SSRN 2130143. 
American Psychological Association. (2013). APA guidelines for the undergraduate 
psychology major: Version 2.0. Retrieved from 
http://www.apa.org/ed/precollege/undergrad/index.aspx  
American Psychological Association. (2016). Guidelines for the undergraduate 
psychology major: Version 2.0. The American Psychologist, 71(2), 102. 
American Statistical Association. (2014). Curriculum guidelines for undergraduate 
programs in statistical science. Retrieved on December, 15, 2017. 
Amsel, E., Allen, L., & Bauer, R. (2014, August). Psychological literacy: Its nature, 
acquisition, and application. Presented at the 6th International Conference on 
Psychology Education, Flagstaff, AZ.  
Aron, A., Aron, E., & Coups, E. J. (2009). Statistics for psychology: Harlow. 
Bachiochi, P., Everton, W., Evans, M., Fugere, M., Escoto, C., Letterman, M., & 
Leszczynski, J. (2011). Using empirical article analysis to assess research 
methods courses. Teaching of Psychology, 38(1), 5-9. 
Baker, L. R., Pollio, D. E., & Hudson, A. (2011). Assessing student perception of 
practice evaluation knowledge in introductory research methods. Journal of 
Social Work Education, 47(3), 555-564. 
	115	
Baker, L. R., & Ritchey, F. J. (2009). Assessing practitioner’s knowledge of evaluation: 
Initial psychometrics of the practice evaluation knowledge scale. Journal of 
Evidence-Based Social Work, 6(4), 376-389. 
Balloo, K., Pauli, R., & Worrell, M. (2016). Individual differences in psychology 
undergraduates’ development of research methods knowledge and 
skills. Procedia-Social and Behavioral Sciences, 217, 790-800. 
Barber, P. (2002). Critical analysis of psychological research: Rationale and design for a 
proposed course for the undergraduate psychology curriculum. Psychology 
Learning & Teaching, 2(2), 95-101. 
Barge, S., & Gehlbach, H. (2012). Using the theory of satisficing to evaluate the quality 
of survey data. Research in Higher Education, 53(2), 182-200. 
Beaudry, J. S., & Miller, L. (2016). Research literacy: A primer for understanding and 
using research. Guilford Publications.  
Bidgood, P. (2010). Relating assessment to the real world. Assessment Methods in 
Statistical Education. An International Perspective, 155-161. 
Bisanz, J., Zimmerman, C., & Bisanz, G. L. (1998). Everyday scientific literacy: Do 
students use information about the social context and methods of research to 
evaluate news briefs about science? Alberta Journal of Educational 
Research,44(2), 188. 
Blair, R., Kirkman, E. E., & Maxwell, J. W. (2013). Conference Board of Mathematical 
Sciences (CBMS) Survey Reports 2010. American Mathematical Society. 
Braun, V., Clarke, V., Hayfield, N., & Terry, G. (2019). Thematic analysis. Handbook of 
Research Methods in Health Social Sciences, 843-860. 
	116	
Brown, N. J., Furtak, E. M., Timms, M., Nagashima, S. O., & Wilson, M. (2010). The 
evidence-based reasoning framework: Assessing scientific reasoning. Educational 
Assessment, 15(3-4), 123-141. 
Campisi, J., & Finn, K. E. (2011). Does Active Learning Improve Students’ Knowledge 
of and Attitudes Toward Research Methods?. Journal of College Science 
Teaching, 40(4), 38. 
Carver, R., Everson, M., Gabrosek, J., Horton, N., Lock, R., Mocko, M., … & Wood, B. 
(2016). Guidelines for assessment and instruction in statistics education (GAISE) 
college report 2016. 
Cendales, B., Trujillo, E. V., & Barbosa, C. (2013). Factores psicológicos asociados al 
desempeño académico en los cursos universitarios de estadística: diferencias por sexo 
y área de titulación. Avances en Psicología Latinoamericana, 31(2), 363-375. 
Christmann, A., & Van Aelst, S. (2006). Robust estimation of Cronbach’s alpha. Journal 
of Multivariate Analysis, 97(7), 1660-1674. 
Cronbach, L. J. (1951). Coefficient alpha and the internal structure of tests. 
Psychometrika, 16(3), 297–334. https://doi.org/10.1007/BF02310555  
Davies, N., & Marriott, J. (2010). Assessment and feedback in statistics. Assessment 
methods in statistical education: An international perspective. Chichester: John 
Wiley & Sons Ltd, 1-19. 
DelMas, G., Joan, G., Ooms, A., & Chance, B. (2007). Assessing students’ conceptual 
understanding after a first course in statistics. Statistics Education Research 
Journal, 6(2). 
	117	
De Veaux, R. D., Agarwal, M., Averett, M., Baumer, B. S., Bray, A., Bressoud, T. C., … 
& Kim, A. Y. (2017). Curriculum guidelines for undergraduate programs in data 
science. Annual Review of Statistics and Its Application, 4, 15-30. 
Dow, M. J., & Sutton, S. W. (2014). Research literacy: Master of library 
science. Emporia State University, School of Library and Information Science. 
Dunn, T. J., Baguley, T., & Brunsden, V. (2014). From alpha to omega: A practical 
solution to the pervasive problem of internal consistency estimation. British 
Journal of Psychology, 105(3), 399-412. 
Evans, C., Waring, M., & Christodoulou, A. (2017). Building teachers’ research literacy: 
integrating practice and research. Research Papers in Education, 32(4), 403-423. 
DOI:10.1080/02671522.2017.1322357  
Engel, J., Gal, I., & Ridgway, J. (2016, July). Mathematical literacy and citizen 
engagement: The role of civic statistics. In 13th International Congress on 
Mathematics Education (ICME13).  
Engel, J. (2017). Statistical literacy for active citizenship: A call for data science 
education. Statistics Education Research Journal, 16(1), 44-49. 
Field, A. (2013). Discovering statistics using IBM SPSS statistics. Sage Publications Ltd. 
Forman, J., & Damschroder, L. (2008). Qualitative content analysis. Empirical Methods 
for Bioethics: A Primer, 11, 39-62. 
Friedrich, J., Buday, E., & Kerr, D. (2000). Statistical training in psychology: A national 
survey and commentary on undergraduate programs. Teaching of 
Psychology, 27(4), 248-257. 
Furr, R., & Bacharach, V. (2014). Psychometrics: An introduction. Sage Publications.  
	118	
Gal, I. (2000). Adult Numeracy Development: Theory, Research, Practice. Series on 
Literacy: Research, Policy, and Practice. Hampton Press, Inc., 23 Broadway, 
Cresskill, NJ 07626. 
Gal, I. (2002) Adult’s statistical literacy: Meanings, components, responsibilities. 
International Statistical Review, 70(1), 1–51.  
Gal, I., & Ograjenšek, I. (2010). Qualitative research in the service of understanding 
learners and users of statistics. International Statistical Review, 78(2), 287-296. 
Gagnon, L. L., & Roberge, G. D. (2012). Dissecting the journey: Nursing student 
experiences with collaboration during the group work process. Nurse Education 
Today, 32(8), 945-950. 
Gardner, R. M., & Brown, D. L. (2013). A test of contemporary misconceptions in 
psychology. Learning and Individual Differences, 24, 211-215. 
Gardner, R. M., & Dalsing, S. (1986). Misconceptions about psychology among college 
students. Teaching of Psychology, 13(1), 32-34. 
Garfield, J. B. (1998b). The statistical reasoning assessment: Development and validation 
of a research tool. In the Proceedings of the 5th International Conference on 
Teaching Statistics.  
Garfield, J. (1999). Thinking about statistical reasoning, thinking and literacy. Paper 
presented at First Annual Roundtable on Statistical Thinking, Reasoning and 
Literacy (STRL-1).  
Garfield, J. B. (2003). Assessing statistical reasoning. Statistics Education Research 
Journal, 2(1), 22-38. 
	119	
Garfield, J., & Ben-Zvi, D. (2007). How students learn statistics revisited: A current 
review of research on teaching and learning statistics. International Statistical 
Review, 75(3), 372-396. 
Griffin, T. D., Jee, B. D., & Wiley, J. (2009). The effects of domain knowledge on 
metacomprehension accuracy. Memory & Cognition, 37, 1001–1013. 
doi:10.3758/MC.37.7.1001  
Griggs, R. A., & Ransdell, S. E. (1987). Misconceptions tests or misconceived 
tests? Teaching of Psychology, 14(4), 210-214. 
Groß Ophoff, J., & Rott, B. (2017). Educational Research Literacy. Journal for  
 Educational Research Online/Journal für Bildungsforschung Online, 9(2), 5-10. 
Groß Ophoff, J., Schladitz, S., Leuders, J., Leuders, T., & Wirtz, M. A. (2015). Assessing 
the development of educational research literacy: The effect of courses on 
research methods in studies of educational science. Peabody Journal of 
Education, 90(4), 560-573. 
Groß Ophoff, J. G., Wolf, R., Schladitz, S., & Wirtz, M. (2017). Assessment of 
Educational Research Literacy in higher education: Construct validation of the 
factorial structure of an assessment instrument comparing different treatments of 
omitted responses. Journal for Educational Research Online/Journal für 
Bildungsforschung Online, 9(2), 37-68. 
Harrison, M. A., Meister, D. G., & LeFevre, A. J. (2011). Which students complete extra-
credit work. College Student Journal, 45(3), 550-555.  
	120	
Hershey, D. A., Wilson, T. L., & Mitchell-Copeland, J. (1996). Conceptions of the 
psychological research process: Script variation as a function of training and 
experience. Current Psychology, 14(4), 293-312. 
Holden, G., Barker, K., Meenaghan, T., & Rosenberg, G. (1999). Research self-efficacy: 
A new possibility for educational outcomes assessment. Journal of Social Work 
Education, 35(3), 463-476. 
Holden, G., Barker, K., Rosenberg, G., & Onghena, P. (2008). The evaluation self-
efficacy scale for assessing progress toward CSWE accreditation—related 
objectives: A replication. Research on Social Work Practice, 18(1), 42-46. 
IBM Corp. Released 2020. IBM SPSS Statistics for Windows, Version 27.0. Armonk, 
NY: IBM Corp 
Institutional Research and Data Analysis (2021). Brooklyn College enrollment trends by 
program. Retrieved on July 1, 2021 from 
http://www.brooklyn.cuny.edu/bc/offices/avpbandp/ipra/fall_program_enrollment
.htm.  
Jeffries, C., & Maeder, D. W. (2005). Using vignettes to build and assess teacher 
understanding of instructional strategies. Professional Educator, 27, 17-28. 
Kaplan, R. M . & Sacuzzo, D. P. (2017). Psychological Testing: Principles, Applications, 
and Issues, 9th edition, Belmont, CA: Cengage Learning. 
Kardash, C. M. (2000). Evaluation of undergraduate research experience: Perceptions of 
undergraduate interns and their faculty mentors. Journal of Educational 
Psychology, 92(1), 191. https://doi.org/10.1037/0022-0663.92.1.191 
Karnilowicz, W. (2012). A comparison of self-assessment and tutor assessment of 
	121	
undergraduate psychology students. Social Behavior and Personality: An 
International Journal, 40(4), 591–604. https://doi.org/10.2224/sbp.2012.40.4.591 
Konold, C. (1989). Informal Conceptions of Probability. Cognition and Instruction, 6(1): 
59-98.  
Kuncel, N. R., Credé, M., & Thomas, L. L. (2005). The validity of self-reported grade 
point averages, class ranks, and test scores: A meta-analysis and review of the 
literature. Review of Educational Research, 75(1), 63-82.  
Lanning, S., & Mallek, J. (2017). Factors influencing information literacy competency of 
college students. The Journal of Academic Librarianship, 43(5), 443-450.  
Lecoutre, M. P. (1992). Cognitive models and problem spaces in “purely random” 
situations. Educational Studies in Mathematics, 23(6), 557-568. 
Leiner, D. J. (2019). Too fast, too straight, too weird: Non-reactive indicators for 
meaningless data in internet surveys. Survey Research Methods, 13(3), 229-248. 
Lester, D. (2016). Predicting success in psychological statistics courses. Psychological 
Reports, 118(3), 772-777. 
Malone, C. J., Gabrosek, J., Curtiss, P., & Race, M. (2010). Resequencing topics in an 
introductory applied statistics course. The American Statistician, 64(1), 52-58. 
McDonald, R. P. (1999). Test theory: A unified approach. 
McGregor, S. L. T. (2018). Understanding and evaluating research: A critical guide. Sage 
Publications. 
Meltzoff, J. (1997). Critical thinking about research: Psychology and related fields. 
Washington: American Psychological Association. 
	122	
Meyer, J. H., Shanahan, M. P., & Laugksch, R. C. (2005). Students’ Conceptions of 
Research. I: A qualitative and quantitative analysis. Scandinavian Journal of 
Educational Research, 49(3), 225-244. 
Mill, D., Gray, T., & Mandel, D. R. (1994). Influence of research methods and statistics 
courses on everyday reasoning, critical abilities, and belief in unsubstantiated 
phenomena. Canadian Journal of Behavioural Science/Revue canadienne des 
sciences du comportement, 26(2), 246. 
National Science Foundation, National Center for Science and Engineering Statistics, 
special tabulations of U.S. Department of Education, National Center for 
Education Statistics, Integrated Postsecondary Education Data System, 
Completions Survey, unrevised provisional release data, various years. Related 
detailed data: WMPD table 5-2, table 6-1, table 6-2, table 7-1, and table 7-2. 
Retrived from: https://ncses.nsf.gov/pubs/nsf19304/digest/field-of-degree-women  
Nind, M., Kilburn, D., & Luff, R. (2015). The teaching and learning of social research 
methods: developments in pedagogical knowledge. International Journal of 
Social Research Methodology. Doi: 10.1080/13645579.2015.1062631 
Nokes-Malach, T. J., & Mestre, J. P. (2013). Toward a model of transfer as sense-
making. Educational Psychologist, 48(3), 184-207. 
Norcross, J. C., Hailstorks, R., Aiken, L. S., Pfund, R. A., Stamm, K. E., & Christidis, P. 
(2016). Undergraduate study in psychology: Curriculum and assessment. 
American Psychologist, 71(2), 89. 
Peters, G.-J. Y. (2014). The alpha and the omega of scale reliability and validity: Why 
and how to abandon Cronbach’s alpha and the route towards more 
	123	
comprehensive assessment of scale quality. European Health Psychologist, 16(2), 
56-69. doi:10.31234/osf.io/h47fv 
Powell, L. R., Ojukwu, E., Person, S. D., Allison, J., Rosal, M. C., & Lemon, S. C. 
(2017). Psychometric Development of the Research and Knowledge 
Scale. Medical Care, 55(2), 117. 
Rajaretnam, T. (2015). Statistics for social sciences. SAGE Publishing India. 
Rathus, S. A. (2017). Childhood and adolescence: Voyages in development. Cengage 
Learning. 
Revelle,W. (2015b). Package “psych.” Available online at: http://org/r/psych-manual.pdf 
Revelle, W., & Zinbarg, R. (2009). Coefficient’s alpha, beta, omega, and the glb: 
Comments on Sijtsma. Psychometrika, 74,145–154.doi:10.1007/s11336-008- 
9102-z  
Ridgway, J. (2016). Implications of the data revolution for statistics 
education. International Statistical Review, 84(3), 528-549. 
Ross, K., Dennis, B., Zhao, P., & Li, P. (2017). Exploring Graduate Students’ 
Understanding of Research: Links between Identity and Research 
Conceptions. International Journal of Teaching and Learning in Higher 
Education, 29(1), 73-86. 
Rumsey, D. J. (2002). Statistical literacy as a goal for introductory statistics 
courses. Journal of Statistics Education, 10(3). 
Sadler, P. M., & Sonnert, G. (2016). Understanding misconceptions: Teaching and 
learning in middle school physical science. American Educator, 40(1), 26-32. 
	124	
Schield, M. (2004). Statistical literacy curriculum design. IASE Curriculum Design 
Roundtable. See www. StatLit. Org/pdf/2004SchieldIASE. Pdf. 
Schield, M. (2007). Statistical literacy: factual assessment to support hypothetical 
thinking. The Proceedings of the ISI/IASE Satellite on Assessing Student Learning 
in Statistics, Guimarães, Portugal: ISI, Voorburg, The Netherlands. Available 
via: http://www.124winburne. Edu. 
Au/lss/statistics/IASE/Satellite_papers/IASE_SAT_07_Schield. Pdf [Accessed 17 
Dec 2007]. 
Schram, C. M. (1996). A meta-analysis of sex differences in applied statistics 
achievement. Journal of Educational and Behavioral Statistics, 21(1), 55-70. 
Schuwirth, L. W., Verheggen, M. M., Van der Vleuten, C. P. M., Boshuizen, H. P. A., & 
Dinant, G. J. (2001). Do short cases elicit different thinking processes than factual 
knowledge questions do?. Medical Education, 35(4), 348-356. 
Serra, M. J. & DeMarree, K. G. (2016). Unskilled and unaware in the classroom: College 
students’ desired grades predict their biased grade predictions. Memory & 
Cognition, 44(7), 1127–1137. https://doi.org/10.3758/s13421-016-0624-9 
Sexton, R., Hignite, M., Margavio, T. M., & Margavio, G. W. (2009). Identifying 
Predictors of Achievement in the Newly Defined Information Literacy: A Neural 
Network Analysis. College Student Journal, 43(4). 
Shanks, L. L., & Serra, M. J. (2014). Domain familiarity as a cue for judgments of 
learning. Psychonomic Bulletin & Review, 21, 445– 453. doi:10.3758/s13423-
013-0513-1  
	125	
Sijtsma, K. (2009). On the use, the misuse, and the very limited usefulness of Cronbach’s 
alpha. Psychometrika, 74(1), 107. 
Smith, T., & Smith, S. (2018). Reliability and validity of the Research Methods Skills 
Assessment. International Journal of Teaching and Learning in Higher 
Education, 30(1), 80-90.  
Stoloff, M., McCarthy, M., Keller, L., Varfolomeeva, V., Lynch, J., Makara, K., … & 
Smiley, W. (2010). The undergraduate psychology major: An examination of 
structure and sequence. Teaching of Psychology, 37(1), 4-15.  
Tavakol, M., & Dennick, R. (2011). Making sense of Cronbach's alpha. International 
Journal of Medical Education, 2, 53. 
Tempelaar, D. (October, 2004). Statistical reasoning assessment: An analysis of the SRA 
instrument. Presented at the ARTIST Roundtable Conference on Assessment in 
Statistics held at Lawrence University. 
Tintle, N., VanderStoep, J., Holmes, V. L., Quisenberry, B., & Swanson, T. (2011). 
Development and assessment of a preliminary randomization-based introductory 
statistics curriculum. Journal of Statistics Education, 19(1). 
Tokunaga, H. T. (2018). Fundamental statistics for the social and behavioral sciences. 
Sage Publications. 
Tomcho, T. J., Rice, D., Foels, R., Folmsbee, L., Vladescu, J., Lissman, R., ... & Bopp, 
K. (2009). APA's learning objectives for research methods and statistics in 
practice: A multimethod analysis. Teaching of Psychology, 36(2), 84-89. 
Trochim, W., Donnelly, J., & Arora, K. (2015). Research methods: The essential 
knowledge base. Boston, Massachusetts: Cengage Learning. 
	126	
Tversky, A. & Kahneman, D. (1971). Belief in the law of small numbers. Psychological 
Bulletin, 76(2), 105-110.  
Tversky, A., & Kahneman, D. (1982). Judgments of and by representativeness. In 
Kahneman, D, Slovic, S., Slovic, C., & Tversky, A. (Eds.), Judgment under 
uncertainty: Heuristics and Biases (3-20). Cambridge University Press. 
Voyer, D., & Voyer, S. D. (2014). Gender differences in scholastic achievement: A meta-
analysis. Psychological Bulletin, 140(4), 1174-1204. 
Veilleux, J. C., & Chapman, K. M. (2017a). Development of a research methods and 
statistics concept inventory. Teaching of Psychology, 44(3), 203-211. 
Veilleux, J. C., & Chapman, K. M. (2017b). Validation of the Psychological Research 
Inventory of Concepts: An Index of Research and Statistical Literacy. Teaching of 
Psychology, 44(3), 212-221. 
Wallman, K. (1993) Enhancing statistical literacy: enriching our society. Journal of the  
 American Statistical Association, 88(421), 1–8.  
Watson, J. M. (1997). Assessing statistical thinking using the media, in The  
Assessment Challenge in Statistics Education, (I. Gal and J. B. Garfield), IOS 
Press, The Netherlands, 107–121.  
Watson, J., & Callingham, R. (2003). Statistical literacy: A complex hierarchical 
construct. Statistics Education Research Journal, 2(2), 3-46. 
Yang, B. W., Razo, J., & Persky, A. M. (2019). Using Testing as a Learning Tool. 
American Journal of Pharmaceutical Education, 83(9), 7324. 
https://doi.org/10.5688/ajpe7324  
	127	
Yilmaz, M. R. (1996). The challenges of teaching statistics to non-specialists. Journal of 
Statistics Education, 4, 1–12. 
Zeuch, N., Förster, N., & Souvignier, E. (2017). Assessing teachers’ competencies to 
read and interpret graphs from learning progress assessment: Results from tests 
and interviews. Learning Disabilities Research & Practice, 32(1), 61-70. 
Zinbarg, R .E.,  Revelle,W., Yovel, I., and Li, W. (2005). Cronbach’s α, 
Revelle’s β, and Mcdonald’s ωH: their relations with each other and two 
alternative conceptualizations of reliability. Psychometrika, 70,123–133.doi: 
10.1007/s11336-003-0974-7 
Zinbarg, R. E., Yovel, I., Revelle, W., & McDonald, R. P. (2006). Estimating 
generalizability to a latent variable common to all of a scale's indicators: A 
comparison of estimators for ωh. Applied Psychological Measurement, 30(2), 
121-144. 
 
