A formant-based approach to representing vowel quality is anchored in acoustic theory and is well documented in perception studies and in auditory modeling. This ongoing study investigates the representation of vowels in the responses of auditory models at the level of the midbrain (inferior colliculus). Previous modeling and physiological results have shown that formant structure is conveyed by changes in neural rates of midbrain cells that are tuned to amplitude modulations near voice pitch frequency. The current study examined model population responses to twenty speakers (10 male, 10 female) reciting 12 English vowel contrasts from the Hillenbrand et al. database (JASA, 1995, 97:3099). Pairwise correlations across model population responses for each vowel were used to evaluate variability in the neural representations. Results show that the acoustical variability associated with the vowel contrasts is maintained in these neural representations. Thus, variability in the acoustic vowel space is maintained after the nonlinear responses of realistic auditory-nerve models and midbrain models for amplitude modulation tuning. Our goal is to extend our knowledge of the neural representation of the vowel space using a computational model for the responses of auditory neurons to ensembles of speech tokens. 
INTRODUCTION
The auditory system is the portal by which the speech signal enters the brain. The signal moves from the cochlea to the auditory nerve, which conveys the speech signal, coded in the neural responses, to the ascending auditory pathways to the midbrain. The richness and structure in speech is coded in these neural responses. Midbrain neural responses are sensitive to periodicities in the signal in the pitch range of the human vocal track. Because vowels and vowel contrasts (vowel spaces), which are complex linguistic elements, exhibit periodicities related to the fundamental and harmonics and their formant structure, this type of speech sound is likely to be important in understanding how this coding works. Furthermore a formant-based approach to representing vowel quality is anchored in acoustic theory and is well documented in perception studies and in auditory modeling. Studies from over the last 40 years have shown that vowel spaces have inherent properties, independent of the languages in which they occur, well know through the theory of vowel dispersion (Dipsersion Theory) (Liljencrants and Lindblom, 1972, 1986; Lindblom and Madiesson, 1988) and its contemporary offshoots (Schwartz & Escudier, 1989; Schwartz et al.,1997a Schwartz et al., , 1997b Diehl & Lindblom, 2004; Ghosh et.al., 2011; Deihl, 2012) . These theories propose that the vowels in linguistic vowel systems disperse themselves within an acoustic space defined primarily by the first two formants of a vowel. In Dispersion Theory (DT), vowels spread out within an acoustic space defined by formants, argued to be governed by a principle called "sufficient perceptual distance." The vowel contrasts disperse themselves in an acoustic space to maintain the perceptual salience needed to distinguish the contrasts. This dispersion is understood to be a fact about the perceptual system and its relationship to the articulatory system and vocal track size and not the vowel systems themselves.
Work on the vowel space that arose from these studies showed that vowel spaces exhibited strong systematic tendencies. Some of these tendencies are a compressed F2 vs. F1 space, i.e. there are more vowel contrasts in the height domain than in the backness domain, an argued result of several factors including the greater amplitude of F1 with respect to F2 and higher formants (spectral tilt). Other tendencies include the preference for peripheral over non-peripheral vowels in systems under 9 vowels (Becker-Kristal, 2010), the tendency for systems that drop a peripheral vowel to drop the high back vowel over other vowels (Maddieson, 1984 , Crothers, 1978 , and the transparency of schwa in all systems (Schwartz et.al. 1997b ). Schwartz & Escudier (1989) and Schwartz et.al. (1997a Schwartz et.al. ( , 1997b ) expanded on Dispersion Theory, arguing that the relative closeness of the formants to each other in the vowel space, especially the higher formants, plays a role in the design of the vowel spaces in a theory called Focalization-Dispersion Theory (FDT). The existence of these properties indicates that constraints on linguistic vowel spaces have origins in the articulatory domain and the auditory system. Particularly, the constraints of the auditory system are likely to be quite important to theories of the encoding of speech and language in the brain.
In Figure 1a are spectra of tokens of three point vowels dispersed in a classical triangular vowel space, high front /i/, high back /u/ and low /a/, showing their harmonics and the energy peaks in the harmonics associated to their formant structures. In Figure 1b is a chart of the 12 vowels in the English vowel space of a male speaker from the data in the Hillenbrand et al. (1995) study. The vowel space is primarily defined by the F1 (a measure of vowel height) and F2 (a measure of backness). Differences in the position of these formants in the vowel space among speakers is related to the size and shape of the vocal track. In Figure 2 are wideband spectrograms tracing the formants F1, F2 and F3 of the three point vowels, demonstrating their distinct formant structures.
In this study the representation of vowels and vowel contrasts in the responses of auditory models at the level of the midbrain (inferior colliculus) is investigated. Previous modeling and physiological results have shown that formant structure is conveyed by changes in neural rates of midbrain cells that are tuned to amplitude modulations near voice pitch frequency. Vowel space theories serve as a basis for examining the coding of speech in the AN and the auditory pathways.
The neural representation of the vowel space can be explored using models for both the auditory periphery and the auditory midbrain. The model used here for the auditory periphery (Zilany et al., 2009 ) includes several nonlinear features that are not typically included in models used in the phonetic literature. Midbrain response properties are especially interesting for vowel representations because many midbrain neurons are tuned to amplitude modulations in the frequency range of voiced pitch (Langner, 1992) . Dips in the profile of average discharge rates across the midbrain population are associated with formant frequencies (Carney and McDonough, 2012) . The variability of neural response features is compared here to the variability in the acoustic stimulus. 
METHODS

Models
Model responses for auditory-nerve (AN) fibers were computed using a computational phenomenological model developed by Zilany et al. (2009) . This model includes several features of the auditory periphery, including a middle-ear filter, the level-dependent band-pass tuning of the basilar membrane, nonlinear transduction by inner hair cells, low-pass filtering of the hair-cell membrane, and power-law adaptation of the synapse between the hair cell and auditory-nerve fibers. The responses of the AN models have been tested using a wide range of stimuli for which actual AN recordings are available (Zilany et al., 2009) .
Model responses for auditory midbrain cells were computed using a model for neurons in the inferior colliculus (IC) that are bandpass tuned to the frequency of amplitude modulations. About 50% of neurons in the IC are characterized by bandpass modulation transfer functions (Nelson and Carney, 2007) . The same-frequency inhibitory-excitatory model achieves bandpass AM tuning by the interaction of excitatory and inhibitory inputs that have different dynamics (Nelson and Carney, 2004) . The model midbrain cell inherits bandpass tuning to audio frequency from the model AN responses that are the inputs to the model. Thus, the model midbrain neurons have a best frequency (BF) in the audio frequency domain and also a best modulation frequency (BMF). Both types of tuning influence the responses of a neuron to complex sounds.
Population AN responses can be described by the average discharge rates or by the spatiotemporal pattern of responses across a set of fibers tuned to different best frequencies. AN fibers that are tuned near formant frequencies tend to have higher discharge rates and responses that are more uniform over time. AN fibers that are tuned between formant frequencies have discharge rates that have strong temporal fluctuations at the periodicity of the voice pitch. The fluctuations, or lack thereof, in the AN responses have a strong influence on the responses of higher-order neurons. In general, IC neurons that have bandpass MTFs respond more strongly to inputs that have strong fluctuations near their BMF. Thus, an IC neuron with a BMF near the stimulus' voice pitch responds relatively weakly to vowels with a formant near the cell's BF and strongly to vowels for which the BF is between formants. Population midbrain responses are described here by the profile of average discharge rate across an ensemble of model neurons tuned across a range of different audio frequencies and that all have a BMF that matches the voice pitch of the stimulus.
For both acoustical and neural model representations, the goal was to study variability in the overall shape of the response profiles, rather than the detailed differences. Thus, spectra and model population responses were smoothed before computing correlations, using a Matlab implementation of the variable-span supersmoother algorithm (Friedman, 1984) .
Stimuli
Twelve medial vowels (Had, Hod, Hawed, Head, Hayed, Heard, Hid, Heed, Hoed, Hood, Hud, & Who'd) produced by 20 speakers (10 male and 10 female) were analyzed in the present study. The mean value of the fundamental frequency of the 20 speakers ranged from 95 to 255 Hz, covering the voice pitch range of male and female speakers. The vowel samples are taken from the Hillenbrand vowel database (Hillenbrand et al., 1995) . Stimulus level was 65 dB SPL.
Analysis
To examine the variability in the representations of vowels across speakers, pairwise correlations of acoustic and neural representations were computed. Within-vowel correlations based on 1) long-term acoustic spectra, 2) population auditory nerve responses, and 3) IC responses were used to quantify within-vowel variability across speakers in these three spaces. Over the three spaces, the average spectral energy or neural responses of AN and IC model neurons were calculated at 100 evenly distributed frequencies on a log scale from 250 to 4000 Hz in terms of log-scale. The present study focused on the vowel segments, thus only the middle 200-ms portion of the each token was used for the calculation of correlations. In the acoustic space, pairwise correlation coefficients based on the long-term amplitude spectrum were calculated across the 20 speakers for each of 12 vowels. For population AN and IC responses, auditory models (Zilany et al., 2009; and Nelson & Carney, 2004) were used to calculated the mean neural response rates. Pairwise correlation coefficients based on mean neural response rates for the 100 frequency channels were calculated across the 10 male and 10 female speakers for each of 12 vowels.
Future analyses will also explore variance in the locations of formants across vowel tokens, as well as in the neural model representations. Figure 3 shows mean and standard deviations of the pairwise correlations across 10 male and 10 female speakers for the three spaces described above. The pairwise correlations of model AN population responses, based on average discharge rate metrics, are similar to those for the acoustic amplitude spectra. The high values for the correlations across AN population responses are influenced by rate saturation of the AN fibers, which is included in the computational model. More variability is observed in the pairwise correlations of the model IC populations. The IC model responds to temporal fluctuations in its inputs, in addition to energy. The increased variability at the level of the IC model reflects variability that is contained in the timing properties of the acoustic stimuli and the model AN responses. 
RESULTS
SUMMARY
The study of vowel contrasts is a potentially productive strategy to investigate neural encoding of speech sounds in the auditory system. Computational models of auditory neurons that include nonlinear properties can be used to examine the details of model population responses at different levels of the ascending auditory pathway. This initial work, focusing on the responses of the auditory nerve and midbrain to vowels, takes advantage of our understanding of the neural mechanisms involved in periodicity coding and tuning in the auditory pathway. All perceived aspects of speech must be encoded in the neural response. The variability in the amplitude spectra of the ensemble of speech signals studied here, which represents variability across a population of speakers, is maintained in the profiles of average discharge rates across populations of model auditory-nerve fibers. This variability is increased in the responses of the population of model midbrain neurons. These model responses can be further analyzed to study the variability in the representation of formant frequencies in the vowels.
