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Modern computational science permits the accurate solution of nonlinear partial
differential equations (PDEs) on overlapping computational domains, known as an
overset approach. The complex grid interconnectivity inherent in the overset method
can introduce errors in the solution through “orphan” points, i.e., grid points for
which reliable solution donor points cannot be located. For this reason, a variety of
data transfer strategies based on scattered data interpolation techniques have been
assessed, with application to both overset and hybrid methodologies. Scattered data
approaches are attractive because they are decoupled from solver type and topology,
and may be readily applied within existing methodologies. In addition to standard ra-
dial basis function (RBF) interpolation, a novel steered radial basis function (SRBF)
interpolation technique has been developed to introduce data adaptivity into the
data transfer algorithm. All techniques were assessed by interpolating both continu-
ous and discontinuous analytical test functions. For discontinuous functions, SRBF
interpolation was able to maintain solution gradients with the steering technique be-
ing the scattered-data analog of a slope limiter. In comparison with linear mappings,
the higher-order approaches were able to more accurately preserve flow physics for
arbitrary grid configurations.
Overset validation test cases included an inviscid convecting vortex, a shock tube,
and a turbulent ship airwake. These were studied within unsteady Reynolds-Averaged
Navier-Stokes (URANS) simulations to determine quantitative and qualitative im-
provements when applying RBF interpolation over current methods. The convecting
vortex was also analyzed on a grid configuration which contained orphan points under
xxvi
the state-of-the-art overset paradigm. This was successfully solved by the RBF-based
algorithm, which effectively eliminated orphans by enabling high-order extrapolation.
Order-of-magnitude reductions in error compared to the exact vortex solution were
observed. In addition, transient conservation errors that persisted in the original
overset methodology were eliminated by the RBF approach. To assess the effect
of advanced mapping techniques on the fidelity of a moving grid simulation, RBF
interpolation was applied to a hybrid simulation of an isolated wind turbine rotor.





Computational science comprises a vital part of every technical discipline, driving
the understanding of complicated physical phenomena and the design of complex
systems. This field has widely become accepted as an essential part of scientific
inquiry to the extent that a Presidential Advisory Committee has identified it as
an area of strategic importance requiring increasing levels of long-term funding and
support [1]. These resources will permit researchers to study problems of increasing
complexity and importance. Within the aerospace community, some sample problems
of interest include rotorcraft wakes and maneuvers, wind turbines in typical wind farm
operating conditions, aircraft systems, launch vehicles, and payload deployment.
In both rotorcraft and wind turbines, lifting bodies (e.g., the rotor blades) pro-
duce vortical wakes (Fig. 1) that interact with other bodies immersed in the same
fluid, and the interaction is complex when the wake persists near to the rotor for long
periods. For a helicopter, the proximity of the wake induces an inflow that reduces
thrust and may cause detrimental acoustic interactions and handling characteristics.
As an example, blade-vortex interactions (BVI) may occur between a rotor blade
and the tip vortex trailed from the blade that previously swept through the same
area. Tip vortices may also impinge on the empennage and tail sections of an aircraft
which affect the design of control systems. More unique issues include asymmetric
rotor loads in forward flight that result in dynamic stall over a significant portion of
the retreating side of the rotor disc. These examples represent a subset of aerody-
namics, namely rotary wing aerodynamics, that may be studied with state-of-the-art
computational tools.
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Figure 1: Iso-contours of vorticity magnitude for an isolated wind turbine rotor,
computed with a hybrid computational fluid dynamics methodology.
Modern computational science in general permits the accurate solution of nonlin-
ear partial differential equations (PDE) on computational meshes. However, numer-
ical predictions of rotor near field and far field flow phenomena typically involve a
trade-off between accuracy and computational expense [2]. Individual wind turbine
and wind farm simulations pose additional challenges when accounting for additional
couplings between unsteady aerodynamics, atmospheric dynamics, and structural dy-
namics. Offshore wind turbines may be installed on non-stationary tethered plat-
forms, introducing coupling to hydrodynamics. Similar challenges also occur when
simulating aircraft operations in the vicinity of naval ships. The multidisciplinary na-
ture of these problems motivates increasingly sophisticated analysis techniques that
in turn present additional computational challenges. For example, a researcher must
combine analyses with disparate spatial and temporal scales (e.g., in aeroelastic anal-
yses), synthesize data from deterministic and stochastic models (e.g., in turbulence
modeling), and separate numerical error from model limitations. These challenges
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may be addressed from two different directions. From a modeling perspective, per-
forming a coupled solution with separate solvers can provide increased flexibility, ef-
ficiency, and accuracy. The following sections will introduce two modular methodolo-
gies that form the basis for a variety of computational problems. Alternatively, from
a fundamental mathematical perspective the exchange of information both within a
single code and between multiple codes will generally depend upon a data transfer
technique (i.e., interpolation, extrapolation, or regression) to provide information to
advance the solution. The subsequent section describes a variety of approaches to
transferring data within a variety of computational configurations.
1.1 The Overset Technique
The aforementioned applications of interest often involve predicting the unsteady
aerodynamics of both lifting and bluff bodies moving in multiple frames of reference.
To facilitate the engineering analysis, an efficient means of handling the evolution
of computational domains due to mesh motion, deformation, and/or grid adapta-
tion is necessary. The state of the art in computational fluid dynamics (CFD) is to
use an overset or Chimera approach [3, 4], which applies overlapping grids for the
time-accurate solution of unsteady problems and the modeling of complex geome-
tries. This is a modular approach utilizing multiple body-fitted grids to model each
moving component, in addition to one or more stationary background grids to model
the remainder of the flow field. Overset grids eliminate excessively distorted struc-
tured meshes (e.g., near concavities or protrusions in geometry) and unnecessary grid
clustering (e.g., in the far field of an airfoil with an H-grid topology). In addition,
overset grid systems permit interior grid boundaries to be placed arbitrarily so that
components moving in different frames of reference can be simulated. The scheme has
since been applied to both structured and unstructured grids for many engineering
problems of interest [5, 6, 7, 8].
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An overset method requires that flow-field data be exchanged between pairs of
overlapping meshes to enable a solution on each component grid so that the global
solution is consistent, convergent, and stable. Additional effort is needed to obtain
a solution because of the potentially complex domain interconnectivity between mul-
tiple overlapped grids. Moreover, since points from neighboring grids are in general
non-coincident, interpolation is required for the data transfer at each time step.
1.1.1 Procedure
Prior to flow solution, the Chimera approach requires domain decomposition and
mesh interpolation to initiate the data transfer between the overset grids. First, hole
cutting is performed to eliminate points that lie outside of the computational domain
such as points within solid boundaries. Next, all points adjacent to these holes are
marked as fringe points. Any boundary points overset on another mesh are also
identified as fringe points. As a result of this procedure, an iblank array is passed to
the flow solver that identifies which nodes should be solved (known as “in” points),
ignored (“out” points), or require data from another grid (fringe points). A search is
then performed to identify the nodes from which interpolated data are needed. Fringe
points (also known as receptors or “ghost” points) are matched with nearby nodes
(known as donors) on which the interpolated solution will be based. Donors may
come from one or multiple grids. From this donor-receptor search, sets of connected
points known as stencils are typically formed and interpolation weights are calculated.
The search operation and calculation of interpolation weights are typically performed
by additional software, such as PEGASUS 5 [9], PUNDIT [10], or Suggar++ [11, 12].
The result of this process is illustrated in Fig. 2, where grids G1 and G2 have been
overset to create a single composite domain, and a roughly circular set of points has
been removed from grid G1 to accommodate grid G2. Receptor points have the color
of the donor grid, i.e., the grid from which information is received. The light-green
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Figure 2: Example of a simple overset grid system [13].
circles are the receptor points from background grid G1 (adjacent to the hole) that
depend on the solution from near-body grid G2. Similarly, since the domain of G2 lies
entirely within G1, the filled dark-blue circles indicate receptors in near-body grid G2
which require donors from background grid G1. The donor points in all cases are the
nodes of the cell (from the donor grid) that contains the receptor point.
After connectivity information for the fringe points on each grid is gathered, the
solution at each overset boundary is required for the flow to be resolved on the
interior of each grid. On a Cartesian or structured mesh, the most efficient approach
is to apply trilinear interpolation [14, 15] (discussed in Section 3.1.2). This is the
approach employed by the PEGASUS 5 grid preprocessor [9] that produces a continuous
interpolated function with discontinuous gradients. A more general approach relies
on isoparametric mappings (discussed in Section 3.1.3) with trilinear basis functions
that are applicable to both structured and unstructured grids. This is the technique
employed by PUNDIT [10] and Suggar++ [16].
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1.1.2 Orphan Points
Complications arise when suitable points for interpolation (donor points) cannot be
found, giving rise to “orphan” points. This situation occurs if adjacent grids have
insufficient overlap or if significant disparities in mesh spacing between grid levels
exist. For example, a point is considered to be an orphan when its donors are fringe
points (that also require an interpolated solution) or out points (outside the compu-
tational domain). Two levels of fringe points are required on each grid to preserve
high-order accuracy [17, 18]. When orphan points are present, solution fidelity may
be lost because two levels of fringes cannot be resolved. Interpolation accuracy is also
reduced because fewer points are available from which to perform the data transfer.
The problem of orphans is exacerbated by relative mesh motion which can increase
the number of orphans and/or change their locations over time. The treatment of
orphans may be tailored to a particular flow solver or application, but typically values
are estimated at orphan locations with an averaging procedure [19, 20, 8].
When orphan points are present in a solution, two general mitigation approaches
exist. First, the grids may be redesigned to improve the quality of mesh intersec-
tions. In a recent application of an unstructured near-body methodology coupled
to a Cartesian off-body solver, Abras and Hariharan [21] had to manually adjust
the trim distance dictating the amount of overlap between near-body and off-body
meshes. However, straightforward adjustments are not always possible, especially
when considering complex geometries, and grid refinement can significantly increase
cost. For example, a wing-store configuration studied by Power et al. [8] had 0.5%
of all cells orphaned; application of an adaptive mesh refinement procedure was able
to eliminate all orphans but increased the total cell count by 10%. Even if increased
mesh sizes are acceptable, it may be difficult to guarantee that meshes in relative
motion will be orphan-free for all time steps throughout the simulation. As an al-
ternative, a dense interface grid may be added in the orphan region [22, 8]. Both
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approaches require user intervention and added cost, either in engineering hours or
computational time.
1.1.3 Conservation Considerations
A well-debated topic in overset CFD is whether data transfers should be performed in
a manner that explicitly satisfies conservation laws. The importance of conservation
was noted by Steger [23] over two decades ago, and a consensus has not been reached
within the overset community. In general, conservation within the context of a fluid





for a meshH within a computational domain Ω [24]. The concept of mass may refer to
any integrated quantity; for a finite-volume scheme, this is analogous to the conserved






for an interpolation of u on mesh H1 to a differing mesh H2. These interpolated
values are written as ũ. An interpolation scheme is considered conservative if the
numerical approximation to the continuous integral of a dependent variable is equal
for adjacent cells [25]. From another perspective, enforcing conservation ensures that
the original and interpolated values satisfy the governing conservation laws (e.g., the
Navier-Stokes equations).
Non-conservative data transfer represents a physical inconsistency, but the sig-
nificance of these errors are typically difficult to quantify [23]. Chesshire and Hen-
shaw [26] observed that standard linear interpolation is sufficient to transfer variables
that vary smoothly, but more recently Wang et al. [27] have demonstrated that con-
servative schemes can improve solution accuracy even for smooth flows. As an added
benefit, Tang et al. [28] observed that mass-conservative schemes also tended to ac-
celerate convergence.
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Conservation errors are most apparent in discontinuous fields. Tang and Zhou [29]
studied an inviscid shock solution and observed errors in shock location and structure
when conservation was not maintained. The shock speed was also 8% faster than
the exact solution, although all of these errors could be mitigated through mesh re-
finement. Other authors have described similar results. Chesshire and Henshaw [30]
reported that conservative interpolation is necessary to capture the speed and location
of shocks when modeled by Burger’s Equation on computational grids that are not
sufficiently refined. Zheng and Liou [31] similarly reported that a non-conservative
Chimera scheme tended to over-predict shock speed in a benchmark shock tube prob-
lem calculated by a Navier-Stokes methodology. Pärt-Enander and Sjogreen [25]
demonstrated that a slow-traveling shock wave can have difficulty passing through
a non-conservative overset interface, either slowing down or stopping at the bound-
ary. However, enforcement of conservative flux interpolation was not straightforward
and resulted in spurious oscillations at the overset interface if both inflow and out-
flow characteristics were considered. Improved interpolation methods were developed
by Pärt-Enander and Sjogreen [25] whereby solution stability was maintained by a
characteristic decomposition and application of a nonlinear filter.
Issues with conservation may be mitigated by grid refinement and/or increased
number of iterations. Wang et al. [27] showed that as a given grid is refined, both
non-conservative and conservative schemes will converge to the same solution. This
refinement may also be accomplished by local grid adaption [15]. However, the as-
sumption that the mesh will be sufficiently fine in the overlap region is not always
valid, especially for dynamic cases. As an alternate strategy, Freitas and Runnels [32]
circumvented mass-conservation issues at additional cost by iterating until residuals
were sufficiently small, where the definition of small is problem-dependent.
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1.2 Hybrid Techniques
In a broad sense, hybrid approaches are a variation on the traditional overset method-
ology with the key distinction being that the overset computational domains are
treated by different solvers. Each solver may be based on different physical models
with no spatial or temporal dependence on each other. While an overset approach
is modular with respect to modeled geometry, a hybrid approach may be thought
of as being modular with respect to modeled and resolved physics. Solution qual-
ity may be enhanced by selecting methods that emphasize certain physics relative
to the problem under investigation. From an engineering perspective, obtaining a
coupled solution with different solvers resolving different levels of governing equation
fidelity is often more attractive than using a single integrator. When sets of governing
equations are solved separately, the choice of numerical method and implementation
are more straightforward. Using this approach, substantial improvements in terms
of both spatial accuracy and solver efficiency have been recently achieved for both
lifting and bluff bodies [33, 34, 35].
When considering rotating system aerodynamics, early hybrid approaches have
represented the trailed vorticity in the wake of the rotor using vortex filaments whose
fundamental solution may be derived from potential flow fluid dynamics. These fila-
ments are efficient representations of the flow-field structure and satisfy the Helmholtz
theorems: 1) The strength of a vortex filament is constant over its length; 2) a vor-
tex filament must form closed loops, terminating at a solid boundary or extending
to infinity; and 3) a fluid that is initially irrotational will remain irrotational unless
acted on by shear forces. Since the wake is no longer solved by a set of PDEs, it is no
longer necessary to use an Eulerian representation with discrete fixed points in space.
With appropriate numerical methods, the cost of evolving and evaluating the wake
may be several orders of magnitude less than the cost of unsteady Reynolds-Averaged
Navier-Stokes (URANS) methodologies typically employed to calculate the near-body
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flow. The efficiency gains are achieved by eliminating the far-field background mesh
or drastically reducing its extent, thus reducing the number of points handled by the
solver [34, 6]. Horn et al. [36] were able to develop a physically accurate, real-time
flight simulation. D’Andrea [37] developed an unstructured panel analysis coupled
to a free-wake constant vorticity contour method for the simulation of rotorcraft and
tiltrotors. This code was parallelized with a multiblock scheme enabling over an order
of magnitude cost reduction over conventional URANS methodologies. Other recent
potential-based hybrid methods include a thin-layer Navier-Stokes solver coupled to a
free-wake methodology by Sitaraman and Baeder [38]. Overall, this hybrid approach
was nearly six times faster because of a reduction in mesh size of approximately
the same factor. While this analysis was comparable to the same standalone thin-
layer URANS methodology for high-speed flight, greater variations in airloads were
observed for cases involving stall.
These approaches become less tractable when modeling the next generation of
aerospace technologies. A helicopter in very high-speed forward flight will encounter
significant regions of stalled and/or reversed flows on the retreating side of its rotor. In
this situation vortex filaments become distorted and the analysis relies on empirical
models [39]. In addition, a persistent issue with hybrid methods is that pitching
moment predictions are generally poor as noted by Wachspress et al. [34]. A review
of international efforts to study the HART-II rotor conducted by Smith et al. [40]
also found that hybrid methodologies tend to produce errors in pitching moment
magnitude and phase. Moreover, the hybrid methods showed greater sensitivity to
blade vortex interaction (BVI) events than the conventional methods.
1.3 Data Transfer Techniques
Linear interpolation is heavily utilized within many fields of engineering and is a nec-
essary component of both the overset and hybrid methodologies. For the purposes of
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solution transfer between computational meshes and/or solvers, it is standard prac-
tice on structured meshes to use trilinear interpolation [41], equivalent to performing
a series of one-dimensional first-order polynomial interpolations [14]. Similarly, linear
finite element mappings may be applied to unstructured meshes. These approaches,
while only second-order accurate [15], are attractive for their simplicity in implemen-
tation, low cost, and monotonicity in behavior. In addition, linear approaches also
guarantee that the interpolated solution will not exhibit overshoot or undershoot be-
tween known points, namely that they satisfy the maximum principle [24]. Within
the context of solving PDEs, these methods provide non-oscillatory, stable solutions
at the expense of numerical diffusion. If purely first-order schemes are used, many
problems of interest may become intractable due to the number of computational
points required. Higher-order mapping methods are thus more attractive because
they have the ability to resolve solutions using much fewer computational points.
Since computational meshes are typically designed with higher-order spatial solution
schemes in mind, it is not feasible to assume that the flow-field data can be sampled
at spacings sufficiently small to guarantee adequate data reconstruction using linear
interpolation techniques.
1.3.1 Mathematical Inconsistency
A fundamental issue may exist in the inconsistency between the order of a numerical
discretization scheme versus the order of the interpolation scheme applied to trans-
fer solutions between computational domains. Many flow solvers, especially those
based on a structured grid topology, have a spatial accuracy that is third-order or
higher [42, 43]. In comparison, the standard interpolation method is trilinear inter-
polation, which only achieves formal second-order accuracy [15]. Linear interpolation
does not always accurately characterize mean flows and recent work has demon-
strated overset interpolation-induced distortion of flow features when using linear
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techniques [44]. A well-understood numerical challenge is the adequate resolution
of transonic and supersonic flows, which are characterized by jump discontinuities
(shocks) that traditional interpolation techniques tend to dissipate. Turbulent fields
are stochastic and also discontinuous in nature and thus present similar numerical
challenges.
For example, flow over a model naval frigate approximates a backward-facing step
in cross-section (depicted in Fig. 3a). To illustrate the behavior of turbulent flow
quantities, the streamwise velocity has been sampled at half the hangar height h,
and at 50%h± 5%h. In this example, the discontinuous nature of the flow accounts
for spatial velocity variations that are over 20% of the free-stream velocity in mag-
nitude, occurring over a distance of only 5% of the hangar height (Fig. 3b). For all
applications of interest, the preservation of nonlinear flow features across overlapped
grid regions is essential. Development of more robust approaches to solution trans-
fer capable of high accuracy in the presence of both smooth and discontinuous flow
features is needed to strengthen future overset analyses.
(a) Model cross-section with streamwise velocity contours (b) Sampled velocities along dashed line
Figure 3: Flow sampled in the wake of a naval frigate.
12
1.3.2 Application to Overset and Hybrid Schemes
While overset interpolations are often based on linear algorithms, there exists moti-
vation to employ higher-order schemes. The most important reason is to maintain
a level of interpolation accuracy that is consistent with the discretization accuracy.
Chesshire and Henshaw [26] proved that in order to maintain discretization order
accuracy in a solution, the order of the interpolation scheme should be at least the
same order as the difference scheme, if not higher, depending on the size of the over-
lap region. Similarly, Sherer and Scott [45] proved through a Fourier analysis that
low-order interpolation may reduce the overall accuracy of a solution obtained with
a high-order numerical method. Recently, Foster and Noack [44] demonstrated that
the vortical wake from a cylinder in crossflow resulted in a 4% elongation of shed
vortex structures when convected through an overset patch. For applications that re-
quire extremely high resolvability (e.g., when considering acoustic wave propagation),
Delfs [46] demonstrated that second-order bilinear interpolation error deteriorated the
global solution. For the same problem, a mixed fourth- and fifth-order scheme that
accounted for solution gradients was found to be stable.
Aside from increasing the order of polynomial interpolation, a number of alter-
native techniques exist, and a paradigm shift in interpolation techniques may prove
to be more effective. The well-known class of radial basis functions (RBFs) has been
shown to be effective at reconstructing scattered data and can be readily extended
to any dimension [47]. This approach does not require an interpolation stencil of
any particular form to determine interpolation weights, so it can operate on arbitrary
clouds of data points; a thorough discussion is presented in Section 3.1.5.
1.4 Thesis Objectives
The objective of this thesis is to develop data transfer and solution strategies that
enable and facilitate the solution of the next generation of computational problems.
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These strategies advance the state of the art in both overset and hybrid computational
methodologies. The applicability and value of advanced mapping techniques over
traditional linear approaches will be demonstrated wherever possible.
Previous sections have identified a number of knowledge gaps in the areas of math-
ematical mapping techniques within the context of computational science, overset sim-
ulations, and hybrid methodologies. First of all, the limitations of linear techniques
are well understood. While scattered or “cloud”-based data techniques are well-
established within other fields (e.g., computer graphics, digital elevation modeling, or
optical design) their application to CFD problems has been limited. Secondly, issues
surrounding orphan points and non-conservative data transfer are well-understood
by the overset community but a robust and cost-effective solution to the problem of
insufficient overlap has yet to be presented. Finally, hybrid simulations have room
for accuracy improvements when resolving complex, stalled flow fields. Motivated
by this knowledge, this thesis aims to advance the computational state of the art by
accomplishing the following:
• Evaluating the impact of different data transfer techniques on interpo-
lated solution accuracy. This includes investigations of various basis functions,
sizes of interpolation clouds, and relevant algorithm parameters. Results are
quantified in terms of solution error when an exact solution is available.
• Reducing or eliminating orphan points using scattered data techniques,
which provide mappings of arbitrarily structured data samples in any dimension.
Investigations of data transfer with orphans also assesses the effectiveness of the
approach at data extrapolation.
• Isolating overset errors from combined spatial and temporal error, which
permits accurate assessment of interpolation errors within the overset frame-
work. Results are compared to an analytical solution or corresponding single
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grid calculation.
• Applying scattered data techniques to hybrid methodologies to more
accurately interface URANS and vorticity-velocity (V-V) solvers.
• Implementing a decoupled boundaries methodology within the URANS
and vorticity-velocity (V-V) solver hybrid framework. This approach enables ar-
bitrary overset or non-contiguous configurations in which component grids may
be translated or rotated without any overlap or background grid requirements.
• Developing a data-adaptive interpolation strategy that can accurately
reproduce both smooth and discontinuous solutions. A steering strategy based
on flow-field gradients is applied to introduce anisotropy into basis functions in
the presence of solution discontinuities.
To accomplish these objectives, a variety of analytical test functions as well as inviscid
and turbulent flow solutions were considered, in addition to the following validation
test cases:
• Inviscid convecting vortex
• Shock tube
• Turbulent naval ship airwake
• Horizontal-axis wind turbine (HAWT) under stalled conditions
This contributions of this thesis are summarized by the following research questions:
• How might higher-order scattered data interpolation techniques be applied to
improve data transfer accuracy for general computational science problems?
Can robust techniques that are capable of representing both smooth and dis-
continuous flow fields be developed?
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• How can these data transfer strategies be applied to overset simulations? More
specifically, can these techniques mitigate the effects of orphan points in terms
of reduced accuracy and/or increased cost?
• Can a more robust hybrid approach be developed to simulate complex, stalled
flow fields? Can this approach produce results comparable to a traditional





This chapter describes the baseline methodologies employed in this thesis to compute
unsteady, three-dimensional flow solutions with complex geometries. The first sec-
tion provides the governing equations for all simulations in the present work. Then
traditional flow simulations and hybrid configurations are discussed. The specific
solvers and computational tools that have been employed will be described in the
final section.
2.1 The Navier-Stokes Equations

























[−qi + σijuj] . (5)
These three equations represent mass, momentum, and energy conservation, respec-
tively. The stress tensor, σij can be decomposed into normal and shear stress terms:
σij = −pδij + τij. (6)
For a Newtonian fluid, the shear stress tensor is:
τij = 2µSij, (7)










. The problem is closed
by the ideal gas equation of state, p = ρRT at moderate speeds and temperatures.
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A Reynolds decomposition is applied to the governing Navier-Stokes equations (Eqn. 8),
i.e., u(t) = u + u′(t) where u is a mean flow quantity and u′(t) is a fluctuation. Av-













The term with the averaged product of fluctuations, u′iu
′
j, is known as the Reynolds
stress tensor and permits momentum transport due to velocity fluctuations.
2.1.2 Velocity-Vorticity Form
Vorticity (ω) is related to velocity (u) through the mathematical curl operation,
ω = ∇×u. The Navier-Stokes equations can be used to describe a vorticity field by
taking the curl of Eqn. 9, resulting in the unsteady vorticity transport equation [48]:
∂ω
∂t
+ u · ∇ω − ω · ∇u = ν∇2ω + S. (10)
The vorticity source term (S) can arise from any aerodynamic loading model, and
the viscosity (ν) is typically neglected. Since a dependence on velocity remains, the
problem is closed by the Biot-Savart equation, describing the induced velocity for a
given vorticity distribution [48]:
∇2u = −∇× ω. (11)
Equation 11 may be efficiently evaluated using a fast multipole method (FMM) [49].
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2.2 Traditional URANS CFD
Both engineering and research implementations of computational fluid dynamics
(CFD) commonly solve the unsteady Navier-Stokes governing equations for fluid dy-
namics in Reynolds-Averaged form. Solutions for density, velocities (or momentum),
and pressure (or total energy) are obtained from simultaneous solution of the continu-
ity, conservation of momentum, and conservation of energy equations. Internal energy
is a function of the temperature throughout the computational domain, thus for prob-
lems of interest in this effort air is represented as an ideal gas, and the equation are
closed by the ideal gas law.
To resolve the effects of turbulence, the shear stress tensor in the momentum















This approximates the Reynolds stress as a function of eddy viscosity (µt), a quantity
analogous to molecular viscosity used to calculate turbulent transport and dissipation
in URANS simulations. Turbulence modeling with either algebraic or differential
equations (of one or more turbulence variables) is required to calculate the evolution
of eddy viscosity. Higher-fidelity approaches include Large-Eddy Simulations (LES)
and Direct Numerical Simulations (DNS) that resolve the large-scale turbulence or
all scales of turbulence, respectively. A hybrid approach is also possible, whereby a
blending function is applied to smoothly switch between URANS-modeled turbulent
kinetic energy (k) near a body and LES-calculated k at larger scales with sub-grid
scale turbulence modeling at smaller scales. This enables a combined RANS/LES
solution through the eddy viscosity.
2.3 Hybrid CFD
Successful implementation of a hybrid methodology requires an appropriate grid con-
figuration and interface boundary condition. The former maximizes efficiency and
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efficacy of the different solvers by sizing the computational domains of each solver
to match the extent of its applicability, while the latter ensures solution integrity
between codes. Although URANS methodologies are appropriate for all parts of the
flow field, its domain will overlap with far-field regions where wake solvers are also
applicable. Therefore the extent of the near-body meshes is typically minimized to
allow for more computationally efficient solvers to calculate the larger flow domain.
Different overset grid configurations are compared in Fig. 4. In the traditional
setup (a), a large background mesh is required to realistically resolve the flow. Since
the solution is governed by PDEs that are elliptic in space, the far-field boundaries
should be located sufficiently far from lifting bodies to approximate an unbounded
domain. To minimize numerical diffusion, grid points should be strategically clustered
in regions of large gradients, necessitating a priori knowledge of the wake structure
and/or a mesh adaption strategy.
For hybrid simulations, the extent of the background mesh is greatly reduced, as
depicted in Fig. 4(b), and the far-field boundary condition (based on Riemann invari-
ants [50]) is replaced with an interface boundary that accounts for the influence of the
wake. The background mesh reduction is less pronounced (for basic grid geometries)
when additional bodies are introduced into the simulation. In addition, the overset
approach is still applied to preserve the capability of simulating multiple moving bod-
ies and to transfer the flow solution between moving and stationary reference frames.
In this approach, the near-body solution is transferred twice, once between overset
meshes and once between the interface boundary and the wake code. The additional
data transfers increase the opportunity for a loss of fidelity in terms of solution values,
gradients, or integrated quantities (e.g., mass).
A simpler and potentially more accurate approach is to remove the intermediate
grid, which eliminates one of the solution transfer operations. The coupling between
the near-body and wake solvers then occurs through a moving interface boundary on
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the near-body grid. A very efficient approach for studying rotors in axial flow is to
take advantage of axisymmetry (Fig. 4c) and to only simulate a single rotor blade.
The solution from the blade is replicated and rotated to other azimuthal locations.
This approach is quickly invalidated with yawed flow and/or more complex systems.
Therefore a more general approach is to decouple the boundaries (Fig. 4d) within
the URANS domain. In this case, all lifting bodies are represented in the near-body
domain without any overset meshes (i.e., the grids are non-contiguous) and their
solutions are instead coupled through a wake analysis. This approach also eliminates
the overset data transfer step and permits the arbitrary placement and relative motion
of grids. Further discussion of this methodology is provided in Section 6.1.3.
2.4 Computational Tools
2.4.1 Unsteady RANS: FUN3D
The baseline CFD solver that was selected for overset development is FUN3D [51],
a fully unstructured URANS solver developed primarily at NASA Langley Research
Center with additions from the Georgia Institute of Technology. Numerical schemes
implemented in the code are spatially second-order accurate with Roe upwinding
and temporally second-order accurate using multi-step backward difference formulas.
FUN3D includes overset mesh capabilities for accurate resolution of complex geome-
tries and multiple frames of motion, and has been applied extensively for a variety of
simulations including rotorcraft [52].
This solver has modeled both complete overset computational domains and near-
body regions coupled with other wake analysis codes. An unsteady hybrid Reynolds-
averaged Navier-Stokes/Large eddy simulation (HRLES) turbulence model developed
at the Georgia Institute of Technology enables large-scale turbulence to be captured
throughout the computational domain except at the configuration surface where they





(d) Hybrid (Decoupled Boundaries)




For the hybrid analyses in the present work, the far-field computational domains are
resolved by VorTran-M [48], a three-dimensional volumetric wake solver developed
by Continuum Dynamics Inc. (CDI). VorTran-M performs a DNS solution of the
unsteady incompressible Navier-Stokes equations in vorticity-velocity form. Velocities
are computed at each step using a Cartesian fast multipole method. A discretization
of Eqn. 10 is obtained by Toro’s Weighted Average Flux (WAF) algorithm and Strang
spatial splitting which explicitly conserves vorticity. The effects of numerical diffusion
are controlled by the WAF flux limiter. Solid bodies are not directly modeled but
can be represented through solution coupling to a near-body solver. The formulation
has demonstrated high-resolution rotor wake predictions on low-cell count grids when
coupled to a variety of near-body solvers (Euler, RANS, structured, unstructured,
octree Cartesian, and overset) for a number of vorticity-dominated flows [39, 54, 55].
2.4.3 Suggar++/DiRTlib
Two auxiliary codes are used to provide overset capabilities to FUN3D: Suggar++
(Structured, Unstructured Generalized overset Grid AssembleR) and DiRTlib (Donor
Interpolation Receptor Transaction library) [19, 56]. Suggar++ handles grid trans-
formations and hole-cutting, donor-receptor identification, and calculation of interpo-
lation weights; DiRTlib interfaces with the flow solver and uses the domain connec-
tivity information generated by Suggar++ to calculate interpolated values. A general
isoparametric mapping approach (discussed in Section 3.1.3) with trilinear basis func-
tions is applied to interpolate between structured and unstructured grid topologies.
For structured meshes, the mapping is based on quadrilateral and hexahedral ele-
ments (in two and three dimensions, respectively) while unstructured meshes apply
triangle and tetrahedral elements [16]. For static meshes, Suggar++ performs as a
preprocessor to match donor and receptor points, after which interpolation weights
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are calculated based on donor locations only. For dynamic meshes, Suggar++ is both
a preprocessor and an iterative routine operating within FUN3D. At each solver time
step and subiteration for time-accurate simulations, DiRTlib interfaces with the solver
to retrieve the solution at donor points and update the solution at fringe points.
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CHAPTER III
HIGHER-ORDER DATA TRANSFER METHODS
The first section of this chapter provides an overview of established techniques and
explores their extension to higher order. Within the framework of polynomial-based
interpolation, this involves adding additional points along one dimension. Interpo-
lation with radial basis functions (RBFs), known more broadly as kernel function
interpolation [57], is also discussed. This is one possible approach that replaces the
polynomial interpolation stencil (a set of connected nodes) with an interpolant based
on a point cloud, a set of points within a neighborhood of the target point with no
requirements on interconnectivity. Similar to the choice of interpolation node loca-
tions in one dimension, proper selection of source points has been shown to improve
solution quality [58]. Throughout this thesis, the terms kernel and basis (usually
radial) are used interchangeably. The second section presents additional justification
of the interpolation techniques chosen for evaluation in this thesis. The third sec-
tion presents two basic studies to evaluate the effectiveness of inverse isoparametric
mapping (IIM) when applying higher-order shape functions. Results are compared
with the RBF scattered data interpolation technique. In the last section, a thorough
investigation of the RBF technique has been conducted with a focus on interpolating
quantities relevant to overset and hybrid CFD, addressing interpolant integration to
verify conservation losses.
3.1 A Review of Existing Mapping Methods
The order of an interpolation method is the order of error term associated with the
interpolant based on a measure of the spacing between grid points. The actual ob-
served error is expected to be less than or equal to this order of magnitude. Among the
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higher-order approaches, there is no consensus on what approach is optimal. Chaplot
et al. [59] present a short summary of recommendations by different authors given
different types of sampled data for digital elevation modeling. In general, the method
that provides the most accurate reproductions varies depending on the existence of
strong spatial structures, variability, and anisotropy of the data. All three of these
characteristics are representative of aerodynamic computational flow field variables.
While RBF approaches were not necessarily the optimal choice, they were consis-
tently able predict anisotropic data at multiple scales better than kriging or inverse
distance weighting approaches.
When employing any higher-order approach, additional data must be acquired and
utilized judiciously, lest the solution become both less accurate and/or more expen-
sive. In general, higher-order methods require additional operations to incorporate
extra information, thus accruing additional computational cost. Moreover, higher-
order methods are not necessarily more accurate and may result in non-physical and
unstable solutions. This is analogous to the issue of overfitting within the context of
statistical models. A common example is the observation that higher-order polyno-
mial interpolation introduces a “ringing” effect into the interpolated solution known
as the Runge Phenomenon (Fig. 5a). This has traditionally been mitigated by proper
choice of interpolation nodes (e.g., Chebyshev nodes) or with spline interpolation
(which applies piecewise-defined polynomials). This has been illustrated by Fig. 5,
which demonstrates that straightforward application of polynomial interpolation can
result in solution instability (Fig. 5a). Conversely, RBF interpolation with k + 1
source points (replicating a k-th order polynomial approach) resulted in a convergent
solution (Figs. 5b and 5c). While radial basis function (RBF) interpolants can still
exhibit Runge’s phenomenon manifested as divergence or slowed convergence [60],
scattered data techniques have the potential to be a more general and accurate than
linear approaches.
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(a) High-order polynomial interpolation (b) Radial basis function interpolation with thin-
plate splines
(c) Error comparison
Figure 5: Runge function, f(x) =
1
1 + 25x2
, interpolated with equally spaced points
to demonstrate Runge’s phenomenon. The interpolation order is increased from
fourth (blue curve) to eighth order (red curve) in (a) and (b).
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A similar and well-understood anomaly is the Gibbs Phenomenon, in which the in-
terpolated solution contains spurious oscillations near discontinuities or high-gradient
regions. The undesirable Gibbs phenomenon observed in Fourier series expansions or
polynomial interpolation (Fig. 6a) is also found in RBF interpolants as well, as il-
lustrated by Fig. 6b. While the behavior is similar, the mathematical mechanisms
in an RBF approach that drive the successive oscillations are currently not well un-
derstood. Fornberg and Flyer [61] observed that the decay in RBF interpolants have
both exponential and algebraic components as opposed to simple exponential decay
associated with traditional techniques. As before with the Runge phenomenon, the
scattered data technique is convergent and the amount of overshoot does not increase
with the approximation order.
3.1.1 Polynomial Interpolation
The most common basis function for interpolation is the Lagrange polynomial. La-













The order (or degree) of the polynomial is N − 1, where N is the number of
points supporting the interpolation. For small datasets or local subsets of data, in-
creasing the interpolation order more accurately approximates the data at arbitrary
locations provided the function is smooth [62]. Polynomial interpolation is reliable
only within the interpolation stencil and extrapolation is strongly discouraged [63].
Recent computational methodologies have demonstrated improvements over trilinear
interpolation using high-order polynomial interpolants [18, 44]. However, excessively
high-order stencils can also cause inaccuracies with spurious oscillations often intro-
duced into the interpolated solution. For example, Desquesnes et al. [64] observed
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(a) High-order polynomial interpolation (b) Radial basis function interpolation with thin-
plate splines
(c) Error comparison
Figure 6: A jump discontinuity interpolated with equally spaced points to demon-
strate Gibb’s phenomenon. The interpolation order is increased from fourth (blue
curve) to eighth order (red curve) in (a) and (b).
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that errors from fourth-order Lagrange polynomial interpolation give rise to spurious
acoustic modes. Lee et al. [65] also applied a fourth-order interpolation approach,
based on the finite volume method. A limiter was applied for stability in problems
involving a blunt body and a moving cylinder; oscillations were removed by enforcing
the local extrema within the interpolation stencil.
An improved approach is to use basis splines (better known as B-splines), which
are piecewise polynomial functions with a local basis of minimal support for a given
interpolation order and smoothness. However, there is no straightforward extension of
splines from one dimension to two or more dimensions as the dimension of the spline
space is unknown. For two or more dimensions, a set of source points can always be
found that renders the interpolation problem singular [66]. Polynomial interpolation
of all data is therefore not possible [47] and successive one-dimensional interpolations
must be performed.
In spite of these limitations, polynomial interpolation is readily utilized because
its simplicity facilitates implementation as well as error and stability analyses. As
a result, much insight into the nature and applicability of the interpolation may be
gained. Interpolation schemes may be explicit or implicit; in an explicit approach,
interpolated solutions are calculated for receiver (or target) points that are decoupled
from each other. This is not the case for overset grid configurations with insufficient
overlap in which fringe points may be required to simultaneously donate and receive
a solution during the data transfer. In this situation, the solutions for fringe points
are coupled across multiple grids and an interpolated solution is not possible with
an explicit approach. Alternatively, the coupled solution may be obtained with an









Lk and Rj are interpolation coefficients, x̂k are the target points, and f̂ is the un-
known function being represented. When the BW parameter is greater than one,
the interpolation is implicit and a linear system of equations is formed. Furthermore,
compact algorithms can be applied in the implicit approach that provide higher-order
accuracy with specified spectral characteristics in the interpolated solution; this is
accomplished by deriving new sets of interpolation coefficients [67]. A compact ap-
proach can offer spectral accuracy while providing geometric modeling flexibility.
Sherer and Scott [18] developed an optimized compact interpolation method based
on generalized Lagrange polynomials. Optimal interpolation coefficients were calcu-
lated to minimize the integrated error over a specified wavespace. This approach
was demonstrated to theoretically reduce error by an additional order of magnitude
over explicit methods by a one-dimensional Fourier analysis, but such improvements
were not observed in practice. Instead, Sherer and Scott found that the global error
was minimized at the expense of increased, non-monotonic error at lower wavenum-
bers [18]. The authors also noted diminishing returns for higher order polynomials
(e.g., sixth-order vs. fourth-order).
An implicit approach is able to handle the solution of coupled fringe points and
therefore can be applied to the problem of interpolation at orphan points. However,
implementation on non-uniform meshes is not straightforward since a well-behaved,
solvable system of coupled equations is not guaranteed for arbitrarily distributed
points [18]. Therefore, applicability to unstructured methodologies and overset ap-
plications is limited since donor points are generally non-uniformly distributed. In
addition, B-splines were found to be robust but more difficult to implement, requir-
ing increased stencil sizes due to poor interpolation quality near stencil edges [18].
Finally, recent work on high-accuracy polynomial algorithms by Chicheportiche and
Gloerfelt [68] has also demonstrated that interpolation stencils need to be tailored for
a given level of accuracy.
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3.1.2 Trilinear Interpolation
Trilinear interpolation (or bilinear interpolation in two dimensions) is the most com-
mon and efficient application of interpolating polynomials. The approach performs a
sequence of one-dimensional linear interpolations, with the basis being the two-point
Lagrangian polynomial [45]. This piecewise linear interpolation is a second-order ap-
proach (demonstrated by a simple Taylor series expansion) that produces a continuous
function with discontinuous gradients at the given nodes. However, this approach is
not always the fastest or the most accurate [69]. For overset schemes, Freitas and
Runnels [32] have noted that traditional data transfer (e.g., with bilinear interpola-
tion) between grids will introduce discontinuous mass fluxes and consequently mass
conservation error. These may be mitigated by iterating until both the global solution
is converged and the sum of mass fluxes is zero, and motivates the use of more accu-
rate interpolation methods that can both better preserve fluid physics and accelerate
convergence.
Additional layers of fringe points can be used to fit a tricubic (or bicubic in two
dimensions) basis and yield a higher-order solution in terms of smoothness. Alter-



















and enforced at the boundary of the interpolation stencil. These derivatives may be
calculated using numerical differencing or one-dimensional splines [46]. While this
approach produces a smooth function, additional uncertainty is introduced as the
quality of interpolation depends significantly on the specified derivatives which have
inherent errors [14]. Despite these nuances, sophisticated variations on linear inter-
polation are widely used in overset chimera schemes, and a review of recent efforts
is presented by Tang et al. [28]. In general, bilinear, trilinear, and biquadratic ap-
proaches all yield non-conservative pressure and velocity fields, which can negatively
impact solution quality. Hubbard and Chen [70] found that trilinear interpolation at
grid interfaces for all flow variables resulted in oscillatory pressure and velocity fields
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(a) Three-node element (b) Six-node element (c) Scattered data
Figure 7: Examples of interpolation point clouds for different mapping methods as-
sociated with a target point (red marker).
in an incompressible viscous flow simulation.
Direct application of trilinear interpolation requires a structured grid with cell
edges in alignment with the x, y, z axes. For body-fitted or unstructured grids,
localized interpolation within arbitrarily shaped and oriented grid cells requires in
general a mapping from the global space to a computational space, for both linear
and higher-order interpolations. This mapping approach is described in the following
section.
3.1.3 Inverse Isoparametric Mapping
Many modern CFD codes utilize body-fitted grids, which require that the mapping
be applicable to a variety of computational cell geometries. The inverse isoparametric
mapping (IIM) is a general finite element analysis technique applicable to all mesh
types. The motivation behind the isoparametric formulation is to form a relationship
between displacements at any point within an element and displacements at element
nodes. These displacements are related through the use of interpolation or shape
functions [71]. The approach is coined isoparametric because the same shape func-
tions are employed to describe both the problem geometry and the problem unknowns
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(e.g., displacements) with unknowns being scalar or vector quantities. The formu-
lation eliminates the need to construct a transformation matrix between global and
local (“natural”) coordinate systems. General elements in three dimensions may be
constructed with a variable number of interior nodes, thus constituting a cloud-based
approach; examples are illustrated in Fig. 7a and b. Shape functions may be itera-
tively refined by increasing the number of nodes, with each additional interior node
providing a correction to the existing shape functions [71]. In general, the highest
accuracy is obtained by rectangular (or rectangular in a local plane for three dimen-
sions) elements with intermediate nodes located at natural coordinate positions, the
midpoints of edges [71].
An isoparametric mapping is one-to-one from coordinates relative to an interpo-
lation stencil (in computational space) to a point in the global, physical space. Thus
the inverse transformation (or IIM) is needed to uniquely specify the coordinates of a
point in Cartesian computational space based on its location in physical space. These
coordinates are also referred in the literature as trilinear mapping coordinates [16],
element parametric coordinates [72], or natural coordinates [73]. Once the mapping
coordinates ξ, η and ζ in each direction are found from the geometry and selected
shape functions, the interpolation weights are known. The isoparametric mapping




Wi(ξ, η, ζ)xi, (16)
where Wi are the shape functions and interpolation weights at each node i.
In practice, elements are commonly defined as first-order [74] if their shape func-
tions are first-order polynomials. In two dimensions, this corresponds to a four-node
quadrilateral element or a three-node triangle element. These elements provide a
single degree of freedom (e.g., displacements) at each node. A higher-order polyno-
mial may be specified, permitting additional degrees of freedom (e.g., displacements
and rotations) at each node. For instance, a quadratic triangular element is formed
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using six nodes and is described by a quadratic shape function along each side of the
element.
The mapping coordinates are determined by Eqn. 16, along with the condition
that
∑n
i Wi(ξ, η, ζ) = 1 for completeness. For example, an IIM for a four-node
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W1 = (1− ξ)(1− η), W2 = ξ(1− η), W3 = ξη, W4 = (1− ξ)η. (18)
This nonlinear system of equations can be written as F ([ξ η]T ) = 0 for known global
coordinates x, y, xi, and yi, and is readily solved by a Newton-Raphson technique.
This approach is applied by a number of state-of-the-art connectivity codes to de-
termine trilinear mapping coordinates and interpolation weights [72, 11, 10]. Alter-
natively, a bisection method may be applied to reduce computational cost for larger
systems [75, 76]. Once the mapping coordinates (ξ,η) are known, substitution into
Eqn. 18 provides the interpolation weights. The shape functions considered here
(Wi) are defined so that the element is mapped to coordinates in [0, 1], differing from
conventional finite element definitions wherein the mapping coordinates range from
[−1, 1]. Substituting the coordinates of each node in the natural coordinate system
(Fig. 8) into Eqn. 18 results in weights of one at that node and zero at all other
nodes, therefore satisfying Eqn. 16. In three dimensions, shape functions are defined
in Ref. 16 for tetrahedra
W1 = 1− ξ − ηζ, W2 = ξ, W3 = η, W4 = ζ (19)
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Figure 8: Inverse isoparametric mapping for a four-node quadrilateral computational
element.
and hexahedra
W1 = (1− ζ)(1− ξ − η + ξη), W5 = ζ(1− ξ − η + ξη),
W2 = (1− ζ)ξ(1− η), W6 = ζξ(1− η), (20)
W3 = (1− ζ)η(1− ξ), W7 = ζη(1− ξ),
W4 = (1− ζ)ξη, W8 = ζξη.
Special Cases
In certain situations, an isoparametric mapping can be directly related to bilinear
(or trilinear) interpolation. With a Cartesian grid topology, an IIM of four-node
quadrilaterals (or eight-node hexahedra) can be directly calculated because the global
coordinate system is similar to the natural coordinate system. Mapping coordinates
(ξ,η,ζ) satisfying Eqn. 17 are directly evaluated found by scaling and translating the
local cell to a unit square (or cube in three dimensions). Therefore the nonlinear
solution procedure may be avoided altogether. For example, on a two-dimensional
Cartesian grid with uniform spacing ∆s, the i-th cell in the x direction and the j-th
cell in the y direction are defined by the following nodes:
xi,j = i∆s xi+1,j = (i+ 1)∆s yi,j = j∆s xi,j+1 = (j + 1)∆s.
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For unstructured grids consisting of triangular (or tetrahedral) elements, classical
linear interpolation [24] is accomplished by transforming Cartesian nodal coordinates
to barycentric coordinates. In this system, any interior point is represented as the
center of mass calculated from masses located at each vertex. At each vertex of the
element, the barycentric coordinate or mass is unity. The sum of all coordinates
must be one, and all non-negative values indicate that a point is on the interior of
the element. This coordinate transformation is equivalent to an IIM with three-node
triangles or four-node tetrahedral elements. The mapping for a three-node triangle
















W1 = 1− ξ − η, W2 = ξ W3 = η. (22)
This system of linear equations may be directly solved without an iterative proce-
dure, and the weights Wi are the barycentric coordinates satisfying the isoparametric
mapping (Eqn. 16).
Limitations
Performance of the IIM depends heavily upon the finite element. For instance, three-
node triangle elements are better suited for approximating flat surfaces while six-
node triangles are more suitable for highly-curved surfaces [73]. When interpolating
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Figure 9: Inverse isoparametric mapping for a three-node triangular computational
element.
conserved aerodynamic variables rather than displacements, flat and curved surfaces
correspond to solution fields of varying smoothness. While the IIM approach affords
additional modeling flexibility, a kernel interpolation approach (e.g., with radial basis
functions discussed in Section 3.1.5) has the potential to be more robust and care-
free. The IIM approach is not suitable when the target node is not within any
element of the mesh since it is only applicable to interpolation [77, 73]. Application
to non-contiguous interfaces requires projection of points outside the mesh onto the
boundary [73]. Since extrapolation cannot be performed, the treatment of overset
orphan points with IIM is not straightforward. To enable interpolation, additional
non-fringe donor points will have to be sourced from more than one grid in order to
form a cloud of donors that enclose the orphan point.
Typical applications of finite elements do not account for highly distorted or con-
vex elements, which may occur when considering arbitrary distributions of points.
Figure 10 illustrates the same set of five nodes and three possible element connectivi-
ties between these points. If higher-order finite elements are to be applied for interpo-
lation, the elements will not necessarily be characterized by polynomial completeness.
For instance, an eight-node quadratic “serendipity” element (i.e., a rectangular ele-
ment with no interior nodes) can exactly represent a field described by a quadratic
polynomial only when the element is rectangular; a nine-node Lagrangian element is
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needed if the element is not rectangular [74]. For the most reliable analysis, finite
elements should have straight sides and evenly-spaced nodes [78].
Figure 10: Sample element connectivities for an arbitrarily distributed set of donor
points (filled black circles) and receptors (red marker).
In addition to the issue of completeness, a distorted element can also produce
non-unique mappings due to the presence of concave vertices. By definition, a vertex
is concave when its interior angle is greater than 180◦. As an illustrative numerical ex-
ample, a four-node quadrilateral element is considered. Initially the four-nodes form
a rectangle but the lower-left corner (node 1) is shifted toward the upper-right corner
(node 3) so that the interior angle varies from convex to concave (Fig. 11). The map-
ping coordinates of node 1 are determined with a Newton-Raphson technique, and
the shape functions associated with each node is evaluated with these coordinates.
Clearly, the shape function associated with node 1 should be unity when evaluated
at node 1, and the shape function at all other nodes should be zero. However, this is
not the case when the interior angle exceeds 180◦ (Fig. 11) as another set of mapping
coordinates exists that also satisfies Eqn. 17 and maps to the global coordinates of
node 1. Therefore the recovery of discrete input values is not guaranteed at element
nodes. These issues may be mitigated by partitioning the element into multiple ele-
ments and deriving new shape functions [79] or applying a hybrid approach involving
analytically derived stress functions [80].
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Figure 11: Shape function values for a four-node quadrilateral element evaluated at
node 1. The W2 and W4 curves are coincident.
3.1.4 Inverse Distance Weighting
In comparison to stencil-based (polynomial) methods, neighborhood-based data trans-
fer methods applying radial functions reduce a d-dimensional function (with d > 1)
into a univariate function of Euclidean distance. These approach are therefore di-
rectly applicable to any dimension. A strength of using a neighborhood method for
overset CFD is that connectivity information is not explicitly needed. As with kernel
function interpolation techniques, how nodes are connected within each grid is not
important as only their distances to points of interest are relevant to the scattered
data transfer problem.
Inverse distance weighting (IDW) is one such technique, originally developed
by Shepard [81] and later extended by Renka [82] to support trivariate interpola-
tion. IDW is commonly applied in response-surface modeling applications (e.g., krig-
ing or support vector machines) [83]. The method solves a moving least squares
problem with radial weighting functions similar to the basis functions described in
Section 3.1.5. In contrast to radial basis function (RBF) interpolation, this approach
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is based on regression rather than interpolation. The difference is that a regression
produces an approximation to the sampled data and unlike interpolation, does not
guarantee that the approximate value at sample locations will be identical to the
corresponding sampled values. Even so, it has been proven that the IDW approach is
able to provide local polynomial reproduction properties which facilitate error anal-
ysis [47].






This yields an approximation s(xj) ≈ fj, using a set of points I within some neigh-
borhood of x, where w is a compact translation-invariant weighting function. For
reference, a recent successful application of this technique depended on a cloud of 10



















According to Wood [86], IDW is most effective at reproducing equally spaced
sample points but may be ineffective at reproducing multi-scale data since it does
not account for the spatial structure of the data [59]. While this approach has his-
torical significance, the baseline IDW method has not been investigated since the
moving least-squares problem is more expensive and can be less accurate than other
neighborhood-based interpolation techniques (e.g., with radial basis functions, dis-
cussed in Section 3.1.5) near data sampling locations. A similar approach known as a
kernel regression will be revisited in Chapter 4 as it formed the basis for an adaptive
steering approach developed by other researchers [87].
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3.1.5 Radial Basis Function Interpolation
Radial basis function (RBF) interpolation is a scattered data interpolation technique
that is a specific type of kernel-based interpolation [88, 57]. Broadly speaking, kernel
function interpolation uses a linear combination of basis functions (kernels) to repre-
sent highly nonlinear functions. The success of the approach lies in the selection of
an appropriate kernel (a nonlinear basis) and source points for the interpolation. De-
termination of interpolation weights is straightforward and discussed in Section 3.1.5.
On a historical note, the concept of a “kernel” dates back to the original Gaussian
heat kernel [89], which depending on context, can be a fundamental PDE solution
(a basis function), a symmetric operator, or a distribution function representing a
stochastic process. In the context of this thesis, a kernel is conceptually equivalent
to a d-dimensional multivariate function, e.g., K : Rd × Rd → R.
Among the plethora of kernel functions used for interpolation, the most popular
by far are the radial (or isotropic) kernels that give RBF interpolation its name. Some
common RBFs are presented in Table 1. These functions have the property that they
are translation-invariant, i.e., they are independent of Euclidean transformation [90].
While their centers can change, the functions themselves are everywhere only a func-
tion of the Euclidean distance from the center. This definition does not include affine
transformations that include scaling operations that can deform the circular kernel
footprint (into say, an ellipse) which would result in a non-traditional RBF interpo-
lation approach. Anisotropic kernel function interpolations are discussed in Chapter
4.
Recommendations from a number of authors [85, 75, 91, 77, 47] have suggested
that RBF interpolation is a general, accurate approach to data transfer. Scattered
data methods are especially attractive for solution transfer because:
1. They permit interpolation (and extrapolation) based on arbitrarily clustered
clouds of points in any dimensional space.
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Table 1: Sample global radial basis functions, φ(r) with r = ||x||2.
Name Definition Parameter Positive Definite
Gaussian e−αr
2
α > 0 yes
Polyharmonic Splines rk k = 1, 3, 5... conditional
rk log r k = 2, 4, 6... conditional
Thin-Plate Spline (TPS) r2 log r n/a conditional
Multiquadrics (MQ)
√
r2 + c2 c > 0 conditional
Inverse Multiquadrics 1/
√
r2 + c2 c > 0 yes
2. They have in general higher-order accuracy that can be increased by freely
adding data points.
3. They are directly applicable to unstructured methodologies since the interpolant
is decoupled from the computational mesh so that there is no requirement on
the spatial structure of the sampled data.
4. They are readily applied to the problem of solution transfer in overset methods
since they do not require connectivity information.
Positive Definiteness
A basis function or kernel (K) is considered positive definite if its kernel matrix






cicjKij > 0 (25)
for distinct points x, and any vector of non-zero values c (e.g., the interpolation co-
efficients). The positive definiteness of a kernel is dimension-dependent [66] and is
essential to the problem of scattered data approximation because it guarantees the
existence of an invertible interpolation matrix [47]. It is known that global RBFs are
either positive-definite or conditionally positive-definite, while compactly-supported
functions (discussed in Section 3.1.5) are guaranteed to be positive-definite [90]. In
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the conditional case, a polynomial must be added to the interpolant (Eqn. 26) for
solvability and uniqueness [66] but this is optional in the positive-definite case. To
improve the reproduction quality of approximately constant or linear fields, the poly-
nomial terms have been included for all RBF interpolation cases in the present work.
In general, positive-definite kernels may be arbitrarily derived to satisfy dimen-
sionality and smoothness constraints. Using Fourier transforms, Bochner [92] showed
that positive semi-definite radial functions can be characterized as monotonic, and
led to the conclusion that positive-definite functions are essentially equivalent to com-
pletely monotone functions [57]. This framework has since been used to recursively
derive a number of compactly-supported basis functions by convolution [47, 93], in-
cluding those shown in Table 2.
Solution Procedure
Table 1 presents some well-known radial basis functions, defined in general as Φ(x) =
φ(r), r = ||x||2. Some of these functions have behaviors that depend on shape pa-
rameters that are not necessarily constant throughout a solution domain.








where s is the RBF interpolant evaluated at an arbitrary location x; αj are the
interpolation coefficients; and xj are the RBF centers chosen to be coincident with
the set of sampled data sites (or source points), X. The quality of the results is
sensitive to kernel centers and widths [88], and in the case of the centers coinciding
with the locations at which the solution is known (i.e., the data sites), an interpolant
exists per the Mairhuber-Curtis theorem [47]. pk is a set of linearly independent
functions p1, p2, ..., pQ on Rd (with Q being the dimension of the function space),
and ensures a unique solution and solvability of the interpolation matrix by making
the system conditionally positive definite [47, 90]. Typically, pk is chosen to be a
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polynomial basis. An additional constraint is placed on the function pk:
N∑
j=1
αjpk(xj) = 0. (27)
This constraint makes the interpolation coefficients orthogonal to the polynomial
space by removing extra degrees of freedom from the polynomial [94] and controlling
the rate of growth at infinity of the non-polynomial term [95].











The submatrices are defined as:
AΦ,X = (Φ(xj − xk)) ∈ RN×N (29)
P = (pk(xj)) ∈ RN×Q. (30)
Numerous techniques exist for solving the system in Eqn. 28. For smaller interpolation
problems, directly inverting the left-hand side matrix is effective. However, for typ-
ical two- and three-dimensional problems, the interpolation matrix quickly becomes
intractable for a global (rather than neighborhood-based) approach that incorporates
the entire set of available data points.
Implementation Challenges
The potential challenges in applying RBFs are widely understood [96, 97]. Effective
interpolation requires a trade-off between the number of source points (generally in-
creasing accuracy with number) and numerical stability (which decreases with number
due to ill-conditioning of the interpolation matrix). Even if the matrix inversion can
be reliably performed, the cost of a direct evaluation (using Gaussian elimination)
is O(N3) [98], where N is the number of source points for the interpolation. If an
indirect, iterative approach is used, the computational cost will be comparable to the
45
cost of solving the governing physical equations at the same points. Thus the inter-
polation cost can quickly become a non-negligible portion of the overall simulation
cost. Even if cost were not prohibitive, application of global basis functions can result
in spurious fluctuations [73]. Solution degradation near clustered grid points is also
of potential concern [73], motivating a localized RBF approach.
A practical engineering solution is to employ a smaller subset of points (i.e., a
cloud of points) within a neighborhood of the target point for each data transfer. If
the reconstruction of an entire solution field is required, a domain decomposition or
partition of unity approach should be used to guarantee error bounds and convergence
properties when using global basis functions [47]. This approach separates a complete
global domain into subdomains on which smaller interpolation problems are solved.
A global solution is formed using a weighted sum of the local solutions, where the
weighting comes from the partition of unity. If only local solutions are needed, then
the use of compactly-supported basis functions will be numerically stable and more
physically consistent (Section 3.1.5).
Many applications of RBF data fitting involve smooth, continuous solution fields.
In practice, sampled data (e.g., from experiment and/or turbulent flow fields) will
not be free from noise, and RBF approaches may overfit the input data [83]. The
problem can be mitigated by through regularization, which adds a shift along the
diagonal of the interpolation matrix, i.e., A→ A+λI, where I is the identity matrix
and λ is the regularization parameter typically set to the variance of the noise. An-
other alternative is to use fewer bases than sample locations, thereby recasting the
interpolation problem as a least-squares error minimization problem. In both cases,
additional uncertainty is introduced into the problem, and therefore these approaches
have not been considered in the present work.
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Table 2: Sample compactly-supported radial basis functions, φ(r) with r = ||x||2 and
φ(r > 1) = 0.
Name Definition
Wendland C0 [47] (1− r)2+
Wendland C2 [47] (1− r)4+(4r + 1)
Wendland C4 [47] (1− r)6+(35r2 + 18r + 3)




r3 − 2r2 + 1
6
Compactly-Supported Basis Functions
A straightforward and mathematically rigorous approach to localized RBF interpo-
lation is to use compactly-supported basis functions, an approach that was originally
proposed by Schaback [90]. In contrast to the globally supported basis functions
listed in Table 1, compactly-supported basis functions are by definition zero above
a nominal radial distance equal to one. Support intervals other than [0, 1] may be
obtained through scaling. With these basis functions, sparse interpolation matrices
(Eqn. 29) can be formed through judicious specification of a support radius based
on the selected source points. Sparse matrices have the benefit of reduced memory
requirements and reduced operation count when solving the interpolation system. An
additional benefit of compactly-supported functions is that they are typically defined
by functions that lend themselves to rapid evaluation [47]. Some sample compactly-




1− r, r ≤ 1
0, r > 1.
(31)
All Wendland functions listed have been derived with guaranteed positive definiteness
in up to three dimensions. These functions have been derived with a prescribed
smoothness Ck where k is the number of times the function may be differentiated
and still preserve a zero slope at r = 1.
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The condition of the interpolation matrix (Eqn. 29) is directly related to the
numerical stability of solving the interpolation system (Eqn. 28) and tends to be rela-
tively poor when using classical global basis functions (Table 1). With the exception
of the Gaussian and Inverse Multiquadrics functions, all the other basis functions
behave as a positive power of r. The interpolation matrix therefore has relatively
large terms on the off-diagonal and a correspondingly large condition number. The
Gaussian and Inverse Multiquadrics functions decrease with increasing r but never
reach zero. In contrast, the compactly-supported functions are by definition zero for
r > 1 and can provide sparse interpolation matrices with the largest values on the
diagonal. As a result, the compactly-supported basis functions have a lower condi-
tion number [99] and is therefore more numerically stable. The inverse relationship
between condition number and interpolation error is discussed in Ref. 100.
The remaining unknown when implementing a compactly-supported RBF inter-
polation is the selection of a support radius, i.e., the extent of the region where the
basis function is non-zero. Larger supports in general yield improved quality results
for the purposes of constructing (smooth) geometric surfaces [90] simply because more
information about the solution field is utilized, and the limit of increasing support
region size is the entire computational domain. When selecting a support size, the
goal is to obtain comparable rather than more accurate results with respect to the
global approach. As with polynomial interpolants, there is a caveat in regard to the
behavior of the sample solution. For example, polynomial interpolation achieves high
accuracy only when the function inside the interpolation stencil is smooth, otherwise
the solution will become oscillatory [62].
3.1.6 Other Techniques
Non-Traditional RBFs
While the radial bases have been more widely studied, many other basis functions
have the same attractive properties. One new basis function is the multiscale kernel
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developed by Opfer [101]. This compact multiscale approach draws from wavelet
theory and requires no user manipulation of the data in terms of rescaling. The










φ(2jx− k)φ(2jy − k), (32)
where λj are the interpolation coefficients, and k is an integer. As an added benefit,
reconstructions of noisy data may be more accurate.
Another example is the Brownian bridge kernel, which is compact, positive-





min{xj, zj} − xjzj. (33)
Its effectiveness in modeling fluctuating quantities makes it a candidate for interpo-
lating turbulent flow field quantities.
Walsh Functions
Global solutions to nonlinear PDEs with discontinuities have been successfully derived
using Walsh functions. Gnoffo [102] successfully modeled a shock in a quasi-one-
dimensional nozzle where the Gibbs phenomenon was not observed. The effectiveness
of the approach in representing nonlinearities lies in the self-similar mathematical
property associated with Walsh functions, that is, the product of two Walsh functions
is another Walsh function. This approach is applicable to problems involving data
transfer but has not been evaluated for problems of interest due to computational
complexity.
3.2 Selection of Mapping Techniques
In modern computational science, the standard practice for approximating data within
a range of discrete points with a known solution is to apply linear interpolation, i.e.,
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interpolation with a first-order polynomial. This approach is easy to implement,
computationally efficient, and numerically stable in that no new local extrema are
created. While this approach may be more effective in high-gradient regions because
higher-order problems involving overshoot and undershoot are avoided, the scheme is
also dissipative and can be inaccurate for nonlinear solution fields depending on the
spacing of sampled data. The state of the art for data transfer between arbitrarily
overlapping grids with potentially different grid topologies is to map global coordi-
nates to local element coordinates to enable trilinear interpolation. This typically
involves applying the IIM technique with linear basis functions, with mapping coor-
dinates determined by Newton’s method [72, 11, 10]. Though not explicitly described
as an inverse isoparametric mapping, this is the approach employed by Suggar++ [16]
and PUNDIT [10].
For increased accuracy, single-directional polynomials may be readily extended to
higher-order. While this approach is simple and computationally inexpensive, the
interpolated solution is susceptible to spurious oscillations (Figs. 5 and 6) and can re-
quire a filtering technique to minimize error. To address the issue of orphan points on
overlapping grids, an implicit polynomial interpolation approach can be applied that
permits fringe points to both donate and receive solutions. For general configurations,
fringe points may come from one or more grids. However, implementation is prob-
lematic for uneven or arbitrary distributions of points since the system of equations
is not guaranteed to be solvable.
The investigations in this thesis are centered around cloud-based rather than
polynomial-based approaches to interpolate arbitrarily distributed data. Fundamen-
tally, the difference between polynomial and scattered data techniques lies in the
choice of basis function, and the properties of these functions dictate their applica-
bility and implementation. A radial basis function is a nonlinear univariate function
in which the indeterminate variable is a function of Euclidean distance, defined for
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any dimension. The RBFs considered in the present work have interpolants that sat-
isfy the mathematical property of local polynomial reproduction [66]. In comparison,
the application of traditional polynomial interpolation in higher dimensions involves












where the submatrix P is optional for radial basis function interpolation. Conversely,
for polynomial interpolation, the radial basis function interpolation matrix A is elim-
inated and the problem is only solved for the β coefficients. When interpolating with
polynomials in higher than one dimension, a set of source points that forms a singular
interpolation problem can always be found [66].
While the use of cloud-based techniques may incur additional cost, the strength
of this approach is that it is completely stencil-free. This lack of dependence on an
interpolation stencil means that the interpolation does not require any connectivity
information and points may be arbitrarily included for improved accuracy. Such an
approach naturally precludes the existence of orphan points since additional donor
points can always be sourced from the vicinity of the target to permit either interpo-
lation or extrapolation. To minimize uncertainties for use with all types of solution
fields, basis functions that depend on shape parameters have not been considered
because improper selection of a shape parameter can result in an ill-conditioned ma-
trix [91] and/or reduced accuracy. Recent work applying the Gaussian RBF to inter-
polating unstructured, three-dimensional particle velocimetry data yielded accurately
interpolated flow fields with improved mass conservation [103], but least-squares op-
timization was required to determine shape parameters. Other general methods for
selecting a shape parameter exist, including leave-one-out cross validation (LOOCV),
generalized cross validation, and a maximum likelihood estimator [104]. All of these
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methods incur additional cost; for example, a LOOCV algorithm requires numerous
repeated evaluations of the interpolant with varying subsets of input data.
Focus is therefore on two basis functions, the thin-plate spline (TPS) recommended
in Refs. 91 and 77 for accuracy and robustness in both interpolation and extrapolation,
and the Wendland C2 (W2) basis function recommended in Refs. 105, 106, and 107.
Definitions of the thin-plate spline
φ(r) = r2 log(r)
and compactly-supported Wendland C2 function
φ(r) =

(1− r)4(4r + 1), r ≤ 1
0, r > 1
are repeated here for reference. The derivation of the W2 function [47] ensures con-
tinuity up to the second derivative (C2 smooth). Since typical CFD meshes have
high levels of resolution, the increased smoothness of higher-order functions within
the Wendland Ck family of functions (with k > 2) provides no added benefit [99] and
therefore has not been considered. Rendall and Allen also observed that for proper
selection of points, interpolation accuracy appears to be independent of flow, mesh
type, and mesh density [99]. Prior work with these functions has focused on applica-
bility to non-contiguous fluid-structure interfaces rather than applicability to general
data type interpolations. Recent work in this area has applied the Wendland function
only to interpolation across non-matching Cartesian grid interfaces rather than un-
structured overset grids [107]. To demonstrate the effectiveness of RBF interpolation
for general data transfer relative to current methods, state-of-the-art linear mappings
(with triangle and quadrilateral elements) and a higher-order IIM with quadratic
triangle elements have been evaluated.
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3.3 Evaluation of IIM and RBF Techniques
Two studies have been performed on two-dimensional structured grids to compare
the effectiveness of the mesh-free radial basis function (RBF) approaches to the es-
tablished inverse isoparametric mapping (IIM) technique. Results and conclusions
from the two-dimensional tests are assumed to be readily extensible to three dimen-
sions. The IIM method is used for comparison because it has already employed by
other researchers for unstructured methodologies, is general to both structured and
unstructured meshes, and can be extensible to higher-order.
3.3.1 Elliptic PDE
An initial test case based on a PDE solution satisfying Dirchlet boundary conditions
was studied on a unit square domain, [0, 1]× [0, 1]. The specified closed-form solution
is:
f(x, y) = 10xy(1− x)(1− y) exp(x4.5) (34)
The interpolation target grid contained 41 × 41 points, with source grids ranging in
size from 11×11 to 161×161. This encompasses both coarse-to-fine and fine-to-coarse
interpolations. A grid spacing ratio has been defined as the ratio of output grid spac-
ing to input grid spacing; values less than one indicate coarse-to-fine interpolation. To
facilitate comparisons between structured and unstructured grid methods, the same
Cartesian mesh was utilized for all cases. To form an unstructured mesh, quadrilat-
eral cells were bisected into isosceles triangles. Higher-order triangular elements were
formed by selecting a central triangle and appending all neighboring triangles that
share a common edge.
The baseline interpolation scheme under investigation is the IIM method using
four-node quadrilateral (“quad”) elements, which is equivalent to bilinear interpola-
tion on the Cartesian mesh and may be directly computed (discussed in Section 3.1.3,
“Special Cases”). An analogous approach for unstructured grids involving three-node
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(a) Coarse interpolation source mesh (b) Exact solution
Figure 12: Discretized input (11× 11) and exact solutions for analytical PDE.
(a) Linear three-node triangles (tri3) (b) Quadratic six-node triangles (tri6)
Figure 13: Inverse isoparametric mapping solution (from a coarse 11× 11 mesh) for
the analytical PDE.
(a) 4-node cloud (b) 16-node cloud
Figure 14: RBF interpolated solution (from a coarse 11× 11 mesh) for the analytical
PDE test case using the TPS basis, with local and neighborhood support.
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triangular (“tri”) elements was considered for this test case, in addition to higher-
order six-node triangular elements. Mapping coordinates for the three-node triangle
were directly determined from barycentric coordinates (discussed in Section 3.1.3,
“Special Cases”) while the coordinates for the six-node triangle were calculated iter-
atively with Newton’s method as in a general IIM application. These methods were
compared with local, neighborhood, and globally supported schemes for RBF interpo-
lation using thin-plate splines (TPS) and Wendland C2 (W2) basis functions. Inter-
polation solutions for lower- and higher-order triangular element mappings (Fig. 13)
and TPS RBF (Fig. 14) interpolation are depicted for the case with the greatest mesh
disparity (mapping from a coarse 11× 11 grid to a fine 41× 41 grid). Three interpo-
lation configurations with these functions have been considered with results detailed
in the following subsections.
Local Interpolation
Only data from a single cell was included in the interpolation, mimicking the standard
implementation in current domain connectivity software with donor points coming
from a single computational cell. Local interpolation approaches included bilinear
interpolation within a four-node quad element, a linear mapping within a three-node
triangle element, and RBF interpolation with four source points. All interpolations
including four nodes had virtually identical errors (to within 10−4), plotted in Fig. 15.
The three-node linear mapping had marginally higher errors (by 10−3 on average) than
the four-node interpolation. Second-order accuracy was achieved for all methods, with
a slope of approximately -1.8.
Neighborhood Interpolation
A cloud of source points was formed by including nodes from the enclosing cell in
addition to nodes of surrounding cells. The number of donors in this case increases
from four up to sixteen (in two dimensions). While it is straightforward to uniformly
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(a) Thin-plate spline (b) Wendland C2
Figure 15: L2-norm of the interpolation error at different grid spacing ratios for
the analytical PDE solution. Legend names refer to the IIM element (quadrilateral
or triangular) or the radial basis (thin-plate spline or Wendland C2) used, and the
number in parenthesis indicates the number of nodes included in the interpolation.
increase the number of points in all directions, it is not necessary. Gradient informa-
tion about the solution field may be utilized to strategically add donor points and will
be discussed further in Chapter 4. For coarse-to-fine interpolation, the neighborhood
approach has up to 40% and 50% less error than the local approach when applying
the TPS and W2 approaches, and 60% less error when applying the quadratic (six-
node) triangular element. For fine-to-coarse interpolations, RBF errors were reduced
by nearly an order of magnitude and six-node error was reduced over an order of
magnitude. However, while the higher-order IIM has the lowest error of all the neigh-
borhood approaches, Figure 13 reveals an interpolation artifact near the right edge of
the domain where the solution is distorted in a relatively high gradient region. This
suggests that the IIM approach may be more susceptible to dispersive errors when
transferring data from coarse to fine grids. A similar artifact was not observed in the
RBF solutions. In the coarse-to-fine range, errors for all neighborhood-based meth-
ods were approximately equal. In the fine-to-coarse asymptotic range, the W2 errors
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were approximately 40% less than with the TPS basis. Both RBF approaches had
second-order accuracy in the asymptotic range (with slopes of approximately -1.8),
while the six-node IIM exhibited faster convergence (slope of -2.8).
If points are added to the cloud from an additional level of surrounding cells,
then the total number of source points increases to 36. In this case, the observed
error was comparable to the higher-order IIM results, with a comparable rate of
convergence (summarized in Table 3). For fine-to-coarse interpolation (grid spacing
ratio greater than one), the error for the IIM and RBF approaches are on the same
order of magnitude, with TPS error being higher than IIM by 34% and W2 being
lower by 15% at the finest grid spacing.
Table 3: Convergence rates for the analytical PDE solution when applying neighbor-
hood and global interpolation approaches.
Method Source Points Slope
IIM six-node triangle 6 -2.8
Thin-plate spline 16 -1.8
36 -2.4
all -3.5




The limit of the neighborhood increasing in size is a cloud that includes all the points
of the input mesh. This global approach is applicable to the RBF approach and
permits simultaneous solution of the interpolated values at all target points. The
resulting interpolated field was the most accurate when interpolating from fine to
coarse grids with the W2 function, which had over 50% less error than the next best
result obtained by the TPS basis, and up to two orders of magnitude less than the
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linear approaches utilizing three and four node elements. In addition, the rate of
convergence is higher than the six-node IIM, with slopes of -3.5 and -3.3 for the TPS
and W2 basis functions respectively. This verifies that both accuracy and convergence
rate increase with the number of source points with the RBF approach.
However, computational cost renders a global approach unusable in practical ap-
plications and numerical instability will decrease accuracy for larger problems. For
grid spacing ratios greater than two (corresponding to an input mesh with 161×161
points, data were not obtained due to memory limitations in performing a direct so-
lution of Eqn. 28. From Eqns. 29 and 30, the number of elements in the left-hand side
is (N + 3)2 in two dimensions, with N = 161 × 161 = 25, 921. For double precision,
the required storage for this matrix will be 5.4 gigabytes.
3.3.2 Sample Rotor Blade
This test case represents a more realistic fluid dynamics problem of interest and
adds complexity through grid stretching and point clustering on a non-Cartesian
structured domain. Repeated solution transfers of a surface pressure solution between
fine and coarse grids (4100 and 600 nodes, respectively) were performed to study how
the interpolated solutions behaved over multiple iterations corresponding to multiple
interpolations. In this case, a single iteration consists of two solution transfers: from
the fine grid to the coarse grid, and then from the coarse grid back onto the fine grid.
After each iteration, the solution was compared with the original solution to quantify
interpolation error. Interpolations with the IIM approach included three and six-
node triangle elements, as well as four-node quadrilateral elements. These results are
compared with the local and neighborhood cloud-based approaches described in the
previous section, which applied thin-plate splines and Wendland C2 interpolation.
Since the grid is no longer Cartesian as in the PDE test case (Section 3.3.1), bilinear
interpolation can no longer be directly performed with the four-node quadrilateral
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element and Newton’s method was applied to iteratively obtain mapping coordinates.
Figure 16: Root-mean-square error for repeated interpolations to and from fine and
coarse meshes for the rotor blade test case. Solid lines denote cases where the neigh-
borhood of interpolation points has been rescaled to a unit square while the dashed
lines indicate that no normalization was applied.
The short-term evolution of root-mean-square (RMS) error (plotted in Fig. 16)
has the following implications:
1. The growth in interpolation error when using a local interpolation (based on
information from a single cell) is identical for the linear IIM approaches (four-
node quadrilateral and three-node triangle elements) which agrees with the
findings of the previous section. In other words, when a minimal amount of
information is available, higher-order approaches can be no more effective and
may be less stable (e.g., TPS interpolation supported by four nodes).
2. The higher-order IIM approach (six-node triangles) initially has the lowest error,
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with nearly an order of magnitude reduction over the linear approaches at best.
However, the error increases at a greater rate than the TPS (operating in a
neighborhood of sixteen nodes). In comparison, the TPS produces nearly 70%
less error than the linear approaches.
3. The effects of normalizing the input domain are apparent in comparing the un-
normalized (dashed lines) and normalized (solid lines) error curves. If there are
sufficient data to support the interpolation, locally rescaling the extents of the
interpolation cloud to a unit domain improves accuracy by nearly an order of
magnitude. However, when the input data is insufficient to maintain a stable
solution, rescaling has a further destabilizing effect. For the four-node TPS
approach, the errors diverged from other linear approaches after 10 iterations
rather than 30 in the un-normalized case.
4. The W2 results tended to be less accurate than TPS in this case, due to the
accumulation of errors in parts of the blade grid with high solution gradients
and skewed, high aspect-ratio cells (Fig. 17).
(a) TPS basis, 16-node support (b) W2 basis, 16-node support
Figure 17: Rotor blade tip error after a single iteration of interpolations.
In the long-term (Fig. 18), all approaches were unstable in that the solution
continued to drift from the initial solution with repeated data transfers. However,
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the higher-order methods were the most unstable. Between the most accurate ap-
proaches (six-node triangle IIM and sixteen-node TPS), the IIM approach diverges
more quickly. In comparison, the TPS approach is able to perform half an order
of magnitude more iterations before errors surpass the linear level. Errors for the
TPS methods with and without normalization approach each other and diverge at
the same rate.
Figure 18: Root-mean-square error in the asymptotic range for repeated interpola-
tions to and from fine and coarse meshes for the rotor blade test case. Solid lines
denote cases where the neighborhood of interpolation points has been rescaled to a
unit square while the dashed lines indicate that no normalization was applied.
A qualitative comparison of the different interpolation approaches is presented
in Fig. 19. The baseline IIM approach with 4-node quads is dissipative and quickly
smears the suction peak (blue-colored contours) over the entire blade surface. In con-
trast, a higher-order IIM approach with 6-node triangles maintains the blade surface
solution despite some initial smearing (as quantified in Fig. 16). After 50 iterations,
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there is noticeable dissipation and the physics of the problem has been altered where
the suction peak shrinks in extent and shifts toward the trailing edge. In comparison,
the TPS interpolation was able to more accurately preserve the location and extent
of the suction peak region on the rotor blade. Near the blade tip where there are rel-
atively high gradients and high grid density, Figure 19 shows a small pressure artifact
(red-colored contours) where the interpolated quantity has changed sign over time.
However the size of this region is small, and overall after repeated interpolations TPS
gives the result closest to the original input solution.
3.4 Investigation of Local Radial Basis Function Properties
In all practical implementations of kernel-based interpolation within computations,
only localized interpolations will be performed in the interest of both accuracy and
efficiency. When considering overset and/or hybrid simulations, interpolation for po-
tentially millions of locations at each iteration may required, therefore a global inter-
polation is not feasible due to numerical instability, computation time, and memory
requirements.
The first test case investigates the behavior of a localized global RBF (e.g., thin-
plate splines) compared with actual compactly-supported functions (e.g., the Wend-
land function). The second case studies the integration of the solution field over
individual computational cells. This has major implications for mass conservation, a
measure of solution fidelity. If mass or any other conserved quantity changes signifi-
cantly over time, the physics of the problem are not guaranteed to be correct.
Franke’s function (Eqn. 35), a well-known bi-variate function originating from the
1979 work of Richard Franke investigating scattered data approximation [108], has
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(a) Input (b) IIM (quad4) (c) IIM (tri6) (d) TPS (e) TPS (local
rescaling)
Figure 19: Comparison of the rotor blade solutions after 50 iterations: (a) initial
input, (b) inverse isoparametric mapping (IIM) with 4-node quads, (c) IIM with
6-node triangles, (d) TPS with global domain scaled to unity, and (e) TPS with
neighborhood scaled to unity.
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(a) 3-D View (b) 2-D View
Figure 20: Franke’s Function (Eqn. 35) used in the demonstration of compactly-
supported functions.









































−(9x− 4)2 − (9y − 7)2
]
(35)
The function is smooth and qualitatively described by three distinct Gaussian peaks
as illustrated in Fig. 20.
When applying a compactly-supported RBF, a support radius was not explicitly
specified a priori as described in the literature [90, 97]. Instead, coordinates of
interpolation source points are translated and scaled such that the points enclosing
the target lie within a unit domain centered at zero. Clouds of interpolation points are
formed by first identifying the cell enclosing the target point or the source point closest
to the target point. Using the cell nodes (or source node) as the starting location,
the support region is grown outward by including neighboring nodes and neighbors
of neighboring nodes. This approach was chosen for demonstration purposes as it is
more efficient than a nearest neighbor search and it minimizes the amount of required
code development within an existing data transfer framework. In an actual overset
application, a search is necessary since the nearest nodes may not lie on the same
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mesh.
3.4.1 Smoothness of Compactly-Supported Functions
This test case is similar to the study of the PDE in Section 3.3.1, in which a source
solution is taken from a coarse Cartesian mesh and interpolated onto progressively
finer Cartesian meshes. The gradient is then evaluated numerically using second-order
central differences. Gradients on the finest mesh (with 2601 points) were calculated
for reference. A series of coarse meshes are formed by taking every 2nd, 5th, and
10th point (resulting in sizes of 676, 121, and 36 points respectively) to be used as
the input grid. For each point on this mesh, a support region is identified. A point
is a support if it lies less than some radial distance from the center. As the domains
are unit squares, no rescaling of the input points was performed. The solution is then
interpolated from the progressively coarser meshes onto the original fine mesh, with
each point on the output mesh using the interpolant centered around the nearest
input grid point.
Finite differences of the interpolated solution are then computed and compared
to the reference values. Figures 21 and 22 illustrate the resulting gradient errors for
support radii of 0.25 and 0.5 based on the demonstration case in Ref. 90. With the
smaller region (Fig. 21), both localized RBF approaches produce essentially the same
result and are less accurate than the global approach. With increasing number of
nodes (i.e., decreasing mesh disparity), the localized TPS results approach that of
the global TPS interpolation (supported by all points in the computational domain).
However, at the lowest mesh disparity (2 output nodes for 1 input node in each
direction) the error associated with the compact interpolation converges steadily and
is actually lower than the global interpolant.
For the larger support radius, the local interpolation is essentially equal to the
global approach (recalling that the limit of increasing support radius is the entire
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(a) df/dx (b) df/dy
Figure 21: Demonstration of the effectiveness of compactly-supported functions in
reproducing gradients of Franke’s function (Eqn. 35) using a support radius of ρ =
0.25.
input domain, and the local support turns into a global support). The localized
and global TPS approaches produce identical results. In comparison the error in the
compact Wendland approach starts out equal to the TPS error and then decreases
monotonically at a higher rate. These results suggest that in at least some scenarios
involving coarse to fine mesh data transfer, compactly-supported functions are able
to produce more accurate piece-wise smooth fields.
3.4.2 Conservation
The need to satisfy conservation laws has been discussed in Section 1.1.3, and a num-
ber of techniques to mitigate the lack of conservation for overset methodologies have
been evaluate in the literature. Zhang et al. [109] demonstrated that with proper
selection of interpolation stencils, conservation can be automatically satisfied. Con-
servative applications of standard interpolation techniques on unstructured meshes
have also been demonstrated and recommended by Alauzet et al. [24] based on mesh
intersection methods, but extension to three dimensions may be prohibitively expen-
sive [110]. Recently, Florez et al. [111] have demonstrated a mass-conservative RBF
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(a) df/dx (b) df/dy
Figure 22: Demonstration of the effectiveness of compactly-supported functions in
reproducing gradients of Franke’s function (Eqn. 35) using a support radius of ρ = 0.5.
The global and local TPS solutions are indistinguishable.
interpolation scheme that shows promise for the neighborhood approach. However,
Part-Enander & Sjogreen [25] have conversely shown that conservative interpolation
can be destabilizing. As an alternative to strict conservation enforcement, the effect
of a more accurate interpolation approach on conservation without specific attempts
to conserve flow field quantities is investigated.
The RBF interpolant defined in Section 3.1.5 provides a continuous, analytical




























Figure 23: Integration of an arbitrarily oriented triangle in Cartesian space.














(β0 + β1x+ β2y) dydx, (39)
where r ≡
√
x2 + y2. While the polar form of Eqn. 38 is a more natural mathemat-
ical representation (since the basis function is a function of the radial coordinate),
numerical implementation is more straightforward in Cartesian form due to the in-
tegration bounds on r. Integration over arbitrarily oriented cells is accomplished by
first vertically bisecting the triangle and finding the midpoint of side that will form
the new vertical edge (Fig. 23). Evaluation of Eqn. 39 from x1 to x2 and y1(x) to
y2(x) requires selection of the appropriate x coordinate from xa, xm, and xb, and
selection of the appropriate y(x) function.
The exact function values at the nodes of a two-dimensional unstructured mesh
form the RBF interpolants that were numerically integrated to obtain the mass of each
cell. This experiment was performed on three mesh levels of increasing refinement,
with 324, 1296, and 5184 cells. These calculations are compared with the linearly
integrated mass, which is equivalent to multiplying the cell area by average function
value. For the current test function, integration with a higher-order interpolant always
results in a more accurate solution (Fig. 24). Since the RBF interpolant is able to
recover some of the curvature of the original surface, the volume under this surface
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Figure 24: Calculated mass of Franke’s function Eqn. 35 by integration of radial basis
function interpolants.
is expected to be more accurate. In the case of a localized thin-plate spline RBF,
nearly an order of magnitude reduction in error of the mass calculation is achieved in
comparison to traditional linear interpolation.
The results depicted in Fig. 24 were obtained by translating each cloud of inter-
polation points to the origin and then scaling the coordinates so that the difference
between maxima and minima in each dimension was one. As the normalization factor
increased, the compactly-supported basis becomes increasingly flat due to the normal-
ized radial distances being closer to zero and the function evaluations approaching one
for all r. For the nominal scaling (with source points in [−0.5, 0.5]2) both approaches
demonstrate consistent improvements over the linear approach.
The TPS approach was relatively insensitive to the normal scaling while the error
in the compact W2 approach tended to decrease with larger support regions. On a
[−5, 5]2 local domain the errors are comparable to those of TPS (Fig. 25). This has
confirmed the work of Song et al. [112] who proved that RBFs of finite smoothness
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Figure 25: Calculated mass of Franke’s function (Eqn. 35) by integration of the
Wendland C2 interpolant for different local re-scalings.
(e.g., the C2 smooth Wendland function) converge to polyharmonic interpolants (e.g.,




The results presented in Chapter 3 have shown that scattered data techniques can
be comparable to if not better than higher-order applications of existing techniques
(e.g., the inverse isoparametric mapping technique). Moreover, the scattered data
techniques afford additional flexibility by removing requirements on sampled data
structure, allowing for interpolation and extrapolation of arbitrary grid configura-
tions that may include orphan points. As an alternative to radial basis function
interpolation, the IIM approach may also be cast in the form of a scattered data in-
terpolation problem. However, the highest accuracy for the IIM approach is achieved
with regularly distributed nodes [71]. The IIM approach is also not suited for extrap-
olations [77, 73] and the mapping may be non-unique, further limiting applicability.
Based on the findings in Section 3.1.3, application of higher-order IIM as a cloud-based
approach does not appear feasible due to sensitivities of finite elements to arbitrary
point distributions.
Many applications of radial basis function (RBF) techniques to date have the goal
of generating complex freeform (i.e., non-symmetric) smooth surfaces. Examples
include the design of high-precision optical devices [113] or the generation of topo-
graphical mappings from elevation measurements [59]. While much of Chapter 3 has
focused on interpolating smooth fields, many aerospace problems especially within the
field of fluid dynamics, encounter discontinuous solution fields. In transonic and su-
personic flows, the flow field has density, velocity, and pressure discontinuities. Also,
when considering the multi-scale, stochastic nature of turbulence, many quantities
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may change quickly in both time and space also resulting in discontinuities. There-
fore, this chapter investigates the applicability of these techniques to non-smooth
solution fields and develops a data-adaptive mapping strategy.
The first section presents a data-adaptive regression technique. This steering ker-
nel regression (SKR) method has been adapted from the field of image processing
where it has been used successfully in the preservation of edges for image recon-
struction and super-resolution problems [87, 114]. Baseline input parameters are
established so that improvements over standard linear interpolation may be verified.
Afterward, the steering kernel is incorporated into the existing RBF technique.
The second section builds upon the approaches discussed in Chapter 3 and de-
velops a new anisotropic kernel interpolation methodology. In this approach, the
local solution field dictates the local interpolation support region. Using the steering
parameters calculated by the SKR, the local shape, orientation, and extent of the
support region are modified based on local solution gradients. The original isotropic
kernels (i.e., RBFs) still form the basis for the data transfer but the kernels are now
deformed in space to perform a novel steered radial basis function (SRBF) interpola-
tion.
The third and fourth sections present results for a number of test functions on
two-dimensional structured grids, applying the SRBF technique after establishing
best practices. The following chapter presents additional test cases interpolated on
unstructured grids, based on similar examples by Alauzet et al. [24] who developed a
conservative interpolation method for unstructured meshes. Results have been eval-
uated based on both interpolation and conservation errors. The final section applies
both unsteered and steered scattered data approaches to an actual aerodynamic so-




A “steering” scheme has been explored to adaptively optimize any chosen mapping
technique. A number of authors have applied the established principal component
analysis (PCA) technique for image local orientation estimation [87, 114, 115]. Stan-
dard polynomial kernel regression techniques for image restoration and reconstruction
rely on local linear combinations of data, with estimates based on sample location
and density. Steering techniques modify the local kernel shape and size permitting
nonlinear data manipulation and edge preservation [87]. Since this is an approxi-
mation technique, exact reproduction of input solution values at input nodes is not
guaranteed.
To estimate the local orientation (i.e., the dominant gradients) in a data set, a






where the rotation and scaling matrices are defined as
Uθi =
 cos θi sin θi






Ci is estimated from a local gradient matrix G, formed by local subsets of points which
can come from overlapping regions. The steering parameters σi, θi, and γi can then be
computed for each source point i by singular value decomposition, which determines
these parameters in a numerically stable and efficient manner [116]. These parame-
ters correspond to elongation, rotation, and scaling of the kernel, and uniquely spec-
ify the transformation [87]. The transformed kernel is represented by a “footprint”
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which outlines the region in which the kernel is non-zero (within the support radius).
Mathematically, the dominant orientation of the footprint is orthogonal to the gra-
dient vectors on average [116]. This is aligned with the eigenvector corresponding to
the smallest eigenvalue of Ci or equivalently the singular vector corresponding to the
smallest singular value. The overall approach can be adapted to account for multiple
scales and/or noisy data with the inclusion of a multi-scale pyramid decomposition
and Kalman filter [116] but this has not been investigated in the present work.
Regression quality depends on the chosen kernel function K with bandwidth h























where h is a global smoothing parameter, and µi is a local density scalar related to
the mesh spacing in a neighborhood of the target point. Takeda et al. [87] utilized a
















































The definition of the Gaussian kernel in Eqn. 47 is consistent with a non-degenerate











in two dimensions (n = 2) and centered around zero (µ = 0).
4.1.2 General Solution Procedure
The steering kernel regression procedure described by Takeda et al. [87] has been
applied to the present investigations. It is summarized as follows:
1. Estimate the local gradients of the input function to form an estimate of the 2×2
covariance matrix. Gradients are calculated using finite difference algorithms.
The compactness of the covariance estimate, i.e., the support radius or the
number of neighboring points from which to include gradient information is
manually specified. For N source points,


















2. Perform an SVD:
G = USV T . (49)
This operation decomposes the local gradient matrix G into three separate
matrices. S is a diagonal matrix of singular values, while U and V are the left-
and right-hand singular values respectively. V is always a square matrix. These
matrices provide the steering parameters that specify the components of the
covariance matrix C.
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3. Determine the orientation of the local data by calculating the steering param-
eters defined in Eqn. 40 to 42. The rotation parameter θ is calculated from
the right singular vector corresponding to the smallest singular value. For
v = [v1 v2]
T :
θ = tan−1(v1/v2). (50)
4. Compute the stretching (σ) and scaling (γ) parameters from the singular values
(along the diagonal of S):












N in this case is defined as the number of source points applied to the steering
calculation. Very small values of s2 can give σ →∞ (indicative of poor condi-
tioning in the local gradient matrix due to very large gradients) and γ → 0. To
mitigate these issues, regularization parameters (λ′ = 1.0 and λ′′ = 0.01) have
been specified [87].
For numerical stability, the γ steering parameter has been simplified to γi =√
λ′′
N
. This simplification is equivalent to assuming that the singular values
from the SVD are both equal and approximately zero, corresponding to the
degenerate case of an SVD performed on a local gradient matrix of all zeroes
(describing a constant solution field).
5. The approximate covariance matrix is calculated from Eqn. 40, which modifies
the input displacements to the kernel function (per Eqn. 47). This changes the
weighting at each source location.
6. The steering kernel-assisted regression is performed by solving the weighted
optimization problem,
b̂ = arg min
b
||y −Xxb||2Wx , (53)
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
(54)
∆ri = [(xi − xo) (yi − yo)]T (55)
Wx = diag[KH(∆r1) KH(∆r2) · · · KH(∆rN)] (56)
y = [f(x1) f(x2) · · · f(xN)]T (57)
b̂ = [β0 β1 β2]
T (58)
e1 = [1 0]
T (59)
with (xo, yo) indicating the target location. The elements included in the matrix
Xx (Eqn. 54) dictate the order of the regression. With only ones, ∆x, and ∆y
included, the estimator is linear [87].
Since the estimate of f(x) is centered at the output node, the first order (and
higher) β̂ terms will always evaluate to zero at the location of interest. The
approximate solution is:
f(x) ≈ eT1 (XTxWxXx)−1XTxWxy. (60)
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4.1.3 Steering Options
Some of the inputs and sensitivities in the steering kernel approach are discussed in the
following subsections. These include a discussion of gradient estimate requirements as
well as user-specified parameters for the regression. Evaluations were performed for
a simple two-dimensional test case modeling a continuous, differentiable step change
along y = x on the unit square domain, defined mathematically as







For structured grid topologies, second-order central differences have been applied on
the interior of structured domains, and second-order one-sided differences were ap-
plied at the boundaries. For unstructured grid topologies (e.g., triangular faces in two
dimensions), gradient estimation is not necessarily straightforward. For example, even
the simplest higher-order techniques will require the projection of values from neigh-
boring triangles, and the standard approach is to use Green-Gauss integration [118].
For demonstration purposes, a first-order approximation to the gradients is obtained
assuming that the function on each mesh face is piecewise planar. The partial deriva-
tive of the equation representing this plane in three-dimensional space estimates the
function gradients at cell centers. To recover gradients at nodal locations, the gra-
dients of all cells surrounding a given node are area-weighted and summed together.
Higher-order differences produce more accurate gradient estimates but did not have
an appreciable effect on the final interpolated solution. The reason for this is that the
SVD determines the aggregate effect of a number of local source points (N ∼ O(10)).
Therefore, high precision is not absolutely necessary if the gradient estimates can cap-
ture the correct local trends. Moreover, when implemented within a fluid dynamics
methodology the solver itself would provide the most accurate gradient estimate in
practice.
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To evaluate the sensitivity of the steering kernel scaling to numerical errors in
the gradient approximation, the analytical gradient of an input function approximat-
ing a discontinuous field (Eqn. 61) has been evaluated for input into the steering
procedure. This approach results in the behavior illustrated in Fig. 26a, showing
proper elongation of the kernel footprints and alignment with the discontinuity near
to the high-gradient region. The same steering parameters were calculated based on
second-order finite-difference approximations to the input function (Fig. 26b) which
demonstrated minimal sensitivity to the gradient estimation technique. The only
noticeable differences are in the footprints near the discontinuity, which have a ker-
nel elongation error of less than 2% for the finite-difference approximation. Since
the variations are minimal even for the present case with relatively large gradients,
higher-order gradient estimation algorithms have not been considered.
(a) Analytical gradients (b) Second-order finite differences
Figure 26: Steering kernel footprints computed with exact and approximate gradients
of the input function for a smooth step change (Eqn. 64).
Steering Region Size
For the current evaluation case on a structured grid, the effect on the steering trans-
formation of increasing the interpolation neighborhood size is illustrated in Fig. 27.
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(a) ∆ = 1 (original basis) (b) ∆ = 1 (9 pts)
(c) ∆ = 2 (25 pts) (d) ∆ = 3 (49 pts)
Figure 27: Calculated kernel footprint for various steering region sizes, overlaid on
contours of the transformed Wendland C2 radial basis.
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On this structured grid, an interpolation cloud can be described by a ∆ value indicat-
ing the number of neighboring nodes to include in each direction. This configuration
resulted in (2∆+1)2 total source points in two dimensions. As ∆ is increased, the ker-
nel footprint becomes more compact (Fig. 27b–d) which has two consequences. First,
the overall size of the footprint is reduced meaning that fewer points (if any) across
a discontinuity or edge will be weighted in the interpolation, improving accuracy.
Second, there will also be fewer points included in the direction along a discontinuity
contributing to the interpolation, which may adversely affect accuracy. In practice,
the ideal window size may be problem and grid-dependent.
An additional consideration is the complexity of the flow field. In the current case,
a single discontinuity exists in the solution; for a realistic application with turbulent
three-dimensional flow, more varied kernel elongation and orientation are expected
from many flow features. To avoid agglomerating the effect of multiple flow features,
smaller window sizes should be used. However, for ∆ = 1, the kernel footprint is not
sufficiently stretched to properly exclude the diagonal of points above and below the
y = x (Fig. 27). Therefore, a nominal window size of ∆ = 2 (with 25 points) was
specified for this structured grid case.
For unstructured grids, it is more natural to expand the interpolation cloud out-
ward starting from a single cell rather than a single point. Adding points to a given
steering support entails including levels of neighboring nodes connected by edges to
the cell under investigation. In the initial effort, only a single expansion was per-
formed forming clouds of 11-12 points surrounding each cell on average.
Interpolation Neighborhood Size
The size of the interpolation neighborhood is independent from the steering win-
dow size. In general, the more information included in the mapping, the greater the
potential for accuracy but at greater cost. Even though an interpolation is always
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numerically stable when two or more distinct points are used [119], an interpolation
based on a single cell generally affords no accuracy improvements over bilinear inter-
polation as demonstrated in Section 3.3.1. To standardize the approach for structured
and unstructured grids (since specifying a support radius or a ∆ value does not con-
sistently provide the same number or location of points), the same points selected
for the steering parameter calculation were also utilized as source points for the data
transfer.
Global Smoothing Parameter, h
This parameter described in Ref. 87 controls the shape of the Gaussian kernel and is
related to the variance of the distribution. In RBF terminology this is analogous to
the shape parameter, some examples of which are listed in Table 1 of Section 3.1.5.
From an image processing perspective, this quantity is specified with the assumption
that the sampled data is relatively free from noise which is not true for turbulent
quantities. To limit the smoothing of the sampled field (i.e., dissipation or smearing
in the resolved field), this value has been set to a minimal value. However, excessively
small values caused numerical instability, and optimal h was found to be grid depen-
dent. Based on these restrictions, the global smoothing parameter has been set to
the mesh spacing as this is the smallest distance between locations at which solutions
are known.
Local Density Parameter, µi
An iterative approach based on typical statistics and data analysis techniques is
employed by Takeda et al. [87] to estimate this value. Density estimation remains an
active area of research with a number of algorithms available [120], but these were not
applied in the current work to avoid additional solution uncertainties. By analogy
to the global smoothing parameter (Eqn. 47), larger values of this parameter have a
smoothing effect. Since smoothing is not desirable for fluid dynamics applications,
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the local density was iteratively minimized. Starting with a nominal value of one, the
parameter was lowered until observed regression error was a minimum which occurred
for µi = µ ∼ h. For simplicity, µ is also set to the mesh spacing.
4.2 Steered Kernel Interpolation
The radial basis (RBF) approach explored in Chapter 3 and the steering kernel (SKR)
approach introduced in Section 4.1 provide the framework for a robust data-adaptive
solution transfer technique. Instead of applying the steering kernel for weighting
purposes, the elongation and rotational transformation components from Ref. 87 have
been applied to form an anisotropic kernel function from a radial basis. In effect,
this transforms a radial function into an elliptical function. The described steering
approach is equivalent to remapping or deforming the region within the support
radius. As a result, the steered radial basis function (SRBF) evaluates a new set
of points, effectively transforming the original function.
4.2.1 Procedure
This section presents a novel approach to systematically adapt radial basis function in-
terpolation based on the steering kernel regression technique presented in Section 4.1.
As an introductory example, Figure 28a illustrates a one-dimensional step function
along with the discrete solution that provides source points for the interpolation.
Since the RBF centers are chosen to coincide with the locations at which the solution
is known (discussed in Section 3.1.5) the isotropic kernel functions are plotted at the
same locations in Fig. 28b.
Calculated steering parameters encapsulate information regarding local solution
behavior. The kernel stretching parameter is estimated by the singular values of the
covariance matrix (Eqn. 51), which is populated by gradient estimates determined
by finite differences (as outlined in Section 4.1.2). The stretching parameter operates
in the direction normal to rather than in the direction of the dominant gradient.
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(a) Step function
(b) Wendland C2 kernel
(c) Steering parameter
(d) Steered Wendland C2 kernel
Figure 28: Comparison of steered and unsteered kernel functions applied to RBF
interpolation of a one-dimensional step function.
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This is more easily visualized in two dimensions (Fig. 26). Since the gradient of
the exact step function is discontinuous, the discrete approximation is distributed
over two grid points (Fig. 28c). Since the steering parameters are also determined
from a neighborhood of gradient estimates (Eqn. 48), the effects of the discontinuity
on kernel stretching are further distributed. The basis function is then adapted by
transforming the independent variable with steering parameters. From the Gaussian
steering kernel defined by Takeda et al. [87] (Eqn. 47), the radial coordinate is related
to the covariance matrix as r2 = xTCx, where x is a position vector. An equivalent















In one dimension, the stretching parameter on the diagonal of Λ (Eqn. 42) scales the
radial coordinate, which has the same effect as scaling the support radius (the value
at which the basis function becomes identically zero). The reduced support radii near
the discontinuity are illustrated in Fig. 28d.
In two dimensions, the support radius loses meaning as the stretching parameter
(σ) operates differently on the coordinates in each dimension. Therefore, the resulting
kernel function is no longer radial, as depicted in Fig. 29. In addition, non-zero
gradients in the second dimension introduce the possibility of kernel rotation. The
extent of the kernel footprint (where the basis function is non-zero) is described by an
ellipse, with semimajor and semiminor axes scaled by σ and 1/σ, respectively. While
the physical extent of the kernel footprint remains constant (the area of the elliptical
support is π(σR)(R/σ) = πR2), the number of source points within this region is
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(a) Wendland C2 radial basis (b) Steered Wendland C2 elliptical basis
Figure 29: Comparison of unsteered and steered kernel functions at a discontinuity
for a step change across y = x.
liable to change especially with non-uniform grids.
The transformations move the source points that should not contribute to the
interpolation (e.g., points across a shock front) towards the shock front but to a
greater distance away from the RBF center (located at coordinates 0.5,0.5 in this
case) as illustrated by the arrows in Fig. 30. At the same time, points that are along
the shock front are moved closer to the RBF center, the net effect being that the radial
distances for points along the shock are reduced and thus more strongly weighted in
the interpolation problem. Where the local solution field is relatively smooth, the
kernel is isotropic and the transformation reduces to multiplication by the identity
matrix.
Since undesirable points should have a lower weight or RBF value, the compactly
supported Wendland C2 RBF has been chosen instead of the more common thin-plate
splines for the steered interpolation approach because of its monotonic behavior on
the unit domain (Fig. 31). By definition, a compactly-supported function vanishes
outside of a selected support radius. The thin-plate spline has a value of zero at
r = 1 but is non-zero for r > 1. For comparison, the Gaussian RBF (with a standard
deviation of 0.5) has also been plotted. While the behavior is similar to the Wendland
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Figure 30: Effect of steering transformation on interpolation points near an edge along
y = x, with o’s indicating the original location of sampled points and x’s indicating
the transformed coordinates.
C2 function, it only approaches zero and is non-zero for all r > 0. The monotonicity
condition ensures that the steering behavior has a consistent effect, since the steering
transformation will always increase the radial distance of data points that should
be less heavily weighted (e.g., for points that span large gradients). Therefore, the
chosen function should always evaluate to lower values at larger radial distances.
The resulting steered basis functions more heavily weight data along rather than
across high-gradient regions. This forms a powerful data-adaptive interpolation tech-
nique that can more accurately reproduce discontinuities in a solution with minimal
overshoot or Gibbs-type behavior. A natural aerodynamics example is the solution of
a shock wave. The interpolant should depend on source points that vary in number
and location, based on the local solution field. In the vicinity of the shock, the in-
terpolation method should ideally only interpolate from one side of the shock so that
the interpolation input function specifies a more favorably smooth function. This
idea is analogous to well-established upwind numerical schemes which are designed
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Figure 31: A comparison of selected radial basis functions, normalized by support ra-
dius. For r ≥ 1, the compactly-supported Wendland family of functions is identically
zero by definition.
to avoid the same situation [62]. Therefore, the steering algorithm can also be con-
sidered a scattered-data limiter which enable variable levels of resolution with the
objective of increasing solution fidelity near solution discontinuities. Alternatively, to
accomplish a degree of data-adaptivity, Mak and Kung [121] have successfully used
covariance data to augment RBF network methods for the purposes of categorizing
remote sensing images. Luo et al. [88] have applied an elliptical basis approach with
an expectation maximization algorithm to estimate additional elliptical parameters.
However, the steering kernel (Eqn. 47) inspires a simpler technique that can achieve
the same anisotropic properties without estimation of many parameters thus reducing
uncertainty.
4.2.2 Filtering of Source Points
To further increase accuracy and efficiency, a high-pass filter is imposed on the inter-
polation weights, making it possible to eliminate extraneous source points from the
interpolation. When used in combination with the SRBF technique, the following
improvements are possible:
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• Numerical accuracy is increased because fewer interpolation points implies a
smaller, better-conditioned interpolation matrix.
• A smaller interpolation matrix is faster to invert, increasing computational ef-
ficiency.
Table 4: Condition numbers for the interpolation of the two-dimensional step func-
tion, with and without a steering strategy.
Average Condition Number
Source Pts. avg min max
Unsteered, no filtering 25 378 376 390
Steered, no filtering 21.5 202 12.4 288
Steered, filtered (φ < 0.1) 16.3 193 12.4 266
Steered, filtered (φ < 0.2) 9.68 187 12.4 260
The filter requires a single user-specified cut-off level. For the two-dimensional
step function test case, the original unfiltered neighborhood included 25 source points.
Application of the steering strategy described in the previous section had the most
pronounced effect on the condition of the interpolation matrix (Eqn. 28). On aver-
age the condition number was reduced in half and the minimum condition number
reduced by an order of magnitude (Table 4). The steered case without filtering in-
cluded less than 25 points because the steering transformation can translate some
points outside of the support region. Filtering the source points did not have an ob-
servable impact on performance for this problem, but did further reduce the average
and maximum condition number by 4 and 8%, respectively. Increasing the cut-off
value further reduced the average and maximum condition number while the mini-
mum value remained constant. For the remaining investigations in this chapter, the
nominal value of 0.1 has been selected. This eliminated the source points at a radial
distance greater than 0.58 when applying the W2 function (Fig. 31). For problems
studied on a Cartesian grid, this eliminated over 30% of source points on average; on
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unstructured grids, over 70% of source points on average were removed. The reason
that more points are removed in the unstructured case is because the support regions
formed from triangles tended to be more irregular in shape, resulting in more outlying
points. For degenerate cases where the filtered support region had very few points,
for example less than the number of points defining a single cell that would have been
utilized in a linear approach, the original set of source points has been applied.
4.2.3 Algorithm
In summary, the steered kernel regression procedure is as follows:
1. Estimate derivatives at all source points within a specified neighborhood of the
target point to form a local gradient matrix.
2. Perform an SVD on the matrix to obtain elongation and rotation parameters
(Eqns. 51 and 50).
3. Transform the spatial coordinates of all source points.
4. Evaluate the kernel function at the transformed source points and remove points
that have close to zero weighting.
5. Apply remaining transformed points to the interpolation problem defined by
Eqn. 28.
4.3 Interpolation Tests
The steering kernel approach was evaluated with four closed-form solutions on a
21 × 21 unit square domain with identical and uniform spacings in all directions
(Fig. 32). Functions were transferred onto a coarser mesh, and the input/output
mesh disparities are shown in Fig. 33. These cases represent simple examples of
different types of gradients that may be encountered in flows of interest.
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(a) Edge along y = x (b) Smooth Step along y = x
(c) Inviscid Vortex (d) Elliptic PDE
Figure 32: Steering kernel test input domains.
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(a) Edge along y = x (b) Continuous Shock along y = x
(c) Inviscid Vortex (d) Elliptic PDE
Figure 33: Steering kernel test functions and mesh spacings on fine and coarse domains
(21 × 21 and 18 × 18 respectively), sampled through the center of computational
domain at y = 0.5.
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Two high-gradient solution fields were studied. First, a discontinuous step change
representative of an exact shock feature in fluid dynamics, was modeled as:
f(x, y) =

1, y > x
0, y ≤ x
(63)
Second, a smooth step change was investigated, approximating a shock solution from
a slope-limited numerical solution. This continuous solution is modeled as






The solution field approximates a discontinuous step change across y = x, with the
maximum gradient determined by the value of s. This has been set to a nominal
value of 0.1 corresponding to a maximum gradient of
∂f
∂x
= 10. Next, two relatively
smooth, low-gradient solutions were investigated. An inviscid vortex was studied as
detailed in Section 5.2. Finally, a solution for a PDE subject to Dirichlet boundary
conditions was considered as in Section 3.3.1. Bilinear and steering kernel regression
(SKR) approaches are compared with thin-plate spline (TPS), Wendland C2 (W2),
and steered Wendland C2 (W2) RBF approaches.
4.3.1 Results
Table 5 shows the norm of absolute error when mapping from a fine 21× 21 domain
onto a coarse 18 × 18 domain. The steering kernel regression approach shows sig-
nificant improvement over linear interpolation for cases with large gradients in the
solution, reducing error by over 40% for the smooth step and by nearly an order of
magnitude for the edge case. In the case of the edge, the SKR had the lowest error
out of all methods and outperformed the next-best steered RBF technique by nearly
70%. In the absence of strong gradients however, the SKR reduced to linear accuracy.
In all cases, the RBF approaches outperform the linear interpolation, by over
50% in the edge test case, and by approximately an order of magnitude in all other
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Table 5: Error norms for select test functions and mapping techniques
Test Function Linear SKR TPS W2 SW2
Edge 0.3667 0.0545 0.2589 0.2054 0.1660
Smooth Step 0.0490 0.0275 0.0043 0.0034 0.0027
Isentropic Vortex 0.1285 0.1243 0.0098 0.0101 0.0102
Elliptic PDE 0.0387 0.0473 0.0067 0.0076 0.0099
cases. The TPS basis achieved the lowest error in the low-gradient cases (vortex and
elliptic PDE solutions), with up to 12% reduction in error over the standard W2
implementation. Applying the steering technique to the W2 function reduced errors
by 20%, outperforming the TPS approach. The steering approach was not effective
in the isentropic vortex case (with nearly identical error compared to the standard
W2 implementation), and was worse than W2 for the elliptic PDE. However, in this
case the regression technique produced worse results than the linear approach, which
was also reflected in the steered RBF approach.
Table 6: Interpolation quality metrics for an interpolated step change between 0 and
1; the finite slope at the discontinuity is -20.
Interpolation Method Min Max Max Over/ Slope Slope Error
Undershoot [%] [%]
Bilinear 0 1 0 -6.9135 65.4
Steering kernel regression 0.0000 1.0000 0 -17.005 15.0
Thin-plate spline -0.0645 1.0804 8.04 -10.838 45.8
Wendland C2 -0.1068 1.1225 12.3 -12.102 39.5
Steered Wendland C2 0 1.0124 1.01 -18.687 6.57
Figure 34 offers insight into the effect of applying a steering strategy. While a
typical bilinear interpolation will evenly smear the gradient in two directions, the
error in the steered approach is directed toward one side. The RBF approaches
minimize error by preserving the gradient at the discontinuity at the expense of
Gibbs-like over- and under-shoot, for example 8% with the TPS basis and 12% with
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Figure 34: Solution for a two-dimensional step function after a single interpolation
from a coarse grid to a fine grid for all mapping approaches. The discrete solution
described by Eqn. 63 has been plotted for reference.
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the W2 basis (Table 6). While the steered solution is not completely monotone
(from the perspective of a total variation diminishing limiter), the error is successfully
mitigated with over- and under-shoot reduced to only 1%. In addition, the steered W2
interpolation reduced the slope error at the discontinuity by 33% over the unsteered
W2 approach, with only 7% error. In comparison, the SKR approach has no over-
and under-shoot but underpredicts the slope by 15%.
4.3.2 Convergence
While Section 3.3.1 quantified the rate of convergence for a smooth solution field, in-
terpolation errors evolve differently within discontinuous fields. The two-dimensional
step change function studied in this section (Eqn. 63) was considered with increas-
ingly refined source grids, containing 21 × 21 to 321 × 321 points. Resulting errors
are plotted in Fig. 35. The steering kernel regression approach applies the Gaussian
kernel which depends on a number of tunable input parameters; for this convergence
study, the parameters were kept constant based on the development in Section 4.1.3
and caused the left-hand-side matrices in the regression solution to become poorly
conditioned. As a result, the SKR solution diverged, as indicated by the upward trend
in the curve for ∆s < 0.0125. The calculated steering parameters do not depend on
the input parameters and therefore did not affect the accuracy of the steered RBF
approach.
Both the steered approaches (steering kernel regression and steered Wendland C2
interpolation) initially converged at an approximately second-order rate (Table 7).
The linear and unsteered RBF methods converged at a much slower rate, with a
slope of approximately 0.6. Moreover, the errors were nearly constant for ∆s < 0.25.
In comparison, the steered Wendland C2 solution had over three orders of magnitude
less error than the linearly interpolated solution at the finest grid level. This approach
was also able to maintain convergent behavior comparable to the initial convergence
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Figure 35: L2-norm of the interpolation error for the two-dimensional step function
described by Eqn. 63.
rate of the other RBF approaches.
4.4 Repeated Interpolation Test
Results for an interpolated step function described by Eqn. 63 are illustrated in
Figs. 36 and 37 for linear and RBF-based approaches. As with the rotor blade
case in Section 3.3.2, the solution has been repeatedly transferred starting from a
fine grid (21 × 21) onto as coarse grid (18 × 18), and then back onto the original
fine grid (constituting a single iteration). This test emulates the effects of repeated
overset information transfer in a time-accurate overset solution and demonstrates the
effectiveness of each interpolation method as solution quality degrades over time.
The dissipative behavior of the linear approaches is illustrated in Fig. 36. Both
bilinear and steering kernel regression (SKR) approaches preserve extrema and are
therefore stable albeit less accurate. The SKR solution evolves in the same manner as
the linear solution, but it initially maintains a slope 50% closer to the exact discrete
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Table 7: Initial and final convergence rates for different interpolation methods applied
to the two-dimensional step function described by Eqn. 63.
Interpolation Method Initial Slope Final Slope
Bilinear 0.56 0.0
Steering Kernel Regression 1.83 divergent
Thin-Plate Spline 0.59 0.0
Wendland C2 0.56 0.0
Steered Wendland C2 1.86 0.47
(a) Fine grid (b) Coarse grid
Figure 36: Result of repeated interpolations between fine and coarse grids using linear
methods. Evolution of transient solution is indicated by curves changing from light
to dark color, and the discrete input solution (described by Eqn. 63) has been plotted
for reference.
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(a) Fine grid (b) Coarse grid
Figure 37: Result of repeated interpolations between fine and coarse grids using kernel
interpolation methods. Evolution of transient solution is indicated by curves changing
from light to dark color, and the discrete input solution (described by Eqn. 63) has
been plotted for reference.
solution than bilinear interpolation. In comparison, the RBF-based methods maintain
the slope at the discontinuity over many repeated interpolations (Fig. 37). However,
the interpolated solution becomes unstable with Gibbs-like over- and under-shoot
errors, increasing over time by nearly 20% after 25 iterations.
These findings are reflected in Fig. 38, which illustrates that the steered W2
approach has approximately half the error of the other RBF approaches in the short-
term. The rate of error growth is relatively low at the onset because of solution
preservation at the discontinuity, and because the dispersive errors have yet to sig-
nificantly accumulate (Fig. 37). In comparison, the linear errors grow steadily from
the onset as a result of dissipative error (Fig. 36).
In the asymptotic range, the errors on the coarse and fine grids are indistinguish-
able (Fig. 39) since the solutions on both grids have sufficiently degraded to the
point where fine-to-coarse interpolation does not have any improved accuracy over
coarse-to-fine interpolation because both data transfers start from a comparably poor
solution. After ∼ O(100) iterations, the dispersive over- and under-shoot errors begin
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to accumulate more quickly and the solution becomes unstable. The instability is due
to the ability of high-order approaches to reproduce solution features, regardless of
how erroneous they may be (Fig. 37). While the steered W2 approach minimizes
error initially, it still destabilizes at the same time as its baseline W2 function. In
contrast, the TPS maintained stability for a longer period with errors not surpassing
the linear approaches until ∼ O(103) iterations.
(a) Fine grid error (b) Coarse grid
Figure 38: Initial evolution in root-mean-squared error from repeated interpolations
between fine and coarse grids, using various linear and kernel interpolation methods.
4.5 Error and Conservation Test Cases
Following the work of Alauzet et al. [24], numerical experiments were conducted on
unstructured grids for two different analytical test functions shown in Figs. 41 and
43. Two unique, similarly sized grids have been generated, and successively refined
in a uniform manner. One mesh was created using the Delaunay-triangulation-based
MATLAB initmesh and refinemesh codes, resulting in the mesh shown in Fig. 40a.
A separate mesh was generated using the Mississippi State University Solidmesh
software which is based on an advancing front algorithm, resulting in the mesh shown
in Fig. 40b. In both cases, the input cell spacing was varied until a comparable
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(a) Fine grid error (b) Coarse grid
Figure 39: Asymptotic root-mean-squared errors resulting from repeated interpo-
lations between fine and coarse grids, using various linear and kernel interpolation
methods.
number of points was obtained, after which the grids were uniformly refined four
times. Coincident points between meshes only exist at isolated locations (typically less
than 10). Table 8 shows a summary of the final generated mesh sizes in comparison
with the grids used in the Alauzet study [24]. The presentation of results follows a
brief discussion on theoretical error estimates.
Table 8: Sizes of different meshes used in Alauzet numerical experiment.
Step Alauzet H1 Alauzet H2 “A” (Delaunay) “B” (Advancing Front)
1 631 611 625 639
2 244 2366 2417 2469
3 961 9311 9505 10139
4 38165 36941 37697 40244
5 152041 147161 150145 160343
In the present work, errors have been quantified by the L2-norm in the same








(a) Delaunay (N = 625) (b) Advancing Front (N = 639)
Figure 40: Isotropic meshes (with number of nodes, N) generated for comparison
with the Alauzet numerical experiments [24].
where u and ũ are the exact and interpolated values on mesh H, respectively. To
evaluate the conservation properties of each interpolation scheme, the mass has been
integrated on the source grid with the exact solution and on the target grid with the
interpolated solution. The conservation error is taken to be the absolute difference
between the two calculated values.
4.5.1 Theoretical Error Estimates
The error of a linear interpolation scheme is second-order, i.e., the errors are on the
order of O(h2) where h is the grid spacing. The grid spacing is in turn inversely
proportional to the square root of the number of grid points on an isotropic grid
(h ∼ N−1/2). Following the work of Ref. 24, errors have been plotted as a function
of grid size, therefore theoretical convergence should be evaluated by comparing to a
slope of -1.0.
While the theoretical error for linear interpolation is well known, the error as-
sociated with kernel function interpolation techniques requires a more sophisticated
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analysis. The seminal work of Wu and Schaback [122] applied Lagrangian basis func-
tions (also known as “cardinal” bases) to establish error bounds for radial basis func-
tion interpolation. Errors were further quantified in subsequent works [123, 124, 66].






With a set of given data sites X from domain Ω, the fill distance is a measure of grid
spacing in any dimensional space and can be qualitatively described as the radius
of the largest generalized sphere that can be formed within a set of points without
enclosing any other points. For scattered data (or anisotropic meshes), it is a more
accurate measure of the characteristic local spacing between a set of points and thus a
more accurate predictor of interpolation error. For meshes with relatively uniform cell
sizes, the fill distance and the grid point spacing are approximately equal. Therefore
within this section, the fill distance (h) and the grid spacing will be assumed to be
the same quantity.
In the case of globally supported functions, different error bounds may be obtained
depending on assumptions about the function space. Theoretical bounds have been
presented in Table 9 but more optimal error bounds may exist and remain an area
research [66]. While radial basis functions are generally unbounded, Lagrange func-
tions are bounded and have known decay properties that are established by Fourier
transformation [66]. This knowledge spurred initial analyses of the convergence of
RBF interpolants as h→ 0. However, this approach assumes an infinite grid of data
sites (source points) at integer multiples of h, which differs significantly from a typ-
ical scattered data application of RBF interpolation. The resulting error bound for
thin-plate spline in n dimensions is:
||sf,X(x)− f(x)||∞ = O(hn+2), x ∈ Rn. (67)
For the scattered data case, a different analysis is required because it must account
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for points x sourced from a now bounded domain Ω, and a lack of periodicity in the
data. This convergence analysis applies variational theory and bounds the interpolant
errors with a power function [66]. The new error bound is then:
||sf,X(x)− f(x)||∞,Ω = O(h2k−
n
2 ), x ∈ Ω ⊆ Rn, (68)
for which the sampled solution f : Rn → R should have its kth total degree distribu-
tional partial derivative also in the same linear function space for optimal convergence.
With the set of polyharmonic spline basis functions defined more generally as
φ(r) =

r2k−n log r, 2k − n an even integer
r2k−n, 2k − n an odd integer
(69)




Substitution into Eqn. 68 yields an error bound of O(hn+2−n/2), which is a factor of
h−n/2 off from the optimal, infinite uniform grid case [66]. A summary of all error
bounds are presented in Table 9. For the convergence estimates with assumed smooth
functions, the theoretical error is on the order of O(hµ) only if the function f is µ
times continuously differentiable, and the dµe and (dµe − 1) total derivatives are
uniformly bounded. The theoretical convergence rates are higher for more uniform
data and in higher dimensions. Since aerodynamic solutions are in general not smooth
everywhere, the optimal convergence rates are not expected. Observed convergence
rates for all test cases in this thesis were at minimum comparable to standard second-
order linear approaches (O(h2) with smooth functions).
For the Wendland family of compactly supported radial basis functions, theoretical
error bounds are readily available [47]. Theoretical convergence estimates indicate
that the Wendland C2 function is slower than thin-plate splines for smooth data but
faster than the upper bound of thin-plate splines on scattered data. Experimentally
observed rates of convergence by Costin and Allen [107] were higher, with fourth- to
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Table 9: Theoretical rate of convergence of RBF interpolation errors in terms of fill
distance h, for source points in n dimensions. Convergence orders for smooth data
are achieved only for functions that are smooth up to the same order.
Basis Function n = 2 n = 3 Reference
Thin-Plate Splines, smooth uniform data O(h4) O(h5) [66]
Thin-Plate Splines, smooth scattered data O(h3) O(h3.5) [66]
Thin-Plate Splines, scattered data O(h) O(h) [122]
Wendland C2, scattered data O(h2.5) O(h2.5) [47]
Figure 41: Continuous sinusoidal shock function defined in Eqn. 70.
sixth-order accuracy in one and two dimensions and third-order accuracy or higher in
three dimensions. A maximum rate of error convergence on the order of O(h5) was
observed in three-dimensions but required a neighborhood of 60 points.
4.5.2 Continuous Sinusoidal Shock
A discrete representation of a discontinuity is modeled as a continuous sinusoidal
shock in Eqn. 70, and shown in Fig. 42.
f(x, y) = tanh(100(y + 0.3 sin(−2x))) (70)
In terms of L2-norm, the errors are on the same order for all methods up to a mesh
size on the order of 104 nodes. For larger meshes, the strength of the RBF approach
becomes more apparent as errors achieve a greater rate of convergence in terms of
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(a) Error (b) Mass Conservation Error
Figure 42: Continuous sinusoidal shock interpolation experiment from Ref. 24. Re-
sults are shown for linear (P1), steering kernel regression (SKR), thin-plate splines
RBF (TPS), Wendland C2 RBF (W2), and steered RBF (s-W2) methods. The dashed
line in (b) is the error in the numerically calculated exact mass.
increasing mesh size and consequently decreasing fill distance. The greatest rate of
convergence is achieved with the classic thin-plate splines function compared to the
linear method. In the linear case, the asymptotic rate of convergence is approximately
linear, with a slope of -0.98; in comparison, the TPS interpolation achieves the highest
rate of convergence with a final slope of -1.56. Perhaps more importantly, the error is
consistently less than or equal to the linear error with the final error being an order
of magnitude lower than the standard linear approach.
Using compactly-supported RBF functions also sees a reduction in error by almost
an order of magnitude, even though the final rate of convergence is still comparable
to the linear case with a slope of -1.10 (Fig. 42a). The steered RBF approach was
less successful. This may be at least partly due to the interpolation including only
about 30% or less of the original source points. In comparison, the structured grid
cases previously evaluated retained nearly 70% of the set of source points (discussed
in Section 4.4).
Since a regression approach is typically applied to noisy data, it approximates
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Figure 43: Multi-scales smooth function defined in Eqn. 71.
the solution field and does not guarantee exact reproduction of input points. The
ineffectiveness of the steering kernel regression for this case meant that the SRBF
performance was also degraded. While the steered approach in general had slightly
higher errors compared to the standard W2, in all cases the errors were at worst
comparable to the linear mapping Fig. 42a.
The effects of different interpolation techniques on conservation errors were mixed
in general. With the exception of the coarsest mesh level, the SRBF approach gave
the lowest conservation error with an order of magnitude reduction at best (Fig. 42b).
All of the RBF approaches were convergent, in that the error with increasing mesh
size was less than or equal to the error on the coarser mesh. Results from Alauzet
et al. [24] were not exactly reproduced due to differences in geometry and mass
calculation method. The non-monotonic behavior of the conservation error curves
can be related to the error in the numerical estimate of the mass (shown as a dashed
curve) calculated based on exact rather than interpolated values. Results in Fig. 42b
are therefore not reliable where the calculated mass conservation error is on the same
order as the error in the calculated mass, i.e., for mesh sizes less than 104.
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(a) Error (b) Mass conservation
Figure 44: Multi-scale smooth function interpolation experiment from Ref. 24. Re-
sults are shown for linear (P1), steering kernel regression (SKR), thin-plate splines
RBF (TPS), Wendland C2 RBF (W2), and steered RBF (s-W2) methods. The dashed
line in (b) is the error in the numerically calculated exact mass.
4.5.3 Smooth Multi-Scale Function
A smooth, multi-scale function is described by Eqn. 71, and depicted in Fig. 44. The
ability to reliably reproduce functions with multiple inherent scales is important for
the interpolation of turbulent quantities, which are characterized by highly irregu-




0.01 sin(50xy) if xy ≤ −π/50
sin(50xy) if −π/50 < xy ≤ 2π/50
0.01 sin(50xy) if 2π/50 < xy
(71)
This test case is more challenging and all approaches exhibit the same limiting
behavior in terms of conservation error. In terms of interpolation accuracy, the stan-
dard RBF approaches still consistently outperform the linear approach and the SRBF
has errors approximately comparable to the linear approach at the finest grid level
(Fig. 44a). In terms of mass conservation (Fig. 44b), the variation in mass for the
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linear approach is because the error in integrating the exact mass of the input func-
tion is of the same order as the interpolated mass estimate for first-order integration.
None of the advanced approaches (except for SKR) perform any worse than the linear
approach, which again also degrades the effectiveness of the SRBF method. However,
there are a number of reasons why the SKR approach is again ineffective. The estab-
lished baseline parameters such as steering neighborhood size may be inadequate for
unstructured meshes. In addition, the first-order gradient estimate is unlikely to ad-
equately detect the high wavenumber features in the function (previously illustrated
in Fig. 43).
4.6 Interpolation of Turbulent Flow Fields
The turbulent flow field from a three-dimensional, unstructured grid URANS solution
of a frigate in headwind flow (Fig. 45) has been interpolated onto intermediate Carte-
sian meshes with six uniform spacing levels of ∆s = 0.2, 0.1,...0.00625. Solutions from
the Cartesian mesh are then interpolated back onto the original unstructured mesh.
The coarse spacing (∆s = 0.2) is comparable to a mesh spacing that might be used by
a Cartesian wake solver in a hybrid computational methodology. The solution field
(in terms of streamwise velocity) is illustrated on the colored mesh in Fig. 45, with
a Cartesian test grid (at ∆s = 0.05) in overlay. Grids both finer and coarser than
depicted have been evaluated using linear techniques including bilinear mapping and
steering kernel regression), as well as RBF techniques employing thin-plate splines
(TPS), Wendland C2 (W2), and steered Wendland C2 functions.
For the cases in which a steering strategy has been applied (steering kernel re-
gression and steered W2 interpolation), steering parameters were calculated using
estimated gradients (first-order on the unstructured grid, and second-order on the in-
terior and boundaries of the Cartesian grid). The first-order approach has been used
to facilitate the demonstration and is expected to be sufficient given the relatively
109
Figure 45: Naval ship airwake contours of streamwise velocity. The outlined region
indicates the output Cartesian grid (∆s = 0.05) used for the interpolation demon-
stration.
fine input mesh, especially in the regions aft of the hangar and above the flight deck
(Fig. 45). Calculated steering kernels (based on the first-order gradient calculations)
are illustrated in Fig. 46. Instead of plotting elliptical kernel footprints as before,
vectors along the semimajor axis of each support region are plotted, with the vector
length corresponding to the magnitude of the elongation parameter.
Figure 46: Anisotropy in streamwise velocity of a naval ship wake detected by steering
strategy. Vector length corresponds to elongation of the kernel footprint.
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The evolution of the error in all solution quantities is presented in Fig. 47. In all
cases, the steering kernel regression approach has up to half an order of magnitude
higher error than all other interpolation techniques. This reaffirms the results from
Section 4.5, which demonstrated that on unstructured grids the regression approach
can have errors comparable to linear interpolation or higher. In addition, the results
from Section 4.3 revealed that for relatively smooth, low-gradient fields, the regression
approach is not consistently more effective than linear approaches.
The next highest errors after the steering kernel regression were consistently the
linear interpolation results. At coarser mesh levels, errors were comparable across all
approaches, but as the Cartesian mesh was refined, error reductions of up to 50%
compared to linear interpolation were observed in all mean flow and turbulence solu-
tion quantities when applying RBF techniques (Fig. 47). For the velocity variables,
the steered RBF technique shows 5–10% additional error reduction (Fig. 47a and b)
over the baseline RBF approaches at moderate grid refinement (i.e., ∆s = 0.05 as
depicted in Fig. 45). However, at the finest grid levels tested, the error reduction was
50% for RBF and 40% for the steered RBF techniques. Errors in eddy viscosity are
similar at the finest output grid level (Fig. 47d). For pressure and turbulent kinetic
energy (Fig. 47c and e), similar error reductions (on the order of 50%) were observed,
with the W2 approaches (steered and unsteered) having approximately 5% less error
than TPS.
While the steered RBF results showed modest improvements at coarser grid levels,
its effectiveness tended to decrease with increasing mesh refinement. This is because
the number of points near which large gradients exist tends to stay constant, while
the number of smooth field points is increased. As was demonstrated in Section 4.3,
steering-based approaches are most effective in the presence of large, well-defined
gradients. Therefore as the mesh increases in size, the number of points at which the
steering is truly effective is reduced and the ability of the steered RBF technique to
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reduce overall error is also diminished.
4.6.1 Gradients of the Interpolated Solution
Gradients of all solution variables are calculated from the interpolated flow field on
the original unstructured mesh. As with the estimation of steering parameters, gra-
dients are calculated with a first-order approximation for all the approaches. Even
though the RBF techniques provide a differentiable mapping of the local solution
field, gradients for all interpolated solutions as well as the reference gradient field
have been computed in identical fashion to permit comparisons. Figures 48 and 49
illustrate the errors in the interpolated velocity gradient field. Overall, the linear and
unsteered RBF approaches in general produced very similar errors. The steering ker-
nel regression, while being data-adaptive, provides inconsistent improvements since
the regression approach does not guarantee exact reproduction of input data. How-
ever, the steered Wendland C2 interpolation demonstrated consistent improvement
over the linear gradient estimates. In addition, at the finest Cartesian grid levels, this
approach produced the lowest gradient errors for all solution quantities (mean flow
and turbulent), with up to 81% reduction in the streamwise direction and up to an
order of magnitude reduction in the normal direction.
For the gradients in the streamwise direction (Fig. 48), the errors in the linear
and unsteered RBF solutions are nearly identical, for both mean flow and turbulence
quantities. Exceptions include the pressure gradient, where for small ∆s the unsteered
RBF solutions (with thin-plate spline or Wendland C2 interpolation) have 9% less
error. In comparison, the steered Wendland C2 approach reduces gradient error by
over 50% in the same variable. Similarly, for the eddy viscosity solution, the thin-
plate splines and Wendland C2 radial basis function reduce error by 17% and 27%
respectively, while the steered approach is able to reduce error by 50%.
For the gradients in the direction normal to the flow (Fig. 49), the normal velocity
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(a) Streamwise velocity (b) Normal velocity
(c) Pressure (d) Eddy viscosity
(e) Turbulent kinetic energy
Figure 47: Root-mean-squared errors for an interpolated turbulent solution field in
the wake of a naval ship model.
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(a) Streamwise velocity (b) Normal velocity
(c) Pressure (d) Eddy viscosity
(e) Turbulent kinetic energy
Figure 48: Root-mean-squared errors for solution gradients in the streamwise direc-
tion.
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(a) Streamwise velocity (b) Normal velocity
(c) Pressure (d) Eddy viscosity
(e) Turbulent kinetic energy
Figure 49: Root-mean-squared errors for solution gradients in the normal direction.
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and turbulent kinetic energy solutions tend to be undifferentiated between the linear
and unsteered RBF approaches. For these solutions interpolated from the coarsest
Cartesian mesh (∆s = 0.2), the thin-plate splines and linearly interpolated errors
are virtually identical. In comparison, order of magnitude reductions in error for
these quantities were observed when applying the steered Wendland C2 approach.
For the other solution quantities (streamwise velocity, pressure, and eddy viscosity),
the unsteered radial basis function approaches had 17–26% less error. In comparison,
the steered Wendland C2 approach achieved 58–65% reductions in error.
4.6.2 Convergence
The rates of convergence when applying various linear and RBF interpolation tech-
niques have been calculated based on the RMS error (depicted in Fig. 47) in the
asymptotic range (∆s ≤ 0.025). These rates are summarized in Table 10. Conver-
gence of flow field gradients have not been considered as those errors include both
interpolation errors and gradient estimation errors. Sampled variables include stream-
wise velocity (u), normal velocity (w), pressure (p), eddy viscosity (µt), and turbulent
kinetic energy (k). When applying linear interpolation, linear rates of convergence
were observed in velocities and turbulent kinetic energy. Rates slower than linear
convergence were observed for interpolated pressure and eddy viscosity. The steer-
ing kernel regression approach also demonstrated linear convergence in interpolated
velocities, but exhibited only nearly-linear convergence in k. Moreover, the rates of
convergence in pressure and µt are further reduced.
In contrast, all radial basis function approaches demonstrated higher than first-
order convergence, at a 10–43% higher rate than linear (Table 10). Overall, the
Wendland C2 function was most effective at both reducing error and achieving the
highest convergence rate in all interpolated variables. The thin-plate splines and
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Table 10: Convergence of interpolation errors when applying linear and radial basis
function interpolation in a turbulent ship airwake.
Method u w p µt k
Linear Interpolation 1.05 0.96 0.80 0.84 1.02
Steering Kernel Regression 1.00 1.01 0.40 0.48 0.82
Thin-Plate Spline 1.16 1.12 1.32 1.25 1.22
Wendland C2 1.22 1.24 1.43 1.31 1.26
Steered Wendland C2 1.10 1.13 1.43 1.27 1.26
steered Wendland C2 methods have convergence rates within 10% of the best Wend-
land C2 method for mean flow variables (u, w, and p) and were within 5% of Wendland




The advanced mapping methods discussed in Chapter 3 have been successfully ap-
plied to interpolate scattered, unstructured data for a variety of test cases. This
chapter will assess the effectiveness of radial basis function (RBF) techniques within
the context of actual overset URANS simulations. Recent development of advanced
mapping schemes has focused on high-order polynomial interpolation for structured
grids [18, 44]. The current work develops scattered data approximation techniques
using kernel function interpolation to transfer overset data on unstructured grids.
Three problems have been studied for validation: a two-dimensional inviscid convect-
ing vortex, a two-dimensional shock tube, and a three-dimensional turbulent ship
airwake. The first problem exemplifies a smoothly varying flow field, while the shock
tube shipwake problems assess the effectiveness of the advanced techniques in repro-
ducing discontinuous fields. The convecting vortex problem is revisited to evaluate
the effectiveness of scattered data techniques in mitigating configurations with orphan
points.
5.1 Description of Code Modifications
Key modifications to the Suggar++ and DiRTlib connectivity software (described in
Section 2.4.3) to permit kernel-based interpolation are outlined below:
1. Identification of local point clouds (within Suggar++): A search for a cloud of
donor points (also known as source points) is performed for each receptor (tar-
get). For a node-centered analysis as performed by FUN3D, the standard search
returns a stencil of donor points from one (or more) grids in proximity to the
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point of interest. Within the Suggar++ paradigm, if the interpolant depends
on more than one grid, the donors are considered “fragmented.” The interpola-
tion problem has been defined in a manner that allows fragmented donors and
permits efficient parallel operation by re-ordering the columns of the inverted
interpolation matrix defined in Eqn. 28.
For the purposes of kernel-based interpolation, there is no appreciable reduction
in error when utilizing a linear interpolation stencil based only on the nodes
of the enclosing donor cell (discussed in Section 3.3.1), so additional points
should be added to the interpolation cloud. The Suggar++ donor search is
thus modified to return not only the nodes encompassing the receptor node,
but neighbors of these nodes as well. Connectivity information has been used
for convenience to avoid having to perform additional nearest neighbor searches.
2. Interpolation Problem Setup (in Suggar++): Once the locations of the donors
and receptors are known, the left-hand side interpolation matrix (Eqn. 28) can
be calculated. If the simulation does not have moving bodies, then the con-
nectivity (in terms of associated donor and receptor points) is known a priori.
At the cost of increased memory usage, the interpolation matrices are inverted
once during the preprocessing stage, and at each time step/subiteration the
interpolation coefficients are computed by multiplying the saved decomposed
left-hand side matrix with a vector of current solution values. This produces an
interpolant that has dependence both on spatial location and the local solution
field.
3. Data Transfer (between Suggar++/DiRTlib): At each iteration, the flow solver
reads into memory the domain connectivity information (DCI) for each receptor
point so that DiRTlib can calculate fringe point values. Suggar++ has been
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modified to write a modified DCI file that includes both the decomposed left-
side matrix and a vector of pre-calculated RBF values (Eqn. 26 in matrix form)
to multiply with interpolation coefficients.
4. Interpolation Weight Update (in DiRTlib): An extra step is performed to calcu-
late the interpolation weights using pre-calculated interpolation matrices before
normal library routines multiply the weights with updated donor values at each
iteration.
The RBF interpolation feature has been fully integrated into the Suggar++/DiRTlib
framework and is enabled with a single option in the Suggar++ input file.
5.2 Inviscid Convecting Vortex
A benchmark test case involving an inviscid, convecting vortex has been used for vali-
dation. This test case has been evaluated by several authors [45, 18, 44] for high-order
overset interpolation, with errors and convergence properties carefully evaluated for
Lagrangian and B-splines methods. The RBF approach presented here is easier to
implement than an implicit Lagrangian method because a formal interpolation stencil
is replaced with arbitrarily defined clouds of source points. This enables natural ex-
tension of the method to unstructured grids and grid configurations that may include
orphan points. For this configuration, the thin-plate spline (TPS) and compactly-
supported Wendland C2 (W2) basis functions have been evaluated.
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5.2.1 Experiment Description
A vortical disturbance was written in a form consistent with the non-dimensionalization


































(x− xc)2 + (y − yc)2
R2
(75)
for constant density ρ = ρ∞, free stream reference velocity U∞, and pnorm = p∞ −
ρ∞U
2
∞. The vortex is centered at (xc, zc) with a nominal core radius R of 1.0 and non-
dimensional vortex strength C/U∞R of 0.02, respectively. The pressure expression









The key difference in computational configuration between the Sherer and Scott
results [18] and the present effort is that FUN3D is an unstructured overset grid
methodology with second-order inviscid fluxes [51]. Sherer and Scott applied an
overset scheme on structured grids that varied in spatial accuracy from fourth-order
on the boundary up to sixth-order on the interior of the computational domain. To
achieve the same baseline levels of accuracy, the “fine” mesh spacing of ∆ = 0.2
from the Sherer study was employed as the current baseline case, and an additional
refined grid with ∆ = 0.1 was generated resulting in 21 points across the vortex core.
The time step for the simulation is ∆t = 0.005 to replicate the Sherer computational
setup [18].
5.2.2 Grids
Cartesian background meshes with similar sizes to Ref. 18 were generated (Fig. 50a),
in addition to unstructured, mixed-element patch grids (Fig. 50b). Unstructured grids
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Table 11: Unstructured grids used in the vortex convection study
Grids Grid Spacing (∆s) Nodes Fringes
Vortex, single grid 0.2 29,322 -
0.1 116,242 -
Vortex, overset 0.2 36,620 1,826
0.1 145,410 3,926
were used to model the patch because the irregular geometry can be more accurately
represented by an unstructured topology. The composite overset mesh was formed by
combining the meshes in Fig. 50 using the modified Suggar++ software described in
Section 5.1. Resulting composite grids are described in Table 11 where ∆s describes
the length of an isotropic cell edge. An additional cutter grid (not shown) was used
by Suggar++ to cut out the hole in the background; this is a reduced version of the
patch grid and is not present during flow simulation. Two different grid sizes have
been considered in this validation case, with the refined grid formed by multiplying
the number of points in each direction. The resulting number of fringe points at
which flow data are transferred is at least an order of magnitude smaller than the
total number of grid nodes (Table 11), so the local increase in memory usage does
not have a significant impact on overall simulation memory requirements.
5.2.3 Accuracy
Figure 51 illustrates typical results for a single grid compared with linear interpolation
and with neighborhood-based RBF interpolation applying thin-plate spline (TPS)
and the Wendland C2 (W2) basis functions. The standard interpolation is an inverse
isoparametric mapping (discussed in Section 3.1.3) with first-order elements, where
interpolation from the background grid onto the irregular patch grid is equivalent to
bilinear interpolation. In general, the largest reduction in error is achieved by refining
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(a) Cartesian background grid with irregular cutout
(b) Irregular patch grid
Figure 50: Overset grid systems for advanced overset investigations (∆s = 0.2);
outlined region denotes the extent of the patch grid.
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the mesh. For both mesh spacings, the most accurate solution is given by the non-
overset, single-grid solution, as expected. However, in the close-up view of Fig. 51,
the RBF solutions demonstrate improvements in accuracy over the linear approach.
For this simple test case, the peak swirl velocity from the standard overset solution
(which applies a linear mapping for interpolation) differs from the non-overset case
by 8.0%; in comparison the TPS and W2 overset solutions only have 5.9% and 5.6%
error, respectively.
5.2.4 Cost
Tables 12 and 13 summarize typical timings for the preprocessing and fringe interpola-
tion aspects of an overset URANS simulation. The initial preprocessing is performed
with the modified Suggar++ code. Since this is a static simulation (i.e., there are no
moving meshes), most of the overset cost is accrued in advance as the donor-receptor
pairs do not change. For the current structured background grid configuration, the lo-
cal case locates the cell that encloses the receptor node, and includes all eight adjacent
hexahedral cell nodes as donors. This approach produces results of identical qual-
ity to the linear approaches, as demonstrated by the PDE example in Section 3.3.1.
The neighborhood case selects a cloud of nearby points by also including the nodes to
which the local eight nodes are connected. Since this is a two-dimensional simulation,
the grid is only one cell deep (i.e., it is made up of two parallel planes of nodes), and
the interpolation cloud includes up to 32 donor nodes.
In terms of preprocessing cost, the time required to set up the interpolation system
scales with the number of nodes (Table 12). For example, uniform grid refinement
from ∆ = 0.2 to 0.1 increases the number of points and the preprocessing time by a
factor of 4 (on a two-dimensional mesh) for both local and neighborhood approaches.
Between the two approaches, the number of donor points processed increases from
8 to 32 (by a factor of four), but the preprocessing time increases by a factor of
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(a) ∆s = 0.2 (b) ∆s = 0.1
(c) ∆s = 0.2, close up
Figure 51: Calculated swirl velocities with linear and RBF-based overset interpolation
techniques at the end of the convecting vortex simulation.
five. The additional cost is associated with locating the additional source points and
verifying that the donor list is unique.
During the CFD calculation, the computational cost of each approach scales sim-
ilarly with increasing mesh refinement. The cost of the neighborhood technique is
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an order of magnitude larger than the local approach including eight adjacent nodes
(Table 13). There is no direct impact on the rate of convergence with the improve-
ment from the neighborhood approach. This can be confirmed by the average number
of subiterations per step required before the reduction in temporal error met a con-
vergence criteria of one order of magnitude error reduction. On finer grids, the cost
of interpolation becomes negligible in comparison to the total computational cost
(Table 13). For example, the fraction of the total wall-clock time decreases by nearly
7% for the neighborhood approach despite an increase in the number of points by a
factor of four.
Table 12: Measured wall-clock time (in seconds) for preprocessing the inviscid con-
vecting vortex case.
Test Case Total processing time
Local
∆ = 0.2 0.30
∆ = 0.1 1.17
% change 290%
Neighborhood
∆ = 0.2 1.54
∆ = 0.1 5.74
% change 273%
Table 13: Typical subiteration convergence and measured wall-clock time (in seconds)
for interpolations in the inviscid convecting vortex case.
Test Case Average Average Total % of Total
subiters./step time/step interp. time walltime
Local
∆ = 0.2 8.61 0.0121 58.1 1.64%
∆ = 0.1 11.5 0.0332 159 0.69%
% change 33.6% 174% 174% -57.9%
Neighborhood
∆ = 0.2 8.58 0.104 498 13.18%
∆ = 0.1 11.1 0.270 1,300 6.47%
% change 29.3% 160% 160% -50.9%
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5.3 Shock Tube
A shock tube studied to demonstrate the application of thin-pate spline (TPS) and
Wendland C2 (W2) interpolation methodologies in a compressible flow with discon-
tinuities.
(a) t = 0
(b) t > 0
Figure 52: Shock tube with a high and low pressure fluid (left and right, respectively)
separated by a membrane; at time t = 0+, the membrane is broken to form a right-
traveling shock and left-traveling expansion wave (for p4 > p1). Relatively high,
average, and low values are indicated by red, black, and blue text colors.
5.3.1 Theory
Shock tube physics may be described by inviscid, isentropic fluid mechanics of an
ideal, calorically perfect gas. A diagram of the shock tube setup (Fig. 52) is adapted
from Ref. [127]. A high and low pressure fluid, with values p4 and p1, are initially
separated by a membrane or diaphragm; when ruptured, a right-moving shock wave is
formed for p4 > p1. From a computational fluid mechanics perspective, the membrane
is imaginary, and the experiment can be replicated by setting appropriate initial
conditions throughout the computational domain. The problem is completely defined
by the specified pressure ratio and temperatures.
There are several distinct physical features that can be resolved computationally
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and also described by analytical solutions, providing an opportunity for validation.
The first feature is the supersonic shock wave that is defined by a pressure discontinu-
ity between regions 1 and 2. Also moving toward the right (albeit more slowly) behind
the shock wave is a temperature discontinuity between regions 2 and 3, known as a
contact surface. The cause for this feature is the pressure discontinuity from region 1
to 2 corresponding to an increase in temperature in region 2. Rapid acceleration and
expansion of fluid causes a decrease in temperature on the other side of the surface
in region 3. Finally, the pressure and temperature in region 3 and 4 are smoothly
blended by a series of left-moving expansion waves.
The change in density is related to the change in wave speed by considering the



















































a = R1 (80a)
−V + 2
γ − 1
a = R2 (80b)
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for left and right moving waves, respectively. The sign change in Eqn. 80b arises
from a change of reference frame in Eqn. 76. The constants in Eqn. 80 are equivalent
to the Riemann invariants presented in Eqn. 81 that describe the hybrid interface
boundary condition (Section 6.1.2). The remainder of the problem may be described
by considering the conservation of mass, momentum, and energy across the moving
shock.
5.3.2 Interpolation Constraints
Due to the potential of overshoot in the vicinity of high gradient regions (for example,
see Fig. 37 in Section 4.4), the use of higher-order mapping techniques can destabilize
a solution if unchecked. For example, when interpolating the solution around a step
change (discussed in Section 4.4), over- and under-shoots of over 10% were observed
for the RBF methods (Table 6 in Chapter 4). These are manifestations of Gibb’s
phenomenon which have also been observed by other researchers [61]. In the shock
tube, if the density field was initialized to have high and low density regions of ρ = 10
and 1, then a 10% undershoot results in a density of approximately 0.1, and the
solution approaches that of a vacuum. For a larger density ratio, the problem can
quickly become non-physical. Typically, realizability constraints are imposed within
the flow solver during flux reconstruction to prevent non-physical solution values such
as negative density, pressure, or total energy.
A clipping approach to prevent the creation of new extrema was found to be
effective at maintaining numerical stability. Interpolated values outside of the range
of local minima and maxima are replaced with the corresponding local minimum or
maximum. This is the approach employed by another high-order overset interpolation
method [65]. Consequently, this scheme still has the potential for increased accuracy
while satisfying the maximum principle associated with linear mappings [24]. For
instance, the step function studied in Section 4.4 would still achieve a 20% reduction
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in gradient error but have no overshoot when applying clipping (Fig. 34). When
clipping was not used in the shock tube problem, the solution immediately exhibited
the Gibbs phenomenon with over- and under-shoot values on the order of one (for
initial density and pressure ratios of 25). While this was only an error of 4% and
less than the observed overshoot for the simpler two-dimensional step problem, the
solution immediately became unstable (after a single solver iteration) due to locations
in the flow field where the density was very close to zero or negative. Allowing a
smaller percentage of over- or under-shoot (less than 4%) provided marginal numerical
stability but did not improve solution accuracy. Moreover, such specifications are
ad hoc in nature and were avoided. Therefore, to eliminate uncertainties from the
interpolated solution, local extrema were enforced for all simulations.
5.3.3 Experiment Description
Figure 53: Unstructured overset meshes applied in the shock tube study. The dashed
line denotes z = 0 where data were sampled.
To verify the robustness of the advanced mapping technique for general CFD
applications, an unstructured version of the background grid was considered resulting
in 40,944 nodes with 1,894 fringe locations. The mesh background mesh consisted of
only tetrahedra, which is typical of input configurations for FUN3D. Only a baseline
grid configuration with a spacing of ∆s = 0.2 was studied (Fig. 53) to emphasize
the differences in solution due to interpolation error. Grid refinement indicated that
130
the solution was more sensitive to spatial discretization error than interpolation error
(discussed in Section 5.2.3). The time step size was set to 0.01 so that the fastest flow
in the solution traveled less than a single cell length at each time step. To prevent
oscillatory solutions in the region near shocks, the van Leer limiter formulation [128]
was determined to be most successful in mitigating overshoots and limiting oscillations
in the shock front. A single grid solution with the same grid spacing was referenced
as the best possible overset solution.
The problem is fully defined for a fluid initially at rest by specifying the pressure
and temperature ratios across the initial discontinuity, and temperature that defines
the speed of sound for the medium. The inputs correspond to quantities depicted
in Fig. 52, with a right moving shock. Reference values for the computations were
chosen to be the right-hand side low value, and the left-hand side initial temperature
and pressure were therefore known from the p4/p1 and T4/T1 relations [127]. Remain-
ing properties (density and speed of sound) were computed from the pressure and
temperature ratios: ρ4/ρ1 = (p4/p1)/(T4/T1) and a4/a1 =
√
T4/T1.
Table 14: Numerical description of the shock tube problem.
Input Parameters Value
Input pressure ratio, p4/p1 25.0
Input temperature ratio, T4/T1 1.0
Input reference temperature, T1 303.15 K
Calculated shock pressure ratio, p2/p1 4.0471
Calculated shock temperature ratio, T2/T1 1.6083
Calculated shock speed, Ms = V1/a1 1.9005
Calculated contact discontinuity speed, V2/a1 1.1452
Calculated expansion wave speed (head), a4/a1 1.0
Calculated expansion wave speed (tail), V3/a1 -0.3743
Solution parameters that set the initial solution field and drive the solution are
listed in Table 14. The solution domain was partitioned (between initial high and low
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density regions) at a slight offset from the center of the shock tube at x = −∆s/2.
The offset allows nodes at ±ε (with ε defined as machine precision) to be on the
same side of the interface and results in a more planar interface between high and low
pressure regions. For a right-moving shock, the most notable difference in solutions are
expected to appear when the moving shock is between approximately x = 6 and x = 7
which corresponds to the z = 0 location of the inner fringe (on the background grid)
and the outer fringe (on the patch grid). This occurs between simulation times t = 3.2
and 3.7. The moving shock traverses this overlap region in about 0.53 seconds (during
approximately 50 solver iterations). In all cases, the clipping approach described in
Section 5.3.2 was applied for numerical stability.
For the present study, the original interpolation stencil was expanded once outward
to form an interpolation cloud; starting with the cell containing the target point, all
nodes connected by an edge to each cell node are included. For this set of unstructured
meshes, the number of donor points for each receptor is on average the same as the
structured overset meshes with 24 donors for each donor-receptor transaction pair.
The minimum and maximum number of donors for a target point is 18 and 28,
depending on the number of nodes neighboring the enclosing cell.
5.3.4 Results
Prior to crossing the inner fringe into the overlap region, the shock solutions (in
terms of pressure and temperature) are indistinguishable for the different interpolation
techniques (Figs. 54a and 54c). It is not until after the shock front has completely
exited the overlap region that differences between solutions emerge (Figs. 54b and
54d). The corresponding quantitative errors between the overset and single grid
solutions are tabulated in Table 15. In all cases the differences between the overset
RBF results and the single grid solution are less than or equal to the result with
trilinear interpolation. When the shock is at the inner fringe, the TPS and W2
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(a) Pressure before inner fringe (b) Pressure after outer fringe
(c) Temperature before inner fringe (d) Temperature after outer fringe
Figure 54: Evolution of shock wave front through the overset region, corresponding
to values tabulated in Table 15. The overset solutions are represented by curves, the
single grid solution as points, and the theoretical solution by the dashed line.
solutions are marginally closer by 0.1% and 0.3% in pressure, respectively, than the
linear approach to the single grid solution. The temperature solutions are identical
to within two decimal places (Table 15). At the outer fringe, the solutions are more
differentiated, with the TPS approach showing 1.7% and 0.7% improvements over the
linear estimates of pressure and temperature. The W2 approach is again closest to
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Table 15: Comparison of interpolated values in the shock tube at the inner and outer
fringe centerline locations.
Solution Location Methodology p/p1 T/T1 p diff.(%) T diff.(%)
Inner Fringe
Single Grid 3.335 1.519 - -
Linear 3.148 1.494 5.6 1.6
TPS 3.150 1.494 5.5 1.6
W2 3.158 1.495 5.3 1.6
Outer Fringe
Single Grid 2.943 1.464 - -
Linear 2.742 1.433 6.8 2.1
TPS 2.793 1.444 5.1 1.4
W2 2.819 1.449 4.2 1.0
the single grid solution, with 2.6% and 1.1% less error than the linear approach.
The root-mean-squared errors in pressure and temperature offer another descrip-
tion of the overset errors in the solution throughout the computational domain over
time (Fig. 55). Despite being more accurate near the shock front, the W2 approach
accumulates more pressure error in the simulation after t ≈ 1.0, prior to the shock
reaching the overset boundaries (Fig. 55a). This error occurs from small over- and
under-shoots throughout the shock tube away from the discontinuity, and persists
throughout the simulation in the pressure solution. For most of the simulation time,
the W2 pressure solution differed from the TPS calculated solution by 0.4–0.5% of
p1 (i.e., at most 0.005p1). Compared to W2, the TPS approach maintains accuracy
consistent with the linear approach in terms of pressure.
When considering temperature, the solutions exhibit greater variation between the
linear and RBF approaches (Fig. 55b). Since temperature is a higher-order solution
quantity calculated from the quotient of pressure and density, it may be more sensitive
to solution errors. A sudden increase in temperature error occurs at time t ≈ 2.5,
which is where the leading edge of the shock first reaches the inner fringe location




Figure 55: Evolution over time in RMS error of the overset solutions compared with
the single grid solution for the shock tube simulation.
1.9, a planar shock would have reached the boundary at t ≈ 3.2, indicating the
effect of a smeared shock front as illustrated by Fig. 54. After the entire shock has
passed through the overset fringe region, the effectiveness of the RBF approaches
become more apparent (Fig. 55b) when the shock solution must be simultaneously
calculated by the background grid and patch grid. Near t = 4, a maximum reduction
in temperature error of roughly 14% is achieved. The temperature error for all three
approaches converge after the shock passes through the second set of fringes and the
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shock solution is once again solved solely by the background grid.
5.4 Ship Airwake
The advanced overset methodology has been further evaluated on the turbulent three-
dimensional airwake of a model frigate. This application is motivated by the need
to better characterize the operating environment in the vicinity of naval ships. Air
vehicles typically encounter complex vortical structures shed from the bow of the
ship and other ship structures, such as hangars, decks, turrets, cables, and parked
air vehicles. For example, a helicopter trying to land on a ship deck aft of a hangar
may have to descend through a shear layer emanating from the roof of the hangar or
interact with a region of recirculating flow in the hangar wake.
5.4.1 Background
Figure 56: Geometries for the SFS and SFS2 configurations with dimensions in feet,
from Ref. 129.
An international collaborative effort [130] has led to the development of a generic
ship model known as the “simple frigate shape” (SFS) which has been extensively
studied. Experimental data for this original model have been used for code validation
in a number of previous studies [131, 132, 133]. A later iteration of this generic
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model, known as the “simple frigate shape 2” (SFS2), introduced a more realistic,
streamlined bow geometry (Fig. 56) and has since superseded the SFS. The SFS2 is
a representative geometry of a ship topside developed by The Technical Co-operation
Programme to allow standardized study of ship topside aerodynamics [129]. Test
data from the 2 m × 3 m low-speed tunnel at the Aerodynamics Laboratory of
the National Research Council in Canada [134] have been utilized by the research
community [129, 132, 135]. New wind tunnel results of the SFS2 configuration have
been obtained by the U.S. Navy from the Naval Surface Warfare Center Carderock
Division (NSWCCD) and are available for additional validation. Recent efforts have
studied a full-scale SFS2 in free air in addition to a 50th-scale model in the NSWCCD
test section [136]. To determine the effects of the wind tunnel walls, simulations with
an identical ship surface mesh have been considered under free-air conditions. 70.6
ft/s headwind conditions are simulated at a computational time step equal to the
experimental sampling rate, 0.0005 s per step. The ship is modeled with viscous
surfaces and the far field is modeled with a Riemann invariant condition. The sea
boundary is considered to be part of the far field. This does not model the interface
between air and water and facilitates convection of the ship wake downstream from
the ship stern [136].
The overset approach permits simulation of these conditions using identical or
similar grids as the previous simulations modeling a ship in the NSWCCD test section
using a single grid. After creating a single background grid, a variety of operating
conditions in future analyses (e.g., at different headings and/or with ship motion) may
be simulated without the need to generate additional computational grids. Rather
the near-body grid can be arbitrarily repositioned with respect to the background
mesh. Assembly of the component grids (described in Section 5.4.2) was performed




Table 16: Unstructured grids used in the ship airwake study
Grids Nodes Fringes
SFS2, single grid 2,668,155 -
SFS2, overset grids 3,020,415 54,958
Following prior work [136], free-air grids were created from an existing grid which
modeled the SFS2 in the NSWCCD wind tunnel test section. Point clustering on the
viscous floor, ceiling, and side walls were removed for the free-air case. Since a URANS
simulation is able to provide a large quantity of flow-field data not available from
experiment, a single grid configuration was created for reference as a best possible
solution to compare with the overset solutions. A free-air configuration was created
by oversetting the modified near-ship grid onto a background box grid extending
outward 4.5 ship lengths in the streamwise and lateral directions, and extending 0.75
ship lengths normal to the sea plane (Fig. 57). The ship surface point distribution was
kept identical in the single and overset grid configurations to maintain grid quality
(y+ < 1) and permit comparisons between grids. The specified far-field mesh spacings
were also kept the same. To further increase grid similarity, the outer boundary of
the near-body overset grid (the points highlighted in blue in Fig. 57) was included in
the single grid model as a point source; this source geometry was not retained in the
final simulation grid. Grid details are provided in Table 16. The overlap minimization
feature within the Suggar++ grid assembler was applied to expand the hole cut in the
background grid, thus reducing the amount of overlap between grids. This procedure
removed O(105) points from the background grid, shifting fringe point locations away
from solid boundaries and enabling data transfer in regions where the mesh resolution
is comparable between the overlapped grids [56].
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(a) SFS2 single grid, viewed from port side
(b) SFS2 overset grids, viewed from port side
(c) SFS2 single grid, viewed from above (d) SFS2 overset grids, viewed from above
Figure 57: Single and overset grid configurations for the simple frigate shape 2 (SFS2)
model. Side view is sliced through ship centerline, top view is sliced at hangar height.
Near-ship grid fringe points are colored blue.
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Table 17: Fast response probe (FRP) measurement locations on the 1/50th scale
NSWCCD model. Streamwise positions are normalized by deck length (`) while










5.4.3 Comparison with NSWCCD Experiment
Table 17 identifies the eight locations at which fast response probes (FRPs) were
placed in the experiment, illustrated in Fig. 58. Measurements were collected above
the deck at heights ranging from 0.1667–4.1667h, where h is the height of the hangar.
These measurements included velocity magnitude, flow pitch angle, and flow yaw an-
gle whose averages are presented in the first, second, and third columns respectively
of Fig. 59. These profiles are plotted as a function of height above the flight deck, nor-
malized by the hangar height. The greatest differences between URANS calculations
and experiment were observed below hangar height. The highly unsteady flow in this
(a) Top view (b) Side view
Figure 58: Measurement locations for the headwind NSWCCD case; distances are
relative to ship center and normalized by ship length.
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(a) Velocity magnitude, experi-
ment
(b) Pitch angle, experiment (c) Yaw angle, experiment
Figure 59: Averaged velocity magnitudes, pitch angles, and yaw angles measured
in the NSWCCD experiment [136] (with h being the hangar height and z/h = 0
corresponding to the flight deck).
region is influenced by the separated, recirculating flow in the wake of the hangar
(described in Section 5.4.6). As a result, the flow trajectories are asymmetric despite
headwind flow that is symmetric across the ship mid-plane (normal to the streamwise
and normal directions). This asymmetry is observed in the experimentally measured
flow yaw angles (Fig. 59c), and is apparent even after averaging over 16,000 data
samples. These measurements spanned a period of 8.0 seconds and corresponded to a
flow-traveled distance of over 60 ship-lengths. Experimental data were unavailable at
probe location C (Fig. 58a) below z/h = 0.625 because the sampled data were outside
the calibrated range of the transducer [136]. Therefore only data at z/h ≥ 0.625 have
been utilized in the present analysis.
In all cases, experimental trends are reproduced for all measured variables (Fig. 60),
most notably above the height of the hangar (z/h = 1.0). For example, the free-
stream velocity magnitude (||V ||/V∞ = 1.0) tends to be recovered at a greater height
above the deck at the inner probe locations (B, C, F, and G) compared with the
outer probes (Fig. 60, first column). The downward flow pitch angle is greatest at the
probes closest to the centerline (probes B, C, F, and G) and nearest to the hangar
(probes B and C), as illustrated by the second column of Fig. 60. Finally, the flow yaw
angle is largest at the outer front probes (A and D), indicated by the third column
141
Table 18: Errors in the single and overset grid URANS calculations compared with
the NSWCCD experimental data [136], averaged over all measurement locations.
Overset Method ||V ||/V∞ Local Pitch Angle Local Yaw Angle
Single Grid 0.0286 1.0618◦ 1.6863◦
Overset, trilinear interpolation 0.0295 1.1348◦ 1.6646◦
Overset, thin-plate spline 0.0276 1.1998◦ 1.8198◦
Overset, Wendland C2 0.0399 1.0452◦ 1.7531◦
of Fig. 60.
Error profiles for the three sampled variables are presented in Fig. 61. Veloc-
ity magnitude errors are within 7% of the free-stream velocity above z/h = 0.625
(where data from all eight experimental probes is available) for all cases, including
single and overset grids (Fig. 61, first column). Pitch and yaw angle errors are both
within 4◦ (Fig. 61, second and third columns, respectively). Yaw angle errors above
hangar height were small relative to the maximum observed yaw error (≥ 30◦). The
similarity in error profiles for the single and overset grid configurations suggest that
the computational errors in this test case are not strongly influenced by the chosen
overset methodology.
Errors averaged over all eight measurement locations are tabulated in Table 18.
The velocity magnitude error out of all cases is at most 4% of the free stream velocity
(from the Wendland C2 calculation). The lowest error in velocity magnitude was
observed in the thin-plate spline calculation at the expense of small increases in flow
trajectory error (less than 0.14◦ in both pitch and yaw angle error compared to the
single grid calculation). Local pitch angles differed from experiment by a maximum
of 1.2◦ (from the thin-plate spline calculation) compared to a maximum observed
downward angle of over 20◦ (Fig. 59b). Local yaw angles differed from experiment by a
maximum of 1.8◦ (also from the thin-plate spline calculation) compared to experiment
where the maximum observed yaw angles were ±20◦ (Fig. 59c).
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(a) Velocity mag., single grid (b) Pitch angle, single grid (c) Yaw angle, single grid
(d) Velocity mag., linear overset (e) Pitch angle, linear overset (f) Yaw angle, linear overset
(g) Velocity mag., TPS overset (h) Pitch angle, TPS overset (i) Yaw angle, TPS overset
(j) Velocity mag., W2 overset (k) Pitch angle, W2 overset (l) Yaw angle, W2 overset
Figure 60: Averaged velocity magnitudes, pitch angles, and yaw angles at measure-
ment locations (with h being the hangar height and z/h = 0 corresponding to the
flight deck) for the headwind NSWCCD case, calculated with single grid and overset
URANS.
143
(a) Velocity error, single grid (b) Pitch angle error, single grid (c) Yaw error, single grid
(d) Velocity error, linear overset (e) Pitch error, linear overset (f) Yaw error, linear overset
(g) Velocity error, TPS overset (h) Pitch error, TPS overset (i) Yaw error, TPS overset
(j) Velocity error, W2 overset (k) Pitch error, W2 overset (l) Yaw error, W2 overset
Figure 61: Error in averaged velocity magnitudes, pitch angles, and yaw angles for
the headwind NSWCCD case compared with experiment [136].
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Table 19: Statistical relation (in terms of average slope and r2 coefficient) between
port and starboard-side measurements for the URANS simulations of the headwind
NSWCCD case.
Overset Method ||V ||/V∞ Local pitch angle Local yaw angle
slope r2 slope r2 slope r2
Single Grid 1.01 1.00 0.92 0.91 -0.75 0.84
Overset, trilinear interpolation 1.01 0.98 0.85 0.99 -0.71 0.93
Overset, thin-plate spline 1.09 0.99 0.83 0.98 -0.65 0.78
Overset, Wendland C2 0.75 0.98 1.01 0.97 -1.06 0.89
Pairing of the probed data from locations mirrored across the ship mid-plane,
e.g., at locations A and D, B and C, and so forth (Fig. 58a) was observed. For
a perfectly symmetric averaged flow solution, a cross-plot of velocity magnitudes at
corresponding locations on the port and starboard sides of the ship would yield points
distributed along a line with slope equal to 1.0. Similarly, if the pitch angles on both
sides of the ship were perfectly correlated, the cross-plots of pitch angle would also
yield a line with slope equal to 1.0. Conversely, the flow turns in opposite directions
as it moves around the sides of the ship, therefore perfectly correlated yaw angles
would give a cross-plot with slope of -1.0. Actual observations follow these trends
(Fig. 62), with the least scatter (in terms of the Pearson r2 correlational coefficient)
observed in velocity magnitude and the most scatter in yaw angle for all methods
(Table 19). Slopes were calculated by a linear least-squares fit of the data points.
While the solution with Wendland C2 interpolation has the velocity magnitude slope
furthest from 1.0, the flow trajectory (dictated by pitch and yaw angles) exhibits the
strongest symmetry. This result is similar to the averaged errors (Table 18) in which
the Wendland C2 calculations have slightly higher error in velocity magnitude but
more accurately capture the local pitch angle behavior.
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(a) Velocity magnitude, single
grid
(b) Pitch angle, single grid (c) Yaw angle, single grid
(d) Velocity magnitude, linear
overset
(e) Pitch angle, linear overset (f) Yaw angle, linear overset
(g) Velocity magnitude, TPS
overset
(h) Pitch angle, TPS overset (i) Yaw angle, TPS overset
(j) Velocity magnitude, W2
overset
(k) Pitch angle, W2 overset (l) Yaw angle, W2 overset
Figure 62: Cross-plots of averaged velocity magnitudes, pitch angles, and yaw angles
between port and starboard measurement locations, for the headwind NSWCCD case.
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5.4.4 Averaged Flow Field
The sampled flow field was averaged over a period of 0.129 s, or the time required
for the flow to traverse the distance of one ship length. Since there is no available
experimental data with which to compare, the single grid solution is used as a refer-
ence solution. Figs. 63–66 depict the averaged flow fields for the linear and advanced
overset approaches. Figs. 63 and 64 illustrate a sampling plane through the ship cen-
terline viewed from the port side, while Figs. 65 and 66 illustrate a sampling plane
at hangar height viewed from above the ship. Contours of streamwise velocity cal-
culated by the single grid configuration have been overlaid to illustrate differences in
the overset results.
For all approaches (on single and overset grids), flow above the forward deck is
identical. Regions of recirculating flow on the top side of the ship and behind the
stack are of comparable extent for all methods. Below hangar height on the rear deck,
the averaged flow behavior is also similar across all methods. For example, the extent
of the region in which the flow is reversed is comparable; this is further discussed
in Section 5.4.6. However, closer to the stern and near hangar height, differences in
the flow are visible. Figure 63a–c illustrate the similarity in the velocity field near
the stern between the single grid, trilinear overset, and thin-plate spline overset sim-
ulations above the stern with the velocity being between 0.7–0.8V∞ (outlined by the
bold contour lines). In contrast, overset interpolation with the Wendland C2 function
overpredicts the streamwise velocity at this location (Fig. 63d). This accounts for an
increase in velocity magnitude error when applying Wendland C2 interpolation equal
to 1.1%V∞ (Table 18). While there are errors in the location of the contour lines,
the Wendland C2 and thin-plate spline interpolation approaches both predict velocity
fields qualitatively similar to the single grid calculation. In comparison, the overset
solution with trilinear interpolation exhibits qualitative differences in the streamwise
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(a) Single Grid
(b) Trilinear Overset (color contours)
(c) Thin-Plate Splines Overset (color contours)
(d) Wendland C2 Overset (color contours)
Figure 63: Averaged contours of streamwise velocity for single and overset grid con-
figurations, viewed from the port side. In the overset cases, the black line contours
represent the single grid solution.
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velocity field above the flight deck above hangar height, which result in overpredic-
tions of streamwise velocity by about 5%V∞.
A side view of the normal velocity field is presented in Fig. 64. The velocity
contours predicted by both single grid and overset methods are aligned upstream of
the ship stack. Above the rear deck, the linear and thin-plate splines overset methods
underpredict the magnitude of the normal velocity, with errors approximately equal
to 3–4%V∞. In comparison, the overset simulation with Wendland C
2 interpolation
captured the normal velocity to within 1–2% of the free stream. This increase in
accuracy accounts for the improved predictions of local pitch angle compared with
experiment (Table 18).
When viewed from above, the streamwise velocity field above the front deck and
on the top of the ship are nearly identical (Fig. 65). However, there are differences
and asymmetries in the overset solution off the sides of the ship and in the wake of
the hangar. Experimental observations discussed in the previous section suggest that
the turbulent ship wake is not necessarily symmetric (across the ship centerline) even
when averaging over long time periods. The largest error in streamwise velocity occurs
in the hangar wake Wendland C2 overset solution which differs from experiment
by about 10$V∞, and also corresponds to the greater amount of yaw angle error
(Table 18). To improve comparisons between methods, flow-field averages may be
performed over additional data.
Lastly, lateral velocities have been considered from above (Fig. 66). There is
agreement between all simulation methods in predicting how the flow turns outward
around the body of the ship at the end of the forward deck. Where the flow reattaches
on the side of the ship, the flow turns inward. The trilinear overset approach predicts
the same location of the reattachment but underpredicts the magnitude of the lateral
velocity. The Wendland C2 result is closer to the single grid solution in lateral velocity
magnitude, but incorrectly predicts the reattachment location. Finally, the thin-plate
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(a) Single Grid
(b) Triinear Overset (color contours)
(c) Thin-Plate Splines Overset (color contours)
(d) Wendland C2 Overset (color contours)
Figure 64: Averaged contours of normal velocity for single and overset grid config-
urations, viewed from the port side. In the overset cases, the black line contours
represent the single grid solution.
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(a) Single Grid
(b) Trilinear Overset (color contours)
(c) Thin-Plate Splines Overset (color contours)
(d) Wendland C2 Overset (color contours)
Figure 65: Averaged contours of streamwise velocity for single and overset grid con-
figurations, viewed from above the ship. In the overset cases, the black line contours
represent the single grid solution.
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splines solution both predicts a lower lateral velocity magnitude and reattachment
further upstream along the sides of the ship. These errors have a minimal effect on
the flow aft of the hangar, where all overset simulations regardless of interpolation
method overpredict the lateral velocity at the sides of the hangar by about 5%V∞.
5.4.5 Wake Spectra
The wake flow field was sampled at hangar height, at streamwise locations corre-
sponding to experimental measurement locations (Table 17). Velocity and turbulent
kinetic energy data were collected at lateral positions spanning the ship width, ex-
tending half a ship width outward off both sides of the ship. The data were collected
at the experimental sampling frequency of 2000 Hz, with 2048 data points included
in the fast Fourier transform. Since unsteady experimental data were not available,
the velocity and turbulent kinetic energy spectra for the overset simulations were
compared with the single grid simulation (summarized in Table 20).
Table 20: Root-mean-squared (RMS) and maximum errors in velocity (V ) and tur-
bulent kinetic energy (k) spectra in the overset simulations compared to the single
grid calculation.
Overset Method V , RMS V , max k, RMS k, max
Through measurement locations A–D
Trilinear interpolation 1.11× 10−4 5.27× 10−3 3.16× 10−9 2.72× 10−7
Thin-plate spline 1.08× 10−4 4.34× 10−3 3.08× 10−9 2.69× 10−7
Wendland C2 1.20× 10−4 5.22× 10−3 3.15× 10−9 2.17× 10−7
Through measurement locations E–H
Trilinear interpolation 6.07× 10−5 2.30× 10−3 8.49× 10−10 6.32× 10−8
Thin-plate spline 5.92× 10−5 1.68× 10−3 7.76× 10−10 6.22× 10−8
Wendland C2 6.54× 10−5 1.96× 10−3 8.20× 10−10 5.37× 10−8
The resulting velocity spectra are plotted in Fig. 67 for the single grid simulation
and overset grid simulations with linear and RBF interpolation applied. From the
single grid solution (Fig. 67a and b), the most prominent frequencies appearing at
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(a) Single Grid
(b) Trilinear Overset (color contours)
(c) Thin-Plate Splines Overset (color contours)
(d) Wendland C2 Overset (color contours)
Figure 66: Averaged contours of lateral velocity for single and overset grid config-
urations, viewed from above the ship. In the overset cases, the black line contours
represent the single grid solution.
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both sampled locations are near 5 and 20 Hz. These frequencies are present in all
the overset simulations, but at different spectral densities. The sampling locations in
the front row of fast response probes (FRPs), probes A–D, are immersed in the wake
of the hangar and the ship stack. In contrast, the rear row of FRPs (probes E–H)
is more fully immersed in the flow passing over the top of the ship (Fig. 63) that is
canted downward and displaces the hangar wake. As a result, the influence of the
hangar wake is less pronounced near the stern (at hangar height), illustrated by the
reduced frequency content in the second column of Fig. 67.
Overset errors in the velocity spectra (compared to the single grid solution) are
plotted in Fig. 68. The errors for all overset methods at both sampling locations
are on the same order of magnitude as the actual calculated power spectral den-
sity (in comparison with Fig. 67). When applying thin-plate spline interpolation
for overset interpolation, the maximum error observed in the velocity spectra is re-
duced by between 18–27% (Table 20). Wendland C2 interpolation yields reductions
in the maximum error of 1–15%. When considering the averaged error (defined by the
root-mean-squared difference between the overset and single grid spectra), thin-plate
splines interpolation also provides reductions in error of 2–3% while Wendland C2
interpolation increases the average error by 8% at both sampling locations. This dis-
crepancy is due to the variations in streamwise velocity distribution observed above
the stern in Fig. 63d.
The turbulent kinetic energy (k) spectra (illustrated in Fig. 69) exhibit the same
trends as the meanflow velocity spectra, namely that the frequency content is reduced
at the downstream sampling location (through probes E–H) and that the overset
errors have the same order of magnitude as the calculated power spectral density
(Fig. 70). Moreover, the k spectra calculated from the overset simulations appear
to have a lateral bias that is more pronounced than in the single grid simulation.
Nevertheless, the RBF overset interpolation approaches were able to reduce both
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(a) Single grid, at measurement loca-
tions A–D
(b) Single grid, at measurement loca-
tions E–H
(c) Trilinear interpolation, at mea-
surement locations A–D
(d) Trilinear interpolation, at mea-
surement locations E–H
(e) Thin-plate spline interpolation, at
measurement locations A–D
(f) Thin-plate spline interpolation, at
measurement locations E–H
(g) Wendland C2 interpolation, at
measurement locations A–D
(h) Wendland C2 interpolation, at
measurement locations E–H
Figure 67: Wake velocity spectra calculated by linear and RBF overset interpolation
methods. Data were sampled above the flight deck at experimental sampling locations
corresponding to Fig. 58, with positions normalized by ship width.
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(a) Trilinear interpolation, at mea-
surement locations A–D
(b) Trilinear interpolation, at mea-
surement locations E–H
(c) Thin-plate spline interpolation, at
measurement locations A–D
(d) Thin-plate spline interpolation, at
measurement locations E–H
(e) Wendland C2 interpolation, at
measurement locations A–D
(f) Wendland C2 interpolation, at
measurement locations E–H
Figure 68: Errors in the wake velocity spectra calculated by linear and RBF over-
set interpolation methods in comparison with a single grid calculation. Data were
sampled above the flight deck at experimental sampling locations corresponding to
Fig. 58, with positions normalized by ship width.
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average and maximum errors at both sampling locations (Table 20). Thin-plate
splines overset interpolation reduced the maximum error by 1–2% and reduced the
RMS error by 3–9%. Wendland C2 interpolation reduced the maximum error by
15–20% and the RMS error by up to 3%.
5.4.6 Attachment and Separation Locations
A flow recirculation region behind the hangar was observed in the original SFS ex-
periment [133] and was suggested by the recent NSWCCD experimental results in
Ref. 136. Within the present calculations, this recirculation zone corresponds to a
region of separated flow that extends from the hangar up to approximately 60% of the
flight deck length (`), illustrated by the line contours at which the deck skin friction
is zero (Fig. 71). To obtain a more precise estimate of the locations at which the flow
separates and reattaches on the flight deck, the blue-colored contours from Fig. 71
were identified based on the criterion that the contour curve covered the largest por-
tion of the flight deck in terms of the minimum and maximum x/`. The positions of
the point on this curve closest to the centerline, along with its two adjacent points
on the curve, were averaged over the final second of simulation time. This included
2000 measurements during which the flow traversed a distance of 7.8 ship lengths.
The positions at which the skin friction switches from positive to negative in the
streamwise direction have been tabulated as the separation location (Table 21). In
the same manner, the positions at which the skin friction switches from negative to
positive along the center line have been tabulated as reattachment locations.
At the current flow conditions (70.6 ft/s, or 42 kts), the flow separates from
the flight deck at approximately half a hangar height away from the hangar, and
reattaches at a distance of approximately 2.5 hangar heights along the deck. The
size of the recirculation region is approximately half the length of the deck for the
SFS2 geometry. The separation location calculated from the overset simulation with
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(a) Single grid, at measurement loca-
tions A–D
(b) Single grid, at measurement loca-
tions E–H
(c) Trilinear interpolation, at mea-
surement locations A–D
(d) Trilinear interpolation, at mea-
surement locations E–H
(e) Thin-plate spline interpolation, at
measurement locations A–D
(f) Thin-plate spline interpolation, at
measurement locations E–H
(g) Wendland C2 interpolation, at
measurement locations A–D
(h) Wendland C2 interpolation, at
measurement locations E–H
Figure 69: Wake turbulent kinetic energy spectra calculated by linear and RBF over-
set interpolation methods. Data were sampled above the flight deck at experimental
sampling locations corresponding to Fig. 58, with positions normalized by ship width.
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(a) Trilinear interpolation, at mea-
surement locations A–D
(b) Trilinear interpolation, at mea-
surement locations E–H
(c) Thin-plate spline interpolation, at
measurement locations A–D
(d) Thin-plate spline interpolation, at
measurement locations E–H
(e) Wendland C2 interpolation, at
measurement locations A–D
(f) Wendland C2 interpolation, at
measurement locations E–H
Figure 70: Errors in the wake turbulent kinetic energy spectra calculated by linear and
RBF overset interpolation methods in comparison with a single grid calculation. Data
were sampled above the flight deck at experimental sampling locations corresponding
to Fig. 58, with positions normalized by ship width.
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Table 21: Locations of separation and reattachment on the ship deck, normalized by
hangar height h and deck length `.
Overset Method Separation Location Reattachment Location
x/h x/` x/h x/`
Single Grid 0.5247 0.1166 2.5646 0.5699
Trilinear Interpolation 0.4763 0.1059 2.6212 0.5825
Thin-plate spline 0.5175 0.1150 2.6099 0.5800
Wendland C2 0.5171 0.1149 2.6271 0.5838
trilinear interpolation differs from the single grid solution by 9%. In comparison,
both RBF overset interpolation methods predict a separation location within 2% of
the single grid solution. In terms of reattachment location, estimates with linear and
RBF overset methods all differ from the single grid solution by approximately 2%.
Simulations performed on the original SFS model noted errors in reattachment
locations for the SFS model under headwind and yawed conditions at 40 kts [133],
which may be compared to the present simulation at 42 kts. Wakefield et al. [133]
observed that the recirculation region extends above the hangar roof and the flow
reattaches at a stationary location, approximately 2.3h aft of the hangar. The URANS
calculations predict a time-varying reattachment location near 2.6h that varies up to
nearly a tenth of the deck length (Fig. 71), or 0.4h. The averaged reattachment
location from the single grid URANS calculation is closest to the SFS experiment,
differing by 11%. The next closest calculation is with thin-plate spline interpolation
(13% error) followed by the linear and Wendland C2 calculations (both 14% error).
5.4.7 Cost
The ship airwake case was run in parallel on 256 processors. Table 22 reveals that the
size of the interpolation problem increases eightfold for the cloud-based RBF approach
when selecting a neighborhood of source points (e.g., all points that are connected to
the cell enclosing the target point). Both single grid and overset calculations produced
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(a) Single grid (b) Overset, trilinear interpolation
(c) Overset, thin-plate splines (d) Overset, Wendland C2
Figure 71: Line contours at which skin friction is zero. Blue curves indicate the con-
tours extracted from the hangar wake that were included in determining the average
separation and reattachment locations on the ship deck. Dimensions are normalized
by the length of the flight deck (`).
solutions that were comparable to experimentally measured velocity magnitudes and
flow trajectories, with expected correlations between port and starboard measure-
ments. The thin-plate spline overset method required 6% more computational time
(Table 23) but reduced errors in velocity magnitude by 6%. Applying Wendland C2
interpolation also required approximately 6% more computational time, but reduced
errors in the local pitch angle by 8%. In comparison with a single grid simulation,
both RBF overset approaches reduced the maximum error in the wake velocity and
turbulent kinetic energy spectra by up to 27% and 20%, respectively. Moreover, the
error in predicted flow separation location on the deck was reduced by 7% when
applying either RBF overset approach.
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Table 22: Overset donor statistics for the SFS2 ship airwake study.
Overset Method Avg. Min. Max.
Trilinear interpolation 4.001 4 6
RBF interpolation 32.13 17 47
Table 23: Cost in terms of averaged wallclock time per step for the test cases and
methods presented.
Overset Method Average cost/step [s] % change
Trilinear interpolation 18.8474 -
Thin-plate spline 19.9706 6.0%
Wendland C2 20.0179 6.2%
5.5 Treatment of Orphan Points
5.5.1 Problem Setup
Orphan points typically arise due to low-quality donor points. An example is the
situation when one or more donors associated with a fringe point is itself also a fringe
point (Fig. 72). The treatment of orphans is straightforward when applying a scat-
tered data approximation technique. Since there is no requirement that the receptor
point be located within a particular cell (as with standard mapping techniques) or
that the donor points are connected (to form a stencil as required for polynomial-based
techniques), points may be arbitrarily included in the data transfer to compensate for
a lack of resolution in the immediate vicinity of the receptor. The RBF implementa-
tion was modified to allow dynamic resizing of the local interpolation neighborhood
size to accommodate orphan points. In the original overset paradigm, the interpola-
tion source points were chosen to be all the nodes neighboring the cell enclosing the
target point. Smaller neighborhood sizes were shown to offer no improvement over
linear interpolation (Section 3.3.1), while in the limit of increasing neighborhood size
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(a globally supported interpolation) additional error reductions of 50–70% are possi-
ble between meshes of comparable point density (Fig. 15 in Section 3.3.1). However,
to maintain feasibility in terms of computational cost, expanding the neighborhood
of points beyond a single level of surrounding nodes has not been considered. For
the current implementation, source points that are fringe points are removed from
the interpolation cloud. If the number of non-fringe donors is less than or equal to
the number of points comprising a single cell (e.g., eight for a hexahedral element),
additional donors are sourced from neighbors of the neighboring nodes until the min-
imum donor requirement is met. Some sample clouds of source points are illustrated
in Fig. 73. When a solution is needed for an orphan point (Fig. 73b), the selected
cloud of source points does not encompass the target point therefore the data transfer
is an extrapolation.
Figure 72: Close-up view of the overlap region between two overset meshes, with filled
circles denoting normal fringe points and square symbols indicating orphans.
Overset simulations with trilinear interpolation performed data transfers with only
the nodes of the cell enclosing the target point, which on average numbered between
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(a) Normal fringe point (b) Orphan point
Figure 73: Clouds of source points in the vicinity of orphan points. Filled black circles
denote donors while square symbols indicate orphans. The cell enclosing the receptor
point is outlined on the black grid.
six and seven nodes (Table 24). For this two-dimensional configuration, compu-
tational cells are primarily triangles that have been extruded to form volumes for
the three-dimensional flow solver. These triangles become six-noded pentahedra (in
contrast to quadrilaterals becoming eight-noded hexahedra). The number of source
points is fixed for this approach, regardless of whether orphan points are present. In
comparison, the cloud-based RBF interpolations are based upon a neighborhood of
23–24 nodes on average, nearly a four-fold increase (Table 24). This indicates that
most triangles are connected to nine other nodes on average (numbering 12 nodes
on a two-dimensional plane). In the presence of orphan points, the number of avail-
able donors decreases by 19–38%. To increase accuracy over linear interpolation,
the point selection algorithm requires that the number of source points not be less
than the number of nodes within a single cell (in this case, six); the actual minimum
number of points in a cloud was ten.
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Table 24: Donor statistics for the vortex convection study.
Overset Configuration Mesh Spacing Avg. Min. Max.
Trilinear interpolation 0.4 6.71 6 8
0.2 6.84 6 8
0.1 6.78 6 8
Trilinear interpolation 0.4 6.56 6 8
with orphans 0.2 6.84 6 8
0.1 6.82 6 8
RBF interpolation 0.4 22.85 18 28
0.2 24.02 18 28
0.1 24.06 18 32
RBF interpolation 0.4 14.11 10 24
with orphans 0.2 16.23 10 26
0.1 19.59 10 26
5.5.2 Grids
Additional unstructured test configurations containing orphan points were created
based on the vortex test case, with the background meshes (Fig. 74a) modified to have
an approximately 20% larger cutout region. Baseline, fine, and coarse meshes were
considered, corresponding to isotropic cell sizes of ∆s = 0.2, 0.1, and 0.4, respectively.
In the baseline case (∆s = 0.2), the proximity of the overset boundaries reduces the
extent of the overlap region and transforms over half of the fringe points (totaling
2,036) into orphans due to the poor quality of donors (numbering 1,152). This is
illustrated in Fig. 75. Since these orphan points cannot be adequately resolved under
the original overset interpolation paradigm, a region of uncertainty or an effective gap
in the computational grid is formed. The number of total orphan points was kept
approximately constant between the different mesh sizes to facilitate the analysis of
overset errors due to orphans. On the coarse mesh (∆s = 0.4), the number of orphan
points was an order of magnitude larger than the number of calculable fringe points.
All grids considered in the present section are summarized in Table 25.
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(a) Unstructured background grid with irregular cutout
(b) Irregular patch grid
Figure 74: Overset grid systems for advanced overset investigations with orphan
points (∆s = 0.2); outlined region denotes the extent of the patch grid.
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Figure 75: Sample modified overset grid configuration with orphan points shown as
red square symbols.
Table 25: Unstructured grids used in the vortex convection study with orphan points
Grids Grid Spacing (∆s) Nodes Fringes Orphans
Vortex, single grid 0.4 8,528 - -
0.36 10,350 - -
0.2 33,646 - -
0.1 133,640 - -
Vortex, overset 0.4 11,128 1,154 0
0.2 40,944 1,894 0
0.1 162,808 4,074 0
Vortex, overset 0.4 9,352 158 1,040
with orphan points 0.2 33,256 884 1,152
0.1 129,818 3,394 1,008
Fluctuations in line contours on the patch grid (Fig. 76(a)) may be caused by
the inability of the post-processing utility to display smooth contours on mixed-
element meshes. To more accurately illustrate the results in this section, solutions on
the mixed-element unstructured patch grid have been transferred onto a dual mesh
as employed by the flow solver [137]. This is accomplished in an additional post-
processing step wherein the nodes of the input mesh are converted to cell centers of
a corresponding dual mesh. Polygonal edges are formed by connecting the centers of
all surrounding cells. The resulting cell-centered solution representation is smoother
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than the original node-centered presentation (Fig. 76(b)), most notably in regions
where adjoining cells have different element types.
(a) Input mesh (b) Dual mesh
Figure 76: Comparison of solution visualization on the input mesh and the compu-
tational dual mesh.
5.5.3 Results
The numerical experiment described in Section 5.2 has been repeated on the un-
structured grid configuration (described by Figs. 74) for cases both with and without
orphan points (Table 25). The results presented in this section were computed with
the baseline time step of ∆t = 0.005, which was found to be sufficiently small to
permit analysis of spatial errors. The effect of temporal errors is discussed in detail
in Section 5.5.4.
Baseline Grid (∆ = 0.2)
Calculations on the baseline grid resulted in the flow field illustrated by Fig. 77. The
orphan-free overset solution preserves the same qualitative features as the single-grid
case, which exhibits minor dissipation due to the coarseness of the mesh (Figs. 77a and
77b). If orphan points are present, they are handled by an averaging procedure that
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may compromise solution integrity [19]. This averaging dissipates the vortex through
the first row of orphans (while entering the overset patch grid) and effectively elimi-
nates the dissipated vortex after the second row of orphans (upon exiting the patch
grid), as illustrated by (Fig. 77c). In comparison, the advanced data transfer approach
using TPS or W2 interpolation (Fig. 77d) does not result in the uncertainty at orphan
locations arising from any averaging procedure. It is able to systematically adapt the
data transfer to include more data so that the local solution is still adequately repro-
duced (Fig. 77d). At the end of the simulation, the vortex strength is comparable
to the orphan-free overset case with a slight directional bias in the vortex structure
aligned with the overset boundary. The bias occurs because additional donor points
in the vicinity of orphans will come from neighboring nodes in a direction tangent
to the orphan boundary rather than normal to the orphan boundary. This may be
mitigated by further increasing the number of donor points included and sourcing
points from farther away in all directions.
Table 26: Root-mean-square errors for overset solutions with and without orphans
compared to the single grid case (baseline mesh, ∆s = 0.2).
Test Case u error w error p error
Single Grid 2.18×10−4 2.70×10−4 3.87×10−6
Overset 2.41×10−4 2.97×10−4 4.36×10−6
Overset, TPS 2.25×10−4 2.87×10−4 4.20×10−6
Overset, W2 2.20×10−4 2.83×10−4 4.14×10−6
Overset with orphans 9.70×10−4 8.92×10−4 7.40×10−5
Overset with orphans, TPS 3.97×10−4 4.90×10−4 6.63×10−6
Overset with orphans, W2 4.01×10−4 4.91×10−4 6.78×10−6
All numerical solutions (single grid and overset, with and without orphans) are
compared to the exact solution in Table 26 for the baseline grid case. Since the mesh
is relatively coarse, even the single grid case exhibits error due to dissipation. For
all three flow variables the overset case without orphans is comparable to the single
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(a) Single Grid
(b) Overset, no orphans
(c) Overset, with orphans and linear mapping
(d) Overset, with orphans and advanced mapping
Figure 77: A comparison of the vorticity field for a single-grid case, an overset case
without orphans, and two overset cases with orphans. All calculations were made on
a baseline mesh (∆s = 0.2) and five solution snapshots have been super-imposed on
top of each other.
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grid, with less than 10% root-mean-squared (RMS) error in normal velocity (w) and
pressure (p). More significant error accumulation is seen in the streamwise velocity
component (u), since the convecting vortex tends to be both dissipated and elongated
due to advection (Fig. 77a). This finding is consistent with the conservation error
analysis of Section 5.5.5 in which the largest and most persistent errors were observed
in the streamwise momentum (Fig. 85). When orphan points are introduced into the
computational mesh, the errors in velocity increase by a factor of up to four. The
largest change in error occurs in pressure, which increases by an order of magnitude.
Using an advanced mapping technique (TPS or W2 interpolation) mitigates the
RMS error introduced by the gap in the computational domain. The error in stream-
wise velocity (u), while still higher than the orphan-free overset case, is reduced by
about 60%. Similarly, the normal velocity (w) error is reduced by 45%. These values
are somewhat higher than the orphan-free case as the interpolated vortex structure
becomes skewed as previously noted (Fig. 77d). Finally, the errors in interpolated
pressure are reduced by an order of magnitude to the magnitude as the single grid
case. Results from applying the W2 basis were virtually identical to the TPS ap-
proach, differing and by no more than 2% in all cases. Since the solution fields are
visually indistinguishable between TPS and W2, the W2 result has not been pre-
sented.
Fine Grid (∆ = 0.1)
To reduce discretization error and allow more accurate evaluations of overset inter-
polation error, refined versions of the grids depicted in Fig. 74 (with a grid spacing
of ∆s = 0.1) were re-created with reduced overlap regions. Compared to the baseline
grid configurations, the vortex is maintained for the duration of the single grid so-
lution (Fig. 78a) with an order of magnitude reduction in velocity errors (Table 27).
Errors in the orphan-free overset calculation are again comparable to the single grid
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(a) Single Grid
(b) Overset, no orphans
(c) Overset, with orphans and linear mapping
(d) Overset, with orphans and advanced mapping
Figure 78: A comparison of the vorticity field for a single-grid case, an overset case
without orphans, and two overset cases with orphans. Calculations were made on a
refined mesh (∆s = 0.1) and five solution snapshots have been super-imposed on top
of each other.
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Table 27: Root-mean-square errors for overset solutions with and without orphans
compared to the single grid case (fine mesh, ∆s = 0.1).
Test Case u error w error p error
Single Grid 4.94×10−5 7.16×10−5 1.03×10−6
Overset 5.81×10−5 8.02×10−5 1.14×10−6
Overset, TPS 5.35×10−5 7.73×10−5 1.10×10−6
Overset, W2 5.20×10−5 7.61×10−5 1.06×10−6
Overset with orphans 8.61×10−5 1.00×10−4 1.87×10−6
Overset with orphans, TPS 5.95×10−5 8.36×10−5 1.23×10−6
Overset with orphans, W2 5.94×10−5 8.37×10−5 1.27×10−6
solution (Fig. 78b). The solution with orphan points appears qualitatively similar but
has 28–74% higher error compared to the orphan-free solution (Table 27), with the
largest error in streamwise velocity. Closer inspection reveals that these errors occur
below the vortex core (Fig. 78c). In contrast, the TPS (Fig. 78d) and W2 solutions
are both able to smoothly preserve the solution across the grid gap and reduce error.
The W2 solution field has again been omitted in Fig. 78 because it is virtually iden-
tical to the TPS solution. When applying either advanced data transfer technique,
the spatial errors are reduced by 31% in streamwise velocity, 16% in normal velocity,
and 32–34% in pressure (Table 27). The TPS and W2 solutions with orphan points
are within 8% and 11% respectively of a standard orphan-free solution.
Coarse Grid (∆ = 0.4)
Since grid refinement was demonstrated to effectively eliminate overset interpolation
errors, further evaluation of finer grids was not necessary. A coarser grid was studied
to evaluate the accumulation of interpolation errors with increasing spatial errors. The
cell sizes in this grid configuration are larger than recommended for CFD simulations.
The errors in all solution quantities are in general an order of magnitude higher for the
coarse grid configuration than the baseline configuration (Table 28). For the trilinear
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(a) Single Grid
(b) Overset, no orphans
(c) Overset, with orphans and linear mapping
(d) Overset, with orphans and advanced mapping
Figure 79: A comparison of the vorticity field for a single-grid case, an overset case
without orphans, and two overset cases with orphans. Calculations were made on a
coarse mesh (∆s = 0.4) and five solution snapshots have been super-imposed on top
of each other.
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Table 28: Root-mean-square errors for overset solutions with and without orphans
compared to the single grid case (coarse mesh, ∆s = 0.4).
Test Case u error w error p error
Single Grid 5.88×10−4 6.42×10−4 1.03×10−5
Single Grid (∆s = 0.36) 5.33×10−4 5.47×10−4 8.46×10−6
Overset 5.70×10−4 6.45×10−4 1.02×10−5
Overset, TPS 5.43×10−4 6.32×10−4 9.95×10−6
Overset, W2 5.34×10−4 6.29×10−4 1.02×10−5
Overset with orphans 1.05×10−3 1.04×10−3 4.34×10−5
Overset with orphans, TPS 8.82×10−4 9.50×10−4 1.11×10−4
Overset with orphans, W2 8.92×10−4 9.52×10−4 4.27×10−4
overset implementation at an isotropic spacing of ∆s = 0.4, the errors in normal
velocity and pressure are nearly the same between the single grid and overset cases,
and higher in streamwise velocity for the single grid case. This suggests that errors
are dominated by dissipative error rather than overset interpolation error at this level
of grid refinement. The ∆ = 0.4 single grid configuration had 23% less nodes than the
corresponding overset grid configuration where additional grid points arise as a result
of the overlapping grid regions. These extra points effectively provide additional
resolution for the overset configuration thus reducing errors. To permit comparisons
between the single and overset grid configurations, the single grid spacing was slightly
reduced from ∆s = 0.4 to 0.36 in order to more closely match the number of nodes
(Table 25).
As expected from the test cases on the baseline configuration, the vortex solution
is further dissipated on the coarse single grid (Fig. 79a). Figure 80 illustrates the
nature of the errors accumulated over the course of the simulation, with elongation and
dissipation of the vortex structure. When orphan points are present in the grid, the
trilinear overset solution completely dissipates the vortex structure qualitatively. The
advanced mapping solution demonstrates improvement over the linear data transfer of
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up to 16% error reduction in streamwise and normal velocities, but the effectiveness
of the scattered data interpolation is limited by the quality of the sampled data
(Fig. 79d). In addition, the error in interpolated pressure p increases with the RBF
interpolation methods by up to an order of magnitude.
(a) Single Grid (b) Overset, no orphans
Figure 80: Line contours of streamwise velocity after the final time step. Red contours
are the exact solution and the black contours are calculated; the same contour levels
are displayed for both cases.
5.5.4 Isolation of Overset Error
The overall spatial error in an overset solution is sensitive to data transfer strategy.
To obtain a true estimate of data transfer effectiveness, the spatial errors should be
separated from temporal error. This may be accomplished with high-order temporal
schemes and/or small time step sizes so that the theoretical temporal error is neg-
ligible compared to the spatial errors. Alternatively, Richardson extrapolation may
be used to estimate temporal errors as ∆t→ 0 [138]. A temporal convergence study
(with ∆t = 0.005, 0.01, 0.02,..., 0.32) was performed to isolate the spatial error, and
series convergence for vanishing ∆t was accelerated with the Richardson extrapolation
technique. Based on the extrapolated errors, the overset interpolation error has been
isolated by subtracting the single grid spatial error from the overset spatial errors.
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(a) Streamwise Velocity (b) Normal Velocity
(c) Pressure
Figure 81: Root-mean-squared error in vortex solution for single and overset grids,
with and without orphans, on the baseline mesh (∆s = 0.2). The single grid curve is
on top of the overset curves in all error plots.
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(a) Streamwise Velocity (b) Normal Velocity
(c) Pressure
Figure 82: Root-mean-squared error in vortex solution for single and overset grids,
with and without orphans, on a fine mesh (∆s = 0.1).
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(a) Streamwise Velocity (b) Normal Velocity
(c) Pressure
Figure 83: Root-mean-squared error in vortex solution for single and overset grids,
with and without orphans, on the coarse mesh (∆s = 0.4). The single grid curve is
on top of the overset curves in the streamwise velocity error plot.
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For the coarsest grid configuration tested, the RBF interpolation methods typi-
cally resulted in lower errors than the linear approaches (Table 28). An exception
was observed in the pressure solution, which only exhibits very small variations by
definition due to the C2 term in Eqn. 74 of the vortex solution definition. Since the
magnitude of these variations are small (O(10−4)), the pressure field can be more
susceptible to interpolation errors. As seen in Fig. 83c, when the time-step size is
reduced, the number of iterations (and thus interpolations performed) increases. This
increases the accumulation of interpolation errors, which was studied in Section 3.3.2
for a rotor blade solution repeatedly transferred between fine and coarse meshes.
The thin-plate spline solution here is more stable than the Wendland C2 solution, in
agreement with the previous findings (illustrated by Fig. 18 in Section 3.3.2). Growth
in error begins to appear for ∆t = 0.02 corresponding to 1200 iterations performed.
This behavior is not present in the streamwise and normal velocity solutions, and only
occurs when the solution is already significantly deteriorated due to both grid coarse-
ness and orphan points. This coarse configuration is an extreme case that would not
be applied in practice.
Extrapolation was applied to the RMS error in streamwise velocity (u), normal
velocity (w), and pressure (p) and presented in Figs. 81–83. The evolution of spatial
error may be understood in terms of the Courant (or CFL) number corresponding to




velocity (V ) is normalized by the free-stream velocity in this case, therefore V = V∞ =
1. Values of the Courant number on the order of one are typically sufficient from a
numerical stability standpoint although in practice larger values may be acceptable
depending on the problem. Since the grid is isotropic, the CFL number depends only
on the size of the time step, and when ∆t = ∆s, the fluid is convected a distance
of one cell length with each time step. For the inviscid convecting vortex under
investigation, the total error decreases with time-step size and reaches the asymptotic
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range for ∆t ≈ ∆s, i.e., at a Courant number of approximately one. At smaller time
steps, this implies that the temporal error has vanished and the total error is equal
to the spatial error. On the baseline grid level, this corresponds to ∆t ≈ 0.2 (Fig. 81)
while ∆t ≈ 0.1 on the fine grid level (Fig. 82). There was a slight increase in error
observed as ∆t was reduced further due to the number of iterations increasing to
maintain a fixed total simulation time.
(a) Streamwise Velocity (b) Normal Velocity
(c) Pressure
Figure 84: Richardson extrapolated overset errors for various data transfer strategies
on configurations with and without orphans.
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Table 29: Isolated overset errors on the baseline mesh (∆s = 0.2), with and without
orphans.
Test Case u w p
Linear 2.26× 10−5 2.62× 10−5 4.34× 10−7
Linear, with orphans 7.51× 10−4 6.21× 10−4 7.02× 10−5
TPS 6.58× 10−6 1.61× 10−5 3.29× 10−7
TPS, with orphans 1.79× 10−4 2.19× 10−4 2.78× 10−6
W2 7.33× 10−7 1.25× 10−5 2.42× 10−7
W2, with orphans 1.83× 10−4 2.20× 10−4 2.97× 10−6
Table 30: Isolated overset errors on a fine mesh (∆s = 0.1), with and without orphans.
Test Case u w p
Linear 8.70× 10−6 8.37× 10−6 2.32× 10−7
Linear, with orphans 3.67× 10−5 2.85× 10−5 1.05× 10−6
TPS 4.04× 10−6 5.49× 10−6 2.16× 10−7
TPS, with orphans 1.00× 10−5 1.20× 10−5 4.02× 10−7
W2 2.47× 10−6 4.56× 10−6 2.08× 10−8
W2, with orphans 9.85× 10−6 1.19× 10−5 4.25× 10−7
Table 31: Isolated overset errors on a coarse mesh (∆s = 0.4), with and without
orphans.
Test Case u w p
Linear 3.72× 10−5 9.80× 10−5 1.74× 10−6
Linear, with orphans 5.17× 10−4 4.94× 10−4 3.49× 10−5
TPS 1.04× 10−5 8.55× 10−5 1.47× 10−6
TPS, with orphans 3.49× 10−4 4.03× 10−4 1.52× 10−4
W2 1.21× 10−6 8.19× 10−5 1.77× 10−6
W2, with orphans 3.60× 10−4 4.06× 10−4 6.63× 10−4
All extrapolated errors are tabulated in Tables 29–31. In general, configurations
both with and without orphan points tend to converge at the finest grid level tested for
the linear and thin-plate splines overset approaches, and the radial basis interpolation
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approaches consistently outperformed linear interpolation. The only exception is the
pressure solution on the coarsest grid level, as discussed earlier in this section. Errors
were slightly higher at the baseline grid spacing (∆s = 0.2) than the coarsest grid
(∆s = 0.4) because there were 11% more orphan points in the baseline configuration
(Table 25). Typically for configurations with orphan points, the thin-plate splines
(TPS) and Wendland C2 (W2) results were indistinguishable with approximately
half an order of magnitude reduction in overset error at the baseline and fine grid
levels.
In the orphan-free configurations, the most consistent improvements when apply-
ing an advanced mapping were observed in the streamwise velocity, with reductions
in overset errors of up to 71% when applying TPS interpolation and over an order
of magnitude improvement with W2 interpolation. Improvements of up to 39% and
52% were observed in normal velocity for the TPS and W2 interpolations respec-
tively. However, while the Wendland C2 function typically had the lowest error, it
also displayed the least consistent convergence behavior. For example, overset error
in streamwise velocity increased when the grid was refined from ∆s = 0.2 to 0.1; also,
the overset error in pressure at ∆s = 0.4 was equal to the linear result.
5.5.5 Conservation Analysis
Conservation errors were calculated from instantaneous solutions for both linear and
RBF interpolation methods on the baseline and fine grid levels. Mass and momen-
tum fluxes for the entire computational domain were computed along a closed loop
formed by the rectangular outer boundary. The extent to which the conservation laws
of fluid dynamics are satisfied may be evaluated by considering the net fluxes in and
out of the computational domain; any deviation from zero is considered conservation
error. Romberg integration was applied to estimate the numerical fluxes in the limit
of zero grid spacing. This integration technique approach is based on Richardson
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extrapolation and iteratively improves approximations to the exact integral based on
successive applications of the trapezoidal integration rule. For N = 2k + 1 equally
spaced points where k is a positive integer, the algorithm performs k iterations to
remove error terms up to (but not including) O(1/N2k) [14]. To initiate this proce-
dure, the boundary solutions are collocated to provide a number of equally spaced
points equal to 2k + 1. The shortest integration path (the highest theoretical error) is
at the upstream and downstream boundaries, which for the baseline grid (∆s = 0.2)
has 81 points. On these boundaries, the 81 points are interpolated to 129 locations
(for k = 7) and results in an integration error ∼ O(∆s2k) ≈ 10−10 on the fine grid.
The conservation errors in mass, x-momentum, and z-momentum are compared
in Fig. 85 for both the baseline and fine grid levels. For all three quantities, the error
(i.e., the net flux) on the single grid is on the order of 10−7, which is greater than the
error in the numerical integration, and is therefore significant. Errors are introduced
in the overset simulations when the vortex is in the vicinity of the overset interfaces
at x ≈ −6 and x ≈ 6. These errors appear as local maxima in the computed net flux,
with double peaks appearing prominently on the baseline mesh at x ≈-9, -5, 6, and
9 (Figs. 85a and e). These peaks correspond to the passage of the front and rear of
the vortex core where swirl velocity and velocity gradients are a maximum. After the
vortex passage, the initial conservation error level may not be immediately recovered
because the maximum number of subiterations was fixed for all simulations. Since the
single grid simulation required between 35 and 40 subiterations on average to reduce
temporal errors by an order of magnitude, the maximum number of subiterations
was set to 40 in all cases. In the overset cases, an order of magnitude reduction
in temporal error was achieved in 10–13 steps on average, but the solver residuals
remained over an order of magnitude larger than the single grid configuration.
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(a) Mass, baseline mesh (∆s = 0.2) (b) Mass, fine mesh (∆s = 0.1)
(c) x-Momentum, baseline mesh (∆s = 0.2) (d) x-Momentum, fine mesh (∆s = 0.1)
(e) z-Momentum, baseline mesh (∆s = 0.2) (f) z-Momentum, fine mesh (∆s = 0.1)
Figure 85: Calculated net flux through the outer boundary of the computational
domain for the inviscid convecting vortex test case.
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(a) Mass, baseline mesh (∆s = 0.2) (b) Mass, fine mesh (∆s = 0.1)
(c) x-Momentum, baseline mesh (∆s = 0.2) (d) x-Momentum, fine mesh (∆s = 0.1)
(e) z-Momentum, baseline mesh (∆s = 0.2) (f) z-Momentum, fine mesh (∆s = 0.1)
Figure 86: Calculated net flux through the outer boundary of the computational
domain for the inviscid convecting vortex test case, presented on a semi-log scale,
corresponding to the solutions in Fig. 85.
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Errors decreased by approximately two orders of magnitude when the vortex con-
trol volume was approximated with the finer mesh (Fig. 85). For all conserved quan-
tities at both grid refinement levels, the application of advanced data transfer tech-
niques reduced maximum conservation errors by approximately 80%–90%, nearly an
order of magnitude (Tables 32 and 33). For this test case, the thin-plate splines and
compactly-supported Wendland C2 overset solutions were nearly indistinguishable.
Of the three conserved quantities, the net mass flux has the most predictable re-
sponse to the vortex passage, in that the perturbation to the global fluxes caused by
overset interpolation error decays quickly and consistently (Figs. 85a and b). Fluxes
were plotted on a linear scale to emphasize the effects of vortex passage through over-
set boundaries. In comparison, the momentum fluxes have more complex responses
to the vortex passage due to the nonlinear couplings between momenta in the Euler
equations. These are manifested in the persistent errors in x-momentum between
x ≈ −6 and x ≈ 3 (Figs. 85c and d), as well as the fluctuations in the z-momentum
error (visible in Fig. 85f).
At both grid refinement levels, the mass conservation error returns to the ap-
proximate unperturbed level at x ≈ −4 where the vortex core has crossed from the
background onto the overset patch grid. With the exception of the z-momentum
flux on the fine grid (Fig. 85f), the vortex exiting the patch to the background grid
through the second set of fringe points (beginning at x ≈ 4) has consistently higher
error than the passage through the first set of fringe points. Moreover, the large
increase in conservation error on the baseline grid is accompanied by a delayed return
to the unperturbed level; for example, the mass and x-momentum fluxes have not
returned to initial levels even at the end of the simulation (Figs. 85a and c). For
more complex aerodynamics, the accumulation of overset conservation errors may
be more significant and require additional spatial and temporal refinement than in
current engineering practice.
187
While the fluxes for both linear and advanced overset simulations display the same
trends over time (or vortex position), applying an advanced interpolation technique
does not simply scale the errors. In general, the RBF overset conservation errors are
less than or equal to the linear result, and tend toward the single grid result. For
example, in Fig. 86a, as the vortex convects through the overset boundary with or-
phans, the mass flux errors are within an order of magnitude of the linear calculation.
After the vortex has cleared this boundary, the conservation error drops by over two
orders of magnitude. This behavior is also observed in the x-momentum (Fig. 86c)
and to a lesser degree the z-momentum (Fig. 86e). In general, the reductions in
overset conservation error are smaller on the fine mesh since the errors are already
lower by about two orders of magnitude. As an exception, the error in x-momentum
(which tend to be the highest of the three fluxes) can converge at a higher rate than
the linear overset method (Fig. 86d).
Table 32: Maximum conservation errors for a vortex convecting through an overset
patch on a coarse grid configuration (∆s = 0.2).
Overset Background to Patch Patch to Background
Method Mass x-Mom. z-Mom. Mass x-Mom. z-Mom.
Linear 3.06×10−3 2.21×10−3 1.63×10−3 1.24×10−2 2.26×10−2 8.34×10−2
TPS 6.59×10−4 4.06×10−4 6.16×10−4 1.40×10−3 2.46×10−3 1.62×10−3
W2 6.60×10−4 4.08×10−4 6.05×10−4 1.41×10−3 2.48×10−3 1.63×10−3
Table 33: Maximum conservation errors for a vortex convecting through an overset
patch on a fine grid configuration (∆s = 0.1).
Overset Background to Patch Patch to Background
Method Mass x-Mom. z-Mom. Mass x-Mom. z-Mom.
Linear 8.46×10−5 7.15×10−5 9.33×10−5 1.00×10−4 1.85×10−4 4.56×10−5
TPS 3.01×10−5 1.03×10−5 1.66×10−5 1.98×10−5 3.34×10−5 1.31×10−5
W2 3.03×10−5 1.09×10−5 1.73×10−5 2.07×10−5 3.53×10−5 1.26×10−5
188
5.5.6 Cost
Each of the vortex test cases was simulated on a single processor. In general for
the orphan-free configurations, the number of fringe locations at which data transfers
were performed was inversely proportional to the isotropic mesh spacing. Reducing
the spacing by a factor of two yields an increase in the number of grid points by
a factor of approximately four (Table 25). The actual cost increases by a factor of
nearly five regardless of the overset method applied (Table 34). This five-fold increase
is similar to the findings in Section 5.2.4 regarding preprocessing time. A summary
of computational costs is provided in Table 34.
The increase in computational cost for RBF interpolation generally becomes neg-
ligible for increasing mesh size, with at minimum 2% increase in computational cost
per step at the finest grid level (Table 25). In the presence of orphan points, the
increased cost of a RBF interpolation technique over the standard linear approach
is more significant, in particular when there is an order of magnitude more orphans
than fringe points. The cost of applying the standard overset approach is low in com-
parison because the standard treatment of orphans with averaging is computationally
negligible. For all cases, the cost of applying either radial basis was within 2.5% of
each other.
For the configurations without orphan points, accuracy is primarily dictated by
grid spacing. For example, the overset interpolation error increases the spatial error by
10–13% with the linear overset method when comparing velocity and pressure errors at
the baseline grid level (Table 26). Since the discretization error is reduced at the fine
grid level, the increase in spatial error associated with overset interpolation is more
significant (11-18%). On the fine grids, application of thin-plate spline interpolation
reduced spatial errors by 4–8% in velocities and pressure. Similarly, application of
Wendland C2 interpolation reduced spatial errors by 5–10%. These improvements
were realized with less than 3% increase in cost.
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Table 34: Cost in terms of averaged wallclock time per step for the test cases and
methods presented.
Case Method Grid Fringes Avg Cost / % change
Spacing Subiters. step [s]
Vortex Linear 0.4 1,154 8.08 0.4167 -
Vortex TPS 0.4 1,154 8.29 0.4860 16.6%
Vortex W2 0.4 1,154 8.32 0.4789 14.9%
Vortex Linear 0.2 1,894 8.87 2.1718 -
Vortex TPS 0.2 1,894 9.02 2.3416 7.8%
Vortex W2 0.2 1,894 9.02 2.2868 5.3%
Vortex Linear 0.1 4,074 9.80 10.3831 -
Vortex TPS 0.1 4,074 9.84 10.6672 2.7%
Vortex W2 0.1 4,074 9.79 10.6085 2.2%
Vortex w/ orphans Linear 0.4 158 16.3 0.7830 -
Vortex w/ orphans TPS 0.4 1,198 39.7 2.1038 168.7%
Vortex w/ orphans W2 0.4 1,198 39.6 2.1021 168.5%
Vortex w/ orphans Linear 0.2 884 36.2 4.6648 -
Vortex w/ orphans TPS 0.2 2,036 37.1 5.2125 11.7%
Vortex w/ orphans W2 0.2 2,036 36.0 5.1956 11.4%
Vortex w/ orphans Linear 0.1 3,394 38.6 17.6546 -
Vortex w/ orphans TPS 0.1 4,402 38.9 20.1944 14.4%
Vortex w/ orphans W2 0.1 4,402 38.9 20.4251 15.7%
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However, when orphan points occur in the grid configuration, the errors introduced
in the overset data transfer dominate the solution. In the baseline configuration,
streamwise velocity error was quadrupled, normal velocity error was tripled, and
pressure error was increased by an order of magnitude (Table 26). Application of
radial basis function interpolation reduced streamwise and normal velocity errors by
59% and 45% respectively and reduced pressure error by an order of magnitude for an
11-12% increase in computational cost. On the fine grids, errors due to orphan points
introduce additional spatial errors of 48% and 25% in streamwise and normal velocity,
and 64% in pressure (Table 27). In this case, application of RBF interpolation is able
to reduce pressure error by up to 34% and reduces both velocity errors to within 4%
of a standard orphan-free overset solution. This is accomplished with less than 16%
increase in cost.
Figure 87 illustrates the increase in computational cost in terms of average wall-
clock time per solver iteration. This is plotted as a function of the number of total
overset fringe points which includes orphan points. For cases without orphans, the
cost increase associated with applying RBF interpolation is negligible, despite an up
to 17% increase in cost over trilinear interpolation at the coarsest grid level (Table 34).
The increase is more apparent when considering configurations with orphan points.
In the overset implementation with trilinear interpolation, the solution at orphan
points is determined with a cheaper averaging procedure whereas the RBF approach
interpolates all points in the same manner. The cost of RBF approaches, which was
insensitive to the basis function applied, increased by approximately a factor of two
at the finest grid level (with over 4,000 fringe locations) when orphans were present.
In this configuration, the cost increase comes from an approximate four-fold increase
in the number of subiterations required to reduce the temporal error by an order of
magnitude (Table 34), which is offset by the number of donor points decreasing by
between one-fifth to two-fifths (Table 24). The decrease in average donors per fringe
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point is due to orphaned points being excluded from the data transfer (which may be
an interpolation or extrapolation). As mesh density increases, the number of suitable
donor points also increases so that the number of donors approaches the same number
as the orphan-free simulations (Table 24), thus further increasing cost.
As the number of fringes increases in an overset problem, the cost of the RBF
algorithm grows more rapidly than with trilinear interpolation (Fig. 87). In practice,
the number of fringe points typically scales with the overall number of nodes in
the grid. Large node-count grids motivate parallel solver execution, which would
reduce the number of fringe points per processor. This is expected to minimize any
computational bottleneck that high-order interpolation may create.
Figure 87: Average wallclock time required per solver iteration as a function of the




In the hybrid approach, the near-body URANS solution performed by FUN3D is cou-
pled to a far field vorticity-velocity (V-V) analysis, VorTran-M. The FUN3D domain
is overset on an adaptive Cartesian wake mesh, and hole-cutting is replaced by a direct
blanking procedure. The first section describes the interfacing approach between the
two solvers. In the following section, basic validation cases will be briefly discussed.
Then Section 6.3 describes an analysis of the components of the NREL Phase VI wind
turbine, demonstrating hybrid solutions on static and dynamic meshes with various
configurations. Finally, the higher-order data transfer methods from Chapter 3 are
incorporated into the hybrid interface in Section 6.6.
6.1 General Interface Methodology
This section describes modifications to the flow solver that permit a hybrid analysis
within the framework of FUN3D. First, FUN3D must transfer the near-body solution
to the VorTran-M wake domain (Section 6.1.1). Then, the influence of the complete
wake calculated by VorTran-M is enforced on the outer boundaries of the FUN3D
domain (Section 6.1.2). Arbitrarily overset, non-contiguous meshes may be treated
within the hybrid analysis through a decoupled boundaries approach (Section 6.1.3).
6.1.1 Vorticity Insertion
Prior to flow solution, automated preprocessing is required to populate an array of
overlap region definitions for the wake solver. These definitions determine the data
that are transferred from the near-body domain to the background wake domain
after each solver iteration. First, all background cells that contain near-body nodes
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belonging to a solid boundary (e.g., a viscous wall or a tangency condition) are marked
as level 0 (filled blue contours in Fig. 88). Background cells abutting the level 0 region
and outside of solid bodies are marked as level 1 cells (green-colored). Cells that lie
outside of level 1 but still overlap with the near-body domain are identified as level
2 (yellow-colored). An optional input parameter permits adjustment of the level 2
extent. All cells outside of level 2 are not guaranteed to be within the near-body
domain and are marked as level 3 (red-colored). The objective is to maximize the
number of level 1 and 2 cells overlapping with fine regions of the near-body mesh. A
buffer region (of at least one layer of level 3 cells where no solution is transferred to
the wake) should be maintained between the edge of level 2 (where solution transfer
is permitted) and the near-body outer boundary. In practice, some user intervention
was necessary to prevent cells adjacent or near to the near-body outer boundary from
being marked as level 2, which led to undesirable feedback effects between solvers at
the interface boundary. For computational efficiency when dealing with moving grids,
the overlap region identification procedure occurs only once when the grids are in their
original orientation. To eliminate the need to update the overlap regions at each time
step, grid points are transformed back to the original orientation to determine the
overlap region to which they belong and whether or not a solution transfer should
occur at that location. Velocities are then interpolated at the instantaneous locations
to the wake mesh.
To enforce the near-body solution, the vorticity in cell levels 0 through 2 is cleared
at each time step. The near-body velocity field lying in overlap region 1 and 2 is then
transferred from the URANS solver to the wake solver nodes. The nodes in the level
0 regions that do not abut level 1 regions (i.e., they lie within a solid body) have zero
velocity. Wake vorticity is then approximated by an average of finite differences along
cell edges (of the wake mesh) for cell levels 0 through 2. Cells that are completely
within a solid body will have all zero velocity and thus zero vorticity. Cells that lie on
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(a) Axial view (b) Spanwise view
Figure 88: Views of the overlap regions identified by the FUN3D/VorTran-M interface
for a rotor blade grid. The level 0–4 regions are indicated by blue, green, yellow, and
red contours, and the extent of the near-body grid is outlined in black.
solid boundaries will in general have some nodes interior to the surface that have not
been set by the near-body solver. All other cells transfer shed vorticity from the near
body to the wake. By default, only cells that have all nodes set by the near-body
solver will update the wake solution. However, to rigorously enforce the effect of a
bound vortex, the transfer of vorticity from boundary cells (for which some nodes
have identically zero velocity) has also been considered in Section 6.4.
Since the near-body URANS nodes (which may be part of a moving and/or de-
forming mesh) and the wake solver nodes are in general not coincident, data transfer
necessitates an interpolation technique. The baseline implementation employs an
inverse isoparametric mapping with trilinear basis functions to linearly interpolate
within near-body tetrahedral cells, with mapping coordinates directed calculated by
barycentric coordinate transformation (Section 3.1.3). Mixed-element meshes are
supported by decomposing cells into multiple tetrahedra. For example, five-node
pyramidal elements and six-node prismatic elements are decomposed into two and
three tetrahedra, respectively. This interface approach searches through all grid ele-
ments for the near-body computational cell enclosing each wake node in a vorticity
transfer region.
As an alternative to linear interpolation, the higher-order data transfer techniques
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presented in Chapter 3 that were applied to the overset investigations in Chapter 5 are
also applied here. Radial basis function (RBF) interpolation with two basis functions
have been considered: thin-plate splines (TPS) and the compactly supported Wend-
land C2 (W2) function. This approach is able to take advantage of the scattered-data
capability of the RBF technique. Since enclosing cell information is no longer need
to form the interpolant, a search assisted by a k-dimensional (k-d) data partitioning
algorithm within FUN3D can rapidly locate the nearest near-body node (rather than
the enclosing cell) to each wake node. In lieu of performing additional searches, a
list of neighbors to the nearest node is formed to make use of existing connectiv-
ity information. To address the situation in which a wake node lies within a solid
boundary (which would have caused the enclosing cell search to fail in the original
implementation), points that have a nearest node identified as a boundary node will
be assumed to lie either on or within a body. As a result, this node will be set with
zero velocity. This assumption breaks down within the first viscous layer of grid cells.
However, since the nodes are near to the surface, their velocity will be approximately
zero. Moreover, considering the relative size of a single layer of viscous cells and the
relative coarseness of the wake mesh, this situation very rarely arises and was not
observed in the cases studied.
6.1.2 Modified Far Field BC with Riemann Invariants
Explicit boundary conditions are used in the standard far field boundary implementa-
tion within FUN3D. Velocities normal to the boundary and sound speed are calculated
from two Riemann invariants which are constant along characteristics normal to the
far field boundary [139]. These were derived in Section 5.3 and are reproduced here:




These correspond to incoming (R−) and outgoing (R+) waves in one dimension. The








For subsonic inflow and outflow, theR+ invariant is calculated from interior conditions
(i.e., the solution inside the URANS domain) and the R− invariant is calculated from
exterior conditions outside the computational domain (i.e., far-field or free-stream
conditions). For supersonic inflow, both incoming and outgoing characteristics are
set by the external conditions. Conversely for supersonic outflow, both incoming and
outgoing characteristics are set by the internal conditions.
Using Eqn. 82, the boundary velocities are then:
~ub = ~uo + (Ub⊥ − Uo⊥)n̂ (83)
for inflow, and
~ub = ~ui + (Ub⊥ − Ui⊥)n̂ (84)
for outflow where ( )b, ( )i, and ( )o refer to values on the boundary, inside the com-
putational domain, and outside the computational domain.
From the definitions of isentropy (
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To account for the combined influence of the wake (and possibly other near-body
grids for the decoupled boundaries approach detailed in Section 6.1.3), the incoming
Riemann invariant is modified:




where the external conditions vary in space due to wake induced velocities. In the
absence of wake disturbances, Uo(x, y, z) = U∞ which is consistent with the original
implementation. A limitation on the applicability for this approach is that the flow
through the interface has been modeled as isentropic. To maintain physical consis-
tency in transonic or supersonic flows, the near-body boundaries should be extended
so that any shocks in the flow field do not pass through the hybrid interface.
6.1.3 Decoupled Boundaries
The decoupled boundaries configuration allows for arbitrarily placed grids, both over-
set and non-contiguous, to be solved within a hybrid framework. With this approach,
additional domain connectivity software such as Suggar/DiRTlib is no longer needed.
As far as the FUN3D solver is concerned, there exists only a single composite mesh.
Solution coupling between grids is accomplished entirely through the VorTran-M wake
solver. Solid bodies are still modeled by viscous surfaces in FUN3D to generate vor-
ticity sources for the wake vorticity-velocity analysis. In the case of an Eulerian wake
code (e.g., VorTran-M), there is an increase in memory usage because overlap region
information (i.e., the locations from which solutions are transferred from FUN3D to
the wake) and transfer solutions need to be saved separately for each component
mesh. However, these memory increases are modest compared to overall URANS
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solver memory requirements because appropriate wake solvers have much less strin-
gent mesh requirements based on both physical and numerical methodology. If a La-
grangian wake code is utilized, there would be minimal additional memory overhead
and workload since solution transfer from the near-body solver to the wake comes
only from blade loads that are already decoupled from individual component grid
boundaries. With either approach, wake calculations and solution transfers from the
wake back to the near-body URANS solver follow the existing hybrid implementation
discussed in Section 2.3.
Two key differences of this hybrid approach from a standard overset simulation
are the complete absence of any background grid (Fig. 89) and the application of
hybrid interfaces in lieu of overset boundary conditions. This approach permits non-
contiguous grid configurations, simplifying the modeling procedure. Instead of flow
field information being interpolated between near-body grids, the solution is trans-
ferred to a wake solver which evolves the solution in time and space. In general, the
wake solver can provide a continuous mapping of the solution without necessarily
using interpolation, and the flow solution can be propagated without interpolation
and/or conservation errors. In this manner, the wake solver acts as a more sophisti-
cated connectivity code.
6.2 Validation
To validate the FUN3D coupling with VorTran-M, basic static and dynamic test
cases with a NACA0012 wing and finite cylinder (with aspect ratios of 8.8 and 4.0,
respectively) were evaluated in a non-rotating frame. Using a free stream Mach
number of 0.2 and the incompressible path within FUN3D, the wing was simulated
at 8◦ angle of attack. A 240,000 node tetrahedral mesh extending one chord length
beyond the wing in all directions was utilized for these simulations. To provide
data for correlation, the two-dimensional lift curve slope (a2D) from Abbott and von
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(a) Side view (b) Front view
Figure 89: Sample hybrid configuration with decoupled boundaries for a horizontal-
axis wind turbine.
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Doenhoff [140] (6.3025/rad) was modified to account for three-dimensional effects






where a3D is the three-dimensional lift-curve slope, and AR is the aspect ratio. Ta-
ble 35 illustrates that a notable improvement in the predicted lift is observed when
coupled to VorTran-M, using an order of magnitude fewer cells than the FUN3D
simulation alone. In addition, VorTran-M is able to effectively model the far field
domain, as illustrated by the 5.7% error reduction with the V-V analysis when no
background grid is calculated.
Table 35: FUN3D and FUN3D/VorTran-M predicted lift for NACA0012 wing at
α = 8◦, compared with experimental data from [140].
Background grid Coupled to V-V Total # of Cells CL Error (%)
none no 270k 0.7732 7.9
far field → 5c no 4,400k 0.7616 6.3
none yes 420k 0.7326 2.2
- - - 0.7166 0.0
A dynamic case was then evaluated with the wing pitching at α = 8± 5◦ with a
reduced frequency of k = ωc/2U∞ = 0.5. The simulation successfully demonstrates
dynamic update of the overset insertion region in which the flow field is passed from
FUN3D to VorTran-M (Fig. 90) from a rotating grid. The VorTran-M domain is
dynamically resized to encompass the convected vorticity that remains purely outside
the FUN3D domain. Preservation of shed vorticity including the starting vortex was
observed and the VorTran-M solution predicts three-dimensional wake development
(Fig. 91). The difference between the traditional URANS and hybrid methods on
the unsteady airloads is negligible in this case, demonstrating that solution fidelity
is preserved for the hybrid method (Fig. 92). In comparison to theory, the lift shows
excellent correlation, matching both magnitude and phase, while the moment shows
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a 12% magnitude reduction and 20◦ phase delay due to the increased wake influence
(Fig. 92).
Figure 90: Vorticity magnitude of a pitching NACA0012 wing with FUN3D/VorTran-
M coupling, showing the coupled wake evolution after 1-4 vortex shedding cycles.
The top row shows the flow field output from FUN3D and the bottom row shows the
corresponding flow field from VorTran-M.
Figure 91: Iso-surface of vorticity magnitude for pitching NACA0012 wing corre-
sponding to the last frame of Fig. 90.




Figure 93: Iso-surfaces of vorticity magnitude for finite cylinder in crossflow, with
vorticity contours shown in the mid-span plane.
6.2.1 Cylinder in Cross-Flow
The classical problem of a circular cylinder in a cross-flow was evaluated both in terms
of predicted Strouhal number and the wake structure. A free-stream Mach number
of 0.2 with a Reynolds number of 3900 was investigated. The fully tetrahedral grid
consisted of 3 million nodes, which is larger than the prior grids, but which acted as a
verification of the capability of the parallel hybrid computations. It should be noted
that Lynch [142] found that the tetrahedral grid was not the best for this problem; a
mixed-element mesh with specified boundary layer aspect ratio cell sizes and growth
was required to capture the most accurate surface characteristics. The FUN3D-alone
grid spanned 19.5 diameters downstream, while the near-body FUN3D/VorTran-M
grid spanned 3.5 diameters in the wake. The predicted primary Strouhal number
for the FUN3D/VorTran-M simulation was extracted at the mid-span and computed
to be 0.20, matching the experimental and FUN3D simulation predictions [142] on
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the full grid. When running the near-body grid with coupling, significant three-
dimensional flows are observed (Fig. 93), as is expected from the configuration.
6.2.2 Rotating Configurations
Demonstration of the methodology for rotating configurations was initially evaluated
for the two-bladed hovering rotor of Caradonna and Tung [143, 144] which provides
an excellent correlation case with which to evaluate the FUN3D/VorTran-M method-
ology. The experiments included numerous blade pressure and tip vortex geometry
measurements, and have shown that both the blade loadings and vortex trajectories
are relatively insensitive to rotor tip speed [143]. For this study, the rotor was run at
1250 RPM (Mtip = 0.439) with a fixed collective pitch of 8
◦.
Figure 94: Schematic of FUN3D/VorTran-M grid arrangement for the two bladed
rotor in hover.
The rotor was simulated via an overset grid arrangement where only a single blade
was directly modeled in FUN3D. Given the axisymmetry of the hover scenario, the
predicted flow field that initializes the VorTran-M vorticity distribution is duplicated,
rotated by 180 degrees, and inserted as the second blade (Fig. 94). The advantage of
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Figure 96: Illustration of the temporally developing wake of a hovering rotor (wind
turbine at zero yaw) captured by FUN3D/VorTran-M. The vorticity magnitude il-
lustrates the crispness of the vortex sheet and tip vortex as it moves away from the
rotor blade.
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Figure 97: Pressure distributions for the Caradonna-Tung rotor at various radial
stations.
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this approach is that the cost of the calculation can be reduced through the reduction
of mesh nodes (as only one blade is modeled), while still retaining the full unsteady
influence of two blades on the rotor wake. A series of snapshots of the rotor wake
(Fig. 95) illustrates the capture of the blade-vortex interaction that is present, and
demonstrates the build-up of the wake structure as VorTran-M captures the long-age
wake in hover. The characteristic of the resulting flow field can be observed via vor-
ticity in Fig. 96 after two and a half partial revolutions. To verify convergence,
four full rotor revolutions were simulated with the hybrid methodology and five rev-
olutions were simulated with standalone FUN3D. Sectional load data presented in
Fig. 98 indicate that the hybrid solution changes by a maximum of 3.7% between the
final two revolutions, and the standalone FUN3D solution changes by a maximum of
5.5%.
Figure 98: Blade span loading for the Caradonna-Tung rotor.
Sectional lift (averaged over one rotor partial-revolution) compares favorably with
experiment (Fig. 98). At the experimental pitch setting, the errors at the four
outboard stations range between 6 and 14% for the hybrid simulation, compared to
errors between 16 and 56% in the standalone FUN3D case. The lift distributions
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up to r/R = 0.89 are qualitatively similar, with slopes of 0.48 and 0.45 for the
hybrid and standalone cases, respectively. At the blade tip however, the hybrid
methodology is able to more accurately capture the lift reduction, matching the slope
of the experimental data (-0.66 and -0.73 for the hybrid and experimental results,
respectively).
Lift is slightly under predicted on the inboard portion of the blade, as a result of
vortices persisting near the blade root. Similar flow features were also observed in
calculations performed by other researchers using the structured CFD solver, OVER-
FLOW [39]. Corresponding pressure distributions at select radial stations are de-
picted inFig. 97 and demonstrate the same reduction in inboard blade loading. In
all cases, the coupled result predicts pressures closer to the experimental values than
conventional overset FUN3D predictions. Significant improvements are observed near
the tip using FUN3D/VorTran-M coupling, with the experimental location and am-
plitude of the suction peak being accurately captured at the two furthest outboard
stations.
The grid used in the FUN3D/VorTran-M coupling contained 2.2 million nodes,
reduced from 5.3 million nodes in the standalone FUN3D overset case. Additional
improvement may be obtained with the feature-based adaptation demonstrated in
Ref. 145 to focus grid nodes where they are needed for both applications of FUN3D.
It is anticipated that, in order for FUN3D alone to produce loads of the same accuracy
as the coupled case, significant grid refinement in the wake region will be necessary,
thus corresponding to increased computational expense.
6.3 Wind Turbine Components Analysis
6.3.1 Background
The United States has an estimated total wind resource of over 8,000 gigawatts,
and wind energy has been forecasted to meet roughly 20% of the national energy
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Figure 99: FUN3D/VorTran-M near-body flow field.
demand by the year 2030 [146]. This scenario may be realized by harnessing offshore
resources where higher velocity winds are available and energy is harnessed near to
regions of the highest demand, thus minimizing transmission cost. A number of
key technological improvements which will improve both on- and off-shore power
production are summarized in Ref. 146. These include taller towers, larger rotors,
and advanced materials, all of which require more sophisticated and cost-effective
analysis.
At the individual turbine scale, momentum and energy are transported between
the micro-scale and the larger eddies that form in the wake of turbine components.
Complex turbulent structures are observed in the wake even when studying an iso-
lated rotor (Fig. 99). The vortical “worm” structures are resolved with an advanced
turbulence model that permits capture rather than modeling of the larger turbulent
scales, and these results are comparable to simulations performed by other researchers
[7]. Furthermore, the flow around bluff bodies such as the turbine tower and nacelle is
also expected to be separated and turbulent which increases the physical complexity
in the problem.
The turbine wake will expand downstream of the rotor due to the slowed flow,
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resulting in the formation and eventual break-up of free-shear layers in the wake. On
the wind-farm scale, the wake vorticity from upstream turbines will likely impinge
on downstream turbines for most wind farm configurations, causing a build-up of
turbulence on the downstream rotor disc; these vortex interactions can significantly
alter the flow field, decreasing power output and increasing fatigue loads [147]. Since
free air is not free from disturbances, atmospheric turbulence can also play a key role
in altering the turbine inflow and consequently the power output.
6.3.2 Experimental Data Set
The National Renewable Energy Laboratory (NREL) conducted a series of Unsteady
Aerodynamics Experiments, culminating in the Phase VI test of a full-scale 20 kW
wind turbine in the 80 by 120-foot wind tunnel at NASA Ames [148]. The wind
turbine rotor is 10 m in diameter with two blades built from the NREL S809 airfoil,
and is mounted on a nacelle atop an 11.5 m tower (pictured in Fig. 100). While the
test turbine is at a smaller scale than utility-scale turbines currently in use (typically
on the order of megawatts output), the experiment demonstrated a range of three-
dimensional unsteady aerodynamic phenomena. A range of velocities (from 5 to 25
m/s) and a range of yaw angles (0◦ to 30◦) were tested at a nominal rotor speed of 72
RPM for both upwind and downwind configurations. Since a large amount of data
from the experiment campaign is available for correlation, a significant portion of the
work in this chapter will be devoted to the study of the NREL VI turbine.
The original configuration was simulated with a background mesh extending 8
rotor diameters upstream, 10 diameters downstream, and 5 diameters in each lateral
direction Fig. 102. The final mesh size for a two-bladed rotor had a total of 14.8M
nodes. In comparison, the hybrid rotor analysis assuming rotational symmetry used
only a single rotor blade for a 70% reduction of near-body computational nodes in
the URANS solver. For more general scenarios such as modeling yaw conditions or
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Figure 100: The NREL Phase VI turbine mounted in the 80′ × 120′ tunnel at NASA
Ames [148]
the full turbine, a decoupled-boundaries approach could still achieve a greater than
30% reduction in node count or over 40% reduction in cell count (Table 36). The
cost of the wake solution is in general negligible compared to the near-body solution
due to an efficient Cartesian mesh topology and a drastic reduction in cell count,
typically O(105) cells solved. Actual observed computational costs are presented in
Section 6.5.4. The model does not include the rotor hub, which in the actual experi-
ment included an instrumentation package mounted on a boom extending upstream.
This geometry has also been neglected by other researchers [149, 7] and is expected
to have a minimal impact on blade loads due to low resultant velocities on the root
sections compared to the rest of the blade.
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(a) Tower & Nacelle (b) Rotor Blade
Figure 101: Near-body CFD grids representing the NREL VI wind turbine.
Figure 102: Full CFD configuration for the NREL Phase VI turbine (from Ref. 7)
6.3.3 Tower & Nacelle
Stationary wind turbine components have been studied with the hybrid FUN3D/VorTran-
M approach to verify that bluff body flow physics are accurately resolved. Instanta-
neous flow field vorticity magnitude is depicted in Fig. 103, with the preservation of
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Table 36: Baseline wind turbine computational mixed-element mesh sizes, from Ref. 7
Component Nodes [millions] Cells [millions]
Tower & Nacelle 0.971 2.29
Single Blade 4.51 17.7
Background 4.78 28.3
the starting vortex observed. Since the yaw drive geometries (including the gearhead,
bearing, and brake) have not been modeled, a gap between the nacelle and tower
exists. This gap allows airflow to pass through and causes the nacelle starting vortex
to convect faster downstream than the shed vorticity from the tower (Fig. 103a).
(a) Side view (b) Top view
Figure 103: FUN3D/VorTran-M simulated shed vorticity from the NREL6
tower/nacelle seen from the top and side, with the top viewpoint indicated by the ar-
row. Contour lines represent vorticity in the FUN3D domain, and the black rectangle
outlines the fixed CFD domain.
Corresponding unsteady loadings for both the standalone and hybrid methods are
plotted in Fig. 104. The 180◦ phase shift is a result of the relatively coarse wake mesh
(which matches the cell size in the rotor and full wind turbine simulations discussed in
subsequent sections). Since the default solution transfer scheme only inserts vorticity
where the velocity field has been defined, vorticity tends to be inserted away from solid
bodies, and the shed vorticity is aggregated away from the cylinder. Since the bound
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vortex is unaccounted for in the wake solution (Fig. 105), the induced velocities and
consequently the loading direction is reversed. This may be mitigated in the future
by refining the wake mesh and/or allowing vorticity insertion at cells enclosing solid
boundaries.
While the preservation of wake effects achieved by VorTran-M increases the mag-
nitude and shifts the phase of the side forces (Cy) on the tower, both simulations
capture realistic physics with vortex shedding at a Strouhal number (0.29 and 0.31
for FUN3D and FUN3D/VorTran-M, respectively) that is within the range of exper-
imentally determined Strouhal number data in the turbulent transition range for a
simulated Reynolds number of 106 [150]. Despite variations in amplitude, frequency
content, and the 180◦ phase shift in the loading, the resulting cylinder drag coefficient
is 0.59, which again compares well with experimental values for smooth cylinders at
the given Reynolds number [151], where values range from 0.50 for a smooth cylinder
to 0.63 for a nearly-smooth cylinder. While the unsteady forces are not necessarily
identical between the methods, realistic physics are still captured in the simulation.
Figure 104: Comparison of hybrid and standalone CFD methods on predicted NREL6
tower side loads.
An additional important characteristic of the flow is the location of separation
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(a) FUN3D solution (b) VorTran-M solution
Figure 105: A comparison of corresponding FUN3D and VorTran-M vorticity fields
for the hybrid analysis at the same instant in time, on a cross-sectional slice through
the tower at 4 m below hub height.
URANS Hybrid URANS/V-V Experiment
Strouhal Number 0.29 0.31 0.3± 0.1
Drag Coefficient 0.63 0.59 0.5-0.63
Separation Location 115± 5◦ 115± 5◦ 120◦
Table 37: FUN3D/VorTran-M predicted flow characteristics for the NREL VI Tower
at Re ∼ 106.
along the cylindrical tower. The location at which the skin friction changes sign
indicating flow separation in the URANS simulations are approximately 115◦ over
most of the tower length, differing from the experimental separation location by less
than 5% [152]. At the top of the tower, some spatial variation and asymmetry in the
separation line location is observed, resulting from interactions with vorticity shed
from the nacelle. All computationally and experimentally determined flow statistics
are summarized in Table 37.
6.3.4 Baseline Isolated Rotor
The next part of the hybrid analysis considers bodies in a rotating frame. Rotors
in axial flow were studied, indicative of a wind turbine operating at 0◦ yaw or a
helicopter in vertical flight. Since both FUN3D and VorTran-M deal with velocities
in an inertial frame of reference, minimal modification to the interface was necessary to
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enable hybrid rotor simulations. For maximum efficiency, all cases studied were for a
single-bladed axisymmetric rotor configuration (Fig. 4c). At each time step, the blade
solution is duplicated and rotated by an azimuthal angle of 180◦ to model a two-bladed
wake as in the Cardonna Tung validation case (Section 6.2.2). The baseline wake mesh
spacing has been set to a nominal value of 0.14 (with reference length of one meter)
and sensitivity to this parameter is further discussed in Section 6.4. To facilitate
correlations with previous work [35, 7], the baseline upwind configuration (“Sequence
S”) was studied at 15 m/s wind speed using the same computational meshes (depicted
in Fig. 101). A time step size of 0.5◦ per step was simulated with a temporal error
tolerance of 5%, as recommended in Ref. 7. This tolerance value implies that at the
end of a time step the estimated temporal error would be reduced to 5% (or less) of
the error at the beginning of the time step. While the traditional URANS studies met
this error tolerance after 12 subiterations on average, the error estimate [153] in the
hybrid simulations tended to decrease more slowly. 40 subiterations were needed to
reduce the mean flow residuals to 1% of their original value, and turbulence residuals
to below 10%. However, the turbulence residuals were generally at least an order
of magnitude less than the mean flow residuals at the beginning of the iteration,
therefore the turbulence temporal error reduction is of less concern.
The numerically calculated pressure distributions at experimental radial stations
(r/R = 0.3, 0.47, 0.63, 0.8, and 0.95) have been plotted against averaged experimental
data in Fig. 106, with all computations using the experimental pitch setting of 3◦
unless otherwise noted. The full horizontal-axis wind turbine (HAWT) configuration
included a tower, nacelle, and two rotor blades. These URANS data are a subset of
the FUN3D computed results from Ref. 7, in which a manual trim procedure resulted
in a final pitch setting of 4◦. The effect of increasing the blade pitch is to turn the
rotor blades into the wind and reduce blade loads. For this operating condition, an
increase in tip pitch angle of 1◦ corresponded to a decrease in pressure coefficient
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(a) r/R = 0.30 (b) r/R = 0.47
(c) r/R = 0.63 (d) r/R = 0.80
(e) r/R = 0.95
Figure 106: Comparison of pressure coefficients at radial stations corresponding to
experimental measurements. The hybrid simulations only models an isolated rotor
while the standalone CFD models the rotor, nacelle, and tower.
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near the leading edge of 10–15% over the outboard span of the blade (Figs. 106b–e).
Otherwise, the pressure distributions remained qualitatively similar.
The hybrid URANS/vorticity-velocity results calculated by FUN3D/VorTran-M
(labeled “URANS/V-V”) for an isolated rotor predict similar trends as the full HAWT
configuration in a standalone URANS simulation (“URANS HAWT”). In general,
predictions for both traditional and hybrid URANS approaches improve both quali-
tatively and quantitatively at stations mid-blade (r/R = 0.47) and outward. Hybrid
results tend to predict a less-distributed suction peak and flatter pressure distributions
indicative of separated flow. At r/R = 0.8, the hybrid calculations on the suction
surface are entirely within the bounds of the experimental data (Fig. 106). How-
ever, near to the blade tip, the leading-edge suction is consistently under-predicted
in comparison to the standalone URANS approach. In the following subsections, the
alternate configurations are considered.
6.3.5 Overset Rotor
A hybrid-overset configuration is more general than the axisymmetric setup and al-
lows for simulation of more varied operating conditions including yawed flow and
atmospheric turbulence. An isotropic cylindrical container grid with spacings com-
parable to the wake mesh (∆s ≈ 0.14) was generated to encompass the swept area
of the rotor. This intermediate background grid contained only 84k nodes which is
negligible compared to the size of the near-body blade grids. Data is inserted from
the stationary FUN3D grid into the VorTran-M wake as near-blade vorticity from two
blades, and data is transferred back to FUN3D as induced velocities on the entire
outer surface of the container grid rather than the moving blade grids.
In this methodology, inadequate reduction of temporal error had a significant
impact on loads. Initially, the error controller ended each time step after 7 subit-
erations on average when the solution had dropped by over an order of magnitude;
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these results saw airload errors of nearly 40% in predicted thrust and over 250% in
predicted torque. After decreasing the error tolerance to 1%, the solver performed 32
subiteration steps on average and the loads were comparable to the other approaches
discussed in this section. Further discussion of integrated airloads will be presented
in Section 6.5.3.
Trends in pressure distribution predicted by both hybrid approaches are com-
parable (Fig. 107), with the overset hybrid approach consistently over-predicting
suction-side pressure compared to the axisymmetric hybrid case. At radial station
r/R = 0.63, this shifts the pressure distribution closer to experiment but predic-
tions worsen inboard. The solutions near the tip display similar trends, with pressure
under-predicted near the leading edge and over-predicted near the trailing edge.
6.3.6 Refined Rotor
Time-dependent, feature-based grid adaption [110] has been performed on the original
rotor blade grid. The adaption metric used was an average of vorticity scaled by edge
length; time-dependency was included using a vorticity magnitude Hessian [145]. The
adaption tolerance was set as the smallest adaption metric from regions where grid
refinement might be desired to improve resolution of flow phenomena. The metric was
calculated by sampling the flow field predicted by the original grid in the near-wake
near the radial locations at which Cp data were measured. Sampled values ranged
from approximately 0.3 to 0.75 (normalized by rotor tip velocity and a reference
length of 1 m). The locations at which the metric were lowest to highest are the
blade mid-span (ω× `=0.3), blade tip (0.375), blade root (0.44), and finally the 63%
station (0.75). The lowest tolerance of 0.3 (corresponding to the blade mid-span at
r/R = 0.47) was chosen, and the resulting mesh size increased by 30% from 4.51M to
5.86M nodes. Solutions on the refined grid were obtained by starting the calculation
from scratch.
219
(a) r/R = 0.30 (b) r/R = 0.47
(c) r/R = 0.63 (d) r/R = 0.80
(e) r/R = 0.95
Figure 107: Comparison of pressure coefficients for an isolated rotor simulated with
the axisymmetric and overset hybrid methodologies.
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(a) Before Adaption (4.51M nodes)
(b) After Adaption (5.86M nodes)
Figure 108: Slice through the NREL6 computational meshes seen above the rotor,
before and after vorticity-based grid adaption.
Figure 108 compares the sectional pressure coefficients before and after grid adap-
tion. The improved grid contained no evidence of focused refinement or redistribution
in any particular area, suggesting that the baseline 4.5M node mesh already had a
reasonably refined wake region. The most apparent effect of the adaption aside from
point insertion was that the adapted cells became more isotropic, with striated pat-
terns seen on the original grid (Fig. 108a) but not on the adapted grid (Fig. 108b).
While the most refinement is expected in the regions where the metric is above the
specified tolerance, the increased wake resolution in those regions does not necessar-
ily guarantee improved sectional loads at those radial stations. The overall observed
effect on section pressure distribution was increased suction closer to the leading edge
and decreased suction closer to the trailing edge. This correction to pressure distribu-
tion changes sign at a location between 30% and 40% of the chord (e.g., in Figs. 109b,
d, and e). The exceptions to this trend are at the station furthest inboard (Fig. 109a)
where the pressure correction acts in the opposite direction to improve the pressure
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(a) r/R = 0.30 (b) r/R = 0.47
(c) r/R = 0.63 (d) r/R = 0.80
(e) r/R = 0.95
Figure 109: Comparison of pressure coefficients for an isolated rotor at radial stations
corresponding to experimental measurements using baseline and refined grids.
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distribution toward experimental values, and at r/R = 0.63 where suction is increased
toward experimental values over the entire chord. Apart from the root section, the
most significant pressure improvement was observed at r/R = 0.47 (the region on
which the adaption metric is based) and x/c ≈ 0.7, where the error between hybrid
calculations and experiment was reduced from 27% to 6%. Improvements were also
observed at r/R = 0.8 and x/c ≈ 0.5, where error was reduced from 24% to 7%.
More modest improvements were observed at r/R = 0.63 and x/c ≈ 0.2, with error
reduced from 29% to 18%.
6.4 Isolated Rotor with Bound Vorticity
To further improve the accuracy of the coupling interface, select configurations were
simulated with vorticity at or near the blade surface inserted into the wake, thus
accounting for the effect of bound vorticity. Vorticity from cells near the blade surface
may be calculated with finite differences between nodes that are both on the exterior
and interior of the solid boundary. Interior nodes will have zero velocity and provide
the largest velocity gradients. The most notable effect of the bound vorticity on the
pressure distribution was observed near the root at r/R = 0.3 (Fig. 110a). These
rather subtle corrections to the pressure distribution have a more pronounced effect
on the sectional airloads (Fig. 111). The most significant change is to the normal
force coefficient, which has root-mean-squared error reduced by 29%. This translates
into improved predictions of integrated out-of-plane forces and moments (presented
in Section 6.5.3). In comparison with the original rotor simulation performed with
the baseline rotor blade grid, error in thrust and root flap bending are reduced by
13% and 9% respectively.
Two different levels of VorTran-M wake refinement were tested, ∆s = 0.14 and
∆s = 0.07. The coarse wake spacing is considered the baseline case, corresponding
to approximately 70 cells per rotor diameter, 5 cells per root chord, and 2 cells per
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(a) r/R = 0.30 (b) r/R = 0.47
(c) r/R = 0.63 (d) r/R = 0.80
(e) r/R = 0.95
Figure 110: Comparison of pressure coefficients for an isolated rotor from hybrid
calculations with and without bound vorticity insertion.
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(a) Normal force coefficient (b) Tangent force coefficient
(c) Pitching moment coefficient
Figure 111: Sectional airloads for an axisymmetric rotor simulated with and without
insertion of bound vorticity.
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tip chord. This initial spacing was originally estimated from an average of near-
body cell volumes. Wake resolution is comparable to recent large-eddy simulations
performed by NREL and Siemens researchers who employed 64 cells across a single
rotor disk in uniform flow [154]. The refined case doubled the number of cells in each
direction, resulting in an overall increase in problem size by a factor of 8. As a result,
the VorTran-M computation cost scaled with mesh size, although the problem size
remains an order of magnitude smaller than the near-body domain.
All sectional loads are qualitatively similar between the baseline and refined wake
configurations (Fig. 112). The increased wake refinement consistently increased the
magnitude of the out-of-plane sectional forces and moments, i.e., the normal force and
pitching moment. Improvements to sectional normal force at r/R = 0.6 correspond to
the improved pressure distribution (illustrated in Fig. 110c), while inboard variations
in pressure distribution had a minimal effect on the sectional loads due to the lower
resultant wind velocity near the root. Tangent force results remain consistent with
other FUN3D predictions obtained in the present study with over-predictions near
the root and under-predictions at the tip, Due to the similarity in results and added
cost, the refined wake spacing has not been further evaluated.
6.5 Full Wind Turbine Configuration
The hybrid methodology has been applied to completely decouple all the near-blade
flow-through boundaries in the URANS domain (two blade grids and the tower/nacelle
grid). To facilitate comparisons with the other test cases presented in this section,
the full turbine was modeled with both baseline and refined grids with the default
vorticity insertion scheme, as well as with baseline grids accounting for the effects of
bound vorticity. All cases applied the standard HRLES turbulence model. A compos-
ite grid (illustrated in Fig. 4d) was formed by concatenating mixed-element meshes
into a single grid. Additional inputs were the number of nodes per component mesh
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(a) Normal force coefficient (b) Tangent force coefficient
(c) Pitching moment coefficient
Figure 112: Sectional airloads for an axisymmetric rotor simulated with two different
wake spacings.
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and a corresponding body identification number. This body ID allows grids to be
grouped together and differentiates between moving and stationary bodies, following
the Suggar++ imesh convention wherein static meshes are denoted by imesh=0.
Predicted pressure coefficients for the traditional URANS and hybrid URANS/V-
V full HAWT analyses are compared with the hybrid isolated rotor simulation in
Fig. 113. As with the previous isolated rotor simulations, predictions near the blade
root (r/R = 0.3) typically misrepresent the stall behavior of the blade. At stations
closer to mid-span (r/R = 0.47 and 0.63), the baseline decoupled boundaries anal-
ysis tend toward the URANS HAWT result, and at r/R = 0.63 there are improved
pressure predictions near the leading edge. The baseline hybrid HAWT result is more
similar to the full URANS result that the isolated rotor because the nacelle modi-
fies the geometry of the inboard rotor wake, as illustrated by Fig. 114. While the
isolated rotor predicts a well-defined root vortex, the presence of the nacelle in the
full wind turbine calculation pushes the root vortex outboard where it is distorted by
the unsteady blade downwash. At the stations furthest outboard (r/R = 0.80 and
0.95), the influence of the nacelle is minimized and the hybrid solutions are virtually
identical (Fig. 113e) despite differences in the instantaneous wake structure, implying
that on average the unsteady wake predicted by this analysis has the same effect on
integrated airloads near the tip.
When considering the full HAWT configuration with refined rotor blade grids, the
outboard trends remain the same. However, notable improvements are observed on
the suction side on the two most inboard stations (r/R = 0.30 and 0.47). Out of
all simulations, this analysis comes the closest to predicting the pressure distribution
at r/R = 0.30 in terms of both the general trend and the pressure magnitude on
the trailing half of the blade where the flow appears attached. At r/R = 0.47, the
refined hybrid HAWT result starts to approach the experimental prediction rather
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(a) r/R = 0.30 (b) r/R = 0.47
(c) r/R = 0.63 (d) r/R = 0.80
(e) r/R = 0.95
Figure 113: Comparison of pressure coefficients at radial stations corresponding to
experimental measurements for an isolated rotor and full turbine configurations using
traditional URANS and hybrid decoupled boundaries approaches (without bound
vorticity insertion).
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(a) Isolated Axisymmetric Rotor (b) Full Wind Turbine
Figure 114: Two iso-contours of vorticity magnitude for hybrid analyses of the NREL
Phase VI turbine; the isolated rotor assumes axisymmetry while the full turbine
applies the decoupled boundaries technique.
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than the full URANS result. Finally, at r/R = 0.63, rather than predicting a well-
defined suction peak (as with the standalone URANS analysis), the predicted pressure
distribution is within experimental bounds and closer to the experimentally observed
stall behavior.
6.5.1 Full Wind Turbine with Bound Vorticity
Simulations of the full turbine accounting for bound vorticity were also performed.
The effect of the additional inserted vorticity is illustrated in Fig. 115, wherein the
high magnitude near-blade vorticity appears over the entire span of the blade. In
addition, the nacelle also has increased levels of vorticity around its leading edges.
These differences in the flow field improve pressure predictions inboard (Fig. 116a and
b) but have a minimal effect on the section (Fig. 117) and integrated loads (presented
in Section 6.5.3). In the results presented in Figs. 116 and 117, “URANS HAWT”
(or “URANS, full config”) refers to the reference overset FUN3D analysis performed
by Lynch and Smith [7]. “URANS/V-V HAWT” (or “Hybrid, full config”) refers
to the current hybrid simulations with the decoupled boundaries technique. “Bound
vorticity” indicates that the hybrid interface accounts for near-body vorticity and
transfers solutions to the wake solver at locations where one or more nodes are inside
of a solid surface. In the presentation of sectional loads (Fig. 117), both “Hybrid”
data sets include the effects of bound vorticity.
Sectional loads may be compared to elucidate differences between the hybrid and
standalone URANS simulations, as well as differences between simulating an isolated
rotor and a full wind turbine configuration (Fig. 117). Good agreement is observed
between the hybrid and standalone URANS calculations of the full turbine in terms of
normal force coefficient. Errors were less than 10% except at mid-span (r/R = 0.47).
In terms of tangent force, both hybrid and standalone URANS methodologies are un-
able to capture the root and tip behaviors, with standalone URANS predicting similar
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(a) Baseline (b) With bound vorticity
Figure 115: Contours of vorticity magnitude for the NREL Phase VI turbine com-
puted without and with vorticity insertion at solid surfaces.
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(a) r/R = 0.30 (b) r/R = 0.47
(c) r/R = 0.63 (d) r/R = 0.80
(e) r/R = 0.95
Figure 116: Comparison of pressure coefficients at radial stations corresponding to
experimental measurements for a hybrid full turbine configuration with and without
the insertion of near-body vorticity.
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trends with higher magnitude forces than the hybrid approaches. The magnitude of
the pitching moments are also overpredicted by the standalone URANS methodology.
For both the tangent force and pitching moment coefficients, the hybrid solutions are
similar near the root and at the tip. However, the hybrid full turbine forces tend
toward the URANS result at mid-span and inboard, indicating the influence of the
tower and nacelle geometry.
(a) Normal force coefficient (b) Tangent force coefficient
(c) Pitching moment coefficient
Figure 117: Sectional airloads for a hybrid full wind turbine configuration (with the
insertion of near-body vorticity) in comparison with a hybrid isolated rotor.
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6.5.2 Comparison with Other Methodologies
An analysis has been performed on four different quantities highlighted by NREL in
a blind study [155]: normal force, tangent force, pitching moment, and local dynamic
pressure. Since the present hybrid results with the FUN3D/VorTran-M methodology
were computed without any a posteriori knowledge (e.g., no trim procedure was
applied), the results may be readily compared with both experiment and other Navier-
Stokes CFD results from the blind study. Comparison results were generated by
other researchers using EllipSys3D, ADDWANS, and GT-Hybrid. EllipSys3D [156]
solves the axisymmetric, incompressible unsteady Reynolds-averaged Navier-Stokes
(URANS) equations using second-order dual time-stepping and second-order upwind
flux reconstruction. The rotor is modeled as an actuator disc with a nonlinear filtering
algorithm applied to prevent spurious oscillations at the rotor disc. ADDWANS uses
the same Navier-Stokes methodology but applies blade element momentum theory to
add forces to the flow field [157]. Blade tip effects are modeled using Prandtl’s tip-loss
correction. Lastly, GT-Hybrid is a blade-resolving compressible URANS methodology
coupled to free-wake model in the far field. The URANS solver is based on a third-
order upwind reconstruction scheme and a second-order time-stepping scheme.
All comparison results have been averaged over a partial revolution of airloads
data. Stand-alone rotor results computed by the hybrid FUN3D/VorTran-M method-
ology at two levels of grid refinement are compared to FUN3D and FUN3D/VorTran-
M simulations of the full wind turbine, illustrating differences between the traditional
URANS methodology and the hybrid URANS/vorticity-velocity (V-V) approach, as
well as to demonstrate potential improvements due to grid refinement. The distri-
bution and average of the results obtained by other researchers have been plotted as
symbols with error bars.
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Normal Force Coefficient
Excellent correlations were obtained by the FUN3D analyses in terms of normal
force coefficient Cn (Fig. 118), defined as the force normal to the airfoil section in
the downstream direction. Despite the large scatter in observations reported by other
researchers, most notably at the root section, all of the FUN3D calculations are within
10% of the experimental results except at r/R = 0.47. Grid refinement consistently
improves the hybrid result, reducing the maximum error from 31% to 20%. While
none of the calculations were able to reproduce the inflection point between the 0.47R
and 0.63R stations, all FUN3D solutions are within 11% of experiment at 0.63R,
outperforming all other CFD codes. Since the suction-side pressure peak is generally
underpredicted at outboard stations by the hybrid isolated rotor analyses (Fig. 106),
the normal force at r/R = 0.95 is also slightly underpredicted compared to the
traditional URANS result. The baseline hybrid full turbine calculation matches the
trend of the standalone full FUN3D and hybrid rotor calculations, but generally
overpredicts Cn. Grid refinement for the hybrid full configuration improved results
overall, with the most significant error reduction of 26% at r/R = 0.47. The most
notable improvements due to grid refinement were observed at this location, where
it is closest to the experimental value. This is the region on which the grid adaption
metric was based (described in Section 6.3.6). In addition, the error at r/R = 0.95 is
reduced from 23% to 17%, and the error at r/R = 0.3 is reduced to zero.
Tangent Force Coefficient
The tangent force coefficient is defined as the force aligned with the airfoil section
in the direction of rotation. While predictions at r/R = 0.63 are within 20% of
the maximum experimentally observed tangent force (Ct), correlations are generally
poor among all methodologies at the root and tip stations, as evidenced by the range
of predicted values (Fig. 119). On average, the comparison codes tended to slightly
236
Figure 118: Averaged normal force distribution calculated by hybrid
FUN3D/VorTran-M compared with results obtained from experiment and a
blind study [155].
overpredict Ct at the root and underpredict Ct at the tip, and the FUN3D results also
follow this trend. The hybrid methodology improves the root prediction somewhat
in the isolated rotor case, although the tangent force still differs from experiment
by a factor of five or greater. The best prediction resulted from the refined, hybrid
full turbine analysis and agrees with the improved pressure prediction observed in
Section 6.5. In this case, the tangent force constitutes a significant component of rotor
torque, and the reduced tangent force near the tip is compensated for by the increased
tangent force near the root resulting in excellent correlations with integrated torque.
This is in agreement with NREL findings that suggest certain methodologies had
offsetting errors in inboard and outboard predictions [155]. An additional observation
from Fig. 119 is that modeling the tower and nacelle geometry worsens predictions
on the baseline grid but improves predictions on the refined grid.
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Figure 119: Averaged tangent force distribution calculated by hybrid
FUN3D/VorTran-M compared with results obtained from experiment and a
blind study [155].
Pitching Moment Coefficient
Out of all the computational approaches the hybrid methodology is able to closely
predict the pitching moment at the outboard stations, within 3% of the maximum
pitching moment amplitude at 0.63R and 0.8R, and within 14% at the tip station.
Predictions on the refined grid improve toward the experimental observations at the
30% and 47% stations by 5% and 11% respectively. The largest improvement again
corresponded to the region on which the grid adaption metric was chosen as described
in Section 6.3.6. Best overall predictions over the span of the blade (including both
FUN3D and the other CFD results) were obtained by the refined hybrid full turbine
analysis
The traditional URANS methodology tends to overpredict the magnitude of the
pitching moment coefficient. However, it is the only methodology that is able to cor-
rectly predict the pitching moment trend near the root (r/R = 0.3). In comparison
to the standalone URANS predictions, the hybrid calculated suction-side pressures
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tend to be very flat (Fig. 106). This result alters the pitching moment by shifting
the center of pressure closer to the pitch axis at x/c = 0.3. This suggests that the
experimental values have been predicted based on different physics. The similarity
between hybrid tip predictions (between the isolated rotor and full turbine as illus-
trated in Fig. 113) results in full-turbine pitching moments very close to the isolated
rotor results and the experiment result.
Figure 120: Averaged pitching moment distribution calculated by hybrid
FUN3D/VorTran-M compared with results obtained from experiment and a blind
study [155].
Local Dynamic Pressure
Lastly, the local dynamic pressure, qnorm, is used to normalize pressure, force, and
moment coefficients. By definition, this has been chosen to be the stagnation point
pressure. To replicate experimental procedure, this value has been set to the maxi-
mum pressure over the airfoil section [148]. This quantity is generally predicted to
within 6% by FUN3D full turbine simulations as well as all other researchers in the
blind study (Fig. 121). In comparison, the hybrid isolated rotor simulation on the
baseline grid consistently overpredicts the spanwise stagnation pressure distribution
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by between 14% and 25%.
Figure 121: Averaged local dynamic pressure distribution calculated by hybrid
FUN3D/VorTran-M compared with results obtained from experiment and a blind
study [155]. The triangle symbols represent results from the best alternate CFD
code.
Since this quantity is overpredicted, the calculated suction-side pressure coeffi-
cients normalized by this value will tend to be underpredicted, as was observed in
Section 6.3.4. The sensitivity to qnorm of the aforementioned force and moment coeffi-
cients is illustrated in Fig. 122. Error bars indicate the resultant values from normal-
izing with the full URANS result which was a better approximation of experimental
observations. In general, inboard stations are most sensitive to the local dynamic pres-
sure with up to 20% variability in magnitude of sectional loads. In comparison, the
tip station is only increased by 8% when using the more realistic normalization factor,
which does not completely account for the observed suction peak deficiency in the
hybrid isolated rotor results. Moreover, the differences between the traditional and
hybrid URANS approaches can not be accounted for solely by differences in normal-
ization since the adjusted hybrid results differ both qualitatively and quantitatively
from the traditional URANS calculations.
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(a) Normal Force (b) Tangent Force
(c) Pitching Moment
Figure 122: Sensitivity of baseline hybrid isolated rotor solution (URANS/V-V) to
changes in the local dynamic pressure, qnorm, used for normalization. For reference,
the URANS solution for a full wind turbine has been shown.
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6.5.3 Integrated Loads
Blade loads were integrated at pressure tap locations at five different radial locations
(r/R = 0.3, 0.47, 0.63, 0.80, and 0.95) according to experimental procedures (de-
tailed in Ref. 148). Section aerodynamic coefficients are calculated for a single blade
by numerically integrating pressures in a loop around the airfoil using the trapezoidal
rule. 22 integration segments are formed with unsteady pressure data from the same
number of pressure taps distributed around the blade at each of the five radial lo-
cations. With the FUN3D built-in sectional force integration capability, integration
loops intersected between 311 and 690 points on the blade surface depending on ra-
dial location. Locations with smaller cross-sections had fewer points in the integration
loop. However, the difference between the two integration approaches was minimal.
For thrust and root flap bending the resulting loads were virtually identical, while
torque values were about 5% lower in general when integrating at pressure taps.
The resulting sectional pressures were resolved into forces at each radial location
and then multiplied by a fraction of the blade planform. Three quantities have been
calculated: thrust (T ), torque (Q), and root flap bending moment (RFB). In blade-
fixed coordinates (x from root to tip, y from trailing edge to leading edge, and z
normal to the blade into the wind), these quantities are defined as:
T = 2(−Cz q∞A), (91)
Q = 2(Cy q∞Ar), (92)
and
RFB = −Cz q∞A(r − 0.432) (93)
where the radial coordinate is offset by 0.432 m, the location at which strain gauges
were placed. Cx, Cy, and Cz are averaged aerodynamic force coefficients in the rotat-
ing blade reference frame (with +x from root to tip, +y from trailing edge to leading





tip is the dynamic
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pressure based on rotor tip speed, and A is the blade planform area associated with
the blade section. Thrust and torque were multiplied by two to obtain the load contri-
bution from both rotor blades. A summary of these three integrated rotor quantities
is presented in Table 38.
Corresponding rotor airload time histories are plotted in Figs. 123 and 124 for the
baseline and refined grid cases. The unsteady flow has been averaged over the final
half-revolution of the simulation. Transients due to out-of-sync restart files occurred
in some cases (Fig. 123a and 124b), but the solution was advanced for at least an
additional half-revolution before data were used to determine the mean loads. The
observed unsteady loads were highly oscillatory due to the separated nature of the
flow at the 15 m/s operating condition. All simulations (including different levels
of near-body and wake refinement) were run to the same level of convergence, with
variations in out-of-plane forces and moments (i.e., thrust and root flap bending) of
at most 8% (Table 39). Greater variations existed in the calculated torque, with a
maximum standard deviation of 18% in all cases. Numerical convergence was achieved
with solver residuals below 10−7 in all cases.
(a) Isolated rotor (b) Full wind turbine
Figure 123: Time history of integrated blade airloads from hybrid calculation on
baseline grids.
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Table 38: Mean integrated loads (thrust, torque, and root flap bending, RFB) for
calculations of the NREL VI isolated rotor and full turbine (HAWT) configurations
at the experimental pitch setting of 3◦ unless otherwise noted.
Case V-V Steps Thrust Err. Torque Err. RFB Err.
[N] [%] [N*m] [%] [N*m] [%]
Experiment – 2275 – 1104 – 3040 –
Overset rotor 900 2199 -3.47 917 -16.9 2889 -4.97
Overset rotor x 1980 2681 17.7 1312 18.8 3460 14.0
Rotor x 1680 2660 16.8 1017 -7.88 3361 10.6
Rotor, refined blade x 1440 2477 8.74 1032 -6.52 3205 5.43
HAWT 3240 2409 5.75 1216 10.1 3130 2.96
HAWT, trimmed* 2520 2301 1.01 1372 24.3 2999 -1.35
HAWT x 1800 2590 13.7 1073 -2.81 3355 10.4
HAWT, refined blade x 2100 2645 16.1 1083 -1.90 3379 11.2
* Trimmed pitch was 4◦
(a) Isolated rotor (b) Full wind turbine
Figure 124: Time history of integrated blade airloads from hybrid calculation on
refined grids.
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Table 39: Maximum standard deviation of converged rotor loads over the final partial
revolution out of all configurations and conditions simulated, presented as a percent-
age of the mean value.
Thrust & Torque
Root Flap Bending
Isolated rotor 5.5% 9.3%
Full wind turbine 7.8% 16.8%
Isolated rotor, w/ bound vorticity 7.2% 14.5%
Full wind turbine, w/ bound vorticity 7.4% 17.6%
For the traditional URANS simulations of the full wind turbine (performed by
Lynch and Smith [7]), simulating the experimental pitch setting resulted in thrust
and root flap bending predictions within 6% of experiment, and torque within 10%.
Trimming the rotor (increasing the blade pitch from 3◦ to 4◦) was able to reduce the
error in thrust and root flap bending, but the error in torque more than doubled.
The hybrid decoupled boundaries simulation of the full turbine was able to obtain
the best torque prediction (within 3% of experiment for the baseline blade grids and
within 2% for the refined grids) but thrust and root flap bending errors are 8–10%
higher than the corresponding traditional URANS simulation.
When considering all three aerodynamic quantities, the largest errors were ob-
served in the hybrid overset methodology. Even after adequate reduction of the
temporal error tolerance (described in Section 6.3.5), this approach had the highest
errors in thrust and root flap bending, and the second highest error in torque. In this
configuration, the hybrid interface is located on a stationary container grid that adds
an additional level of data transfer between the near-body and container grids. In
addition, the wake influence is imposed on a boundary that is further away from the
blade and the effects are filtered through an overset interface which could add addi-
tional interpolation errors to the flow field. Finally, the relatively coarse container
mesh is not as successful as VorTran-M in preserving flow features.
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The torque predictions for the other hybrid rotor simulations on an isolated rotor
were all within 12% of the experimental value (with the exception of the hybrid
overset approach). This is a significant improvement over the NREL blind study in
which other Navier-Stokes researchers obtained torque estimates with between 20%
and 40% error [155].
Overall improvements to all three aerodynamic quantities were achieved for the
isolated rotor on the refined grid. The errors in thrust and root flap bending were re-
duced by nearly half, and error in torque was further reduced to within 7%. However,
depending on the quantity of interest, the modest improvement in torque prediction
may not justify the added 30% added cost due to increased node count. For the full
turbine, less than 1% improvements in torque and root flap bending are offset by a
2% increase in thrust error.
A summary of integrated rotor airloads for configurations simulated with near-
body vorticity insertion accounting for bound vorticity is presented in Table 40. The
corresponding time histories are presented in Fig. 125. For both the isolated rotor
and the full wind turbine configurations, errors were reduced in the predicted out-of-
plane forces and moments. 13% and 9% reductions in thrust and root flap bending
error were observed in the case of the isolated rotor. In comparison, between 2–3%
reductions in thrust and root flap bending error were observed for the full turbine.
Torque predictions worsened by 2–4% for the two cases.
6.5.4 Performance
A comparison of computational cost for the traditional and hybrid URANS method-
ologies is presented in Table 41. Simulations were performed on an IBM iData-
Plex cluster populated with 2.6 GHz Intel Xeon Sandy Bridge eight-core processors,
typically with between 128 and 256 total processors. The cost of advancing the
FUN3D near-body solution and VorTran-M wake solution have been separated, with
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Table 40: Mean integrated loads (thrust, torque, and root flap bending, RFB) for hy-
brid calculations of the NREL VI isolated rotor and full horizontal-axis wind turbine
(HAWT), with the inclusion of bound vorticity.
Case Steps Thrust Err. Torque Err. RFB Err.
[N] [%] [N*m] [%] [N*m] [%]
Experiment – 2275 – 1104 – 3040 –
Rotor 1440 2365 3.82 968 -12.3 3077 1.22
Rotor, refined wake 1440 2494 9.48 932 -15.6 3173 4.38
HAWT 1440 2563 12.5 1047 -5.20 3307 8.77
(a) Isolated rotor (b) Isolated rotor, refined wake
(c) Full wind turbine
Figure 125: Time history of integrated blade airloads for hybrid calculations including
near-body vorticity insertion.
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the FUN3D cost scaled by the number of processors utilized. The serial version of
the VorTran-M wake module has been utilized with further cost reduction expected if
executed in parallel. Since the wake domain increases in size as the wake is convected
downstream, the cost of advancing the VorTran-M solution increases over time. The
cost per step of Vortran-M presented in Table 41 is the wallclock time for the final
simulation time step, which is an approximate upper bound on the cost of the wake
solution. For the test cases evaluated, the cost of the wake solution is between two
and three orders of magnitude less than the URANS near-body solution.
Table 41: Comparison of wallclock time to simulate the NREL Phase VI wind turbine
(WT) for traditional URANS and hybrid URANS methodologies using baseline grids.
Case FUN3D VorTran-M
Parallel Cost/Step [s] Cost/Step [s]
Overset Full WT 7.36×104 n/a
Hybrid Full WT 3.90×104 1.01×102
Overset Rotor 5.08×104 n/a
Hybrid Overset Rotor 2.56×104 5.55×101
Hybrid Axisymmetric Rotor 1.82×104 6.66×101
The cost of the hybrid solution to simulate the full NREL Phase VI wind turbine
with the decoupled boundaries approach was nearly 50% faster in terms of wallclock
time than the traditional overset solution including a background grid. If the tower
and nacelle may be neglected, then a 65% reduction in cost within the original overset
paradigm may be realized by reducing the extent of the background. In the case of
axial flow, rotational symmetry may be assumed and the overset background mesh
may be eliminated. This approach only calculates a single rotor blade within FUN3D
and is the most cost-effective approach, achieving a reduction in wallclock time of
over 75% for a 70% reduction in computational node count (Table 36).
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6.6 Application of Advanced Mapping Techniques
6.6.1 Isolated Wind Turbine Rotor
The thin-plate splines (TPS) and Wendland C2 (W2) basis functions have been ap-
plied to interpolate near-body flow field data from FUN3D to the far-field wake solved
by VorTran-M. At each solver iteration, velocities transferred by the RBF interpo-
lation to the wake mesh determine the vorticity within each cell of the wake mesh
which updates the wake solution. This updated solution modifies the near-body solu-
tion through the boundary condition as described in Section 6.1.2 for a fully-coupled
implementation. All calculations include the insertion of bound vorticity.
All simulations were compared after two full rotor revolutions (Fig. 126). At this
time, the oscillatory rotor loads have converged to a mean value with a standard
deviation within 8% (of mean values) in thrust and root flap bending, and within
15% in torque (Table 42). The solution is numerically converged in all cases with
solver residuals below 10−7. Applying TPS interpolation reduced the amplitude of
the unsteady oscillations (Fig. 126a) in comparison with the linear interpolation case
(Fig. 125a). In contrast, W2 interpolation increased the amplitude of the unsteady
loads (Fig. 126b) but the variations remained comparable to previous calculations for
a variety of configurations (Table 39). Despite these different airloads histories, the
integrated thrust and root flap bending values from all cases are within 1.5% of each
other (Table 43). However, 5% additional error in the integrated torque was observed.
The source of this error may be identified by considering the sectional airloads.
The blade pressure distributions for the different interpolation methods are plotted
in Fig. 127. As with the other results in this chapter, the solution displays the most
variability near to the blade root (r/R = 0.30). Increasing interpolation accuracy
reduces suction near the leading edge and increases suction closer to the trailing
edge, replicating the same trends as blade grid refinement and shifting the pressure
distribution towards experimental values. This correction is also reflected in the
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(a) Thin-plate spline interpolation (b) Wendland C2 interpolation
Figure 126: Time history of integrated blade airloads from an isolated rotor, calcu-
lated with RBF interpolated velocities (with bound vorticity inserted).
Table 42: Maximum standard deviation of converged rotor loads over the final partial
revolution for calculations with linear and RBF interpolated velocities, presented as
a percentage of the mean value.
Thrust & Torque
Root Flap Bending
Linear interpolation 4.4% 7.5%
Thin-plate spline interpolation 2.9% 5.4%
Wendland C2 interpolation 8.0% 17.2%
Table 43: Mean integrated loads (thrust, torque, and root flap bending, RFB) for hy-
brid calculations of the NREL VI isolated rotor, calculated with various interpolation
techniques.
Thrust Err. Torque Err. RFB Err.
[N] [%] [N*m] [%] [N*m] [%]
Experiment 2275 – 1104 – 3040 –
Linear interpolation 2365 3.82 968 -12.3 3077 1.22
Thin-plate spline interpolation 2371 4.08 961 -13.0 3061 0.69
Wendland C2 interpolation 2361 3.64 914 -17.2 3032 -0.26
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section tangent force and pitching moment distributions (Fig. 128b and c). Similar
to the pressure distribution calculated with the refined blade (Fig. 109), the results
applying RBF interpolation also have reduced suction near the trailing edge at r/R =
0.47, with reduction in pressure errors up to 20% (e.g., at x/c = 0.80). Further
outboard, the W2 and TPS interpolation methods are closer to the experimental
pressure distribution at the r/R = 0.63 and 0.80 radial stations, respectively. At
r/R = 0.63, the error in pressure is reduced by about 15% near mid-chord (at x/c =
0.56) when interpolating with the W2 function. At r/R = 0.80, error is reduced by
about 10% near the leading edge (at x/c = 0.06) when applying the TPS function.
These differences translate into a quantitative improvement (by 8%) in the normal
force prediction at r/R = 0.63 with W2, and a qualitative improvement in the tangent
force prediction at r/R = 0.80 with TPS (Fig. 128a).
Considering the integrated torque predicted by the TPS calculation which was
nearly identical to the linear calculation (Table 43), the increase in tangent force at
r/R = 0.80 is offset by a decrease in tangent force at r/R = 0.30. In comparison, the
decrease in tangent force near the root (r/R = 0.30) predicted by the W2 calculation
is matched by a decrease in tangent force closer to the tip at r/R = 0.80. While
both of these corrections tend toward experiment, the errors at the root and tip no
longer offset each other and therefore increase error in the integrated torque. Overall
however, application of an RBF interpolation technique resulted in improvements over
linear interpolation (∼ 10% error reduction) in predicted inboard pressure distribution
as well as sectional force and moment.
6.6.2 RBF Interface Cost
The converged hybrid isolated rotor solution from Section 6.6.1 was restarted with
varying numbers of processors (64, 128, and 256) to analyze the cost of RBF interpo-
lation within an unsteady flow simulation. For the implementation of RBF velocity
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(a) r/R = 0.30 (b) r/R = 0.47
(c) r/R = 0.63 (d) r/R = 0.80
(e) r/R = 0.95
Figure 127: Comparison of pressure coefficients at radial stations corresponding to
experimental measurements for a hybrid isolated rotor, calculated with linear and
RBF interpolated wake velocities.
252
(a) Normal force coefficient (b) Tangent force coefficient
(c) Pitching moment coefficient
Figure 128: Sectional airloads for hybrid isolated rotor calculations with linear and
RBF interpolated wake velocities.
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Table 44: Average CPU times in seconds for the k-d tree search compared with the
average time to advance the near-body URANS solution.
Processors Average nodes k-d tree Nearest node URANS
per processor creation [s] search [s] time
64 70,472 0.1620 238.1 227.1
128 35,236 0.0830 74.6 118.4
256 17,618 0.0320 23.4 68.9
interpolation described in Section 6.1.1, a k-d tree must be populated with the loca-
tions of all near-body grid nodes to enable a rapid search algorithm for finding the
nearest node to a target location. Since nodal positions are not constant due to mesh
motion, this k-d tree must be updated at each solver iteration. The most straightfor-
ward approach (which has been implemented) is to recreate the k-d tree after every
iteration. The cost of creating a new tree was relatively inexpensive compared to
the cost of descending through the tree to search for a nearest node (Table 44). The
average tree creation CPU time scaled approximately linearly, decreasing with the
number of processors. In contrast, the search time did not scale linearly, requiring
significantly more time to descend through larger data trees. Even though the k-d
tree algorithm can be very efficient, the search is still performed for all wake nodes
which number over 2 × 105 within the current configuration. In the 64 processor
case (containing the most nodes per processor on average), the search time for all
wake nodes was comparable to the time to advance the near-body URANS solver
suggesting that a different search algorithm should be applied.
The original interface applying linear interpolation loops over all cells in the near-
body grid rather than all nodes on the far-field wake grid. The search routine termi-
nates after locating a wake node contained by each near-body cell. A cell is determined
to enclose a wake node when the barycentric mapping coordinates of the wake node
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Figure 129: Average CPU time to perform interpolation at each solver time step for
varying numbers of processors.
are all positive; when a cell is found, the linear interpolation weights are automat-
ically known from the mapping coordinates (Section 3.1.3). This approach scaled
linearly with the number of processors (Fig. 129), where the linear interpolation time
included both the search and interpolation.
The CPU timings for RBF interpolation presented in Fig. 129 correspond to values
in Table 45) and do not include the cost of the search procedure. Timings typically
varied O(0.01) seconds between iterations so the times presented were averaged over
only five iterations. Between 93–95% of the observed interpolation cost was attributed
to the actual solution of the interpolation problem (Eqn. 28, in Chapter 3), with the
additional overhead associated with gathering additional interpolation source points
surrounding each nearest node. The cost of an initial naive implementation is pre-
sented along with an optimized implementation (labeled “opt” in Fig. 129). The
naive implementation calculates the full left-hand side matrix while the optimized
implementation assumes a symmetric matrix which is valid for RBF centers coinci-
dent with the locations of sampled data (Section 3.1.5). The lower triangular portion
of the matrix is calculated and entries are mirrored across the diagonal. In addition,
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Table 45: Cost to perform interpolation with different methods in terms of CPU
time (seconds) and the fraction of the time to advance one iteration of the near-body
URANS solver.
Processors Interpolation Fraction of






















the optimized implementation evaluates the TPS and W2 functions as follows:




This form of the thin-plate spline takes advantage of a mathematical property of
logarithms and avoids a square root operation.
set ρ = 1− r; set ρ = ρ ∗ ρ; set ρ = ρ ∗ ρ; φ(r) = ρ(4r + 1) (95)
Depending on compiler optimization, this form of the Wendland C2 function acceler-
ates evaluation of the (1− r)4 term.
For TPS interpolation in the current problem, taking advantage of the interpola-
tion matrix symmetry reduced cost by 13–14% for all numbers of processors utilized,
and applying Eqn. 94 further reduces cost by 3–4%. In comparison, the W2 func-
tion is initially less expensive to evaluate due to the definition of compact support
(Section 3.1.5) and the absence of the logarithm function. Improvements of 8–9% in
cost were observed by taking advantage of symmetry but applying Eqn. 95 resulted
in a speed-up of at most ∼ 1%. After optimization, the cost for RBF interpolation
with either function was nearly equal (Fig. 129).
In comparison with linear interpolation, the observed cost of performing RBF
interpolations did not scale linearly (Fig. 129). At the smallest number of processors
tested, the interpolation cost is comparable between both approaches. However, while
the cost increases with decreasing number of processors, the fraction of time spent
performing the interpolation constitutes a smaller portion of the time spent by the
flow solver to advance the URANS solution (Table 45). For all cases tested, the cost
of interpolation alone was less than 1.1% of the average URANS cost per step. Since
the k-d search was relatively expensive, a more realistic estimate of cost was obtained
by assuming that the search time is equal to the cost of the linear interpolation, which
locates cells while calculating mapping coordinates. The combined linear search time
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and RBF interpolation time still constitutes a small portion of the URANS cost per
step (Table 44), between 1.0–1.4%.
6.6.3 Alternative Hybrid Interface Analysis
The hybrid approach applied in this thesis (detailed in Section 6.1) requires an inter-
polation step to collocate the near-field solution points (from an unstructured mesh)
to far field points (on a Cartesian mesh), followed by a finite difference step to ap-
proximate the numerical gradients of velocity. The vorticity field passed to the wake
solver is therefore subject to both interpolation and discretization errors. As an al-
ternative, the RBF interpolants offer a continuously differentiable representation of
the solution space, so it is possible to forgo the latter step and completely eliminate
discretization errors from the solution.



























where αj and βk are known from solving a system of interpolation equations (Eqn. 28).




. Considering the same basis functions as in Section 3.4, the RBF gradient
can be analytically expressed as:
∂φ
∂r
= r(1 + 2 log r) (98)





4r2 − 3r − 1
φ(r) = 20r(r − 1)3 (99)
for the W2 basis.
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A numerical experiment was conducted to transfer function values from a relatively
fine unstructured input mesh into gradients on a coarse Cartesian mesh. The cell
velocity gradients are then calculated as an average of first-order finite differences
between cell nodes. Alternatively, an RBF mapping between the near-body and
background meshes (which provides interpolation coefficients α and β) automatically
estimates the gradient at the cell centers when applying Eqn. 97 with either Eqn. 98
or 99. This computational setup reflects the original FUN3D/VorTran-M hybrid
interface methodology in which velocities are interpolated from unstructured near-
body meshes onto the nodes of a Cartesian background mesh. Two background mesh
sizes of ∆s = 0.1 and 0.05 have been considered, corresponding to an 11 × 11 and
21× 21 grid on a unit domain, [0 1]2. The unstructured input meshes are generated
with the MATLAB initmesh and refinemesh codes, producing isotropic meshes with
324×4N = 324, 1296, 5184,... cells for grid levels N = 0, 1, 2,.... For N = 0, the
approximate cell size is on the same order as the fine background mesh spacing, with
∆s ≈ 0.056. For N = 4, ∆s ≈ 0.0035 and is two orders of magnitude smaller than
the coarse background mesh.
A comparison of errors in estimating the gradients of Franke’s analytical function
(Eqn. 35) is plotted in Fig. 130, with the sources of error decomposed into interpo-
lation and finite-difference components. Only the gradients in the x direction have
been shown as the errors in the x- and y-directions are indistinguishable. The “Lin-
ear Interp. Only” curve (Fig. 130) indicates the interpolation error accrued in the
first part of the data transfer. This error decreases linearly with an expected slope
of approximately negative one (-1.03), verifying order accuracy. To isolate the dis-
cretization error, finite difference approximations were applied on the background
mesh starting with the exact solution at the nodes rather than interpolated values.
The “Finite Diff. Only” curve then provides an estimate of the isolated discretization
error, bypassing the interpolation step and beginning with the exact solution at the
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(a) 11× 11 Output Mesh (b) 21× 21 Output Mesh
Figure 130: Comparison of errors in estimating gradients from Franke’s function
(Eqn. 35). Linear interpolation error is compared with the exact function while all
other curves are compared with the exact function gradient.
background mesh nodes. This constitutes the second part of the data transfer. The
coarse mesh discretization error (Fig. 130a) is approximately double the fine mesh
discretization error (differing by a factor of 1.86), corresponding to a doubling of mesh
size on the coarse mesh.
When the two steps are combined, the combined interpolation and discretization
errors do not form a simple sum. Instead, the combined errors are approximately an
order of magnitude higher than the linear interpolation alone for the coarsest mesh
tested. As the input mesh is refined, the interpolation errors reduce further and the
combined gradient estimation error approaches the constant, output mesh-dependent
finite difference result.
Under the same grid configurations, Figure 130 indicates that the RBF-based
gradient estimates start at nearly the same order of magnitude as the ideal finite-
difference estimate or lower, depending on the mesh density. In all cases, the RBF-
based gradients are less than the standard interpolation and finite difference estimate.
The RBF approach has no dependence on the output mesh size, unlike the standard
approach. Therefore as the input mesh is further refined, the RBF mapping estimate
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continues to improve, albeit at a slower than linear rate (with a slope of approximately
0.5). Both RBF methods converge at the same rate, with the TPS basis consistently




This thesis has investigated a variety of modular data transfer strategies for complex
flow simulation applicable to both overset and hybrid methodologies. This research
provides two contributions to the computational community:
• A practical algorithm for orphan-free overset data transfer was developed based
on scattered data interpolation techniques and applied to test problems in-
cluding a convecting vortex, shock tube, and ship airwake. These simulations
demonstrate applicability to a variety of flow conditions, including inviscid and
viscous flows, both with and without discontinuities. In the presence of or-
phans under the traditional overset paradigm, this new algorithm successfully
preserved the structure of a convecting vortex and reduced transient conserva-
tion errors by an order of magnitude.
• A novel steering strategy has been developed and applied as a data-adaptive
interpolation algorithm on two-dimensional solution fields. The method pro-
vides variable resolution depending on gradients of the solution field and is a
scattered-data analog to a slope limiter. In addition to increasing interpolation
accuracy in the presence of discontinuities, numerical stability is also enhanced.
These techniques are decoupled from solver type (URANS, vorticity-velocity, poten-
tial flow) and topology (Cartesian, structured, and unstructured) and may be readily
applied within existing methodologies. To demonstrate the practicality of this ap-
proach, the original scattered data interpolation has also been applied to transfer the
unsteady near-body velocity field within a fully-coupled hybrid URANS/vorticity-
velocity methodology.
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To provide a basis for the data transfer algorithms developed in this thesis, scat-
tered data interpolation techniques have been evaluated for both smooth and discon-
tinuous solutions. These techniques include radial basis function (RBF) interpolation
with two different basis functions, the globally supported thin-plate spline (TPS) and
the compactly-supported Wendland C2 function, in addition to the established in-
verse isoparametric mapping (IIM) technique. The following observations have been
made:
• A robust data transfer technique should be able to handle arbitrarily distributed
data in any dimension. Both the RBF and IIM techniques are able to accom-
modate clouds of source points. These clouds have been categorized into local,
neighborhood, and global distributions.
• State-of-the-art data transfer codes employ linear mappings which depend only
upon the set of source points provided by the nodes of the computational cell
(or element) enclosing the target point. For this local approach, application of
higher-order approaches offered no improvements in accuracy. The number of
data points utilized in a linear interpolation should be considered the minimum
amount of information to support a higher-order interpolation technique.
• Additional points may be sourced from surrounding nodes or cells to take advan-
tage of pre-existing connectivity information. In this neighborhood approach,
approximately an order of magnitude reduction in error was observed for fine-
to-coarse interpolation of a smooth solution field with the RBF approaches. The
cloud included sixteen nodes, formed by including one additional level of nodes
surrounding each target point. When the cloud was expanded to include two
levels of surrounding nodes (36 nodes), the rate of convergence increased from
second-order to approximately O(∆s2.5) where ∆s is the uniform grid spacing.
In comparison, a higher-order six-node IIM provided the same level of accuracy
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as the 36-node RBF, despite dispersive error observed at coarser grid levels; this
IIM approach converged at O(∆s2.8).
• The RBF technique also permits straightforward application of a global interpo-
lation cloud, in which all target points are simultaneously solved by considering
all available source points. This approach achieved the highest rate of con-
vergence, with nearly two orders of magnitude reduction in error over linear
techniques, and achieved the fastest convergence of up to O(∆s3.5). However,
this approach quickly became prohibitively expensive in terms of memory re-
quirements for even a two-dimensional 161×161 point mesh.
• A neighborhood RBF approach is recommended since it offers reasonable accu-
racy and may be tailored for specific problems, grid configurations, and accu-
racy/efficiency requirements. Accuracy and convergence order are increased by
straightforward addition of source points.
• The inverse isoparametric mapping (IIM) approach provides linear mappings
in state-of-the-art computational applications but can be applied with higher-
order elements to permit the interpolation of scattered data. Evaluation of IIM
with quadratic triangle elements demonstrated both accuracy and efficiency (in
the number of required source points) when interpolating an analytical PDE
solution and a blade surface pressure solution on structured grids. However, for
arbitrarily distributed data, the isoparametric mapping can become non-unique,
which renders its application to unstructured grids and/or grids with orphan
points not straightforward.
• Under repeated applications, all higher-order, neighborhood-based interpolation
approaches (RBF and IIM) diverged from the starting solution due to eventual
accumulation of non-dissipative errors.
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Typical aerodynamic problems of interest can feature discontinuous solution quanti-
ties, either due to deterministic behavior (compressible flow) or stochastic behavior
(turbulent fluctuations). This motivates application of the data-adaptive steering
technique. Both an analytical step function and a ship airwake solution were investi-
gated with the following results:
• For a two-dimensional step function, interpolation with the thin-plate spline
or Wendland C2 functions provided error reductions of up to 26% over linear
interpolation. In comparison, application of the steered Wendland C2 approach
provides error reductions of nearly 60% compared to bilinear interpolation. The
steering approach was demonstrated to be an effective scattered-data limiter,
able to mitigate the Gibbs phenomenon with solution overshoot reduced from
12% to 1%.
• The steering technique is able to increase numerical stability by decreasing the
condition number of the interpolation matrix to be solved.
• Interpolation of a ship airwake solution using RBF approaches (steered and
unsteered) reduced errors in both mean-flow and turbulence variables by ap-
proximately half an order of magnitude over linear interpolation at the finest
grid levels tested. All RBF results were within 10% of each other. When con-
sidering the gradients of the mean-flow and turbulence variables, the steered
Wendland C2 approach stood out as the only method that consistently out-
performed linear interpolation, with between half to a full order of magnitude
reduction in error.
• In general, solution fields with discontinuities exhibited slower rates of con-
vergence. For the two-dimensional step function, both linear and RBF inter-
polations were non-convergent for increasing wake refinement, with an initial
slope of approximately 0.6 and a final slope of zero. In contrast, the steered
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Wendland C2 was able to maintain convergent behavior, with an initial nearly
second-order rate of 1.9 and a final rate of 0.5. Application of RBF techniques
to the ship airwake problem accelerated convergence by 5–49% over the linear
approach in mean-flow and turbulence variables. The highest rates of conver-
gence observed (O(∆s1.4)) were obtained with the steered interpolation. Higher
than second-order rates of convergence were not achieved by any of the other
approaches considered.
The remainder of the thesis evaluates standard (unsteered) RBF interpolation in two
and three dimensions within fluid dynamics solvers. The work focuses on determining
the applicability of the scattered data interpolation approach to overset and hybrid
methodologies and assessing its impact on accuracy, rather than optimizing for accu-
racy or efficiency. In this assessment, the neighborhood approach was applied with
additional points sourced from a single level of neighbors. Resulting interpolation
clouds contained on average 14–24 source points in two dimensions and 32 source
points in three dimensions.
Two-dimensional overset URANS simulations of a convecting vortex (with and
without orphan points) and a shock tube were performed to validate the RBF ap-
proach.
• For the convecting vortex test case, overset errors were isolated from temporal
and spatial errors by Richardson extrapolation. In configurations without or-
phan points, error reductions of up to 72% over standard linear implementation
were observed when applying thin-plate splines RBF interpolation, and up to
an order of magnitude reduction when applying Wendland C2 interpolation.
• For overset configurations without orphan points, the overset interpolation error
constitutes only 10–13% of the spatial errors for the standard overset method
at the baseline level. Since dissipative error is reduced with grid refinement, a
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greater portion of the spatial error (11-18%) originates from overset interpola-
tion at the fine grid level. In this case, application of either thin-plate splines
or the Wendland C2 basis can reduce spatial errors to within 8% and 6% of the
single grid solution for less than 3% increase in cost.
• The largest improvements when applying RBF over linear interpolation were
observed when calculations included orphan points. The increase in accuracy
comes from the ability to perform extrapolation. In the baseline configuration
with orphans, half an order of magnitude reduction in streamwise velocity errors
and over an order of magnitude reduction in pressure errors were observed. On
the refined grid, RBF interpolation was able to virtually eliminate all orphan-
related overset errors. The thin-plate splines overset scheme reduced the spatial
errors of all variables to within 8% of a standard orphan-free solution employing
linear interpolation; the Wendland C2 scheme reduced all errors to within 11%.
• The most pronounced reduction in isolated overset error was achieved with
RBF overset interpolation and observed in the streamwise velocity. On the
coarsest grid configuration with orphans (coarser than recommended for CFD),
overset errors were less sensitive to interpolation technique. For instance, the
streamwise velocity errors were reduced by 73–76% when applying either thin-
plate splines or the Wendland C2 function at the baseline and fine grid levels; in
comparison, the overset error reduction was less than half as effective (30-33%)
indicating on coarser grids the spatial errors tend to be dominated by dissipative
error rather than overset interpolation error.
• As with the rotor blade test solution, repeated interpolations on a degraded
solution can cause the solution to diverge. On the coarse grid configuration
with orphans, the pressure solution was unstable when applying RBF interpo-
lation. This matches trends observed when studying repeated interpolations of
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a rotor blade solution and a step function solution in which the Wendland C2
interpolation was the most unstable when solution quality was poor.
• RBF interpolation also reduces transient errors in addition to spatial errors,
making it a viable option for addressing orphan points. Vortex passage through
overset boundaries with orphans caused perturbations to the fluxes on the outer
boundary of the composite computational domain. The RBF methods reduced
the magnitude of these conservation errors by up to an order of magnitude and
more quickly attenuated transient errors after the vortex passed through the
overset boundary. In comparison, linear overset interpolation generated conser-
vation errors that persisted even after the vortex core had completely passed
through the overset fringe region. These errors persisted in the streamwise
momentum for the remainder of the simulation.
• When orphan points were present, the increase in cost over a standard overset
implementation is more significant (up to 12% and 16% on baseline and fine
grids) than the orphan-free configuration, due to a four-fold increase in subiter-
ations performed. However, this increase in cost can be kept in check by parallel
code execution which would distribute the RBF interpolation operations across
multiple processors. For comparison, overset solution of a three-dimensional
ship airwake contained an order of magnitude more fringe points but only in-
curred a 6% increase in cost per step.
• As an alternative to applying the steering strategy, a more traditional limiter
may be imposed by prohibiting the creation of new extrema. This has been
demonstrated to be effective at stabilizing the solution of a moving shock. For
a shock tube problem, solution integrity was maintained with up to 2.6% error
reduction in instantaneous pressure errors. Where the moving shock spanned
multiple overset grids, over 10% reduction of temperature error was observed
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with the RBF methods compared to the linear overset implementation.
The RBF overset interface was further extended to handle three-dimensional test cases
and a turbulent ship airwake simulation was performed to study RBF performance
with three-dimensional, turbulent flows. The following observations have been made:
• The ship airwake was characterized by unsteady, separated flow most notably in
the hangar region. Even though the overset boundaries at which interpolations
were performed were located approximately half a ship length away from the
ship (at hangar height), the overset flow solution was sensitive to the choice of
interpolation method in terms of flow-field features, sampled velocities, wake
spectra, and flow separation behavior on the deck.
• In comparison with experiment, the averaged flow characteristics above the
flight deck were comparable to experiment. The sampled velocity magnitudes
for all approaches differed from experimental measurements by at most 4% of
the free-stream velocity, and the flow trajectories (in terms of local flow pitch
and yaw angles) were within 2◦ of experiment.
• In comparison with a single grid calculation, the RBF overset results had 7%
less error in flow separation location (on the flight deck) than the linear overset
solution, differing from the single grid location by 2%. Wake turbulent kinetic
energy spectra calculated by the RBF overset approaches were closer to the
single grid calculation than the linear overset result, with the thin-plate splines
solution having 9% less error on average and the Wendland C2 solution reducing
the maximum error by up to 20%.
An efficient hybrid methodology coupling a URANS analysis with a vorticity-
velocity analysis was improved to more efficiently model a variety of helicopter and
wind turbine geometries under axisymmetric and decoupled boundary configurations.
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This approach has been validated and demonstrated for the analysis of NREL Phase
VI wind turbine components (including tower, isolated rotor, and full turbine config-
urations). In summary:
• The hybrid solutions of an isolated, axisymmetric rotor were within 11% of
integrated thrust and root flap bending predicted by a traditional URANS sim-
ulation of a full turbine. A 2% improvement in predicted torque in comparison
with experiment was observed. Moreover, results for this optimized grid con-
figuration were obtained with 75% less wallclock time.
• A decoupled boundaries strategy for unstructured grids was developed and ap-
plied to the full NREL horizontal axis wind turbine configuration, permitting
non-contiguous grids to be solved within the same hybrid framework. Predic-
tions were within 9% of the integrated thrust and root flap bending computed by
a URANS-alone methodology, demonstrating a 7% improvement in integrated
torque predictions compared with experiment. These results were obtained in
nearly 50% less wallclock time.
• Bluff body physics of the wind turbine tower demonstrated excellent correlation
with an analogous cylinder in crossflow in terms of drag, shedding frequency, and
separation location. All three quantities computed by the hybrid methodology
were within experimental bounds and within 7% of an identical standalone
URANS analysis.
• Results obtained with the hybrid methodology were compared to findings from
an NREL blind study. Section normal force and pitching moment predictions
were closer to experiment than other researchers in the blind study. In addition,
the hybrid pitching moment predictions were a marked improvement over the
standalone URANS results, which over-predicted the magnitude of the pitching
moment by a factor of two to three.
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• Stalled flow at the blade tip indicated by sectional pressure distributions had
an insignificant effect on predicted normal force as evidenced by section normal
force distributions and the integrated thrust. However, this difference from
experiment resulted in a significant reduction in the tangential load carried by
the blade tip. This reduction in the blade tip load is offset by an increase in
the tangential loads near the blade root, highlighting the challenges inherent in
the analysis of separated flow.
The hybrid rotor simulation allows demonstration of repeated RBF interpolation in
an unsteady, moving mesh application. Findings include:
• The fully-coupled hybrid solution was sensitive to variations in the near-body
pressure and velocity field due to wake refinement, near-body grid adaptation,
or chosen interpolation method. These sensitivities were observed in the blade
pressure and sectional load distributions; however the integrated effect of all
these variations was similar, with errors from all hybrid rotor simulations within
17% of experiment in thrust, torque, and root flap bending.
• Increasing interpolation accuracy with RBF interpolation produces trends near
the blade root comparable to near-body grid refinement. While grid refinement
is performed to increase flow resolution, it has the added benefit of improving
data transfer accuracy. Therefore simply improving interpolation accuracy is
expected to have a similar effect on the coupled hybrid solution. Improvements
to pressure distributions were most notable near the blade root at 30% span,
with corrections on the order of 10%. These changes in the pressure distribution
are reflected in the section tangent force and pitching moments which tend
toward experiment near the blade root.
• Applying RBF interpolation within the hybrid interface is less scalable than
linear interpolation in terms of cost. However, the increase in CPU time during
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each iteration is estimated to be less than 1.5% for up to 256 processors.
7.1 Future Work
Based on the success of the orphan-free overset implementation with radial basis
functions, future work should include:
• The overset interface may be optimized to include mixed interpolation ap-
proaches. Within this thesis, the same interpolation method was used through-
out the flow field for consistency. However, for efficiency a linear interpolation
may be utilized unless there are orphan points. Alternatively, inverse isopara-
metric mapping with higher-order elements may also be applied instead of linear
interpolation. Applying mixed interpolation methods requires special treatment
at locations where different interpolation methods meet. One approach is to
overlap the different interpolation regions and then average the results from
different methods to guarantee a smooth transition of the flow field [73].
• The overset interface should be tested with moving grids. This will require
dynamic update of the overset assembly, therefore the interpolation matrices
for all donor-receptor sets may not be solved ahead of time. Efficiency gains
when performing a dynamic overset solution may be achieved by running in
parallel and having a single processor dedicated to solving the RBF interpolation
system. This may be the same processor that updates the overset connectivity
information “on the fly.” Afterward, more complex overset demonstration cases
involving both orphan points and moving meshes should be evaluated. A natural
application of this solution methodology is to the analysis of store separation
which frequently encounters orphans [8].
• A feature of the compactly-supported Wendland C2 basis function that has not
been exploited is the fact that the function decays to exactly zero. Therefore,
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a neighborhood of interpolation points may be expanded to include additional
donors while keeping the support radius fixed. As a result, this will increase
resolution due to the inclusion of additional source points, but it will also guar-
antee sparsity in the interpolation matrix (Eqn. 28). It will then be possible to
take advantage of sparse matrix solution algorithms to increase computational
efficiency.
• Since the RBF approach is directly extensible to arbitrarily high dimensions,
a fourth-dimension may be added to perform ensemble interpolations in both
space and time.
Further work on the application of radial basis functions to computational data trans-
fer is recommended:
• A consistent and efficient implementation of a steered radial basis function
overset methodology motivates closer integration of the donor/receptor trans-
action library and the flow solver. For example, the solution gradients already
calculated by the solver (which may employ more sophisticated methods of gra-
dient estimation [118]) may be applied to steering the interpolation rather than
naive calculation of gradients from sampled velocities. Therefore, an enhanced
overset framework should be developed that permits direct access to flow-field
gradients calculated by the flow solver. This can provide a more accurate de-
scription of the flow field to facilitate the application of steered interpolation
strategies. This will also eliminate uncertainty in the gradient estimation part
of the steering algorithm.
• The current two-dimensional implementation of the steering kernel regression
should be extended to three dimensions. This may be based on the work of
Takeda et al. [114], who applied the approach to the interpolation of video
which includes two spatial dimensions and a temporal dimension. After the
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effectiveness of the technique is verified, an identical RBF steering procedure
may be applied in which the three-dimensional steering parameters are applied
to transform the RBF interpolation space.
• Since an RBF provides a continuous, differentiable mapping of a solution field,
it is possible to apply the RBF approach to interpolate the near-body velocity
field and directly recover the corresponding vorticity field. The accuracy of such
an approach in practice should be assessed in addition to numerical stability.
One direct application of the present work is grid adaption, which seeks to strate-
gically insert, move, and/or remove points in a computational mesh. Grid adaption
has the potential to significantly increase resolvability, as well as increase efficiency by
clustering points in regions where they are most needed to capture flow-field features
of importance. An excellent review of approaches and advancements to the current
grid adaption state of the art are presented in Ref. 110. When applying this technique
points are typically added to the flow field. However, to enable time-accurate adap-
tation, new points must be given a solution value through interpolation to permit
restart of the flow solution. Therefore maintaining high solution accuracy at the new
points is necessary as to not introduce transient errors into the solution.
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