Abstract. We consider two variational evolution problems related to MongeKantorovich mass transfer. These problems provide models for collapsing sandpiles and for compression molding. We prove the following connection between these problems and nonlocal geometric curvature motion: The distance functions to surfaces moving according to certain nonlocal geometric laws are solutions of the variational evolution problems. Thus we do the first step of the proof of heuristics developed in earlier works. The main techniques we use are differential equations methods in the Monge-Kantorovich theory.
In this paper we study two models involving limits as p → ∞ of solutions of pLaplacian evolution problems. One is a model of collapsing sandpiles proposed by L. C. Evans, R. F. Gariepy and the author [EFG97] . Another is a model of compression molding proposed by G. Aronsson and L. C. Evans [AE] . In both models the limits were characterized as solutions of variational evolution problems related to MongeKantorovich mass transfer. Solutions that have the form of the distance function to a moving boundary arise naturally in the both models. The equations of the motion of the boundary for both models were derived heuristically in [EFG97] and [AE] . According to the equations the outer normal velocity of the boundary at a point depends on both the local geometry (curvatures) and the nonlocal geometry of the boundary. Thus, the motion of the boundary is a nonlocal geometric motion.
In this paper we prove rigorously the connection between geometric and variational evolution problems. Namely, assuming that a moving surface satisfying the geometric equation is given, we prove that the distance function defines a solution of the corresponding variational evolution problem. The main assumption is that the surface remains convex (or, more generally, semiconvex) during the evolution. For the collapsing sandpiles model we also prove the corresponding result for the solutions that have the form of the maximum of several distance functions (such solutions represent several sand cones interacting in the process of collapse). In the proofs we utilize the connection between the models and the Monge-Kantorovich mass transfer. This allows us to use the differential equations methods in the Monge-Kantorovich theory, which have been developed recently by L. C. Evans and W. Gangbo [EGan] .
The examples suggest that solutions of the geometric equations derived in [EFG97] can develop singularities, even if the initial data is smooth. Thus we do not assume below that the moving surface is smooth. This however makes the technique more involved.
In the forthcoming paper [Fel] we construct convexity preserving viscosity solutions of the geometric equations given convex initial data, thus finishing the proof of the heuristics developed in [EFG97] and [AE] . This paper is organized as following. In Sections 2 -7 we work on the collapsing sandpiles model. In Section 8 we work on the compression molding model. In Appendix A we estimate the local Lipschitz constant of the gradient of the distance function of a set.
Notation
Let Ω ∈ R n be a bounded open set. Let Γ = ∂Ω. We will use the following two distance functions of the set Ω. The first, interior distance function, is
The second, signed distance function, is
Let x ∈ R n . We denote N ∂Ω (x) the set of all points of ∂Ω nearest to x, i.e., N ∂Ω (x) = {y ∈ ∂Ω, |x − y| = inf z∈∂Ω |x − z|}.
Note that N ∂Ω (x) may have more then one point. Let y ∈ ∂Ω. Then ∂Ω is differentiable at y if there exists δ > 0 such that in a suitable coordinate system (x 1 , ..., x n ) in R n we have
Here x ′ = (x 1 , ..., x n−1 ), and B δ (0) = B n δ (0) is the ball in R n with radius δ and center at 0. ∂Ω is twice differentiable at y if in a suitable coordinate system in R n−1 the function Ψ has the expression
The numbers κ 1 , ..., κ n−1 are the principal curvatures of ∂Ω at y.
Let {Ω t }, t ∈ R 1 + , be a family of open bounded sets in R n . We call a family of sets {Ω t } Lipschitz (with respect to t) if there exists a constant M > 0 such that for any t 1 , t 2 the set (Ω t 1 \ Ω t 2 ) ∪ (Ω t 2 \ Ω t 1 ) is subset of both M | t 1 − t 2 | neighborhood (in R n ) of ∂Ω t 1 and M | t 1 − t 2 | neighborhood of ∂Ω t 2 . Let
Γ t = ∂Ω t ⊂ R n .
Let (y, t) ∈ R n × R 1 + be such that y ∈ Γ t and the function (x, τ ) → d
s Ωτ (x) is differentiable at (y, t). We define the outer normal velocity of Γ t at y as
Let (y, t 0 ) ∈ Γ. The surface Γ is (2,1) differentiable at (y, t 0 ) if in a suitable coordinate system (x 1 , ..., x n ) in R n we have y = 0, E ∩ B n+1 δ (0) = {x n > Ψ(x ′ , t)} ∩ B n+1 δ (0) for small δ > 0 and
L n is n-dimensional Lebesgue measure. H n is n-dimensional Hausdorff measure.
The collapsing sandpiles model
In the paper [EFG97] the p-Laplacian evolution problems
are considered in the "infinitely fast/slow diffusion limit" p → ∞. Du p denotes the gradient of u p with respect to the spatial variables x 1 , ..., x n . The operator
is p-Laplacian. The initial data g is nonnegative, Lipschitz continuous function with compact support. We assume that
where Lip[g] is the Lipschitz constant of g.
The initial data g satisfying (8) is unstable in the following sense. It is shown in [EFG97] that u p → u uniformly on R n × (0, ∞), and that | Du |≤ 1 a.e. in R n × (0, ∞).
This limit u does not depend on t for t > 0, i.e., u = u(x). By (8) and (9) we get u = g. Thus the limit solution is discontinuous at t = 0. The transformation g → u takes place at t = 0.
The described problem can be interpreted as a crude model of a collapsing sandpile. The function u(x, t) is the height of the pile at the location x, time t. The main physical assumption is that a sandpile is stable if its slope does not exceed 1, i.e., if Lip[u(·, t)] ≤ 1. The condition (8) implies that the initial profile g is unstable. According to the model above, the initially unstable sandpile collapses instantaneously to a stable one, with the height function u.
The transformation g → u was studied in [EFG97] by relating it to the evolution problem governed by Monge-Kantorovich mass transfer. Introduce the convex functional I ∞ : L 2 (R n ) → R 1 ∪ {∞} defined by
, | Dv |≤ 1 a.e. +∞ otherwise.
Then u(x) = w(x, 1), where w is the unique solution of the evolution problem w t − ∂ t w ∈ ∂I ∞ [w], for a.e. t ∈ [
with L = Lip[g] > 1. Note that Lip[ĝ] = 1, and thus the evolution problem (10) is well-posed. The connection between this evolution problem and Monge-Kantorovich mass transfer is explained in [EFG97] .
In the static case the limits as p → ∞ of the boundary value problems for pLaplacian type equations were considered in the papers [BDM89] , [Jan93] and references therein. In many cases the limits have the form of the distance function to the boundary of the domain.
A limit evolution problem that represents a stable case of the problem (7) was considered in the paper [AEW96] as a model of a growing stable sandpile. Let u(x, t) be, as before, the height of the pile, and let f (x, t) ≥ 0 be the sand source function which describes the rate at which sand is coming at location x at time t. The dynamics is defined as following. Consider the nonhomogeneous evolution problem
and let p → ∞. Then for any T > 0
and this limit u satisfies the equation
, for a.e. t ≥ 0 (12) with zero initial condition. In particular the case was considered when sand sources are concentrated in m points, i.e., if
where the height functions {z k (t)} m k=1 satisfy a system of ODE. Thus the solution has the form of growing and interacting cones centered at the points {d k } m k=1 . By analogy with the static problems and the model of growing sandpiles [AEW96] , one can expect to find solutions of (10) that have the form of distance function to the moving boundary or superposition of such, i.e., growing and interacting cones. However, unlike the situation considered in [AEW96] , interacting spherical cones do not maintain their shape under the evolution defined by (10). A more suitable class of solutions is the following class of more general "cones". A single cone solution has the form
where {Ω t } is a suitable expanding family of sets. A multiple interacting cones solution has the form (for simplicity we consider the case of two cones)
where {Ω 1 t }, {Ω 2 t } are suitable expanding families of sets. Thus in order to find such solutions one has to find the appropriate families of sets.
The following equations of motion of the boundaries of the sets in (13) and (14) are derived heuristically in [EFG97] . Assume that Γ defined by (5) is a smooth surface in R n × R 1 . Let y ∈ Γ t and let κ 1 , ..., κ n−1 be the principal curvatures of Γ t at y. Denote κ = (κ 1 , ..., κ n−1 ). Let γ(y) = γ Ωt (y) be the radius of the largest ball touching Γ t at y from within Ω t . Let V (y) be the outer normal velocity of Γ t at the point y defined by (6). Then in the case of a single cone solution (13) the equation for the surface Γ t is:
To write equations for the motion of the surfaces Γ k t = ∂Ω k t , k = 1, 2 in the case of the interacting cones solution (14), we extend the function γ(·) = γ Ω (·) of a set Ω ∈ R n to a function R n → R 1 by setting γ ≡ 0 on R n \Ω, and γ(x) = γ(y) for x ∈ Ω such that y ∈ N ∂Ω (x). Then the equations are:
The equations (15) and (16) have the form of nonlocal geometric curvature motion. Geometric nonlocality is caused by the functions γ(·).
In this paper we prove that if the moving surfaces satisfy geometric equations (15) or (16) and some regularity conditions, then the functions (13) or (14) respectively are solutions of the evolution problem (10). Namely, we prove the following. 
Then the function (14) is a solution of the evolution equation (17).
The convexity condition in Theorems 1, 2 can be relaxed to the following "semiconvexity" condition.
Condition 3. (lower curvature bound condition with radius r
It is easy to check that if a set is either convex or has C 1,1 boundary, then the set satisfies the Condition 3.
Remark 4. Let the set Ω satisfy Condition 3. Let ∂Ω be twice differentiable at a point y, i.e., (3) and (4) are satisfied in an appropriate coordinate system on R n . Then the principal curvatures of ∂Ω at y satisfy 
. Then the function (14) is a solution of the evolution equation (17).
Theorems 1 and 2 follow from Theorems 5 and 6 since convex sets satisfy Condition 3 with any radius.
The proof of Theorems 5 and 6 utilizes the following relation of the equation (17) and the Monge-Kantorovich mass transfer problem. Fix t. Equation (17) implies that that the function w(·, t) is the Monge's potential for the optimal transfer of the measure with density w t (·, t) into the measure with density ∂ t w(·, t). Then, according to [EGan] , there exists a measurable function a(x), the mass transport density, that satisfies the following properties:
where the last equation is understood in the weak sense and t is fixed. Conversely, if there exists a function a(x) satisfying (18), then the function w is a solution of (17) for the given t, see Section 6 below. The idea of the proof of Theorem 5 is as follows. Let a family of sets {Ω t } satisfy (13). An open bounded set can be represented as the union of distance rays, i.e., maximal intervals that start at the boundary, on which distance to the boundary is the linear function with slope 1. The Condition 3 implies that the collection of distance rays possesses "nice" measure-theoretic properties. Fix t and consider a distance ray R y of Ω t starting at a smooth point y ∈ ∂Ω t . Introduce the coordinate s on R y , the distance to the boundary. The equation (18) can be formally rewritten as:
where κ 1 , ..., κ n−1 are the principal curvatures of Γ t at y, and V (y) is the outer normal velocity of Γ t at y. Thus the equation (19) can be formally rewritten on the ray R y as the following ODE
This ODE has a solution a(s) with zero boundary conditions at both ends of the ray R y if V (y) satisfies (15). Define a(x, t) by ODE (20) with zero boundary conditions on each distance ray that starts at a smooth point of the boundary. We prove that a(·, t) is a measurable function that satisfies (18). In order to do this we examine the properties of distance function and distance rays, and use a nonsmooth (Lipschitz) change of coordinates on the set Ω t with n − 1 coordinates along the boundary and the n-th coordinate along distance rays.
We prove Theorems 5 and 6 in Sections 3 -7. In Section 3 we examine properties of sets satisfying Condition 3, and in particular we describe the change of coordinates mentioned above. In Section 4 we define the mass transport density function and examine some properties of this function. In Section 5 we prove that the mass balance equation (15) is satisfied. In Section 6 we conclude the proof of Theorem 5. Finally, in Section 7 we sketch the proof of Theorem 6.
3. Properties of distance function and ridge sets of the sets satisfying the lower curvature bound condition
Let Ω be an open set. When there is no possible confusion, we write d(x) for d Ω (x) defined by (1).
Let x ∈ Ω. Denote by R x the longest line segment through x in Ω along which d Ω (·) is a linear function with slope 1. We call R x the distance ray of x. Note that a point x can have more than one distance ray, in such case denote any of them by R x . If x ∈ Ω then all such rays R x have equal length. If x ∈ ∂Ω then rays R x in the case of general open set Ω can have different length. However if Ω satisfies Condition 3 then there exists at most one R x for x ∈ ∂Ω, see Proposition 9 below.
For any x ∈ Ω one endpoint of R x lies on ∂Ω and belongs to the set N ∂Ω (x). Call this endpoint the lower end of R x . Call another endpoint of R x the upper end of R x (the names "lower" and "upper" correspond to the positions of the endpoints of R x on the graph of y = d Ω (x)). Let y, z be upper and lower ends of the ray R, and let x = λy + (1 − λ)z where λ ∈ (0, 1). Then we say that the point x lies in the relative interior of the ray R.
Remark 7. If x ∈ Ω lies in the relative interior of a distance ray R x , then the ray R x is the unique distance ray that contains x, and the set N ∂Ω (x) consists of one point, see [EH87] . 
The set R is called ridge set of Ω. Note that if x ∈ R then either x is the upper end of some distance ray of Ω, or otherwise x lies at ∂Ω and there are no points y ∈ Ω such that x ∈ N ∂Ω (y).
Proposition 9.
Let Ω ⊂ R n be a bounded open set satisfying Condition 3 with radius r > 0. Let Ω r be the r-neighborhood of Ω. Then (a) γ R n \Ωr (x) ≥ r for all x ∈ R n \ Ω r , i.e., the set Ω r satisfies Condition 3 with radius r 2 . (b) For any y r ∈ ∂Ω r there exists a unique y ∈ ∂Ω such that |y r − y| = r, and |y r − x| > r for all x ∈ Ω\{y}. For any y ∈ ∂Ω there exists y r ∈ ∂Ω r such that |y − y r | = r. If ∂Ω is differentiable at y then y − y r is orthogonal to ∂Ω at y. If there exists a ball inside Ω touching ∂Ω at y, then ∂Ω is differentiable at y. In particular, ∂Ω r is everywhere differentiable.
(c) For any x ∈ Ω we have Proof. (a) Let x ∈ R n \ Ω r . Then dist(x, Ω) = R > r. Let y ∈ ∂Ω be a point such that | x − y |= R. Let y r be such point of the interval connecting x and y that | y − y r |= r. Then y r ∈ Ω r .
Consider first the case R ≥ 2r. Then dist(x, Ω r ) ≥ r. Since if this is not true then there exists such point z 1 ∈ Ω r that | x − z 1 |< r, and there exists z 2 ∈ Ω such that
Consider now the case r < R < 2r. Then by Condition 3 we have γ R n \Ω (x) ≥ 2r and so R = dist(x, Ω) < γ R n \Ω (x). Thus y is the unique point on ∂Ω such that | x − y |= dist(x, Ω). Let z = y + 2r
x−y |x−y| . Then from the condition 3 and [EH87] , Lemma 3.4, it follows that for anyx of the form tx + (1 − t)z where 0 < t < 1 the point y is the unique point on ∂Ω such that dist(x, ∂Ω) =|x −y |. Then for each such pointx, the point y r is the unique point on ∂Ω r such that dist(x, ∂Ω r ) =|x − y r |. For suppose on the contrary that there exists z 1 ∈ ∂Ω r such that z 1 = y r and |x − z 1 |≤|x − y r |. Then there exists z 2 ∈ ∂Ω such that | z 1 − z 2 |≤ r. Consider first the case z 2 = y. Then
a contradiction with the fact that y is the unique nearest tox point on ∂Ω. Consider now the case z 2 = y. Since the ball of radius R and centerx lies outside Ω and |z 1 − y| ≤ r, it follows that z 1 does not lie on the interval connectingx and y, and so |x − y |<|x − z 1 | + | z 1 − y |≤|x − y r | +r =|x − y |, a contradiction. So, y r is the unique nearest tox point on ∂Ω r for anyx on the interval connecting z and y r , so γ R n \Ωr (x) ≥| z − y r |= r.
(b) Let y r ∈ ∂Ω r . Then dist(y r , Ω) = r. Thus there exists y ∈ ∂Ω such that | y − y r |= r. By Condition 3 , γ R n \Ω (y r ) ≥ 2r > dist(y r , ∂Ω), and thus by [EH87] , Lemma 3.4, y is the unique point of ∂Ω nearest to y r .
Let y ∈ ∂Ω. Let y i ∈ R n \ Ω for i = 1, 2, ..., and let y i → y. By condition 3, γ R n \Ω (y i ) ≥ 2r, and by uppersemicontinuity of γ R n \Ω (·) we get γ R n \Ω (y) ≥ 2r. Thus we have shown that every point of ∂Ω has an exterior tangent ball of the radius 2r. So if a point y of ∂Ω has an interior tangent ball, then ∂Ω is differentiable at y.
Let y ∈ ∂Ω. Then, as we have shown, γ R n \Ω (y) ≥ 2r. Thus there exists a distance ray R y of the set R n \ Ω starting at y such that the length of R y is at least 2r. Let e be the unit vector in the direction of R y , let y r = y + re. Then N ∂Ω (y r ) = {y} by Remark 7. Since | y − y r |= r we get y r ∈ ∂Ω r .
We have shown that the interval connecting y and y r lies on the distance ray of the set R n \ Ω starting at y, and on distance ray of the set Ω r starting at y r . It follows that the vector y − y r is orthogonal to ∂Ω r at y r and also to ∂Ω at y if ∂Ω is differentiable at y.
(c) Let x ∈ Ω 0 , y ∈ ∂Ω, and |x − y| = dist(x, ∂Ω). Then, by (b),
Clearly, |x − y r | = |x − y| + r = d Ω (x) + r. Assume that there exists z r ∈ ∂Ω r such that
Let z be the point of intersection of ∂Ω with the interval connecting z r and x (such point exists since x ∈ Ω, z r / ∈ Ω). Then |z − z r | ≥ r and so
This contradicts the fact that z ∈ ∂Ω. Thus y r ∈ N ∂Ωr (x) and thus (22) is proved. It remains to prove the last assertion of the statement (c). Let x ∈ Ω r \Ω . Let y r ∈ N ∂Ωr (x). Let R yr be the ray orthogonal to ∂Ω r at y r and let y = R yr ∩ ∂Ω. Then by (b) we have the following: x ∈ R yr , x lies on the interval connecting y and y r , and |y − y r | = r = dist(y, ∂Ω r ). Then it follows from [EH87] , Lemma 3.4 that x / ∈ R r . Also, dist(x, ∂Ω r ) =| x − y r |< |y − y r | = r.
Let y ∈ N ∂Ω (x) and let y r = y + r y−x |y−x| . Then by (b),(c) we see that y r ∈ ∂Ω r , and |x − y r | = dist(x, ∂Ω) + r = dist(x, ∂Ω r ). Letx = y + (1 + ε)(x − y) where ε > 0 is small enough so thatx ∈ Ω. Since x ∈ R, it follows that dist(x, ∂Ω) < |x − y| = (1 + ε)dist(x, ∂Ω). Letỹ ∈ ∂Ω be such point that dist(x, ∂Ω) = |x −ỹ|, let y r =ỹ + rỹ
Let x ∈ R ∩ ∂Ω, i.e., there does not exist a ball inside Ω that touches ∂Ω at x. Let B r (y r ) be a ball of radius r and center at such point y r that B r (y r ) ∩ Ω = {x}, such ball exists by Condition 3. Then dist(y r , ∂Ω) = r, and by (b) x is the unique point of ∂Ω such that |x − y r | = r. Letx = y r + (1 + ε)(x − y r ) for ε ∈ (0, r 2 ). Given ε, there are two possibilities: eitherx ∈ Ω orx / ∈ Ω. Letx ∈ Ω. Then, since x ∈ R ∩ ∂Ω, dist(x, ∂Ω) < |x −x| = εr. Letỹ ∈ ∂Ω be such that |x −ỹ| = dist(x, ∂Ω), letỹ r =ỹ + rỹ
. Thenỹ r ∈ ∂Ω r and by (c) we get |x −ỹ r | = dist(x, ∂Ω) + r = dist(x, ∂Ω r ), and so dist(x, ∂Ω r ) < (ε + 1)r = |x − y r |, so
. Then, by (c), dist(x, ∂Ω r ) < r, but |x − y r | = (ε + 1)r, so y r / ∈ N ∂Ωr (x). Thus y r / ∈ N ∂Ωr (x) for any small ε > 0. This implies x ∈ R r . Thus R ⊂ R r . Now we show that R r ⊂ R. By (b), (c) we get R r ∩ (Ω r \ Ω) = ∅. It remains to consider x ∈ Ω ∩ R r . Let first x ∈ Ω ∩ R r . Let as above y ∈ N ∂Ω (x), y r = y + r y−x |y−x| ∈ N ∂Ωr (x),x = y + (1 + ε)(x − y) where ε > 0 is small. From x ∈ R r we conclude that dist(x, ∂Ω r ) < |x − y r | = (1 + ε)dist(x, ∂Ω) + r. Letỹ r ∈ ∂Ω r be such that |x −ỹ r | = dist(x, ∂Ω r ) and letỹ be the unique point of ∂Ω nearest toỹ r , then |ỹ −ỹ r | = r (uniqueness ofỹ follows from (b)). Then by (c), (b) the points x,ỹ,ỹ r lie on one distance ray and dist(x, ∂Ω) = |x −ỹ|, so dist(x, ∂Ω) = |x −ỹ| = |ỹ r −x| − |ỹ r − y| < |x − y r | − r = (1 + ε)dist(x, ∂Ω) = (1 + ε)|x − y| = |x − y| and sox ∈ R. The case of x ∈ ∂Ω ∩ R r is similar to the case above.
Remark 10. Examples of nonconvex polygons on a plane show that without assuming some condition of the type of Condition 3 the statements (b)-(d) of Proposition 9 are not true in general.
Proposition 11. Let Ω ∈ R n satisfy Condition 3 with radius r. Then
Proof. The assertion follows from inequality 4.8(8) of [Fed59] and Proposition 9 (d). Also, inequality (96) proved in Appendix A1 can be applied instead of 4.8(8) of [Fed59] .
Recall the following facts (see e.g. [GT83] , Lemma 14.16, 14.17). Let Ω ⊂ R n be an open bounded set with C 2 boundary ∂Ω. Let Ω r be, as above, r-neighborhood of Ω. Then ∂Ω r ∈ C 2 for small r. If y ∈ ∂Ω and if y r ∈ ∂Ω r is the unique point on ∂Ω r such that |y − y r | = r then the principal coordinate systems of ∂Ω at y and of ∂Ω r at y r are parallel. Denote by κ i and κ i,r , (i = 1, ...n − 1) the principal curvatures of ∂Ω at y and of ∂Ω r at y r respectively. We have
In the next two propositions we show similar facts for sets with nonsmooth boundaries satisfying Condition 3 and for Lipschitz families of such sets.
n be an open set satisfying Condition 3 with radius r 0 . Let 0 < r ≤ r 0 . Fix y ∈ ∂Ω. Let y r ∈ ∂Ω r be such point that |y − y r | = r. Then: a) Let ∂Ω be twice differentiable at y, i.e., in a suitable coordinate system in R n we have
. Then the point y r is unique given the point y, and in the coordinate system introduced above y r = (0, −r), Proof. a) Uniqueness of y r and the fact that y r = (0, −r) follow from smoothness of ∂Ω at y. So the interval connecting y and y r lies on x n -axis. By Propositions 9 and 11 the surface ∂Ω r is of class C 1,1 , and the interval connecting y and y r is orthogonal to ∂Ω r . So Ω r ∩ B δ 1 (y r ) = {x n > Ψ r (x ′ )} ∩ B δ 1 (y r ) for some δ 1 > 0, where Ψ r is a C 1,1 function. Let ε > 0. There exists σ > 0 such that
Since γ R n \Ω (y) ≥ 2r, the point y r lies in the relative interior of the distance ray R y of the set R n \ Ω. Then there exists σ 1 > 0 such that for any point x r ∈ ∩B σ 1 (y r ) we have N ∂Ω (x r ) ⊂ ∂Ω∩B σ (0). (Proof: suppose this is false, then there exist σ 1 > 0 and a sequence x k r → y r such that for x k ∈ N ∂Ω (x k r ) we get |x k − y| > σ 1 . Then, passing to a subsequence, we get x k → x where x ∈ ∂Ω and x = y. By continuity of distance function we get x ∈ N ∂Ω (y r ) and x = y. By Condition 3 y r lies in the relative interior of the distance ray R y of the set R n \ Ω. Thus y r has a unique nearest point on ∂Ω. A contradiction.). So
Let N ε be r-neighborhood of the set A ε . By Remark 4 we have
. Then (by [GT83] Lemma 14.16, 14.17), ∂N ε is the graph of a C ∞ function g ε , and
If σ 2 > 0 is small enough theñ
Thus if we choose σ 3 small, then we get by (24), (25)
Sending ε to 0 we conclude the proof. b) By Proposition 9 the condition γ Ω (y) > 0 implies that γ Ωr (y r ) > r. Now we can perform calculation similar to the proof of assertion a).
We need similar facts for families of sets. Let {Ω t } be a family of open sets in R n . Let (Ω t ) r be r-neighborhood of Ω t in R n . Define 
for small δ > 0 and
Then the point y r is unique given the point y, and in the coordinate system introduced above y r = (0, −r),
for sufficiently small δ 1 > 0, where
b) If Γ r is (2,1) differentiable at (y r , t 0 ) and γ Ωt 0 (y) > 0 then Γ is (2,1) differentiable at y and the functions ψ and ψ r have same expansions at (0, t 0 ) as in a).
Proof. The proof is similar to the one of Proposition 12. In particular, the sets A ε , N ε andÑ ε,δ are defined as following.
N ε is defined as following:
The rest of the argument does not change.
To derive further properties of the distance function of a set Ω satisfying the Condition 3, we need to integrate over such sets. To do this it is convenient to decompose the set by suitable subsets, and define a local coordinate system in each subset. The construction is carried out below and can be roughly described as following. The subsets are unions of distance rays passing through subsets of the boundary. The coordinate systems consist of variables x 1 , ..., x n−1 on the boundary, and the variable x n along the distance rays. However, since ∂Ω is not smooth enough, we have to use ∂Ω r . Now we turn to the construction.
By Proposition 11 the set Ω r for small enough r > 0 has C 1,1 boundary. Fix such r. We can choose sets U 1 , ..., U N , bounded and open in R n , so that ∂Ω r ⊂ ∪ N k=1 U k , and for each k = 1, ..., N in a suitable coordinate system in R n we have
is an open set, and Φ k is a C 1,1 function on R n−1 . We can also choose open sets U 0 and
.., N, be a smooth partition of unity on R n related to the sets U 0 , U 1 , ..., U N +1 , i.e.,
Then by our choice of U 0 and U N +1 we get
From that by explicit computation we get the following Lemma 14. Let the map G k :Ũ k × R 1 → R n be defined by (27) . Then the Jacobian JG k is a locally bounded measurable function. For
where κ r,1 , ..., κ r,n−1 are the principal curvatures of ∂Ω r at G k (x ′ , 0).
Denote by U k the sets
where γ Ωr : R n → R 1 is the ridge function (21) of the set Ω r . Note that γ Ωr (z) ≥ r for all z ∈ Ω r by Proposition 9 (c, d) .
The map G k is one-to-one on U k (by definition of γ Ωr and Lemma 3.4 of [EH87] ). In addition Ω\R ⊂ ∪ N k=1 G k (U k ), since every point of Ω r \R lies inside some distance ray. For each k = 1, ..., N define a function Ψ k : R n → R 1 by extending the functioñ Ψ k from the boundary inside Ω r as a constant along distance rays and defining Ψ k to be the 0 on the ridge of Ω r and outside Ω r , i.e.,
Note that y is uniquely defuned by z in the first case of (30). We have
We thus decomposed the set Ω r \ R by the sets G k (U k ) and defined a related partition of unity Ψ k . Note that in general the sets U k and G k (U k ) are neither open nor closed, and the functions Ψ k are discontinuous. In the next propositions we prove that these sets and functions are measurable.
Proposition 15. Define a functionγ r,k :
where cl(·) denotes closure of a set. Thenγ r,k is uppersemicontinuous (usc). The sets U k are L n measurable. The ridge set of Ω r has L n measure 0.
Proof. It is enough to show that for any sequence {x
Thus,γ r,k is usc.
). To prove that the ridge has L n measure 0, we note that G −1
We will use repeatedly the following fact:
Proof. We can assume that g ≡ 0 outside A.
, which is a measurable set since f is Lipschitz and m ≤ n (see [EGar92] , Lemma 2 of 3.3.1).
Proof. The functions G k are Lipschitz. Then by Lemma 16 it is enough to prove that functions
Consider the function Θ(
n−1 (X) = 0. Let Y be the union of distance rays passing through X, i.e.,
Proof. We can assume that X ⊂ G k (U k ) ∩ ∂Ω for some k, and then Y ⊂ G k (U k ). We also can assume that
If (32) is not true then we can replace X by X ∩ {x | γ Ω (x) > 0} and Y does not change.
Sinceγ
We also know that J n G k > 0 on the set U k . The map G k is one-to-one on U k , and so
where N(f, z) denotes the multiplicity function, which is the number of elements of f −1 (z). Then by area formula we obtain
where χ A (·) is the characteristic function of the set A, i.e., χ A (·) equals 1 on A and 0 outside A. By Lemma 14 the Jacobian J n G k is a locally bounded measurable function. Let x ′ ∈Ũ k be such point that the surface ∂Ω r is twice differentiable at the point G k (x ′ , 0). By Lemma 14 the Jacobian J n G k is defined by the expression (28) at (x ′ , x n ) for every x n ∈ R 1 . The principal curvatures of ∂Ω r at the point G k (x ′ , 0) satisfy
by definition ofγ r,k (·), and by Condition 3. We also havẽ
Let m ≤ n be such that − 1 r ≤ κ r,1 , ..., κ r,m < 0 and κ r,m+1 , ..., κ r,n−1 ≥ 0. Then for x n ∈ (r,γ r,k (x ′ )) we calculate using (34), (35):
where C depends on r, n and diam(Ω). By Lemma 14 the inequalities (36) hold for a.e.
So using the fact that the relation Y ⊂ Ω implies χ Y (G k (x ′ , x n )) = 0 for x n < r, we get from (33), (35), (36) and (37) using area formula:
where we have used the fact that N(G k , z) = 1 for z ∈ X (which follows from (32) and Proposition 9 (b,c) ).
Remark 19. Without assuming a condition of the type of Condition 3 the assertion of Proposition 18 is not true. For example consider a nonconvex polygon in R
2 and take X to be one point, a vertex of a re-enterant corner.
Remark 20. Note that it follows from the proof above that
The following proposition describes the structure of the boundary of a set that satisfies Condition 3.
Proposition 21. Let Ω be a bounded set. Let Ω satisfy the condition 3 with radius r 0 . Then ∂Ω is (H n−1 , n − 1) rectifiable subset of R n . In addition, ∂Ω is twice differentiable H n−1 a.e. on the set
Proof. Let r > 0 be such number that ∂Ω r is C 1,1 . Existence of such r follows from Proposition 11. It follows from Proposition 9 b) that the nearest point projection mapping P : Ω r → Ω is well-defined and onto. Moreover, by inequality 4.8(8) of [Fed59] (or by inequality (95) proved in Appendix A below) the map P is Lipschitz. Since ∂Ω r is C 1,1 , we get that ∂Ω is (H n−1 , n − 1) rectifiable. By Proposition 9 every point of the set B has a unique nearest point on ∂Ω r . Since ∂Ω r is C 1,1 , it follows that ∂Ω r is twice differentiable H n−1 a.e. Since the map P is Lipschitz it follows that for H n−1 a.e. y ∈ B the surface ∂Ω r is twice differentiable at the corresponding point y r . Applying Proposition 12 b), we conclude the proof. We need an analogue of the Proposition 21 for a Lipschitz family {Ω t } of sets that satisfy Condition 3 with a radius r 0 independent of t. Let E, Γ be defined by (5). Let E r , Γ r be defined by (26). Denote 
Let y ∈ N ∂Ωr 0 (x), where Ω r 0 is r 0 -neighborhood of Ω. Then by Proposition 9(c),
Then we have
Now we prove Proposition 23. The function D(x, t) defined in (39) is Lipschitz since {Ω t } is a Lipschitz family of sets. By Proposition 9 the set (Ω t ) r 0 satisfies Condition 3 with radius r 0 2 , and
Then by Lemma 24 the function D(x, t) − C|x| 2 on the set E r 0 is concave in x for every t. Now by Theorem 1 of Appendix 2 of [Kry87] the function D(x, t) is (2,1) differentiable at L n+1 a.e. point of E r 0 . It follows from Proposition 13 that if D(·) is (2,1) differentiable at a point (x 0 , t 0 ) ∈ E, then Γ is (2,1) differentiable at (y, t 0 ), where y ∈ N ∂Ωt 0 (x 0 ). Note that x 0 lies in the relative interior of its distance ray if d Ωt 0 is twice x-differentiable at x 0 . The Proposition is proved.
Properties of mass transport density.
Let Ω be a bounded set that satisfies the condition 3 with radius r 0 . Let t > 0. Define a function a = a Ω,t : R n → R 1 as following. Let x ∈ ∂Ω be such a point that the surface ∂Ω is twice differentiable at x and let κ 1 , ..., κ n−1 be the principal curvatures of ∂Ω at x. Introduce the coordinate s on the distance ray R x by s(z) = |z − x| for z ∈ R x . Then s changes in the interval (0, γ(x)). Define the function a on R x as the following:
By Corollary 22 the function a is now defined a.e. in Ω. Define a ≡ 0 on R n \Ω. Now a is defined a.e. in R n .
Definition 25. The function a(·) = a Ω,t (·) is called mass transport density.
Define the function V : ∂Ω → R at the point of twice differentiability of ∂Ω as following.
Proposition 26. Let Ω ∈ R n be a bounded open set that satisfies Condition 3 with radius r 0 . Then there exists a constant C depending only on r 0 , n, diam Ω such that the following is true. Let x ∈ ∂Ω be such point that ∂Ω be twice differentiable at x. Then the mass transport density on the distance ray R x , defined by (40) for
s) exists and is continuous for s ∈ (0, γ(x)). (b) a(s) satisfies the equation
, the boundary conditions a(0) = 0, a(γ(x)) = 0, and a(s) > 0 on (0, γ(x)).
(c) For s ∈ (0, γ(x)) the inequalities hold
Proof. (a) Existence and continuity of a ′ (s) on (0, γ(x)) are checked explicitly. The bound |a(s)| ≤ C will follow from (c). 
and so
where
. So
If κ i ≥ 0 then for s * ∈ (s, γ) we have 0 ≤ sκ i < s * κ i < 1, and so
If κ i < 0 then it follows from the Condition 3 that |κ i | ≤ C, and so
It remains to estimateṼ (s) for s ∈ [0, γ].
So, ta(s) ≤ Cdiam Ω (γ − s), and, since t > 0,
To estimate a(s) near s = 0, we compute using (42)
we get
and since
So |ta(s)| ≤ Cγs, and, since t > 0, we get
, then s ≥ γ − s, and from (43)
. It remains to prove that
If κ i ≥ 0 then 0 ≤ κ i γ ≤ 1, and since γ > s we get:
Now (44) follows from (c).
Mass balance equation
Let {Ω t } be a Lipschitz family of open sets satisfying Condition 3 with radius r 0 > 0. Let {Ω t } satisfy equation (15) on the time-interval [a, b] in the sense described in Theorem 5. Let the function w(x, t) be defined by (13). Let a(x, t) be the function a Ωt,t (x) from Definition 25.
The purpose of this section is to show that for a.e. t ∈ [a, b]
, where w t denotes ∂ t w. Thus we show that the function a(·, t) satisfies (18) for a.e t.
It follows from Proposition 23 that for a. e. t the following is true: L n a. e. point x ∈ Ω t lies in the relative interior of the distance ray that intersects ∂Ω t at such point y ∈ ∂Ω t that the surface Γ is (2,1) differentiable at (y, t), where Γ is defined by (5). Fix such t. For the rest of this section we drop t in the notation, i.e., we write Ω, a(x), w(x), w t (x) for Ω t , a(x, t), w(x, t), w t (x, t).
We use same notation a(·) for both mass transport density a(x), a function defined on R n , and for mass transport density on a ray R x , the function a(s) defined on [0, γ(x)].
Denote byΓ the subset of ∂Ω that consists of all points at which the surface Γ is (2, 1)-differentiable. By choice of t and Proposition 21 we get
where the set B is defined by (38) . From definition of B it follows that no distance rays of Ω have their lower ends in the subset ∂Ω \ B of the boundary. Denote by R(Γ) the union of all distance rays that have lower ends inΓ, i.e., R(Γ) = ∪ x∈Γ R x . Then it follows from Proposition 18 and Remark 20 that
Let V (·) be the function (41). It follows from (46) that at a. e. point x of Ω the function w t (x) is given by the expression 1 t V (y) where y ∈ N ∂Ω (x). In the next proposition we prove that w t is measurable.
We continue to use local coordinate systems on Ω r , described in Section 3 and notation introduced there, in particular sets U k , partition of unity Ψ k and coordinate mappings G k defined by (29), (30) and (27) respectively. Proposition 27. a) For k = 1, ..., n there exists a bounded L n measurable function
b) The function w t is L n measurable and for any bounded measurable function ϕ :
Proof. a) ∂Ω r is a C 1,1 manifold, and so the second fundamental form of ∂Ω r is defined as a differential form with L ∞ coefficients. At all points where ∂Ω r is twice differentiable the principal curvatures of ∂Ω r are the roots of the characteristic polynomial of the second fundamental form. To write this in coordinates, we recall that
such that at the points where D 2 Φ k exists,
Note that the coefficients of the polynomial P x ′ (·) are measurable functions of x ′ since they are compositions of polynomials and measurable functions u ij (x ′ ). The eigenvalues of the matrix [u ij (x ′ )] n i,j=1 are principal curvatures of ∂Ω r at the points of twice differentiability of Φ k . Let x ′ be such a point, let κ r,1 , ..., κ r,n−1 be principal curvatures of ∂Ω r in G k (x ′ , 0), and let m be such number that κ r,i = 0 for i = 1, ..., m and κ r,i = 0 for i = m + 1, ..., n − 1. Then P x ′ (s) = n−1 i=1 (κ r,i − s), and so
For any
If the surface ∂Ω is twice differentiable at the point y = G k (x ′ , r), then, by Proposition 12, the surface ∂Ω r is twice differentiable at the point y r = G k (x ′ , 0), and, denoting by {κ i } n i=1 and {κ r,i } n i=1 the principal curvatures of ∂Ω at y and of ∂Ω r at y r , we get
Then, assuming as before that κ 1 , ..., κ m = 0 and κ m+1 , ..., κ n−1 = 0, we get if m = 0
If m = 0 (i.e., all κ r,i ≡ 0), then
Now we see that at all x ′ as above, the function V defined in (41) can be expressed at the point
since, by Proposition 9, γ Ωr (z) = γ(z) Ω + r for z ∈ Ω.
Define a function η = η(x ′ , x n ) onŨ k × R 1 by the right-hand side of (49). This function η is L n -measurable: η does not depend on x n , the coefficients of the polynomial P x ′ (·) are measurable functions of x ′ and by Proposition 15, the functionsγ r,k are measurable functions of x ′ .
Then it follows from Proposition 15 that the function
satisfies all properties asserted in (a) (note that the right-hand side of (47) is bounded by diam Ω). By Lemma 16 the function
and
and so w t is measurable. Since map G k is one-to-one and Lipschitz on U k , and since U k is measurable, we get by Theorem 3.2.5 of [Fed69] and Lemma 16 that for every bounded measurable function ϕ
Now (48) follows from (51), (50).
Corollary 28. The function w t − w t is measurable, and for each
Proof. We have
, the integrand on the right-hand side of (52) is measurable by Propositions 27 and 18. It is also clear that the integrand on the right-hand side is bounded. Then from Proposition 27 (b) and area formula, we get
This formula is true for each ϕ ∈ C ∞ , and, by approximation, for every bounded measurable ϕ. Now (46) implies (52). Now we prove that the mass transport density a(·) is measurable. The proof is similar to the proof of Proposition 27.
is given by expression (40), where the curvatures are computed at the point G k (x ′ , r). Calculations similar to those in Proposition 27 show that this expression can be rewritten using the characteristic polynomial P x ′ (·) of the matrix D 2 Φ k (x ′ ) as following:
is defined by the above formula at a.e. point of U k , and is L n -measurable function of variables x ′ , s on U k since it is a rational function of variables s andγ k,r (x ′ ) with measurable coefficients andγ k,r (x ′ ) is L n−1 measurable function of x ′ . By Lemma 16, the function a(·) is measurable.
Proof of (45). We will transform the right-hand side of (52). From (30) we get
Then for k = 1, ..., N, using definitions of w, v k , Ψ k we compute
, and so
By Proposition 12, ∂Ω r is twice differentiable at G k (x ′ , 0). Let κ 1 , ..., κ n−1 be principal curvatures of ∂Ω at G k (x ′ , r), and κ r,1 , ..., κ r,n−1 be principal curvatures of ∂Ω r at
Then the mass transport density on the ray R y satisfies ODE from Proposition 26(b). Thus we get for s ∈ [r,γ r,k (x
By Proposition 26,
Proof of Theorem 5
To conclude the proof of Theorem 5 we need to demonstrate the following. Let, as above, w(x) = d Ω (x), and let v ∈ W 1,∞ (R n ) satisfy |Dv| ≤ 1 a.e. Then
We show that this follows from (45). By approximation, (45) is true for Lipschitz ϕ. Let ϕ = w − v. Then by (45) that it is enough to prove that
But, since a ≥ 0 in R n and a ≡ 0 outside Ω 0 and on R, and |Dw| ≡ 1 on Ω\R,
Theorem 5 is proved.
Proof of Theorem 6
The proof of Theorem 6 is similar to the proof Theorem 5. We give a formal calculation. Each step can be justified the same way as in the proof of Theorem 5.
Fix t ∈ [a, b]. Define Define the mass transport density a(·).
Thus we have proved that the mass balance equation is satisfied. This implies Theorem 6.
Compression molding model
Compression molding is the process of deformation of an incompressible plastic material between two horizontal plates. The following simplified mathematical model of the process was derived by G. Aronsson [Ar95] based on Hele-Show model for nonNewtonian fluid. Suppose that the distance between the horizontal plates is small. Then we can assume that the region occupied by plastic at each time t has the form
where Ω t ⊂ R 2 , and that the pressure in plastic does not depend on the vertical coordinate, i.e., pressure is the function u(x, t) where x ∈ Ω t . Evolution of rescaled Ω t and u(x, t) is described by the following free boundary problem. Given an open set Ω 0 ∈ R 2 find an expanding family of open sets Ω t ∈ R 2 , t ≥ 0, and a function u(x, t) defined on ∪ t (Ω t × {t}) such that
where Γ t = ∂Ω t , V denotes the outer normal velocity of Γ t . Condition (62) means that the free boundary Γ t moves with the velocity of the flow.
In the paper [AE] the asymptotic limit as p → ∞ in the problem (60) -(62) was considered. This limit corresponds to the case of highly non-Newtonian fluid.
It was shown in [AE] that formally sending to a limit in (60) -(62) one obtains the following problem. Find a family {Ω t } of open subsets of R 2 , a function u(x, t), and a mass transport density function a(x, t) satisfying:
where the last equation is understood in the weak sense, and
where V is the outer normal velocity of Γ t .
It was shown in [AE] that solutions of (63), (64) have the form
where the right-hand side is defined by (1), and that formally the problem (63) -(64) can be rewritten as following. Find {Ω t } such that
where χ Ωt (·) is the indicator function of Ω t that equals 1 inside and 0 outside Ω t . Existence of a weak solution of (65) -(66) was proved in [AE] . Namely, there exists a family {Ω t } of sets of finite perimeter such that ∂ t w is a nonnegative Radon measure and
for every v with |Dv| ≤ 1, for a.e. t.
The following law of motion of the free boundary Γ t was derived in [AE] by a formal calculation:
The equation (69) was derived as following. Starting from (63), we perform calculations similar to the ones that lead from (18) to (20). Thus we deduce that equation (63) can be formally rewritten on each distance ray R x , where x ∈ Γ t , as ODE
By the nature of mass transfer process in the compression molding model (i.e., mass transfer from within the set onto the boundary), we expect that the mass transport density equals to zero on the ridge of Ω t and equals to the outer normal velocity at the boundary. This translates into the following boundary conditions for the ODE (70) on R x :
The function a(·) and the constant V can be found from (70), (71). V has the expression (69).
In this section we prove the connection between the variational equation (66) and the geometric equation (69).
Let E, Γ be defined by (5). Proof. The proof goes along the lines of the proof of Theorem 5. We will sketch the proof and present some details for the parts that are different from the proof of Theorem 5.
The main steps of the proof are following: Step 1. Definition and properties of mass transport density.
Step 2. Show that the main mass balance equation is satisfied.
Step 3. Show that the assertion of the Theorem follows from the main mass balance equation.
We discuss each step.
Step 1. Let (x, t) be a point of (2, 1) differentiability of the surface Γ in R 2 × R 1 . Define mass transport density a(y, t) = a(s) on the distance ray R x of Ω t as the solution of (70), (71). Do this for every such point (x, t). It follows from the hypothesis of the Theorem and from Proposition 23 that a(y, t) is now defined at L 3 a.e. point of the set E = ∪ t (Ω t × {t}) ⊂ R 2 × R 
To see this, we note that from the conditions of the Theorem and (69) it follows that , we get the estimate
and the first inequality of (73) follows. To prove the second, we calculate using (71)
and use (74) and the inequality
to finish the proof of (73).
Step 2. The purpose of this step is to prove that for any smooth function
This is main mass balance equation for compression molding model. The proof follows Section 5. Fix t. We use local coordinate systems on (Ω t ) r where 0 < r ≤ r 0 , defined in Section 3 and notation introduced there, in particular setsŨ k , U k , partition of unity Ψ k , coordinate mappings G k and functionsγ r,k defined by (29), (30), (27) and (31) respectively (k=1,...,N).
We use notation E r , Γ r introduced in (26). From Proposition 9 it follows that for r ∈ [0, r 0 ]
The function
is Lipschitz since {Ω t } is a Lipschitz family of sets. Then by Proposition 3.2.15 of [Fed69] , for a.e. r ∈ [0,
In addition, by Lemma 24, the function (
2 , where C is large enough depending on r 0 , is concave in x for every t in the set E r 0 . Then it follows from Theorem 1 of Appendix 2 of [Kry87] and Propositions 23(b) and 11 that for a.e. r ∈ [0, r 0 ] surf ace Γ r is (2, 1) dif f erentiable at H 2 a.e. point;
Function (x, t) → γ Ωt (x) is uppersemicontinuous since the family of sets {Ω t } is Lipschitz. Then similar to Propositions 27, 29 and Corollary 28 we prove that the mass transport density a(y, t) defined at Step 1 is Lebesgue measurable in R 2 × R 1 + . In the proof we use (78) (i.e., we choose such r in the definition of local coordinate systems that (78) is satisfied).
It follows from Proposition 23 that for a.e. t we have the following: a.e. point x ∈ Ω t lies in the relative interior of the distance ray of the set Ω t that intersects ∂Ω t at a point of (2,1) differentiability of the surface Γ. Fix such t. Let r ∈ (0, r 0 ]. Let y ∈ ∂Ω t be a point of (2,1) differentiability of Γ. Let κ t be the curvature of ∂Ω t at y, let denote κ t r be the curvature of ∂(Ω t ) r at the unique point y ∈ ∂(Ω t ) r nearest to x, then
We calculate using properties of the function a on the rays proved in the Step 1, equation (70), and Lemma 14 with n = 2:
In the last expression we integrate by parts and use (56), (71) and (58). Then we get
is the nearest point projection mapping. By Proposition 9 b) the mapping P t r is well-defined and onto.
By Proposition 13, if Γ r is (2,1) differentiable at y ∈∂(Ω t ) r , then Γ is (2,1) differentiable at y ′ = P t r (y) and
Thus we have showed that for a.e. t ∈ [0, T ], every r ∈ (0, r 0 ] the equality holds
In the next lemma we show that in the first integral at the right-hand side of (81) we can integrate over the whole boundary ∂(Ω t ) r . Thus we have (82) in this case. Case 2.There exists z ∈ ∂(Ω t ) r , z = y, such that y ′ = P t r (z), and B r (y) ∩ B r (z) = ∅.
Then, denoting w the point y+z 2
, we get
We have
Thus w ∈ R 2 \ Ω t , and y ′ is the point of ∂Ω t nearest to w. Denote
Then, by Condition 3, we get the following:
v / ∈ Ω t , y ′ is the unique point of ∂Ω t nearest to v.
Thus we proved that v ∈ ∂(Ω t ) r . The points y and z divide the circle ∂B r (y ′ ) on two arcs, and the point v is the middle point of one of these arcs. Denote this arc C 1 . Repeating the above argument inductively and using continuity of distance function, we prove that
But then κ t r (y) = 1 r .
Thus we have (82) in the Case 2. Case 3.There exists z ∈ ∂(Ω t ) r , z = y, such that y ′ = P t r (z), and
Since {Ω t } is an expanding family of sets, we have
then the same is true for all τ ∈ [τ * , t], and (83) implies that
The remaining case is
Introduce a coordinate system (x 1 , x 2 ) on R 2 in which
Then z = (0, −r). Since {Ω t } is a continuous expanding family of sets, the function
is continuous and nonincreasing, and
Let w τ ∈ N ∂Ωτ (y ′ ). Then by (83)
In particular,
By Condition 3 we get
By (86), (87) we see that there exists a sequence τ j → t such that v τ j → p, where p is either (−r, 0) or (r, 0).
Then by (88) and continuity of the family {Ω t } we conclude
Then y ′ = (0, 0) is the point of ∂Ω t nearest to the point (r, 0). Thus
But y = (0, r), and thus B r (y) ∩ B r (r, 0) = ∅. Thus the points y and (r, 0) satisfy the conditions of Case 2. Thus we get defined on Γ r i is H 2 measurable. Now we can integrate (81) by t and use Lemma 31 to get
It follows that the first integral at the right-hand side does not depend on r i . Thus it is enough to compute the limit as i → ∞. We will prove the following:
We first prove that such equality is true if the boundary satisfies additional regularity assumptions. 
Proof. Let the set E be defined by (5). Then by (76) E has locally finite perimeter. By (77)
where ∂ * E is the reduced boundary of E. Let Φ : R 2 × R 1 → R 2 × R 1 be defined by Φ(x, t) = (0, ..., 0, ϕ(x, t))
Let ν E (x, t) be the measure-theoretical outer normal to Γ at (x, t) ∈ Γ. Then by Green-Gauss theorem for sets with finite perimeter ([EGar92], section 5.8)
, where x 3 = t.
At every point (x, t) of differentiability of Γ we have ν E (x, t) = −D (x,t) d s E (x, t), where d s E is the signed distance to the boundary of the set E in the (x, t)-space. Thus we get
Let f : Γ → R 1 be the mapping defined by f (x, t) = t Then f is Lipschitz, and f and Γ are differentiable at H 2 a.e. point (x, t) ∈ Γ. At such point (x, t) the gradient of f is a linear mapping Df (x, t) : T x,t Γ → R 1 , where T x,t Γ is the tangent to Γ at (x, t) space. Let e 1 , e 2 be such orthonormal basis in R 2 that e 2 is the inner normal to ∂Ω t at x. Let τ be the unit vector in the t-direction. Then the vectors e 1 ,ẽ 2 = −∂ t d s E (x, t)e 2 + |D x d s E (x, t)|τ form an orthonormal basis in T x,t Γ. We calculate:
Df (x, t)e 1 = 0, Df (x, t)ẽ 2 = |D x d Also, the following relation holds:
Now, applying formula 3.2.22 of [Fed69] (which is applicable by (76)), we get:
The lemma is proved.
Now we can prove (90). Each {(Ω t ) r i } satisfies (76) -(78). Thus we have
where V r i is velocity of (Ω t ) r i . It follows from Proposition 21 that L 3 (Γ) = 0, and thus χ (Ωt)r i (x) → χ Ωt (x) for a.e. (x, t) ∈ R n × (0, T ).
Then by Dominated Convergence Theorem the right-hand side of (92) converges to the right-hand side of (90) as i → ∞. Thus it remains to prove that the left-hand side of (92) and the left-hand side of (90) converge to the same limit. Let P 1 r
. Using the fact that P t r,r i → P t r as r i → 0 and Dominated Convergence Theorem we see that I 1,i → 0. We also have |I 2,i | < C. Thus the expression (93) converges to zero. Thus (90) is proved.
The equalities (89) and (90) imply (75).
Step 3. The family {Ω t } is expanding. Thus the left-hand side of (90) Appendix A. Appendix
Let Ω be an open set. We write d(x) for d Ω (x) below. The purpose of this section is to prove that the gradient of d Ω is locally Lipschitz at x ∈ Ω \ R and give an estimate of the Lipschitz constant in the terms of the distance between x and endpoints of the distance ray R x .
Proposition 33 should be compared with Proposition 4.1 of [EGan] and with inequality 4.8(8) of [Fed59] .
In the inequality (95) below the only assumption regarding the point x 1 is that it is close enough to x. In particular it is possible that x 1 ∈ R. In the inequality 4.8(8) of [Fed59] the conditions on x and x 1 are symmetric and exclude the possibility that x 1 ∈ R.
Proposition 33 improves the estimates of Proposition 4.1 of [EGan] in the following. Two quantities are estimated explicitly in Proposition 33: the local Lipschitz constant of Dd(·) at x and the size of the neighborhood of x in which the estimates (95) and (96) hold.
Proposition 33. There exist constants C and M depending only on n such that the following is true. Let Ω ∈ R
n be an open set. Let ε > 0, x ∈ Ω\R, and let In the calculations below C will denote different constants depending only on n. We assume that (thus e n is the unit vector along the ray R x ), let e 1 , ..., e n−1 , e n be an orthonormal basis in R n . Then in these coordinates Indeed, the first inequality is true since x 1 ∈ B ε (x). To prove the second inequality of (103) we use (101) and (99) to get 
