Abstract. We give a solution of the blow-up problem for equation u = e u , with data close to constants, in any n umber of space dimensions: there exists a blow-up surface, near which the solution has logarithmic behavior; its smoothness is estimated in terms of the smoothness of the data. More precisely, w e prove that for any solution of u = e u with Cauchy data on t = 1 close to (ln 2; 2) in H s (R n ) H s 1 (R n ), s is a large enough integer, must blow-up on a space like h ypersurface dened by an equation t = (x) with 2 H s 146 9[n=2] (R n ). Furthermore, the solution has an asymptotic expansion ln(2=T 2 ) + P j;k u jk (x)T j+k (ln T) k , where T = t (x), valid upto order s 151 10[n=2]. Logarithmic terms are absent if and only if the blowup surface has vanishing scalar curvature. The blow-up time can be identied with the inmum of the function . Although attention is focused on one equation, the strategy is quite general; it consists in applying the Nash-Moser IFT to a map from \singularity data" to Cauchy data.
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Introduction
The problem of describing the solutions of nonlinear evolution equations near the time when they become innite has received intense attention in the last few years. For nonlinear hyperbolic equations, this question is particularly interesting because the simplest examples of such singularities do not occur on surfaces which are characteristic for the linear part. In fact, these singularities have remained beyond the reach of the standard methods for studying propagation of singularities. They are also not accessible to the theory of shock w a v es, which corresponds (for rst-order systems) to the spontaneous formation of nite discontinuities.
A general scenario which w ould both describe the formation of such strong singularities and bring this phenomenon within the reach of microlocal methods has been proposed and rened in a series of papers which show h o w t o construct large classes of singular solutions with a prescribed blow-up surface. The present paper shows that this scenario is the correct one by showing, conversely, h o w to produce the blow-up surface corresponding to a given set of Cauchy data. In this sense, this approach gives, whenever applicable, a detailed description of the solutions near blow-up singularities. It turns out that these solutions can be continued in a meaningful way b e y ond the singularity surface.
The present paper limits itself to one example, the equation u = e u ; which in our earlier papers was the simplest equation for this ty p e o f i n v estigation, because it leads to the minimal amount of computation. The method is however quite robust, and application to other examples such as polynomial nonlinearities will be given elsewhere. We consider solutions dened in R n R, where n 1, which are close to the reference solution ln(2=t 2 ] is bounded n e ar : = f t = ( x ) g . In fact, the dierence i s i n H r 4 and is dened o n b oth sides of .
In other words, blow-up occurs along a hypersurface (close to t = 0 in this case), the regularity of which is estimated in terms of the regularity of the data.
Note also that we are giving the Cauchy data for t = 1 and solving backwards in time, for convenience. The solution continues beyond the blow-up time for t 1 = 2 at least, as will be clear from the proof.
The rest of the paper is essentially devoted to the proof of Theorem 1.
What is known?
For a more thorough discussion of blow-up and more complete references, see the monographs by Strauss [21] , John [12] , H ormander [9] , Alinhac's notes [3] and Zuily [22] . The last two references discuss very recent w ork (up to 1994); see also [16] . These papers also give references on the complementary issue of global existence.
F. John [10] proved that all solutions of u = u 2 with compactly supported data in three space dimensions must become singular in nite time. There are related results for other power nonlinearities and other dimensions which can be found in [21] . Yet, the solution 6=(t + 1 ) 2 is free of singularities for all positive time. Several other results for powers nonlinearities can be found in [21] .
Caarelli and Friedman [4] showed that under appropriate restrictions on the data, in 1, 2 or 3 space dimensions, there exists a C 1 space-like blow-up surface on which the solution becomes innite. Thus, u is nite if and only if t < ( x ). For the solutions considered in this paper, we prove that the blow-up surface is more regular if the data are. Several authors (see [9, 11, 12, 21] and their references) focused on the estimation of the blow-up time, which is the time of the rst singularity. This time is equal to the inmum of the function dening the blow-up surface:
Two lines of thought led to precise estimates of the asymptotics of T in the limit of small data. First, John, (with renements by H ormander) proved that for a class of quasi-linear equations, the blow-up time could be computed explicitly in the limit of small data (in three dimensions), and that indeed it becomes innite when the equation satises the null condition. On the other hand (Lindblad [18] ), for the semi-linear equation, u = u 2 , if data are proportional to ", then T " 2 ; furthermore, one can dene a rescaling of the solution which converges as " ! 0, and solves a limiting equation which can be written down explicitly. In such a limit of course, the singular set is rejected at future innity.
As explained for instance in [9] , these methods generalize the argument leading to the universality of the equation u t + uu x = 0 as a model for shock wave formation. A dierent light on some of these results was shed by the work of Alinhac [2] , see below. Some results on the classication of possible singularities are due to Caisch et al., see [5] . Littman and the author have proved on the other hand, in [13] and [14] , that one can, for all the semi-linear equations considered in these works, construct solutions with a prescribed analytic blow-up set. This rested on a Cauchy-Kowalewska theorem for a \generalized Fuchsian system." This system is not symmetric, and so it is not immediately clear that there are solutions for non-analytic blow-up surfaces. However, in [15] , a general existence result for Fuchsian hyperbolic systems in Sobolev spaces was presented, and as an application, the existence of solutions with prescribed H s blow-up surfaces was obtained for s large. The results in the analytic case had another application:
it proved the convergence of the WTC (or generalized Painlev e) expansions of the theory of solitons, introduced in 1983 by W eiss, Tabor and Carnevale, and, since then, extensively studied at the formal level. The structure of these expansions was further analyzed in [17] , with several applications not relevant to the present paper. As far as blow-up was concerned, these results suggested that the singularity could be eliminated by i n troducing a new unknown, which can be thought of as the \regular part" of the solution. This regular part w is now nite on the blow-up surface; furthermore, it solves a characteristic initial-value problem where the blow-up surface is characteristic. The value w (0) of w on the blow-up surface can be prescribed arbitrarily. For example, for u = e u , these singular solutions are such that e u is continuous across the blow-up surface. Even more, if the blow-up surface has vanishing scalar curvature, our solutions are even such that e u is analytic.
The main technical tool is the analysis of nonlinear Fuchsian PDE. For references to the extensive literature on Fuchsian equations, we refer to [15] .
In this perspective, it is more natural to label the solution by a pair of \singularity data," namely the function of which the blow-up surface is the graph, and the value of the regular part w on the blow-up surface.
The next step in this approach i s t o s h o w that one can compute singularity data from Cauchy data. This is what the present paper accomplishes for exponential nonlinearities.
The present approach, although applied to semi-linear equations only, has parallels for quasi-linear equations, which h a v e been proposed independently by Alinhac and Caisch et al. [2, 5] . These papers propose to analyze the onset of shock w a v es by i n troducing uniformizing changes of variables, and are, when successful, capable of providing a detailed picture of singularity formation in the quasi-linear case.
Thus, in these papers as in the present one, the singularity is removed by a n appropriate change of variables leading to a degenerate initial-value problem. The situation is quite comparable to that of a Puiseux expansion, which i s obtained from a perfectly regular function by inserting a singular change of variables. We know that Puiseux expansions have been generalized into series solutions for nonlinear Fuchsian ODEs of rst order (Briot-Bouquet), and of second order and rst degree (Painlev e et al.), which g a v e birth to a large body of results which is still growing. Formal extensions to PDEs have appeared in the theory of solitons, prompting a revival of these techniques. We can now show that these expansion techniques are not limited to ODEs, but actually provide very precise models for general types of singularity formation.
1.2. Background. The present paper is the fth of a series [13, 14, 15, 17] .
We recall here the results of the previous four parts, mostly as they apply to the equation u = e u . The reader is referred to these papers for more general equations.
This series places itself as a natural continuation and extension to PDE of well-known work of Briot and Bouquet, Painlev e and his school,..., as recalled above.
In [13] , singular solutions which are analytic except for a blow-up singularity on an analytic spacelike h ypersurface with zero scalar curvature were constructed. For such solutions, e u is analytic through the blow-up surface.
This argument suces to prove the convergence of the WTC expansions.
In [14] , the curvature condition was removed, at the expense of allowing logarithmic terms in the expansion of the singular solution near the blow-up surface.
In [15] , the analyticity assumption was replaced by a Sobolev smoothness condition. One of the diculties one has to deal with in this case is that the Fuchsian system used in [14] is not in \symmetric form," and has to be replaced by another one obtained by expanding the components of the unknown to different orders before energy estimates can be used. Other technical diculties must also be overcome. The correct system is recalled in x3.
In [17] , the structure of the singular expansion was studied in more detail, and was shown to be conveniently studied using a particular representation of sl (2) related to the invariant theory of binary forms.
The proof of Th. 1 being quite technical, we present a n o v erview rst, concluded by a statement of the main result, and then present the ve steps of the proof in order.
2. Overview of the argument 2.1. Motivation. Stated briey, the argument consists in establishing, via an inverse function theorem, a correspondence between the Cauchy data and a pair of \singularity data" which completely describe the blow-up.
More precisely, let us consider a solution of u = e u which becomes singular for t = (x). We rst label the solution in two w a ys: rst by a pair of Cauchy data on t = 1; second by a pair of \singularity data" (w (0) ; ). To dene the function w (0) entering in the singularity data, we i n troduce coordinates (X;T) by T = t (x), X i = x i , and dene in Eq. (4) It is usually convenient to use the same letter to denote a function in the (x; t) or the (X;T) coordinates. Whenever this may lead to confusion, we distinguish them by using tildes in the (x; t) coordinates: u(X;T) = u ( x; t).
The same convention applies to other functions. Now u and w can be thought of as the rst components of suitable rst-order systems for vector-valued unknownsũ andw respectively. These systems are discussed in x3. The system forũ is the usual symmetric-hyperbolic system associated with u = e u in the coordinates (X;T). The system forw is a Fuchsian system, to which the existence theorem of [15] applies. This means that given the singularity data (w (0) ; ), we construct a singular solution, and then read o its Cauchy data (u 0 ; u 1 ). Note that w is, as a function of (X;T;T ln T), as smooth as the data permit, even on the blow-up surface.
We write K(w
; ) = ( u 0 ; u 1 ).
We wish now t o invert this process, constructing singularity data from Cauchy data. It will follow from Eq. (4) that blow-up takes place precisely on t = (x), and, using the Taylor expansion of w, the existence of the rst few terms of an asymptotic expansion of the solution near the blow-up surface will follow.
We a c hieve this for data close to the reference solution u(x; t) = l n (2=t 2 ), which means that Cauchy data on t = 1 are close to (ln 2; 2), and that the singularity data are close to (0; 0). Other nearly-constant data can be handled in a similar fashion.
This set-up suggests the use of an implicit function theorem. We use the Nash-Moser theorem, in a form recalled in x8.
The main point is the proof of the invertibility of the linearization of the map K from singularity data to Cauchy data. ; ) represents a generic tangent v ector to the space of singularity data, and (U 0 ; U 1 ) are linearized Cauchy data. Throughout the paper, 2 H r (R n ), and k k 1 < 1=4. All Sobolev indices will be rounded o to their integer part, for simplicity, and will be assumed large enough. The specic bounds given in Th. 1 will be obtained in x8.
Since we need to deal with two sets of coordinates, (x; t) and (X;T), we will use tildes to distinguish the expressions of a given function in one or the other set of coordinates; thus, u(X;T) = u ( x; t). However, the tilde may b e omitted whenever the meaning is clear from the context. Note thatũ(x; t) = u ( x; t (x)).
2.2.1. Singularity data. Ifũ(x; t) solves u = e~u; (1) and if T = t (x), X i = x i , w e h a v e u T T u+ 2 i @ i u T + ( ) u T = e u ; (2) where = 1 j D j 2 . Note that @ t = @ T and r x = r X (r )@ T .
We n o w let R denote the scalar curvature of the hypersurface t = (x), so that (see the appendix of [13] for the detailed calculation
We dene the new unknown w by u = l n 2 T 
The singularity data are (X) and w (0) (X) : = w ( X;0). Solving (5) and substituting into (4), we see that they determine u uniquely.
Denition of K.
We dene the operator K, from Cauchy to singularity data, and the spaces on which it acts. It will be understood that the operators of this paper are only dened in a neighborhood of the origin in their respective spaces; recall that k k L 1 < 1=4. The proof that the mappings K, S, G, Z and E introduced below do map into the indicated Sobolev spaces is given in xx3 t o 6 .
Let us rst dene an operator S which gives us the solution u on 1=4 T 2. It is obtained by composition of the operator mapping (w ). Finally, w e let K = E Z S : H r 3 H r ! H r 9 n=2 H r 10 n=2 :
The goal is to invert K.
3.
Step 1: Construction of S To dene S, w e begin by recasting equation (2) in the form of a Fuchsian system, for which w e set-up an initial-value problem. The rst component o f the unknown in this Fuchsian system is the unknown w in (5) . In view of the complexity of (5), it is not advisable to start from (5) Each of these functions solves a rst-order system. Furthermore,ṽ can be computed fromw, andũ fromw.
The algebra having been detailed in [14] and [15] , only the nal formulae are given here.
The system forũ is simply the symmetric-hyperbolic system associated with Eq. (2). so that it is smooth, identically zero for jvj > 2, and given by this expression for jvj < 1.
Remark: The principal part of (9) is equal to the principal part of the equation forũ multiplied by T.
3.1.3. Fuchsian system forw. Sinceṽ is not free from logarithmic terms unless R = 0 , w e n o w view it as obtained from a function of the variables X, t 0 and t 1 after the substitution t 0 = T; t 1 = T ln T. It will also be necessary to further substract a few more terms fromṽ, leading to the introduction of a third unknownw, normalized eventually in such a w a y that its value for t 0 = t 1 = 0 be zero. 
where
In other words, we are deningw by 8 > > > > < > > > > :
This denition of w is consistent with (4).
Remark: Note that w 0 should not be confused with w
, which i s t h e initial value of w.
Equation (9) 
Note that since the kernel of A is one-dimensional, the solutions of (11) . This doesn't change the form of the equation, but reduces us to the case of a Fuchsian system with vanishing initial values.
By abuse of notation, we will sometimes write t for (t 0 ; t 1 ), the meaning being clear from the context. This shows that w determines precisely one solution of (11) , which has the property that the u i are the components of the gradient o f u , so that this construction does produce solutions of u = e u . This is noteworthy since not all solutions of the equation forũ correspond to solutions of (1).
We summarize the results in the following theorem:
Theorem 2. There a r e symmetric matrices Q and A j , a n d a c onstant matrix
A as well as a function f such that if t = ( t 0 ; t 1 ) , andw solves Q(N + A)w = t 0 A j @ jw + t f(t; X;w); (12) with w 0 for t 0 = t 1 = 0 , then the rst component w ofw generates, via (4), a singular solution u of (1) which blows up for T = 0 . We recall below a general set-up for this purpose, which will also enable us to solve the linearization of (21).
We will denote by ( u; v) both the Euclidean scalar product on R n+2 and the associated L The following existence theorem is a simple consequence of the results in [15] , where a much more general result (tailored to more general blow-up problems) can be found. The statement on the domain of existence is proved in the following section. The solution is dened for jTj 2 if and w (0) are small enough.
In particular,w is therefore dened for jt 1j 1 = 2 at least, since k k L 1 < 1=2.
4.
Step 2: Smoothness of S There are three issues that must be settled about S: On which spaces does it act in such a w a y that u is dened upto t = 1? Does it produce functions of high Sobolev regularity in both space and time variables? Is it a C 2 mapping on these spaces?
For the rst question, we note that the nonlinearities g 1 and g 2 satisfy, i f s r 4, jg i j s Cj j r (1 + jwj s + jw 0 j s ) + C j t j j w j s :
It follows that the time of existence in T can be made arbitrarily large if and w (0) are small enough, by the energy estimates of [15] . Let us therefore assume that the solutions are all dened for jTj < 2 throughout the rest of the paper.
For the second question, we m ust consider the smoothness of the time derivatives of the solution. We are only interested in what happens near t = 0 , s o w e do not need information on the T-derivatives of w near T = 0, although they could be investigated as in [15] . More simply, w e note that the Fuchsian system forw(t 0 ; t 1 ), can be viewed as a system forw(T;Tln T), by replacing N by t@ T and t 0 amd t 1 in terms of T; it therefore contains information on (T @ T ) w , By applying T@ T repeatedly, w e see that for any k such that s k > n = 2, the derivative ( T@ T ) k wbelongs to H s k . This will ensure that for 1=4 < jTj < 2, and therefore for 1=2 t 3=2, w belongs to H s n=2 1 in space and time.
For the third question, we need to study the rst two derivatives of w with respect to w (0) and . Since the mapping G dened by (4) is manifestly smooth, the real question is the smoothness ofw. W e will bound its dierentials upto third order, thereby ensuring that it is twice continuously dierentiable.
Two observations are helpful here: First, if an operator P between Banach spaces is such that for any u and h the function P(u + "h) i s C 1 as a function of ", and its derivative is uniformly bounded by Ckhk uniformly in u, it follows that P is continuous and Fr echet dierentiable at u. This argument can be transposed immediately to obtain a criterion for P to be C where ' is a smooth cuto function equal to 1 near " = 0. It is immediate that the correspondong Fuchsian system has a solutionw of class H r n=2 5 in (X;T;"). In particular, if r > n + 7 , s a y , it will be a function of class C 1 in ", and we m a y dierentiate the equation with respect to ". We h a v e therefore proved that the Gâteaux dierential of S may be computed by formal dierentiation of the equation. Now, the linearization of the Fuchsian system for w, is another Fuchsian system, with coecients of the same degree of regularity. Since it is a linear system, we are guaranteed that the solution exists upto T = 2 . Similarly, the second variation is computed by linearizing once more. Sincew(") w(" = 0) can be expressed using Taylor's formula, we obtain a bound on the rst dierential of S. W e then repeat the argument for the second and third dierential. The nal result is that if the solution is in H q , the dierential of S is dened with values in H q 1 , and so on, because each linearization of the equation leads to a Fuchsian equation where the time derivative of the previously computed dierentials occur, leading to a loss of one derivative for each linearization. If we allow for a loss of 3 derivatives, we see that we can achieve S of class C 2 . (In the presence of further local smoothing properties, the regularity of the dierential may perhaps be improved.) To summarize, w 2 H s 4 for xed T, but is in H r 6 n=2 ((1=4; 2) R n ). It is however of class C 2 with values in H r 9 n=2 ((1=4; 2) R n ).
5.
Step 3: Smoothness of Z and definition of K K is obtained from the solution u given by S by (i) changing variables from (X;T) t o ( x; t); (ii) restrictingũ andũ t to t = 0 . W e study the domain and smoothness of the rst operation, namely Z. W e let s = r 9 n=2, which we assume to be greater than n=2. Theorem 4. Z maps H r (R n ) H s (R n (1=4; 2)) to H s (R n ( 1=2; 1=2)).
It is of class C 2 with values in H s 2 (R n ( 1=2; 1=2)).
Proof: We need to estimate the space-time regularity o f u ( x; t) = u ( x; t (x)). The idea is as usual (see e.g. [8] for a review of this type of argument) to dierentiate and estimate the products of derivatives of using the GagliardoNirenberg inequalities. Since there is an asymmetry between the x and t variables here, we provide the details in a form convenient for the rest of the argument.
Let us therefore nd bounds on the derivatives ofũ. W e rst note that for any function f, Z Z by the trace theorem.
The twice continuous dierentiability o f K follows again from the consideration of Gâteaux derivatives upto order 3. We nd therefore that K is dened near the origin and is C 2 with values in H r 9 n=2 1=2 H r 10 n=2 1=2 .
This completes the construction of the evaluation at t = 1. Note that one could obtain more detailed results in H s loc using the properties of paracomposition [1] (one would of course need to avoid any preliminary cuto in space). As usual,Ũ(x; t) = U ( X;T) andũ(x; t) = u ( X;T). Proof: Since S is the composition of the solution operator associated with the Fuchsian equation (5) with the operator G, its dierential is simply the composition of the dierentials of these two operators. We h a v e already seen that since all dierentials can be computed as Gâteaux derivatives, we are allowed to compute them in the natural way, b y linearizing all the equations used to compute u. This proves (1).
For statement (2), we note that the functions ln(2=t ; ), the second statement follows. We n o w compute an expansion of U in powers of T and T ln T by each of the two methods. By comparing the results, we will be able to dene the inverse of K 0 and to estimate its regularity.
6.2. First expansion of U. Similarly, it follows from the denition of Z that Z 0 ( ; u ): ( ; U )7 !Ũ ũ t ; (14) using the fact that u T (x; t (x)) =ũ t (x; t).
Finally, E is linear. Now, the successive derivatives of w with respect to t 0 and t 1 exist upto order three if we assume, say, r 11 n=2 > 0. In fact, if we letw = t 0w 0 + t 1w 00 , one can, as in the previous paper in this series [15] , dene a Fuchsian system for (w 0 ; w 0 0 ) which implies the original system forw. These systems contain derivatives of w. By iterating the process, we establish the existence of an expansion of the solution in powers of T and T ln T, at least as long as the Since each term in these series entails a loss of one derivative, these expansions remain valid upto order j as long as r 4 j > n = 2.
It should be kept in mind that the coecients w (j;k)
are known, since they are the coecients of the expansion of the reference solution. They can be computed by substitution of the expansion into (5). We give the result for w (1) and w (1;1) , for later use: ): (17) Observe that and W (0) can be recovered from U ( 1) and U (2) if w and are known. Note also the absence of a pure lnT term. ; ] = ( U 0 ; U 1 ). We assume that these data are in H H 1 , where = r 10 n=2.
From the characterization of Step 4, we know that we m ust rst dene U by solvingŨ = e~uŨ with data (U 0 ; U 1 ). We m ust then study the behavior of the function U =Ũ(X;T + (X)) as T ! 0.
We rst show that the linearization of (1) 
and .
Let us therefore start with a general Fuchsian system, and show that its solutions have only power singularities in T. W e then apply the argument t o U . This generalizes results of Tahara for the linear, C 1 case. In our case, we need in addition to track the number of derivatives involved carefully. Letw solve Q(T@ T +A ) w=T( Bw+f ( w )) for T > 0, where B = P j A j @ j , f is linear (or sublinear), and is only assumed to be continuous in T (it might therefore involve terms in T ln T). The dependence of f on space and time coordinates is suppressed.
We nd by m ultiplication that if e(T) = ( w;VQw)(T),
where can always be taken to be positive. In this particular example, = 1 , but the following applies quite generally. It follows that (T e) T CT (1 + e) C (1 + T e); so that we get, by i n tegration, say from T to 1,
Therefore, we see that kwk L 2 cannot grow faster than a power of T.
In fact, we know [15] that (1 ) =2 solves again an equation of the same form asw, and therefore, we also know that T kwk H remains bounded. 7.2. Denition of the inverse of K 0 .
7.2.1. Existence o f a n e x p ansion for U. We n o w apply these general facts to the Fuchsian equation for U. We nd we m a y take = 1; indeed, is determined as the smallest value which makes the inequality ( V Q B w;w) (V Q w;w) hold. Remark: It is fortunate that = 1 here. But quite generally, it is always possible to reduce oneself to this case: Assume for example that jU(T)j + jTU T ( T) j CT a :
The equation for U takes the form
where the r.h.s. contains products of T by bounded expressions involving second derivatives of derivatives of U of the form D ) a s w ell. Indeed, for a < 0, we take the lower limit of integration to be 1, and for a > 0, we split the integrand into two parts, one of order s a 3 , and the other of order s a ; w e then choose dierent constants of integration for these two terms. , w e nd that terms at level j have t w o derivatives less than those at level j 2.
One can immediately conclude to the existence of a logarithmic series for U; the source of the logarithmic terms is to be found already in the logarithms in the expansion of e u . w e also note that this series has only T ln T as its rst logarithmic term (and not ln T), in accordance with the expansion of U found earlier.
7.2.2. Denition of K 0 1 . We h a v e therefore found two dierent w a ys of computing the expansion of U in powers of T and T ln T.
Comparing with (16) and (17), we nd that = U ( 1) =2 and W (0) = U (2) + (3w (1) + w (1;1) ):
Note that 2 H 2 , and U (2) 2 H 8 .
7.3. Is this a right i n v erse? The above procedure gave us a left inverse of K 0 . In fact, this operator is also a right i n v erse, as we proceed to show. Let us apply our inverse to a given pair (U 0 ; U 1 ). We obtain a pair (W
; ). We w ant to show that K 0 (w Since this system will has [15] only one solution which v anishes for t 0 = t 1 = 0 , w e conclude that U 0 = U, as desired.
8.
Step 6: Application of the Nash-Moser theorem, end of proof We wish to use the Nash-Moser theorem with smoothing to invert the mapping K. To this end, we recall the statement and proof of anappropriate version, based on [19] . We then describe its application. There are several versions of the Nash-Moser theorem in the literature, and many references can be found in Hamilton [6] and H ormander [7] in particular. The former contains a very general set-up for the inversion of smooth maps on scales of Banach spaces, while the latter deals with the case when the injections in the target scale of spaces is compact, but deals with C 2 maps. H ormander's argument w ould therefore apply here in the case of periodic boundary conditions. Similarly, Th. 1.1.1 of [6] could perhaps be adapted to show that the inverse of K is twice continuously dierentiable. In view of these points, a short, self-contained proof of a simple and convenient v ersion has been included. 8.1. A version of the Nash-Moser theorem. We wish to solve the equation F[u] = 0, where F acts from a scale fX s g s>0 of Banach spaces to another scale fY s g s>0 . It is important to note that we will be using in the statements and proofs only four spaces in the scale fX s g; they will be denoted by X s a , X s , X s+b and X s+a+b . These spaces will be products of Sobolev spaces, so the reader should think of s as a measure of dierentiability. In this section, there is no relation between s and r.
For clarity, the norms in X s are denoted by double bars, and those in Y s by single bars. (the reader is invited to examine the rest of the proof for 2 (1; 2)); will be determined later.
We dene fu k g k0 by u 0 = 0 and
We prove b y induction that there exist positive constants and such that ku k u k 1 k s q a k ; 1 + k u k k s + a + b q a k : (20) These estimates will ensure that the iteration is well-dened, and converges in the s-norm.
We rst estimate the dierence of two consecutive approximations: (21) to ensure the desired estimate on ku k+1 u k k s .
As for the other bound, we estimate This estimate also ensures, by taking still larger, that ku k k s remains less than R=2, so that the iterations are well-dened.
To summarize, all we need is to be able to choose > 2, > 2, and b > a + 3 a=2 + 9 a=4. This is certainly possible if b is greater than 2a + 3a=2 + 1 8 a=4 = 8 a , which is the case by assumption.
To start the induction, we need to consider u 1 
We therefore choose large enough to satisfy (23), and then check the smallness condition (24) on F(0).
If F(0) is small enough, we see that the iterations remain in a small neighborhood of 0 (and are therefore well-dened), and converge in the X s norm. It follows from the continuity o f F and the existence of a uniform bound on L(u) that L(u k )F(u k ) converges in X s a , and since the smoothing operators For simplicity, all Sobolev spaces will be taken to be have i n teger order. ; ) ( u 0 ln 2; u 1 + 2), and a = 6 + [ n=2]. We also assume r > 11 + [n=2] . We w ant to apply the Nash-Moser theorem of the previous section with s = r.
We h a v e seen in x5 that Note that the solution w generated by a pair (w (0) : ) i n X r belongs to H r 4 for xed T, and we h a v e seen that the coecients w (1) and w (1;1) of the expansion of w are in H r 6 The Nash-Moser theorem ensures that if Cauchy data have this regularity and are close to (ln 2; 2), the corresponding solution must blow-up on a spacelike h ypersurface of class H r with r = s 146 9[n=2] .
This proves the announced result.
Concluding remarks
We h a v e therefore proved that any solution with data close to those of ln(2=t 2 ) m ust blow-up on a spacelike h ypersurface near which it has logarithmic behavior. It is in fact described by the rst few terms of the formal expansion derived in [14] , truncated to allow for the limited regularity of the solution. From the knowledge of , one can read o the blow-up time, which m a y not be attained at any nite x, as the case of a bell-shaped shows. Also, because the Fuchsian equation (5), or the associated Fuchsian system, can be solved in a full neighborhood of T = 0, the singular solutions are at once dened on both sides of the blow-up surface. One therefore reaches the conclusion that singular solutions have a meaningful continuation after blow-up. This continuation procedure is similar to the regularization of collisions in the threebody problem [20] .
The present approach applies whenever we are given a reference solution (other than ln(2=t 2 )), and consider data close to those of this solution. The reason is that our argument for the invertibility of the linearization of K did not use in any essential way the properties of this reference solution. This suggests that the set of data leading to blow-up is open.
It is also possible that one may allow for more general blow-up surfaces, which do not become at at innity, b y w orking in uniformly local Sobolev spaces.
One should stress in conclusion that the above method is not limited in scope to the particular example treated here because (i) the exact form of the reference solution is not used anywhere: what matters is that it should have a logarithmic expansion; (ii) such expansions have been shown to exist for very large classes of nonlinear equations [13, 14, 15, 17] .
