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Abstract
This paper proposes a general framework for structure-preserving model reduction of a second-
order network system based on graph clustering. In this approach, vertex dynamics are captured by the
transfer functions from inputs to individual states, and the dissimilarities of vertices are quantified by the
H2-norms of the transfer function discrepancies. A greedy hierarchical clustering algorithm is proposed
to place those vertices with similar dynamics into same clusters. Then, the reduced-order model is
generated by the Petrov-Galerkin method, where the projection is formed by the characteristic matrix
of the resulting network clustering. It is shown that the simplified system preserves an interconnection
structure, i.e., it can be again interpreted as a second-order system evolving over a reduced graph.
Furthermore, this paper generalizes the definition of network controllability Gramian to second-order
network systems. Based on it, we develop an efficient method to compute H2-norms and derive the
approximation error between the full-order and reduced-order models. Finally, the approach is illustrated
by the example of a small-world network.
Index Terms
Second-order Network systems; Structure-preserving model reduction; Network clustering; Graph
simplification; Large-scale system.
I. INTRODUCTION
Network systems capture the behaviors and dynamics of many interconnected physical models
and have received compelling attention from the system and control community, see [1]–[3] for
an overview. A variety of network systems, such as distributed power grids or mass-damper-
spring networks, are given as differential equations in second-order form, see [4], [5]. For
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large-scale networks, the second-order form dynamic models can be so complex and high-
dimensional that system analysis and controller design become considerably difficult because
of the impractical amounts of storage space and computation. Therefore, it is desirable to
derive a lower-dimensional model which has an input-output behavior similar to the original
one as well as inherits a second-order network structure. The preservation of the second-order
realization allows an insightful physical interpretation. Moreover, the interconnection topology of
the reduced model is important in the further applications, such as distributed controller designs
and sensor allocations.
However, deriving reduced models for second-order network systems is not necessarily straight-
forward. Indeed, we are able to convert a second-order system to its equivalent first-order
representation and then apply the reduction techniques used for first-order systems. However,
the resulting models are not of second-order form in general. In [6]–[9] etc., the existing model
reduction methods, including balanced truncation and moment matching, have been extended to
the second-order case. Although the resulting reduced model is presented in a second-order form,
it fails to preserve the interconnection topology among subsystems, i.e., such reduced models
cannot be interpreted as network systems anymore.
There is another attempt to simplify the complexity of second-order networks based on time-
scale separation and singular perturbation analysis, see e.g., [10] and references therein. In [10],
this approach identifies the sparsely and densely connected areas of a power grids, and then
aggregates the state variables of the coherent areas. Through singular perturbation approximation,
the algebraic structure of Laplacian matrix is maintained, therefore, this approach indeed can
preserve the network structure. However, this method does not explicitly consider the influence of
the external inputs into the networks, and there is no analytical expression for the approximation
error between the original and aggregated model.
Recently, clustering-based model reduction methods for first-order network systems have been
investigated in [11]–[15]. The methods are interpreted as the Petrov-Galerkin approximation
whose projection matrices are generated from some suitable clusterings (or partitions) of graphs.
The advantage of the clustering-based approach is that the reduction process has a meaningful
interpretation, and the interconnection structures are preserved in the reduced-order systems.
However, seeking the finest graph clustering such that the reduced model achieves the smallest
approximation error is an NP-hard problem [16], which may require almost impractical amounts
of computation power for large-scale networks. Therefore, the most crucial step for model
reduction is to exploit some efficient algorithms for cluster selection. To this end, different
selection techniques are developed, see [12]–[15] and the references therein.
Paper [12] introduces the concept of an almost equitable partition (AEP). If the AEP of the
underlying graph exists, then we are able to obtain an explicit H2 error expression between
the original and simplified models. However, AEPs are difficult to find for general networks,
therefore, the use of this approach is limited. The second method is proposed in [13] for reduction
of network systems evolving over a tree graph. The so-called generalized edge controllability
and observability Gramains are introduced to identify the importance of edges, and network
clustering is then carried out by iteratively aggregating the vertices linked by the least important
edge. However, the applicability of this method is also limited since the approximation process
is restricted to the graphs with tree topology. Furthermore, the extension of this method to
second-order networks is not straightforward. The approach in [14], [15] offers another feasible
solution for network simplification, which is then extended to the second-order case in [17]. In
their method, graph clustering is performed based on cluster reducibility, which is generalized
as the uncontrollability of clusters and computed through a tridiagonal realization of their first-
order representation. Then, the reducible clusters are merged to construct a reduced model with
preservation of a second-order network topology. Nevertheless, this approach does not take the
algebraic structure of the Laplacian matrix into account, and the approximation procedure and
error analysis are reliant on the asymptotic stability of the system. This can be a limitation for
some applications, e.g., the coupled swing dynamics in power networks as in [5], [10].
In this paper, we propose a novel model reduction approach for second-order network systems
based on graph clustering. In contrast to the existing techniques, this method can be applied to
more general network models, which do not restrict to a special class of partitions as in [12]
or to a tree topology as in [13], or to asymptotically stable models as in [17]. Besides, unlike
[10], we consider the system dynamics with respect to input signals. In [18], preliminary results
are presented, which are generalized in this paper by extending the definition of controllability
Gramian and proposing a new cluster algorithm. Specifically, the main contributions of this paper
are as follows.
First, a clustering-based model reduction for second-order network system is proposed in the
framework of Galerkin projection. The characteristic matrix of a graph clustering is used as the
projection so that the interconnection topology can be preserved in the reduced-order model.
More importantly, the algebraic structure of Laplacian matrix is also retained, and consequently,
the reduced graph can be reconstructed.
Second, we design a greedy hierarchical clustering algorithm to generate an appropriate
network partition. Specifically, we characterize the behaviors of vertices by the transfer functions
from inputs to their individual states and denote the dissimilarities by the H2-norms of the
transfer function deviations. Then, a systematic process places those vertices with almost similar
behaviors into same clusters. The feasibility and efficiency of this method are demonstrated by
a numerical example.
Third, the network controllability Gramian is generalized, which provides an efficient approach
to quantify the dissimilarities of vertices in terms of H2-norms. Since the network systems are
not necessarily asymptotically stable, the conventional definitions of Gramians in e.g., [19] are
not applicable here. In [20], we propose the novel definition of network Gramian, which is
associated with a Lyapunov-like equation. Here, we extend this definition to the second-order
case using the synchronization properties. Furthermore, the approximation error between the
full-order and reduced-order systems is also derived from the network controllability Gramian
of an error system.
The remainder of this paper is organized as follows. Section II presents the mathematical
model of second-order network systems and formulates the problem of structure-preserving
model reduction. In Section III, we provide the framework of clustering-based model reduction.
Then, in Section IV, we discuss the network controllability Gramian and propose the cluster
selection algorithm. Finally, Section V illustrates the feasibility of our method by means of an
numerical example, and Section VI concludes the whole paper.
Notation: A is semistable if and only if A is Lyapunov stable and A has no nonzero imaginary
eigenvalues [21]. A ∼ B means that the square matrices A and B are similar, i.e., they are
related by a similarity transformation that is B = T−1AT with T a square nonsingular matrix.
A block diagonal matrix, denoted by diag(A1, · · · , An), is a square diagonal matrix in which
the diagonal elements are square matrices Ai, and the off-diagonal elements are 0. Besides, we
use the following notation throughout this paper, where the subscript n of In or 1n is omitted
when no confusion arises.
II. PROBLEM FORMULATION
An undirected connected graph is defined by a pair G = (V , E), where V and E ⊆ V × V
represent the sets of vertices and edges, respectively. Assume that |V| = n and |E| = ne, then
R set of real numbers
In identity matrix of size n
ei i-th column vector of In
eij ei − ej
1n all-ones vector of n entries
‖A‖2 induced 2-norm of matrix A
rank(A) rank of matrix A
tr(A) trace of matrix A
span(v1, · · · , vn) span of a set of vectors {v1, · · · , vn}
|S| cardinality of set S
‖T (s)‖H2 H2-norm of transfer function T (s)
‖T (s)‖H∞ H∞-norm of transfer function T (s)
A  0 (A ≺ 0) positive (negative) definiteness of
a symmetric matrix A
A < 0 (A 4 0) positive (negative) semi-definiteness
of a symmetric matrix A
the incidence matrix of G is defined by R ∈ Rn×ne such that Rij = 1 if the edge (i, j) heads to
vertex i, −1 if it leaves vertex i and 0 otherwise. For an undirected graph, R can be obtained
by assigning each edge with an arbitrary orientation. The weighted Laplacian matrix of graph
G, denoted by L ∈ Rn×n, is defined by
L = RWRT , (1)
where W ∈ Rne×ne is the diagonal positive definite matrix whose diagonal entries represent the
weights of edges.
Consider a network system evolving over graph G, which has a linear time-invariant description
in second-order form as
Σ : Mx¨+Dx˙+ Lx = Fu, (2)
where x ∈ Rn and u ∈ Rm denote the vertex states and external inputs, respectively. In this
model, M , D, L ∈ Rn×n are referred to inertia, damping and stiffness matrices, respectively.
A variety of physical network systems are modeled in the form of (2), including the linearized
swing equation in power grids [5] and mass-damper-spring networks [4]. Take the latter one for
instance, M represents the distribution of masses, and D presents the dampers on edges and
vertices, while L indicates the strength of diffusive coupling among the vertices connected by
springs. Based on practical applications, the following structural conditions are assumed.
Assumption 1. 1© M  0 is diagonal; 2© D = DT  0; 3© L = LT < 0 is a weighted
Laplacian matrix of a connected undirected graph. (For the properties of L, we refer to [22]).
Assumption 1 guarantees that the system Σ is passive and semistable, which is shown by the
following reasoning.
First, the total energy of Σ is given by
H(x, x˙) =
1
2
x˙TMx˙+
1
2
xTLx. (3)
With y = F T x˙ as output, we have
uTy − H˙ = uTF T x˙− x˙TMx¨− xTLx˙
= uTF T x˙− x˙T (−Dx˙− Lx+ Fu)− xTLx˙ = x˙TDx˙ > 0.
It follows from [23] that the system Σ is passive. Moreover, Σ can be presented in the form of
a port-Hamiltonian system as in [24].
Second, the stability of the system Σ can be seen from the first-order form realization
X˙ = AX + Bu (4)
with X T = [xT , x˙T ] as the 2n-dimensional state and
A =
 0n×n I
−M−1L −M−1D
 , B =
 0n×m
M−1F
 . (5)
From Assumption 1, it is easy to check that all the eigenvalues of A are in the closed left-half
plane, and only one of them is at the origin. Therefore, the second-order network system Σ is
semistable.
Remark 1. The major differences with set-ups from familiar second-order systems as in [6]–[8]
are that D and L in (2) contain the information of network spatial structures, and the system
Σ is not asymptotically stable.
Now we formulate the problem of model reduction for second-order network systems as
follows.
Problem 1. Given a second-order network system Σ as in (2), find a pair of projection matrices
W,V ∈ Rn×r with r  n to construct a reduced model in the second-order form as
Σˆ :
 Mˆz¨ + Dˆz˙ + Lˆz = W TFu,xˆ = V z, (6)
where Mˆ = W TMV , Dˆ = W TDV and Lˆ = W TLV ∈ Rr×r . We require the matrices Mˆ ,
Dˆ and Lˆ to fulfill the structural conditions in Assumption 1 and the trajectories of xˆ(t) to
approximate those of x(t) in the original system Σ with a small error.
We call Problem 1 a position-based model reduction for second-order network systems, since
the variable xˆ(t) in (6) is used to approximate x(t) rather than x˙(t). However, Problem 1 can
be easily modified to solve velocity-based model reduction problems, where the second equation
in (6) is replaced by v = V z˙, and it requires v and x˙(t) to have close behaviors respect to the
external input fluxes u(t).
In this paper, we first consider the position-based model reduction as a standard problem
setting for network systems and discuss the solution of Problem 1 in the following two sections.
Besides, we briefly state the extension of our proposed method to velocity-based model reduction.
III. CLUSTERING-BASED MODEL REDUCTION
This section will first give a class of Galerkin projections that can deliver reduced second-
order network models with interconnection structures. Then, some important properties of the
resulting systems is discussed.
Before proceeding, we recapitulate the notions of network clustering and its characteristic
matrix from e.g., [25].
Definition 1. Consider a connected graph G = (V , E), where V = {1, 2, · · · , n} is the index set
of vertices. A nonempty index subset of V , denoted by C, is called a cluster of graph G. Then,
network clustering is to partition V into r disjoint clusters which cover all the elements in V .
Definition 2. Consider a network clustering {C1, C2, · · · , Cr} of a vertex set V with |V| = n. The
characteristic vector of the cluster Ci is defined by binary vector p(Ci) ∈ Rn where 1Tnp(Ci) =
|Ci|, and the k-th element of p(Ci) is 1 when k ∈ Ci and 0 otherwise. Then, characteristic matrix
of the clustering is a binary matrix defined by
P := [p(C1), p(C2), · · · , p(Cr)] ∈ Rn×r. (7)
Now, consider a network system Σ on graph G with n vertices. To approximate Σ by an r-th
dimensional reduced model, we need to find a network clustering which partitions n vertices into
r clusters. To preserve the structural conditions, we then characterize the projection in Problem
1 by the characteristic matrix of a graph clustering. More precisely, the following unnormalized
Galerkin projection is applied
W = V = P, (8)
which leads to the r-dimensional reduced second-order network system as
Σˆ :
 Mˆz¨ + Dˆz˙ + Lˆz = P TFu,xˆ = Pz, (9)
where Mˆ = P TMP , Dˆ = P TDP and Lˆ = P TLP ∈ Rr×r.
This projection also can be found in [11], [22], [26], [27]. In this paper, we will further discuss
this idea and develop our model reduction method based on it. The following proposition holds
for the simplified model in (9).
Proposition 1. The reduced network system Σˆ resulting from a clustering-based projection as
in (8) preserves the interconnection structures of the original system Σ, i.e., Mˆ , Dˆ and Lˆ satisfy
the structural conditions in Assumption 1.
Proof. Observe that P is a binary matrix with full column rank. It is not hard to verify that
Mˆ  0, Dˆ  0 and Lˆ < 0.
Furthermore, since there always exists a permutation matrix T such that
P˜ := TP = diag(1|C1|,1|C2|, · · · ,1|Cr|), (10)
we have P = T T P˜ and Mˆ = P˜ TTMT T P˜ . Clearly, matrix TMT T is diagonal, and therefore,
Mˆ is also. Moreover, the i-th diagonal entry of Mˆ presents the sum of all the masses with the
i-th cluster.
From definition (1), we have Lˆ = P TRWRTP . Suppose the edge (i, j) of the original graph
is represented by Rk, the k-th column of the incidence matrix R. Then, the entries of Rk satisfy
that Ri,k = −Rj,k, and the other entries are zero. If vertices i and j are within the same cluster,
from the definition of characteristic matrix of clustering, we have Pi = Pj , where Pi is the i-th
row of P . Hence, we obtain P TRk = 0. Furthermore, we can define a new incidence matrix
Rˆ by removing all the zero columns of P TR and a new edge weight matrix Wˆ by eliminating
the rows and columns which are corresponding to the edges linking vertices in a same cluster.
Consequently, it follows that Lˆ = P TRWRTP = RˆWˆ RˆT , where Lˆ is also a Laplacian matrix
of an undirected connected graph.
From the algebraic structures of matrices Mˆ , Dˆ and Lˆ, we are able to reconstruct the topology
of the reduced network. The following example then illustrates the intuitive interpretation of
clustering-based model reduction.
Example 1. The left inset of Fig. 1 depicts a mass-damper-spring network system of 4 vertices.
The coefficient matrices are given by
M =

1 0 0 0
0 2 0 0
0 0 1 0
0 0 0 2
 , D =

4 −2 0 −1
−2 2 0 0
0 0 3.5 −3
−1 0 −3 4
 , L =

4 −1 −2 −1
−1 3 −1 −1
−2 −1 5 −2
−1 −1 −2 4
 , F =

1 0
0 0
0 0
0 1
 .
If vertex 3 and 4 are clustered, i.e., the network clustering is {{1}, {2}, {3, 4}}, the charac-
teristic matrix P is then generated as
P =

1 0 0
0 1 0
0 0 1
0 0 1
 , (11)
which leads to the reduced-order model as
Mˆ =

1 0 0
0 2 0
0 0 3
 , Dˆ =

4 −2 −1
−2 2 0
−1 0 1.5
 , Lˆ =

4 −1 −3
−1 3 −2
−3 −2 5
 , P TF =

1 0
0 0
0 1
 .
Clearly, the algebraic structures of the inertia, damper, and stiffness matrices are preserved in
the new system. An interpretation of the reduced model is presented in the right inset of Fig. 1.
Next, we discuss some important properties of the reduced second-order network system (9).
First, the following proposition can be easily obtained.
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Fig. 1: An illustrative example of clustering-based model reduction for a mass-damper-spring
network system, where red blocks represent the controlled vertices.
Proposition 2. The reduced second-order network system Σˆ in (9) preserves the semistability
and passivity of the original system Σ.
Proof. Proposition 1 states that the reduced matrices Mˆ , Dˆ and Lˆ also fulfill the structural
conditions list in Assumption 1. Therefore, we can also show the passivity and semistability of
the reduced model Σˆ by converting it to a first-order realization.
Second, the synchronization properties of the original network system Σ is also retained in
the reduced model Σˆ. The following theorem is extended from [22] and [26], where first-order
network systems are studied.
Theorem 1. Consider the second-order network system Σ and its reduced model Σˆ resulting
from an clustering-based projection. If their initial conditions satisfy x(0) = Pz(0) = xˆ(0) and
x˙(0) = P z˙(0) = ˙ˆx(0), then the trajectories of both systems with u = 0 converge to a common
value. More precisely,
lim
t→∞
x(t) = lim
t→∞
xˆ(t) = σ−1D
11T (Dx(0) +Mx˙(0))
0n×1
 ,
lim
t→∞
x˙(t) = lim
t→∞
˙ˆx(t) = 0,
where σD = 1TD1.
Proof. First, the synchronization of Σ is proved as follows.
Since A in (4) has one zero eigenvalue, we consider the Jordan matrix decomposition A =
UΛU−1, where
Λ =
0
Λ¯
 , (12)
with Λ¯ Hurwitz. The first row of U−1 and the first column of U, denoted by v1 ∈ R1×2n and
u1 ∈ R2n×1, are the left and right eigenvectors of A corresponding to the only zero eigenvalue,
respectively. Here, u1 is an unit vector, and we have
AT vT1 = 0, Au1 = 0 and v1u1 = 1. (13)
The above equations then lead to
v1 =
√
n
1TD1
[
1TD 1TM
]
, and u1 =
 1√n1
0n×1
 , (14)
where the property L1 = 0 is used. Furthermore, we partition U and U−1 as
U =
[
u1 U2
]
, U−1 =
v1
V2
 , (15)
and it follows that
eAt = UeΛtU−1 =
[
u1 U2
]1
eΛ¯t
v1
V2
 = u1v1 + U2eΛ¯tV2. (16)
Observe that lim
t→∞
U2e
Λ¯tV2 = 0, which yields that
lim
t→∞
eAt = u1v1 = σ−1D
1n1TnD 1n1TnM
0n×n 0n×n
 . (17)
Consequently, we obtain
lim
t→∞
x(t)
x˙(t)
 = lim
t→∞
eAt
x(0)
x˙(0)
 = σ−1D
1n1Tn (Dx(0) +Mx˙(0))
0n×1
 .
Proposition 1 indicates that the reduced-order model Σˆ has the same form as the original
model Σ. Therefore, a similar reasoning line yields
lim
t→∞
z(t)
z˙(t)
 = 1
1Tr Dˆ1r
1r1Tr (Dˆz(0) + Mˆz˙(0))
0r×1
 ,
Then, we have the following equations for Σˆ:
lim
t→∞
˙ˆx(t) = lim
t→∞
P z˙(t) = 0n×1,
lim
t→∞
xˆ(t) = lim
t→∞
Pz(t) = P
1r1
T
r
(
Dˆz(0) + Mˆz˙(0)
)
1Tr Dˆ1r
,
where Mˆ = P TMP , Dˆ = P TDP . The result immediately follows from xˆ(0) = Pz(0) = x(0)
and P1r = 1n.
Remark 2. Theorem 1 also indicates that with any initial conditions and u = 0, the trajectories
of x˙(t) and z˙(t) always converge to zero, while those of x(t) and z(t) converge to a common
value which is nonzero in general. Furthermore, if we denote ξ(t) and ξˆ(t) ∈ Rn×p as the
impulse responses of Σ and Σˆ, then we can obtain
lim
t→∞
ξ(t) = lim
t→∞
ξˆ(t) = σ−1D 11
TF,
lim
t→∞
ξ˙(t) = lim
t→∞
˙ˆ
ξ(t) = 0,
(18)
which follows from the computation of lim
t→∞
eAtB with A and B defined in (5).
IV. SELECTION OF NETWORK CLUSTERING
The cluster selection is a crucial problem in clustering-based model reduction, since different
choices of clustering yield different reduced models with different approximation qualities. In
Section IV-A, we first introduce the concept of the second-order network controllability Gramian
and then discuss a method to compute such Gramian from the state-space model (4). The purpose
of defining such a Gramian is explained in Section IV-B, where a hierarchical clustering algorithm
is designed for cluster selection. Finally, the approximation error is analyzed in Section IV-C.
A. Second-order Network Controllability Gramian
The conventional definition of controllability Gramian (see [19], [28]) is given by
Ps =
∫ ∞
0
eAtBBT eAT tdt (19)
with A and B the coefficient matrices in the state-space realization (4). However, this standard
definition is not applicable for the network system Σ, since it is restricted to asymptotically stable
systems. The integral in (19) is not well-defined for semistable systems, because the impulse
response eAtB does not necessarily converge to zero as t→∞. In [20], we have proposed the
definition of the network controllability Gramian for semistable first-order systems. In this paper,
we extend this notation to the second-order case. First, the definition of convergence matrix is
introduced as follows.
Definition 3. The convergence matrix of the state-space representation in (4) is defined by
J = lim
t→∞
eAt ∈ R2n×2n. (20)
For the second-order network system Σ, we obtain a concise expression of the convergence
matrix from (17) as
J = σ−1D
11TD 11TM
0n×n 0n×n
 . (21)
Based on this, we have the following definition of a new Gramian matrix.
Definition 4. Consider the second-order network system Σ in (2) and the coefficient matrix pair
(A,B) defined in (4). Then, the second-order network controllability Gramian of the system Σ,
denoted by P ∈ R2n×2n, is defined by
P =
∫ ∞
0
(eAt − J )BBT (eAT t − J T )dt. (22)
Notice that, in general, P is positive semidefinite, which will be explained later. Next, we
explore a method to find the P without computing the integral in (22). The following theorem
links the network Gramian with the solutions of a Lyapunov-like equation.
Theorem 2. The second-order network controllability Gramian P of the system Σ is a solution
of the following linear matrix equation
AP˜ + P˜AT + (I − J )BBT (I − J T ) = 0, (23)
where J is the convergence matrix of Σ.
Proof. By the definition of J , we first have the integral∫ ∞
0
d
dt
[
(eAt − J )BBT (eAT t − J T )
]
dt
=
[
(eAt − J )BBT (eAT t − J T )
] ∣∣∣∣∞
0
= −(I − J )BBT (I − J T ).
(24)
Furthermore, we have
d
dt
[
(eAt − J )BBT (eAT t − J T )
]
=AeAtBBT (eAT t − J T ) + (eAt − J )BBT eAT tAT .
(25)
The property L1 = 0 yields
AJ = σ−1D
 0 I
−M−1L −M−1D
11TD 11TM
0n×n 0n×n
 = 0.
Then, we obtain∫ ∞
0
AeAtBBT (eAT t − J T )dt =A
∫ ∞
0
(eAt − J + J )BBT (eAT t − J T )dt
=A
∫ ∞
0
(eAt − J )BBT (eAT t − J T )dt = AP ,
(26)
and similarly, ∫ ∞
0
(eAt − J )BBT eAT tATdt = PAT . (27)
Finally, we obtain (23) by combining (24), (26) and (27).
Remark 3. It is worth emphasizing that the definition of the Gramian in (22) is a generalization
of the conventional definition in (19). If the Laplacian matrix L in (2) is replaced by a positive
definite matrix (e.g. the network model considered in [17]), then A in (4) is Hurwitz, and the
convergence matrix J in (20) is zero. In this case, it is clear that the network controllability
Gramian P is equivalent to the standard definition of controllability Gramian Ps in (19).
Moreover, equation (23) is reduced to the standard Lyapunov equation
AP + PAT + BBT = 0, (28)
which has an unique solution.
However, due to the semistability of Σ, the solution of the Lyapunov-like equation in (22)
is not unique. This conclusion can be seen from the following lemma which provides sufficient
and necessary conditions for the solution uniqueness of Sylvester equations.
Lemma 1. [29] The continuous-time Sylvester equation is given by
AX +XB = C, (29)
where A and B are real square matrices of sizes n and m respectively, and X , C ∈ Rn×m.
Then, equation (29) has an unique solution X for all C if and only if A and −B share no
eigenvalues.
Observe that equation (23) is also a Sylvester equation and because A and −AT share one
zero eigenvalue, the solutions of equation (23) are not unique. To determine the second-order
network controllability Gramian P from all the solutions of equation (23), we first find a relation
between those solutions in the following lemma.
Lemma 2. Suppose a symmetric matrix P1 ∈ R2n×2n is a solution of the Lyapunov-like equation
in (23), then the following three conditions are equivalent
1) A symmetric matrix P2 ∈ R2n×2n is a solution of (23).
2) P2 satisfies the equation
J (P1 − P2)J T = P1 − P2. (30)
3) P2 can be expressed by
P2 = P1 + βΠ (31)
with Π :=
 11T 0n×n
0n×n 0n×n
 and β a scalar constant.
Proof. 1) ⇒ 2): Assume that P2 is also a solution of (23), and denote ∆ := P1 −P2. We have
A∆ + ∆AT = 0, (32)
which leads to
eAt
[A∆ + ∆AT ] eAT t = d
dt
[
eAt∆eA
T t
]
= 0. (33)
Therefore, we obtain ∫ ∞
0
d
dt
[
eAt∆eA
T t
]
dt = 0, (34)
which is equivalent to
J∆J T = ∆. (35)
2) ⇒ 3): Assume that P2 satisfies (30), i.e., equation (35) holds. Then, the entry in the i-th
row and j-th column of ∆ is given by ∆ij = Ji∆J Tj , where Ji ∈ R1×2n presents the i-th row
of J . Note that
Ji =
 σ−1D ·
[
1TD,1TM
]
, 1 ≤ i ≤ n
01×2n, n+ 1 ≤ i ≤ 2n
(36)
with scalar σD = 1TD1. Therefore,
∆ij = σ
−2
D ·
(
1TD∆D1 + 1TM∆M1
)
:= β, (37)
if 1 ≤ i, j ≤ n, ∆ij = 0, otherwise, which implies that P2 is presented as equation (31).
3) ⇒ 1): Observe that
AΠ =
 0 I
−M−1L −M−1D
 β11T 0n×n
0n×n 0n×n
 = 0.
Suppose a symmetric matrix P2 is in the form of (31), we then obtain
AP2 + P2AT + (I − J )BBT (I − J T )
=A(P1 + βΠ) + (P1 + βΠ)AT + (I − J )BBT (I − J T )
=AP1 + P1AT + (I − J )BBT (I − J T ) = 0,
which indicates that P2 is also a solution of (23).
That completes the proof.
Based on the above lemma, we then can obtain the network controllability Gramian in the
following theorem, despite that the solutions of the Lyapunov-like equation in (23) are not unique.
Theorem 3. Consider the network system Σ as in (2) and let Pa be an arbitrary solution of the
Lyapunov-like equation in (22). Then, the network controllability Gramian P is given by
P = Pa + βaΠ, (38)
where Π is defined in (31) and
βa = −σ−2D ·
[1TD,1TM]Pa
D1
M1
 . (39)
Proof. Consider Pa as an arbitrary solution of (22). Theorem 2 indicates that the controllability
Gramian P is also a solution of (22). Then, by Lemma 2, there exists a scalar βa such that
P = Pa + βaΠ. (40)
Next, we prove that βa satisfies (39) based on the definition of network controllability Gramian
in (22). Denote a vector νT :=
[
1TD,1TM
] ∈ R1×2n. Then, we have
νTA = [1TD,1TM]
 0 I
−M−1L −M−1D
 = 0, (41)
where 1TL = 0 is used. Since the power series expansion of eAt is
eAt = I +
∞∑
k=1
Aktk
k!
, (42)
we have
νT eAt = νT . (43)
For the matrix J , from its definition (21), we have
νTJ = [1TD,1TM] · σ−1D
11TD 11TM
0n×n 0n×n
 = νT , (44)
where σD = 1TD1 is used. In summary, from (43) and (44), we have
νT (eAt − J ) = νT I − νTJ = 0. (45)
This implies from the definition of network controllability Gramian in (22), νTP = 0, and
consequenly
νTPν = 0. (46)
By substituting (40) into (46), we obtain
νT (Pa + βaΠ)ν = 0. (47)
Observe that νTΠν = (1TD1)2 = σ2D, therefore,
βa = −σ−2D νTPaν, (48)
which is equivalent to (39).
Remark 4. The proof of Theorem 3 implies that P satisfying (23) and (46) uniquely exists. Let
both Pa and Pb satisfy (23) and (46). Condition (23) implies that for the network controllability
Gramian P , there exist scalar βa and βb such that
Pa + βaΠ = P = Pb + βbΠ. (49)
Moreover, (46) yields
βaν
TΠν = 0 = βbν
TΠν. (50)
Since νTΠν = σ2D is nonzero, we have βa = βb = 0. Therefore, we have Pa = P = Pb.
Remark 5. The value of P does not depend on Pa, which can be any symmetric matrix satisfying
the Lyapunov-like equation. Besides, the network controllability Gramian P defined in (22) is
positive semidefinite, since there exists a nonzero vector ν such that Pν = 0, and the dimension
of the nonzero nullspace P is larger or equal to one.
Theorem 3 provides an approach to obtain the second-order network controllability Gramian
P without computing the integral in (22). First, we solve the Lyapunov-like equation in (23)
and obtain an arbitrary solution. Then, applying (38) leads to the P matrix. In [29], [30],
the algorithms to solve the Sylvester equation (29) are proposed for nonsingular A and B
matrices. Based on them, it is not difficult to generalize the methods to the singular case, e.g.,
the Lyapunov-like equation in (23), just to acquire an arbitrary solution. In this paper, we will
not further discuss the computation of the matrix equation (23) due to the limited space. In the
following subsection, we adopt the second-order network controllability Gramian to design a
efficient cluster selection algorithm.
B. Hierarchical Clustering
Which method is used for cluster selection generally determines the approximation quality
of the reduced-order system. Therefore, it plays a crucial role in model reduction of a network
system. Contrary to the existing algorithms in the literature, we propose a novel one that uses
the H2-norms of transfer function discrepancy as the criterion to measure the dissimilarities of
vertices and clusters those vertices with similar behaviors.
We first consider the transfer function of system Σ in (2)
η(s) := (s2M + sD + L)−1F ∈ R(s)n×m, (51)
and characterize the vertex behavior by the transfer function from external inputs to individual
states, i.e., the behavior of the i-th vertex is captured by the transfer function
ηi(s) := e
T
i η(s). (52)
Then, the dissimilarity of vertices i and j is defined by
Dij = ‖ηi(s)− ηj(s)‖H2 . (53)
The boundedness of Dij is implied by the following lemma.
Lemma 3. Consider the second-order network system Σ and add an external output: y =
Hsx+Hvx˙ with Hs, Hv ∈ Rp×n, then the input-output transfer function
G(s) := (Hs + sHv)(s
2M + sD + L)−1F ∈ R(s)p×m (54)
is H2 norm-bounded if and only if Hs1 = 0 or 1TF = 0.
Proof. Denote g(t) as the impulse response of G(s), which is given by
g(t) = [Hs, Hv] e
AtB ∈ R2p×m (55)
with A and B defined in (5). Theorem 1 implies that eAt is a bounded smooth function of t
and exponentially converges to a constant matrix J as t → ∞. Therefore, the function g(t) is
integrable if and only if lim
t→∞
g(t) = 0.
From (18), the function g(t) has an exponential convergence as follows
g(t)→ [Hs, Hv]JB = σ−1D Hs11TF . (56)
Observe that Hs1 ∈ Rp×1 and 1TF ∈ R1×m. Therefore, we have lim
t→∞
g(t) = 0 if and only
if Hs1 = 0 or 1TF = 0. Notice that the function g(t) being integrable equivalently implies
tr
[
g(t)Tg(t)
]
is also integrable, and the H2-norm of G(s) is presented as
‖G(s)‖H2 =
(∫ ∞
0
tr
[
g(t)Tg(t)
]
dt
)1/2
, (57)
Thus, the H2-norm of G(s) is bounded if and only if tr
[
g(t)Tg(t)
]
is integrable that is g(t) is
integrable, or equivalently, Hs1 = 0 or 1TF = 0.
Notice that ηi(s)−ηj(s) is in form of G(s) with Hs = eTi −eTj and Hv = 0. Since (eTi −eTj )1 =
0 for all i, j ∈ {1, 2, · · · , n}, the above lemma then implies that Dij in (53) is always bounded
for the network system Σ.
Now we define a dissimilarity matrix D whose entries are Dij . Clearly, D is nonnegative
symmetric matrix with zero diagonal elements.
Computing matrix D poses a major challenge, especially for large-scale systems, while there
are several methods, such as using the Riemann sum or linear matrix inequalities as in e.g., [31].
However, the proposed network controllability Gramian provides a more efficient computational
method due to the following theorem.
Theorem 4. Consider the input-output transfer function G(s) := (Hs + sHv)η(s) as in (54). If
Hs1 = 0 or 1TF = 0, then the H2-norm of G(s) is computed by
‖G(s)‖2H2 = tr
(
HPHT ) . (58)
where H := [Hs, Hv] and P is the second-order network controllability Gramian defined in (22).
Specifically, the relation between the dissimilarity measure Dij and the network controllability
Gramian P is given by
Dij =
√√√√√tr
[eTij,01×n]P
 eij
0n×1
. (59)
Proof. From (57), the H2-norm of G(s) is given by
‖G(s)‖2H2 = tr
(∫ ∞
0
HeAtBBT eAT tHTdt
)
. (60)
If 1TF = 0, then
JB = σ−1D
11TF
0n×m
 = 02n×m, (61)
and if Hs1 = 0,
HJ = σ−1D
[
Hs11
TD Hs11
TM
]
= 0p×2n. (62)
When either of (61) or (62) holds, we have
HPHT =
∫ ∞
0
H(eAt − J )BBT (eAT t − J T )HTdt
=
∫ ∞
0
HeAtBBT eAT tHTdt,
(63)
Consequently, we obtain (58) by equation (60). Moreover, taking Hs = eTi − eTj = eTij and
Hv = 0 then yields (59), since eTij1 = 0.
To compute the dissimilarity matrix D, we fist calculate P by Theorem 3 and then just apply
vector-matrix multiplication to obtain all the entries of D.
The entries of D indicate the similarities of vertices. Based on the D matrix, we propose a
hierarchical clustering algorithm to generate an appropriate network clustering for the system Σ.
This approach links the pairs of vertices that are in close proximity and place them into binary
clusters. Then, the newly formed clusters can be merged into larger clusters according to the
cluster dissimilarity. The dissimilarity of clusters Cµ and Cν is defined by
δ(Cµ, Cν) = 1|Cµ| · |Cν |
∑
i∈Cµ
∑
j∈Cν
Dij. (64)
The notation δ(Cµ, Cν) is characterized by the average dissimilarity between all pairs of vertices
in the clusters Cµ and Cν .
The idea of hierarchical clustering has been extensively used in many fields, including pattern
recognition, data compression, computer graphics, and process networks, see [16], [32], [33].
This paper is the first one that introduces this clustering algorithm to model reduction of network
systems, and defines the distance by the norm of transfer functions. In hierarchical clustering,
we first assign each vertex into a individual cluster and then merge two clusters into a single one
if they have the least dissimilarity. Finally we can cluster the vertices into a binary, hierarchical
tree, which is called dendrogram. The pseudocode of hierarchical clustering is described in
Algorithm 1. Notice that Algorithm 1 is a greedy method.
Algorithm 1 Hierarchical Clustering
Input: M , D, L and F , model order n, desired order r
Output: P , Mˆ , Dˆ, Lˆ
1: Compute the Gramian P by Theorem 3
2: Compute the dissimilarity matrix D by Theorem 4
3: Place each vertex into its own singleton cluster, that is Ci ← {i} for all 1 ≤ i ≤ n
4: k ← n
5: while k > r do
6: Set δm to be an arbitrary large number
7: for i = 1 : k − 1 and j = 2 : i− 1 do
8: Compute δ(Ci, Cj) by (64)
9: if δm > δ(Ci, Cj) then
10: µ← i, ν ← j, δm ← δ(Ci, Cj)
11: end if
12: end for
13: Merge cluster µ and ν into a single cluster
14: k ← k − 1
15: end while
16: Compute P ∈ Rn×r
17: Mˆ ← P TMP , Dˆ ← P TDP , Lˆ← P TLP
Remark 6. The network controllability Gramian analysis leads to a pair-wise distance notion
of vertices, and the clustering algorithm is a simple consequence of it. We can also adapt other
clustering algorithms, such as iterative clustering, K-means clustering, or other greedy clustering
strategies, to our problem. We choose hierarchical clustering because it can obtain a reduced
network with small approximation error and low computational cost.
C. Error Analysis
Now, we analyze the approximation error between the full-order and reduced-order system.
First, we denote
ηˆ(s) := P (s2Mˆ + sDˆ + Lˆ)−1P TF ∈ R(s)n×m (65)
as the transfer function of the reduced-order system (9) and ηˆi(s) := eTi ηˆ(s). Then the following
lemma indicates the boundedness of the approximation error.
Lemma 4. Consider the second-order network system Σ in (2) and the reduced model Σˆ in
(9) resulting from graph clustering. η(s) and ηˆ(s) are the transfer functions defined in (51) and
(65), respectively. Then, the following statements holds:
1) ‖ηi(s)− ηˆj(s)‖H2 is bounded for any i, j = {1, 2, · · · , n}.
2) ‖η(s)− ηˆ(s)‖H2 is bounded.
Proof. Note that the H2-norm of ηi(s)− ηˆj(s) is given by
‖ηi(s)− ηˆj(s)‖2H2 =
∫ ∞
0
‖eTi ξ(t)− eTj ξˆ(t)‖22dt, (66)
where ξ(t) and ξˆ(t) are the impulse responses of Σ and Σˆ, respectively. Furthermore, both ξ(t)
and ξˆ(t) are bounded smooth functions of t, which exponentially converge to the same value.
From Remark 2, we have lim
t→∞
ξ(t) = lim
t→∞
ξˆ(t) = σ−1D 11
TF. Therefore,
lim
t→∞
[
eTi ξ(t)− eTj ξˆ(t)
]
= 0. (67)
For bounded initial conditions ξi(0) and ξˆj(0), the integral in (66) is bounded, i.e., ‖ηi(s) −
ηˆj(s)‖2H2 < ∞. It means that the norm of each row of η(s) − ηˆ(s) is finite, therefore, ‖η(s) −
ηˆ(s)‖H2 is also bounded.
Now, we explore the method to compute the approximation error in terms of the H2-norm.
For simplicity, we denote
Aˆ =
 0r×r Ir
−Mˆ−1Lˆ −Mˆ−1Dˆ
 , Bˆ =
 0r×m
Mˆ−1P TF
 . (68)
for the reduced system Σˆ in (9). Since P1r = 1n, 1Tr Dˆ1r = 1
T
r P
TDP1r = 1
T
nD1n, the
convergence matrix of Σˆ is given by
Jˆ = σ−1D ·
1r1Tr Dˆ 1r1Tr Mˆ
0r×r 0r×r
 (69)
with σD = 1TnD1n.
Next, we consider the following error system:
Σe :
 ω˙ = Aeω + Beu,δ = Ceω, (70)
where
Ae =
A 0
0 Aˆ
 ,Be =
B
Bˆ
 , Ce = [ In 0n×n − P 0n×r ] .
Then, the approximation error between the full-order and reduced-order system is equivalent to
computing ‖Σe‖H2 .
Lemma 4 guarantees that, by clustering-based projection, the approximation error between the
full-order and reduced-order models is bounded. Now, we exploit the method to compute the
errors ‖Σ− Σˆ‖H2 .
To this end, we define the coupling network controllability Gramian of system Σe, which is
formulated as
Px =
∫ ∞
0
(eAt − J )BBˆT (eAˆT t − Jˆ T )dt ∈ R2n×2r. (71)
The following lemma provides a method to obtain Px without integration.
Lemma 5. Consider the error system Σe in (70) and its coupling network controllability Gramian
is computed by
Px = P˜x + βxΠx, (72)
where P˜x is an arbitrary solution of the following Sylvester-like equation
AP˜x + P˜xAˆ+ BBˆT = 0, (73)
and βx is a scalar constant given by
βx = −σ−2D ·
[
1TnD,1
T
nM
] P˜x
Dˆ1r
Mˆ1r
 (74)
with σD = 1TnD1n.
Proof. By similar reasoning as in the proofs of Theorem 2, Lemma 2 and Theorem 3, the
following results can be obtained:
First, Px is the solution of the matrix equation in (73).
Second, both P˜x and Px are the solutions of equation (73) if only if they satisfy
J (P˜x − Px)Jˆ T = P˜x − Px, (75)
or equivalently, Px can be expressed as
Px = P˜x + βxΠx, (76)
with Πx :=
 1n1Tr 0n×r
0n×r 0n×r
 and βx a scalar constant.
Third, Px satisfies [
1TnD,1
T
nM
]Px
Dˆ1r
Mˆ1r
 = 0. (77)
Note that [
1TnD,1
T
nM
]
Πx
Dˆ1r
Mˆ1r
 = 1TnD1n1Tr Dˆ1r = σ2D. (78)
Therefore, from (76) and (77), we obtain the expression of βx as in (74).
Based on the coupling network controllability Gramian, the approximation error between the
full-order and reduced-order system, i.e., ‖Σe‖H2 is obtained as follows.
Theorem 5. Consider the second-order network system Σ in (2) and the reduced model Σˆ in
(9) resulting from graph clustering. Then the error between Σ and Σˆ in terms of the H2-norm
is computed by
‖Σ− Σˆ‖H2 =
√√√√√tr
Ce
Pn Px
PTx Pr
 CTe
, (79)
where Ce is defined in (70), and Pn ∈ R2n×2n and Pr ∈ R2r×2r are the second-order network
controllability Gramians of the full-order system Σ and reduced-order system Σˆ, respectively.
Px is the coupling network controllability Gramian of the error system (70).
Proof. We extend the concept of network controllability Gramian to the error system Σe:
First, the convergence matrix of system Σe is given by
Je = lim
t→∞
eAet =
J 0
0 Jˆ
 . (80)
Second, the network controllability Gramian of system Σe is defined by
Pe =
∫ ∞
0
(eAet − Je)BeBTe (eA
T
e t − J Te )dt, (81)
which can partitioned as
Pe =
Pn Px
PTx Pr
 . (82)
Note that CeJeBe = 0, since
CeJeBe =
[
[In,0n]J [−P,0r]Jˆ
]
Be
=σ−1D
1n1TnD 1n1TnM −P1r1Tr Dˆ −P1r1Tr Mˆ
0n×n 0n×n 0n×r 0n×r
 ·

0n×m
M−1F
0r×m
Mˆ−1P TF

=
1n1TnF − P1r1Tr P TF
0n×m
 = 02n×m.
Therefore,
CePeCTe =
∫ ∞
0
Ce(eAet − Je)BeBTe (eA
T
e t − J Te )CTe dt
=
∫ ∞
0
CeeAetBeBTe eA
T
e tCTe dt.
(83)
Finally, we have ‖Σ− Σˆ‖H2 = ‖Σe‖H2 =
√
tr (CePeCTe ).
Now, an extension of the clustering-based method to velocity-based model reduction for
second-order network system is discussed, where the closeness of x˙i and x˙j with different i, j
is considered. For a given system Σ as in (2), we intend to find a system
Σˆv :
 Mˆz¨ + Dˆz˙ + Lˆz = P TFu,v = P z˙, (84)
such that the state x˙(t) in (2) is approximated by v(t) in Σˆv. To this end, the network control-
lability Gramian P in (22) is used. Denote
ζ(s) := s(s2M + sD + L)−1F and ζi(s) := eTi ζ(s). (85)
The behavior of the i-th vertex is captured by the transfer function from external inputs to the
velocity of the i-th vertex x˙(t). Then, we consider a velocity dissimilarity matrix Dv with the
(i, j)-th entry as
Dvij = ‖ζi(s)− ζj(s)‖H2 (86)
Here, the dissimilarity between two vertices is measured by the velocity difference over time.
Similar to (59), Dvij is computed by
‖Dvij‖H2 =
√√√√√tr
[01×n, eTij]P
0n×1
eij
. (87)
Using the matrix Dv, the hierarchical clustering algorithm is also applicable for velocity-based
model reduction. To estimate the approximation error, we just replace Ce in Theorem 5 by
Cve =
[
0n×n In 0n×r −P
]
. (88)
V. SMALL-WORLD NETWORK EXAMPLE
In this section, we demonstrate the feasibility of our model reduction method by a simulation.
We generate a mass-damper-spring system evolving on a undirected connected network with 70
vertices, see Fig. 2. The blue, red and yellow segments present the edges connecting by springs,
dampers and both of them, respectively.
The masses are set by
Mii = (i mod 10) + 1, (89)
where mod presents a modulo operation. In Fig. 2, the bigger size of a vertex means it has
a larger mass. The topologies of spring and damper couplings are generated by Watts-Strogatz
model [34], which is a random graph generator producing graphs with small-world properties.
Furthermore, the damper on each vertex is set to be proportional to its mass. we add 5 inputs
to the network, and the input matrix F is randomized as a 70-by-5 matrix, whose entries are in
the range of [−1, 1].
We apply the hierarchical clustering algorithm to reduce the full-order second-order network
system. The two clusters with the nearest distance are merged into a single one and finally,
Algorithm 1 will group the vertices into a binary, hierarchical tree, called dendrogram, see Fig.
3. The dendrogram is fairly straightforward to interpret the result of graph clustering: The bottom
vertical lines are called leaves, which represent the vertices on graph. Besides, each fusion of
two clusters is indicated by the splitting of a vertical line into two branches, and the horizontal
position of the split, shown by the short horizontal bar, reads the similarities between the two
clusters. In Fig. 3, we use five different colors to show the result of graph clustering with five
clusters.
The resulting reduced network systems are shown in Fig. 4, where simplified networks with
different number of vertices are presented. We find that the simplified network system with lower
dimension trends to have more edges simultaneously connected by springs and dampers.
Next, we compare our hierarchical clustering algorithm with other clustering strategies to
illustrate that hierarchical clustering is effective in obtaining a reduced-order network system
with smaller errors. The two additional strategies we use for the comparison are described as
follows.
• Random clustering randomly assigns n vertices in set V into r nonempty subsets.
• Simple greedy clustering aggregates the vertices if they have smaller pair-wise dissimilar-
ities. More specifically, it first clusters the most similar two vertices and then the pairs
of vertices with the second smallest dissimilarity. In the following steps, it recursively
aggregates the vertices with bigger and bigger dissimilarity until r clusters are obtained. At
each step, two clusters are unified if they have intersections.
Fig. 5 depicts the comparison of three strategies in their approximation errors. The random
clustering is performed for 50 times, and the average of the approximation errors is plotted
in Fig. 5. Generally, the errors obtained by the different clustering strategies decrease as the
reduced order r increases. However, it is clear that the hierarchical clustering algorithm has
better performance than the other two strategies. When r = 5, the approximation error obtained
by hierarchical clustering is ‖Σ− Σˆ‖H2 = 0.5967, which implies that behaviors of the full-order
model can be well-approximated.
We implement this numerical experiment by Matlab 2016a in the environment of 64-bit
operating system with Intel Core i5-3470 CPU @ 3.20GHz, RAM 8.00 GB. To find the fifth
dimensional simplified model, it costs 1.1656s, while the time of computing the Gramian is
1.1167s. Therefore, the time consumption is mainly taken by the first step of Algorithm 1, and
once the network controllability Gramian is obtained, the hierarchical clustering can be processed
rapidly.
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Fig. 2: Original Second-order networks with 70 vertices
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Fig. 3: Dendrogram depicting the graph clustering, where the horizontal axis are labeled by
vertex numberings, while the vertical axis represents the dissimilarity between clusters.
  1
  
2
 
 
3
 
 
4
 
5
 
 
6
 
 
7
 
 
8
 
9
 
10
 
11  
12
 
 
13
14  
15  16 17 18 
19  
20  
21  
22 
23 
24 
25  
26  
27  
28 
29 
30 
31 
 
32
  
33
  
34
 
35
 
36
 
37
  
38
    39
 
 40
 41
 42
 43
 
 44
 
 45
 
 46
 47
 48
 49
  50
(a) Network with 50 clusters
  1
 
 
2
 
3
 
 
4
 
 
5
 
6
 
 
7 
 
89  10 
11 
12  
13  
14 
15  
16  
17  
18 
19 
 
20
  
21
 
22
 
23
    24
 25
 26
 
 27
 
 28
 29
 
 30
(b) Network with 30 clusters
  1
 
 
2
 
 
34  
5  
6  
7  
8 
   9
 
 10
(c) Network with 10 clusters
  1
 
 
2
3  
4  
 
 5
(d) Network with 5 clusters
Fig. 4: Reduced network with different numbers of clusters
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Fig. 5: Approximation error comparisons of hierarchical clustering algorithm with random and
simple greedy clustering strategies, where the curve of random clustering is plotted based on
the mean of 50 times experiments.
VI. CONCLUSION
Based on graph clustering, we have developed a model reduction method for interconnected
second-order systems. A hierarchical clustering algorithm is proposed to find an appropriate
clustering such that the vertices with similar input responses are merged. Then, a projection
using cluster matrix is applied to yield lower-dimensional network model. It is verified that such
reduced system preserves network structures. Besides, we introduce the network controllability
Gramian for the computation of H2-norms, which improve the feasibility of our algorithm.
Finally, the efficiency of the proposed method has been illustrated by an experiment.
It is worth mentioning that although we consider a linear second-order system as in (2), the
proposed method can be extended to different types of consensus networks. Our future work
includes extensions to nonlinear networks and to network systems with subsystems of higher-
order linear dynamics.
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