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Abstract
We present a toolkit to facilitate the interpretation and under-
standing of neural network models. The toolkit provides sev-
eral methods to identify salient neurons with respect to the
model itself or an external task. A user can visualize selected
neurons, ablate them to measure their effect on the model ac-
curacy, and manipulate them to control the behavior of the
model at the test time. Such an analysis has a potential to
serve as a springboard in various research directions, such as
understanding the model, better architectural choices, model
distillation and controlling data biases. The toolkit is avail-
able for download.1
Introduction
Despite the remarkable evolution of deep neural networks in
natural language processing, their interpretability remains a
challenge. In this work, we aim to facilitate analysis of neu-
ral models by introducing the NeuroX toolkit. The toolkit
enables users to analyze models, and is flexible to use with
any neural model. Given a trained model, the toolkit pro-
vides several mechanisms to probe it at neuron level. A user
can visualize individual/group of neurons, ablate them to see
the effect on the overall quality, and manipulate them to con-
trol the behavior of the model at test time. The analysis pro-
vided by the toolkit opens new horizons of research in var-
ious directions, such as understanding the internal learning
of the model, better architectural choices, model distillation,
controlling data biases, etc.
Analysis Methods
Given a trained model (or a set of models), the toolkit ex-
tracts the activations from the model(s) and runs several
analyses routines on it. It then provides an interactive visual
interface to analyze neurons. We provide three methods to
analyze neural network models in the toolkit: Individual
and Cross-model Analysis, to search for neurons,
important for the model itself (Bau et al. 2019) and
Linguistic Correlation Analysis, which iden-
tifies important neurons w.r.t. an extrinsic property (Dalvi
et al. 2019). The output of each method is a ranked list of
neurons.
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Individual Model Analysis provides an intrinsic way to
comprehend the quality of a model. It enables the user
to visualize the effect of various design choices, such as
layer normalization and dropout, on individual neurons, and
can lead towards improving the architectural design of the
model. For example, given two similar models, one trained
with and another without layer normalization, one can visu-
alize the effect of layer normalization on model activations
using various provided ranking strategies, such as variance,
distance from mean, etc.
Cross-model Analysis provides a ranking of neurons
based on the correlation among several models. Such rank-
ings provides an insight of the prevalent properties that the
models focused on while learning the task. For instance, in
the task of machine translation, we found that neurons han-
dling the length of the sentence and end of sentence are the
most salient neurons across the models (Dalvi et al. 2019).
Linguistic Correlation Analysis enables a user to ana-
lyze neurons against any external task. A task can be as sim-
ple as predicting position of a word in a sentence, or months
of year tag or as complex as predicting the morphological
or semantic property of a word. The task-specific analysis
helps to connect the dots between the features learned auto-
matically by a neural model and features manually extracted
for a non-neural network model. It also enables to answer
questions like what has a neural model learned about word
morphology and lexical semantics and finding neurons that
are explicitly focusing at a specific phenomenon.
Visualization
Given the identified salient neurons, a user can select indi-
vidual or groups of neurons and visualize them in action
on the input text. In addition, a user sees statistics about
the selected neurons and a list of top words where the se-
lected neurons are most activated. Visualization is especially
helpful in analyzing activations of the model independent of
any analysis methodologies. It spurs researchers to look for
questions whose answers are not straightforward to define as
a learning task.
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Figure 1: Analysis Screen
Neuron Ablation
Masking-out of neurons has become a standard practice to
probe neural network models (Morcos et al. 2018). With a
number of ranking strategies provided, a user can quickly
find the importance of different neurons in the model by ab-
lating them. This could facilitate model distillation where
the size of the model can be reduced by removing the least
salient neurons with minimum deterioration in quality.
Neuron Manipulation
A user can identify neurons specific to a phenomenon ei-
ther manually (via visualization) or automatically (via task-
specific analysis) using the toolkit. Neuron manipulation
(Bau et al. 2019) enables the user to control the output of
the model at test time. This is useful for the purpose of im-
proving the model and to reduce the bias learned from the
data. For example, gender bias is a well known issue in most
available datasets. With the help of the task-specific anal-
ysis, a user can identify neurons responsible for gender and
manipulate their values at test time to output the desired gen-
der.
Use Cases
Figure 1 shows an example of the analysis provided by the
toolkit. The screen is divided into several views. The top
left part shows the source and translated text. The bottom
left part shows visualization of selected neurons (an end-of-
sentence marker neuron and a position neuron). On the top
right, one can see the list of analyses selected by the user to
process. Based on the selected option, the interface shows a
list of ranked neurons. Upon selecting a neuron (or multi-
ple neurons), the user sees the list of top words the neuron
is activated on and also visualizes it on the test set. In addi-
tion, the user can ablate and manipulate the selected neurons
and see the effect on the translated output and on the overall
score of the model.
Related Work
Google’s What-If tool inspects machine learning models
and provides users an insight of the trained model based
on the predictions. In comparison, our toolkit is focused
on deep learning models, and it provides several methods
to analyze activations of a neural model. Seq2Seq-Vis
toolkit (Strobelt et al. 2018) is a tool to debug NMT systems
that enables the user to trace back the prediction decisions
to the input of the model. Different from them, we focus on
the internal understanding of the model, i.e., individual neu-
rons, and on tracing linguistic information in the neurons.
The toolkit can be used to analyze any neural network model
and is flexible to integrate new analysis strategies.
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