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Interdependence of Market Risk Measures Table 1  Definition t To preserve ordinal properties, the formulae used for coefficient of variation and coefficient of quartile variation are slightly different from those used conventionally.
in the table represents degree of similarity of rankings produced by risk measures. A correlation of +1.00 indicates perfectly equivalent rankings by two risk measures; -1.00 indicates perfectly inverse rankings. Although table 2 shows most correlations differing significantly from zero, in-depth analysis requires comment on the relative homogeneity of the measures.
Natural arrangements of the risk measures, with each arrangement being relatively homogeneous, can be uncovered by cluster analysis using the correlation coefficients as inputs. To some extent, clustering can be achieved by a visual inspection of the correlations themselves. However, with a large number of correlation coefficients the underlying structure is not obvious by inspection alone. Hence a clustering procedure is helpful that provides a pictorial representation as well as a consistent decision criterion for combining risk measures into homogeneous groups.4 The procedure uses an array of similarity measures (e.g., correlation coefficients) to construct a hierarchical system of homogeneous groups of objects (e.g., risk measures).' Table 3 5. The "minimum method" or "connectedness method" of clustering criteria is used. It computes the smallest chain distance between all clusters and minimizes this distance at each stage. The chain distance measures a kind of connectedness between the clusters. For this criterion, the minimum-distance value is assigned as the index of similarity at each stage.
6. We should note that the correlation coefficients for the lower confidence limit, skewness, and kurtosis were multiplied by -1 before clustering because a larger number for these measures presumably implies less risk, whereas in all other cases a large number implies more risk. Hence changing the sign of the correlation coefficients for these measures enables their proper interpretation in the clustering output. Table 3 Finally, clusters (S,K) and (CV, CQV) join the enlarged cluster of seven risk measures (SIQD, R, SV, MAD, a, LCL, A) at considerably low levels ranging from .20 to .12, which relates to either nonsignificant or low correlations of S, K, CV, and CQV with the group of six risk measures and beta. Table 3 shows that the number of relatively homogeneous risk-measure groups identified depends on what value of index of similarity is acceptable. For example, if a high degree of homogeneity is required, such as the .94 level for 1966-69, six relatively homogeneous clusters prevail: SIQD, R, SV, MAD, a, and LCL form the largest cluster, whereas CV, CQV, S, K, and f form clusters by themselves, indicating that they are dissimilar to the measures in the enlarged cluster as well as among themselves. A lesser homogeneity requirement at the .63 level results in only five clusters as skewness and kurtosis join to form a cluster (S,K). Similarly, at the low level of .16 7. Since a larger value for the lower confidence limit implies less risk, whereas a larger value for the other five measures implies more risk, high negative correlations (-.89 to -1.00) between lower confidence limit and the other five measures indicates a close association.
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Interdependence of Market Risk Measures all 11 measures enter into a single cluster, which of course is not very homogeneous.
Further examination of table 3 reveals that for each of the three time periods the 'pattern of cluster formation is basically similar. Additionally, examining the rank correlations for all three periods shows that 35 of the -,igni-Fcant correlations and nine of the nonsignificant correlations consiste! iy fall within the same ranges and relate to the same pairs of risk measures. This indicates that the interrelationships between risk measures tend to be stable over time. Note that this does not address the question of whether a risk measure is stationary over time; only the relative position among risk measures is evaluated.
CONCLUSIONS
Potentially risk has many facets, and various risk proxies are purported to measure one or more of them. The preceding analysis indicates that six of the 11 risk measures studied, namely range, semi-interquartile deviation, mean absolute deviation, standard deviation, semivariance, and lower confidence limit, form a homogeneous group at a significantly high level of association. This indicates a fairly high degree of substitutability among these measures for the purpose of assessing relative riskiness of assets. The remaining five measures form clusters by themselves at this level and thus may provide additional risk information by capturing other dimensions of risk.
Skewness and kurtosis join as a separate group at much lower levels of association. To the extent that they are behaviorally important, each one has the potential of providing additional risk information. Previous work by Alderfer and Bierman and by Arditti indicates that higher-order moments may be behaviorally important to investors for decision making.8 Beta also forms a relatively independent group by itself and thus may possess unique risk information. Due to their association with other risk measures at consistently low levels, coefficient of variation and coefficient of quartile variation appear to capture distributional information different from that provided by other risk measures.
Depending on the purpose at hand, selection of a risk proxy would be aided by the knowledge about degree of substitutability among various risk measures. If an indication of all dimensions of risk is desired, a judicious combination of risk measures from different homogeneous clusters would be needed. Since there is disagreement concerning the definition of risk and extent of diversification in the market, behavioral research into the valuation process, risk perception, and diversification would aid in determining which combination of risk measures would be optimum.
