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Abstract 
Pedestrian detection in video surveillance systems is an integral part of Advanced Driver Assistance Systems (ADAS). In this 
paper, a new method for efficient pedestrian detection is proposed. The proposed method uses ACM (Active Contour Model) for 
efficiently locating pedestrian position in each video frame and thereby speeding up the detection time. This method uses a 
combination of HOG (Histogram of Oriented Gradients) and LBP (Local Binary Patterns) as features for training a two level 
linear SVM (Support Vector Machine). The proposed method handles partial occlusion using a two-level SVM classifier and 
eliminates multiple detection using Non Maximum Suppression (NMS) algorithm. The performance analysis is done using 
INRIA Person dataset and CVC Partial Occlusion dataset; and it is found that the proposed method gives promising results in 
terms of detection accuracy and detection speed. 
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the International Conference on Information and Communication 
Technologies (ICICT 2014). 
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1. Introduction 
With the increasing rate of growth of automobile industry over the last decade, the rate of road accidents also 
rises. Millions of road accidents are happening around the world each year. About 26 percent of these accidents 
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cause serious injuries to people1. So the automobile industry is trying to develop new technologies to improve traffic 
safety. Now the research is concentrating on making the vehicle intelligent in order to avoid accidents. These 
intelligent systems are referred to as Advanced Driver Assistance Systems (ADAS). An integral part of ADAS is 
Pedestrian Protection System (PPS). PPS tracks people in front of a moving vehicle and warns the driver about a 
possible collision2. But detecting and tracking pedestrians is a challenging task primarily because of large intra-class 
variance (pose, clothes, height etc.). Another challenge is that the PPS must respond in real time while maintaining 
the robustness. 
Pedestrian detection systems are of two types, model-based and feature-classifier based. In model-based 
pedestrian detection, we search the image or video frame to find matched locations with a predefined pedestrian 
model or template for finding the pedestrians3. But we need a large number of templates to efficiently represent 
various poses of pedestrians, which in turns increases the matching time. Z.Lin and L.S.Davis4 uses a shape-based, 
hierarchical part-template matching approach combining local part-based and global shape-based schemes that 
matches a part-template tree to images (hierarchically) to detect humans. D.M Gavrila5 uses a template tree to 
efficiently represent and match a variety of shape exemplars. Marco Pedersoli et al.6 proposed a system for 
pedestrian detection based on a hierarchical multi-resolution part-based model. These approaches show a reasonable 
detection performance, but they are computationally too expensive for real-time performance. 
Feature-classifier based approach shows more promising results in terms of computational complexity. Most of 
the pedestrian detection algorithms use shape features3 such as Edgelet feature7, Shapelet feature8 etc. N. Dalal and 
B. Triggs9 proposed Histogram of Oriented Gradient (HOG) as a shape descriptor for detecting the pedestrians. It 
can describe the local shape of objects effectively. But it performs poor when the background of the image is 
cluttered with edges. These feature-classifier based approaches uses blind sliding-window search for detecting the 
pedestrians from a single image. It is a simple method but it is time consuming as a large number of non-pedestrian 
windows need to be processed. For an efficient PPS, detecting pedestrians in presence of partial occlusions is of 
great importance. But in all these approaches, the occurrence of partial occlusions causes degradation in 
performance. 
In order to avoid the above mentioned problems our proposed method (i) uses a combination of LBP13 (Local 
Binary Pattern), which captures texture information and HOG9 as feature vector (ii) employs ACM based region of 
interest (ROI) segmentation method for reducing unwanted area to be processed (iii) uses a two-level classification 
for handling partial occlusions and (iv) uses a new Non Maximum Suppression (NMS) method for avoiding the 
multiple detections. 
The rest of the paper is organized as follows. Section 2 explains the proposed method. Section 3 deal with the 
experimental analysis and section 4 concludes the work. 
2. Proposed Method 
The framework of the proposed method is shown in Fig. 1. It consists of two phases, training phase and detection 
phase. During the training phase we train the two-level linear Support Vector Machine (SVM) using training vectors 
from INRIA Person dataset and CVC Virtual Pedestrian dataset. In detection phase the system identifies the 
pedestrians present in the real time input image. 
2.1 Training Phase 
We use the HOG-LBP feature vectors extracted from training images in INRIA Person dataset for training the 
first level SVM classifier. We also use partially occluded pedestrian images from CVC Virtual Pedestrian dataset for 
training the 2nd level SVM classifier.  
2.2 Detection Phase 
The detection phase is comprised of five modules, (i) ROI extraction, (ii) image scaling, (iii) feature extraction, 
(iv) classification and (v) NMS. The ROI extraction module locates the region of the image containing pedestrians 
and passes it to image scaling module. The image scaling module creates a pyramid of scaled images for finding 
pedestrians with different heights. The feature extraction module employs a sliding-window approach for extracting 
the HOG-LBP feature vector for each window. After that the classification module classifies each window as 
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pedestrian or non-pedestrian using a two-level linear SVM classifier. Finally, the NMS algorithm will be applied on 
the classification results to avoid multiple detections. 
 
2.2.1 ROI Extraction 
In traditional pedestrian detection methods, detection windows are extracted using a simple sliding window 
search. This method is simple but it adds a lot of overhead for the algorithm such as processing unwanted regions. 
So, instead of using a blind search mechanism this method uses an ROI based detection window extraction method. 
But while segmenting the ROI we must make sure that the algorithm is not altering the shape information of 
pedestrian. The detection process will be more accurate if the segmentation algorithm highlights the shape 
information of the pedestrian. A segmentation algorithm that best suits this purpose is Active Contour Model 
(ACM)10.  
 
ACM tries to minimize the total energy associated with the current contour, which is defined as the sum of 
internal and external energy. When the contour is at the desired object boundary location both the internal energy 
and external energy becomes minimum. Let ܫ  be the image currently being processed, ܥ  be the desired object 
boundary, and ܿଵǡ ܿଶ be average of  ܫ inside ܥ and outside ܥ, respectively. Then the energy function is defined as: 
ܨሺܥǡ ܿଵǡ ܿଶሻ ൌ ߤǤ ܮ݁݊݃ݐ݄ሺܥሻ ൅ ߥǤ ܣݎ݁ܽሺܥሻ ൅ߣଵ න ȁܫሺݔǡ ݕሻ െܿଵȁ݀ݔ ݀ݕ
ூ௡௦௜ௗ௘ሺ஼ሻ
൅ ߣଶ න ȁܫሺݔǡ ݕሻ െܿଶȁ݀ݔ ݀ݕ
ை௨௧௦௜ௗ௘ሺ஼ሻ
ǡ 
(1) 
where ߤ ൒ Ͳǡ ߥ ൒ Ͳǡ ߣଵ ൒ Ͳ and  ߣଶ ൒ Ͳ are fixed parameters. In our method, we empirically fix the values of 
ߣଵ ൌ  ߣଶ ൌ ͳ, ߥ ൌ Ͳ and ߤ ൌ ͲǤ͵ ൈ ʹͷͷଶ. Now we solve this minimization problem to find the set of points in ܫ that 
defines ܥ. After finding ܥ the segmented image ܫ௢ is obtained as follows: 
Fig. 1. The framework of proposed method 
Fig. 2. (a) Input image (I) (b) Output of ROI Extraction module (Io) 
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ܫ௢ሺݔǡ ݕሻ ൌ  ܫ஺஼ெሺݔǡ ݕሻ ൈ ܫሺݔǡ ݕሻǡ 
ݓ݄݁ݎ݁ܫ஺஼ெሺݔǡ ݕሻ ൌ  ൜Ͳǡ ݂݅ሺݔǡ ݕሻ݅ݏ݋ݑݐݏ݅݀݁ܥͳǡ݋ݐ݄݁ݎݓ݅ݏ݁ 
(2) 
The image ܫ௢  thus obtained eliminates most of the unwanted region in the image by replacing the grey level 
values of pixels in that region with zeros (black colour). For example, in Fig. 2(b), the black coloured (zero valued) 
pixels shows the unwanted area. This eliminates the burden of processing a lot of unwanted area and thereby 
reduces the computational complexity of the detection process. 
2.2.2 Image Scaling 
After finding ROI the original high resolution image will be scaled to different dimensions. It helps in finding 
pedestrians with different heights. It is assumed that pedestrians closer to the vehicle will be present in coarse scale 
image and those who are far away from the vehicle can be found by scanning the fine scale image. The following 
equation shows scaling function: 
݈ܵܿܽ݁ሺܫ௢ሻ ൌ ሼሺܫ௢ǡ ߪଵሻǡ ሺܫ௢ǡ ߪଶሻǡ ሺܫ௢ǡ ߪଷሻǡ ǥ ǡ ሺܫ௢ǡ ߪ௡ሻሽ (3) 
where ݈ܵܿܽ݁ሺܫ௢ሻ is the scaling function which creates n scaled versions of  ܫ௢ with scaling factor ߪ, using bi-cubic 
interpolation. For high quality images ߪ א ሾͳǡͲሻ. 
2.2.3 Feature Extraction 
Histogram of Oriented Gradients (HOG) is a feature descriptor used in object detection systems. The HOG 
descriptor describes the shape and appearance of the object in an image. But its performance is not promising when 
the background of the image is cluttered with edges. So if we use some other feature descriptor which captures 
texture information (like LBP) along with HOG, the detection accuracy will get improved. 
Here, we divide the scaled image ሺܫ௢ǡ ߪ௡ሻ into 64h128 sized windows with 90% overlap. We use the method 
specified by N. Dalal and B. Triggs9 for extracting the HOG features. For finding LBP feature we divide the 
examined window say ݓ into non overlapping cells of size 16h16. Let ܿ௜ be the ith cell in ݓ, ܿ௜ሺݔǡ ݕሻ be any pixel 
in ܿ௜, and ݌ଵ, ݌ଶ,……,݌଼ be the 8 neighboring pixels of  ܿ௜ሺݔǡ ݕሻ; then for each pixel in ܿ௜, we compute: 
ܿ௜ሺݔǡ ݕሻ ൌ ෍݂൫݌ௌ െ ܿ௜ሺݔǡ ݕሻ൯ ൈ ʹ௦ିଵ
଼
ௌୀଵ
ǡ 
ݓ݄݁ݎ݁݂ሺݖሻ ൌ  ൜ͳǡ݂݅ݖ ൏ ͲͲǡ ݋ݐ݄݁ݎݓ݅ݏ݁, 
(4) 
Then we compute the 128 bin histogram for each cell. Now the LBP feature vector for the window ݓ is found by 
concatenating the histograms of all cells. Finally, we concatenate the 4096 features of LBP with 3780 HOG features 
to form the final feature vector ܨ௪. That is: 
ܨ௪ ൌ ሾܪܱܩଵǡ ܪܱܩଶǡǥ ǡ ܪܱܩଷ଻଼଴ǡ ܮܤ ଵܲǡ ܮܤ ଶܲǡ ǥ ǡ ܮܤ ସܲ଴ଽ଺ሿ (5) 
2.2.4 Classification 
After extracting feature vector ܨ௪ for all windows ݓ, the classification function classifies ܨ௪ as pedestrians or 
non-pedestrians based on detection scores returned by a trained classifier (SVM). The following equation shows the 
process: 
ܥ݈ܽݏݏ݂݅ݕሺܨ௪ሻ ൌ ቐ
݌݁݀݁ݏݐݎ݅ܽ݊ݏǡ݂݅ܸܵܯଵሺܨ௪ሻ ൒ ߙ
݊݋݊Ǧ݌݁݀݁ݏݐݎ݅ܽ݊ݏǡ݂݅ܸܵܯଵሺܨ௪ሻ ൑ െߙ
݊݋ݐǦݏݑݎ݁ǡ݋ݐ݄݁ݎݓ݅ݏ݁
 (6) 
where ܸܵܯଵሺܨ௪ሻ represents the 1st level classifier. If the detection score returned by ܸܵܯଵሺܨ௪ሻ for a feature vector 
ܨ௪ is greater than or equal to the threshold ߙ, then the window ݓ may contain a pedestrian. In our proposed method, 
the value of ߙ is empirically set as 0.3. 
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It is seen that when the SVM is confused about the class of a feature vector, it returns detection score near to 
zero. There is a huge possibility that this class of windows contains partially occluded pedestrians. So in order to 
detect them we use a second level classifier (trained with partially occluded pedestrian training vectors) that 
classifies ‘not-sure’ class of windows to partially occluded pedestrian and non-pedestrians. Let ܨேௌ೔  be the ith feature 
vector in the set ܨேௌ, where ܨேௌ ൌ ൛ܨ௪ȁܨ௪ א ݊݋ݐ-ݏݑݎ݁ൟ. Now the classification process can be defined as: 
ܥ݈ܽݏݏ݂݅ݕ൫ܨேௌ೔൯ ൌ  ቊ
݌݁݀݁ݏݐݎ݅ܽ݊ݏǡ݂݅ܸܵܯଶ൫ܨேௌ೔൯ ൐ ߚ
݊݋݊Ǧ݌݁݀݁ݏݐݎ݅ܽ݊ݏǡ݋ݐ݄݁ݎݓ݅ݏ݁  
(7) 
where ܸܵܯଶ൫ܨேௌ೔൯ is the 2nd level classifier which returns the detection score and ߚ is the threshold. If the detection 
score is greater than or equal to the threshold ߚ, then the window ݓ may contain a pedestrian. In our experiments, 
we set the value of ߚ ൌ Ͳ. 
2.2.5 Non Maximum Suppression 
Since we are using sliding window approach with 90% window overlap, the overlapped windows might detect 
the same pedestrians over and over again. Also there is a high chance of detecting the same pedestrian in more than 
one scaled version of the image ܫ௢. For instance, a single pedestrian may be detected twice in images ሺܫ௢ǡ ߪ௜ሻ and 
ሺܫ௢ǡ ߪ௜ାଵሻ. So we need to apply NMS to avoid multiple detections. Fig. 3(b) shows the output just before the NMS 
step. 
Traditional approach for avoiding multiple detection of a single pedestrian is to cluster the detection windows 
based on corner points. Fig. 3(c) shows the result of applying this idea. But we can see that some unwanted 
detections still remain there. Another approach is to cluster the detection windows based on their center points. But 
this method won’t work when two more pedestrian stand close to each other. To overcome these problems the 
proposed method adopts a novel approach. The idea behind this approach is to cluster the detection windows based 
on their area of intersection. Let ஽ܹ  be the set of all windows classified as pedestrians (including multiple 
detections) and  ஽ܹா be the set of all windows without multiple detection. Suppose there are ݎ windows detected as 
pedestrians. That is: 
஽ܹ ൌ ሼݓݏଵǡ ݓݏଶǡ ݓݏଷǡ ǥ ǡ ݓݏ௜ǡ ǥ ǡ ݓݏ௥ሽǡ ܽ݊݀ ஽ܹா ൌ ׎ (8) 
Fig. 3. (a). Input image (b) Detected windows (without applying NMS) with 99% overlap. (c). output of 
applying clustering the detection windows based on corner points. (d). Output of NMS 
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where ݓݏ௜  is the ith detected window scaled back to its original size. Then for each window ݓݏ௜  we find a threshold 
ߠ௜ǡ௞ as follows: 
where ݅ǡ ݇ א ሾͳǡ ݎሿǡ ݅ ് ݇ǡ ݇ ൐ ݅, and the function ܵሺݓݏ௜ǡ ݓݏ௞ሻ calculates the total number of overlapped pixels in 
ݓݏ௜  and ݓݏ௞. After computing ߠ௜ǡ௞ we remove all windows from ஽ܹ for which ߠ௜ǡ௞ ൐ ߬, where ߬  is empirically set 
as 0.7. Then we add the window with highest detection score which satisfies the condition ߠ௜ǡ௞ ൐ ߬ to the set ஽ܹா. 
We repeat these steps until the set ஽ܹ becomes empty. The resulting set ஽ܹா is the new set of detected windows. 
The result of applying NMS algorithm is shown in Fig. 3(d). 
3. Experimental Analysis 
The algorithm is tested over various test images in INRIA Person dataset and CVC Partial Occlusion dataset. The 
experiments were conducted on a 2.20 GHz Windows7 PC with 4 GB RAM. Results show that the proposed method 
performs better than other state-of-the-art methods reported in the literature. Fig. 4(b) compares the computational 
complexity of our method with other methods in terms of number of windows being processed, using the images 
shown in Fig. 4(a). From Fig. 4(b) it is evident that our method outperforms the other state-of-the-art methods in 
terms of computational complexity by eliminating the overhead of processing large number of unwanted windows. 
Fig. 5(d)(ii) shows the robustness of proposed method in detecting pedestrians when the background of the image is 
cluttered with edges. In Fig. 5(d) (iii),(iv) we show that the proposed method outperforms the other state-of-the-art 
methods in detecting partially occluded pedestrians. 
3.1 Training the Classifier 
We have used 2416 positive training vectors and 2500 negative training vectors from INRIA Person dataset for 
training the first level SVM classifier. We also used 1000 positive training vectors from CVC Virtual Pedestrian 
dataset for training the 2nd level SVM classifier. 
3.2 Results 
We used three evaluation metrics for the performance analysis of the proposed method (i) detection accuracy, (ii) 
False Positives Per Image (FPPI), and (iii) detection speed.  Let ܶܲ be the number of ‘true positive’ detections, ܶܰ 
be the number of ‘true negative’ detections, and ܨܲ be the number of ‘false positive’ detections. Then the detection 
accuracy and FPPI are defined as: 
ߠ௜ǡ௞ ൌ 
ܵሺݓݏ௜ǡ ݓݏ௞ሻ
݄݄݁݅݃ݐሺݓݏ௞ሻ ൈ ݓ݅݀ݐ݄ሺݓݏ௞ሻǡ 
(9) 
Fig. 4. (a) Images used for the comparison (b) Bar-diagram showing the total number of windows to be processed; with ACM and without ACM  
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ܦ݁ݐ݁ܿݐ݅݋݊ܣܿܿݑݎܽܿݕ ൌ ܶܲ ൅ ܶܰܶ݋ݐ݈ܽ݊ݑܾ݉݁ݎ݋݂ݓ݅݊݀݋ݓݏ (10) 
ܨܲܲܫ ൌ ܨܲܶ݋ݐ݈ܽܰݑܾ݉݁ݎ݋݂ܫ݉ܽ݃݁ݏ (11) 
 
We used 1126 positive images and 1000 negative images from INRIA Person dataset for finding the detection 
accuracy. As shown in Table I our method has 96.1% detection accuracy and it outperforms the other two methods. 
This method performs 50% faster than the HOG-SVM. The HOG-SVM system which takes 60 sec detection time 
can perform at 30fps on ADAS framework (using dedicated hardware). It implies that our method could achieve 
real-time video processing speed (ie. greater than 30fps) on ADAS framework. It is clear from Table I that our 
method has a good improvement in terms of FPPI. The proposed method achieves a minimum FPPI while 
maintaining high detection accuracy. 
Table I. Comparison of Detection Accuracy and FPPI 
Methods Detection Accuracy FPPI Average Detection Time (in sec) 
Proposed Method  96.1 0.1 30 
HOG-LBP-SVM 94.12 0.27 65 
HOG-SVM 90.40 0.33 60 
 
Fig. 5. (a) set of input images, (b),(c),(d) shows corresponding outputs of HOG-SVM system, HOG-LBP-
SVM system, and proposed system, respectively. 
52   Viswajith P. Viswanath et al. /  Procedia Computer Science  46 ( 2015 )  45 – 52 
4. Conclusion 
In this paper, a new method for efficient pedestrian detection is proposed. The proposed method uses ACM based 
ROI extraction module for eliminating the unwanted areas in the image and thereby reducing the computational 
complexity of the detection process. This method uses a two-level SVM classifier for handling the partial 
occlusions. The proposed method also eliminates multiple detections using an NMS algorithm. As shown in 
experimental analysis, the proposed method reduces the computational complexity, improves detection accuracy and 
handles partial occlusions.  
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