We analyze structure-preserving model order reduction methods for Ornstein-Uhlenbeck processes and linear SPDEs with multiplicative noise based on balanced truncation with non-zero initial data. We then marry these model order reduction methods with stochastic optimal control theory and prove error bounds for a class of linear quadratic regulator problems. We discuss the application of our approach to enhanced sampling methods from non-equilibrium statistical mechanics. 1 arXiv:1912.06113v1 [math.OC] 12 Dec 2019
Introduction
Balanced truncation is among the most popular model reduction techniques for linear and bilinear control systems, since it features computable error bounds and preserves many structural properties of the dynamics, such as stability or passivity. Neverthless, considered as an approximation tool for the Hankel operator that is underlying the system under consideration, it heavily relies on L 2 -isometries and the fact that inputs and outputs are square-integrable functions on the positive reals [G84] .
With few exceptions (see [BGM17, HRA11, DHQ19] ), most of the available error bounds consider the dynamics under zero (or: homogeneous) initial conditions. This is somewhat surprising as, for example, the system-theoretic concepts of finite-time controllability and reachability make assertions about bounded measurable control inputs only and do not assume the initial condition to be zero (see, e.g. [C85, Sec. 4] ). It is possible to think of the initial conditions as an extra control input, however the control input associated with the initial condition is a Dirac delta function, and as a consequence it is neither bounded nor square-integrable; the approach thus requires an appropriate regularisation that then leads to Hankel norm error bounds that depend on the particular regularisation chosen (see e.g. [HRA11] ).
In this article we follow a different route and extend the notion of the Hankel operator to account for the non-zero initial conditions by an appropriate shifting of the underlying reachability and observability Gramians. The details will be given below in Section 2. In doing so, we study balanced model order reduction methods for two types of stochastic differential equations with nonzero initial condition: (feedback-)controlled Ornstein-Uhlenbeck (ou) processes and linear S(P)DEs with multiplicative noise (lin).
The study of controlled Ornstein-Uhlenbeck processes (1.1a) is of great practical relevance and has various applications such as interest rates models [V77] or pair trading in mathematical finance [ES19] , and Langevin equations in physics [K07] . Such processes are also considered to model random perturbations of linear deterministic systems [HLPZ14] . Linear stochastic differential equations with multiplicative noise generalizes a dissipative geometric Brownian motion and has various applications in mathematical finance. Most prominently, such equations describe stock prices in the Black-Scholes model [H09] . Examples involving SPDEs include stochastic variants of the linearised Navier-Stokes equations [DFV14] , stochastic polymer models [MHKZ89] , or the Kushner-Stratonovich equations of nonlinear filtering [B65] .
To fix ideas, let (M t ) t≥0 be a square-integrable mean zero Lévy process and let (F t ) t≥0 be its induced filtration. For control functions u ∈ L 2 ad (Ω × (0, T )) with values in R m , we study the differential equations dZ ou t = AZ ou t dt + Bu t dt + K dM t , and (1.1a)
on some separable Hilbert space X. In (1.1a) the process is allowed to take values in a space R d , whereas in equation (1.1b) the Lévy process is assumed to be scalar 1 . The precise assumptions we impose on the OU process (1.1a) are stated in Section 3 and for equation 2 in Section 4. Most of the notation will be explained in Section 1.1. In the equations above B : R m → X, is the linear input operator. We are interested in outputs CZ t , where C : X → H is the linear output operator.
Reduced order models, based on balanced truncation, for (uncontrolled) Ornstein-Uhlenbeck processes (Z ou t ) have been considered in [FR18] . Controlled processes (Z lin t ) have been extensively studied within the standard stochastic balanced truncation framework and we refer the reader to [BH18, BR15, BD11] and references therein for a general overview.
For the optimal control problem associated to the equations in (1.1), we consider the following control functions with time horizon T ∈ (0, ∞) given by where (e n ) n∈N is any ONB of X and (f n ) n∈N any ONB of Y.
We say that g = O(f ) if there is a C > 0 such that g ≤ C f . The domain of unbounded operators A is denoted by D(A).
We write ∆(Ξ) to denote the difference of the quantity Ξ for two systems, i.e. ∆(Ξ) = Ξ System 1 − Ξ System 2 . We denote the expectation of a random variable Y by E(Y ) where we throughout the article assume to work on some fixed probability space (Ω, F, P). If we want to address an operator L for both OU processes and linear systems with multiplicative noise, we write L ou | lin .
We write Ω T := Ω × (0, T ) and define, for a Banach space Y , the norm associated with the space L 2 (Ω T , Y )
(1.5)
When writing L p spaces, we most often omit the domain and sometimes also the image space to shorten the notation.
We also define the norm on iterated L p L q spaces by
(1.6)
where the L q norm is taken over the second argument, y, followed by the L p norm integration over the first argument, x.
We use the subscript ad for L p spaces to denote stochastic processes in L p that are adapted to a canonical filtration.
The convolution of two functions is denoted by
We write 1l X for the indicator function on some measurable set X, i.e. 1l X (x) = 1 if x ∈ X and 0 otherwise.
If a sequence (x n ) converges with respect to the weak topology of a Banach space to some element x of that space, we write x n x.
Balanced truncation in a nutshell
In this article, we study model order reduction methods for equations (1.1). To fix ideas, let us now assume that the underlying Hilbert space X is finite-dimensional. In the first step of the model order reduction process, positive semidefinite observability and reachability Gramians O ou | lin and P ou | lin are computed from Lyapunov equations, using an auxiliary operator S := B in B * in + KE(M 1 M * 1 )K * . For Ornstein-Uhlenbeck processes, for which we consider two types of reachability Gramians P ou and P ou , the Lyapunov equations (Prop. 3.3) take the form
(2.1)
• The first reachability Gramian P ou is employed to obtain an error bound on the supremum norm with initial state 0 (Theorem 1). • The second reachability Gramian P ou depends also on the chosen initial states and allows us to obtain an L 2 error bound (Theorem 2).
For linear systems with multiplicative noise they satisfy (see Prop. 4.2 below)
Since both O ou | lin and P ou | lin are positive semidefinite, they can be decomposed as O ou | lin = W * W and P ou | lin = RR * . Let O ou | lin and P ou | lin have for simplicity full rank, the balanced representation is obtained by first performing a singular value decomposition W R = V ΣU * , to identify a dominant subspace for the dynamics of the system, where V, U are unitary and Σ is diagonal. Then, we conjugate the system by operators T := Σ −1/2 V * W and T −1 := RU Σ −1/2 such that
To obtain a reduced system, the operator Σ is approximated. This approximation is obtained by discarding the smallest singular values of Σ. Error bounds in this article are commonly expressed in terms of the difference of Hankel operators for the full and the reduced system. This difference of Hankel operators we denote by ∆(H). The Hankel operator is one possible decomposition W R of the Gramians above. The precise definition of the Hankel operator is stated in Definitions 3.2, for OU processes, and 4.1, for linear systems with multiplicative noise, respectively. However, to evaluate the trace norm difference it is not necessary to analyze the Hankel operator directly:
To evaluate the singular values of ∆(H), and thus the trace norm of ∆(H), we introduce an error system
where operators without tilde belong to System 1, as in (1.1), and with tilde to some System 2. This second system could be any other system with the same structure such as the reduced system. Then one can define Gramians O = W * W and P = R R * of this error system (2.4) that satisfy Lyapunov equations (2.1) or (2.2) for the error system, i.e.
where S := B in B * in + KE(M 1 M * 1 ) K * and analogously for linear systems with multiplicative noise. We can then perform a singular value decomposition W R = V Λ U * with diagonal operator Λ that contains all singular values of the error system (2.4) on its diagonal [RS14, Theorem 5.1]. It is then easy to check that
This property follows as any decomposition W R is equivalent to the Hankel operator H associated with system (2.4):
More precisely, there exist unitary mappings [RS14, Prop. 6.1] U : ran( W R) → ran( H) and V : ker
We summarize the preceding discussion of the Hankel operator error bounds:
• The trace class norm of the Hankel operator difference is computable by solving in addition the Lyapunov equations for the error system consisting of the original and the reduced system (2.4). • The error bound does not require the user to compute the Hankel operator directly. • As a word of caution: The Hankel operators do not have any obvious energy interpretation. In particular, the difference of Hankel operators in trace norm is not the same as the sum of truncated Hankel singular values in the model order reduction process.
Ornstein-Uhlenbeck processes
Let X be a Hilbert space, A be the generator of a C 0 -semigroup (T t ) t≥0 on X, as well as K : R d → X and B : R m → X both linear and continuous maps. For the OU processes (1.1a), we define the mild solution (Z ou t ) t≥0 with initial state ξ ∈ L 2 (Ω, F 0 , X) with output given by the variation of constant formula
In particular, if X is finite-dimensional or more general, if (T t ) is uniformly continuous, then the semigroup is just given by T t := e tA .
For OU processes we make the following stability assumption:
Assumption 1 (OU processes). We assume that A is the generator of an exponentially stable semigroup (T t ) t≥0 such that for some ω > 0 and ν ≥ 1 : T t ≤ νe −ωt . Moreover, we assume that (M t ) is a square-integrable mean zero Lévy process taking values in R d . x, T t (KE (M 1 M * 1 ) K * + BB * )T * t y X dt, and
If X is finite-dimensional, then the definition of the Gramians reduces in case of the observability Gramian to
and for the reachability Gramians to
(3.5)
The weak formulation for infinite-dimensional spaces X is needed in general, as t → T t is not necessarily measurable but t → T t x for any fixed x ∈ X is. Definition 3.2 (OU Hankel operator). The OU Hankel operator is the operator
Here, we assume that the controls take values in R m , the space of admissible initial states is k-dimensional, and the noise process takes values in R d .
The observability map W ou ∈ L(X, L 2 ((0, ∞), H)) is defined as
(3.6)
The Gramians (3.2) and (3.3) satisfy the following Lyapunov equations:
Proposition 3.3 (Lyapunov equations). The observability Gramian satisfies for all
and the reachability Gramians satisfies, for all x 1 , y 1 ∈ D(A * ), with S := B in B * in + KE(M 1 M * 1 )K * , x 1 , P ou A * y 1 X + A * x 1 , P ou y 1 X + x 1 , (BB * + KE(M 1 M * 1 )K * )y 1 X = 0 and x 1 , (P ou − S)A * y 1 X + A * x 1 , (P ou − S)y 1 X + x 1 , BB * y 1 X = 0.
If A is bounded, the equations reduce to
Proof. The Lyapunov equations follow immediately from the Lyapunov equations for linear deterministic systems [ORW13]:
This is immediate for the observability Gramian, since it coincides with the observability Gramian for linear systems.
For the reachability Gramian it suffices to observe that P ou and P ou − S are of the form of a linear reachability Gramian.
3.1. Error bounds. We start by stating a direct bound for two OU processes as in (1.1a) with (C, A, K, B) and (C,Ã,K,B) starting from zero. Let (T t ) and (T t ) be the semigroups generated by A andÃ, respectively. To state the error bound, we introduce for i ∈ {1, 2} auxiliary Gramians defined in terms of B 1 = B and B 2 = K E(M 1 M * 1 )
and observe that the sums P ou = P 1 + P 2 andP ou =P 1 +P 2 coincide with the reachability Gramian for B in = 0. Moreover, we write P ou g = P 1,g + P 2,g . We then have the following error bound for two Ornstein-Uhlenbeck processes starting from zero with possibly two different controls.
Theorem 1 (Error bound from zero). For control functions u,ũ ∈ L 2 ad (Ω T , R n ) and initial conditions Y 0 = Y 0 = 0, it follows that the difference of two OU processes satisfies
(3.8)
Proof. The explicit outputs of controlled OU processes are according to (3.1) given by
(3.9)
We insert the representations for Y t andỸ t from (3.9) and obtain for (3.8)
for all t ∈ [0, T ]. We can estimate the first term in (3.10) using that
where we used Cauchy-Schwarz and took the limit t → ∞ in the first integral and t → T in the second one. Furthermore, we find for the remaining term in (3.10) that
In order to get (3.8), we estimate
We insert (3.11) and (3.12) into (3.13) and enlarge the resulting expression trough 1,
). The bound (3.8) now follows, by the linearity of the trace.
A different controlũ in the reduced order model, e.g., appears if model reduction is applied in the context of optimal control. Solving an optimal control problem in the reduced system leads to a different control strategy than in the full model. However, we see from the bound in Theorem 1 that the expression depending on the difference of u andũ is scaled by a term depending onP 1 , an operator that cannot be expected to be small. Hence, one can only guarantee a good approximation if u andũ are not too different. We now state an error bound in case the initial condition is not zero.
Corollary 3.4 (Error bound non zero initial states). Let u,ũ ∈ L 2 ad (Ω T , R n ), Y be the output of (1.1a) with Z ou 0 = ξ = B in v andỸ be the output of the reduced system with Z ou 0 = 0. We defineỸ
is a C 0 -semigroup generated by some operatorÃ (0) andB in ,C (0) are additional input and output operators, respectively. Then, we have
where P 0 , P 0,g andP 0 satisfy
Proof. We use the triangle inequality to obtain
, is the output to (1.1a) with zero initial state, Theorem 1 yields
Moreover, as in previous estimates, we find
concluding the proof.
Remark 1. The choice ofỸ (0) in (3.14) is motivated by the fact that (1.1a) can be decomposed into a homogeneous and inhomogeneous part. Its output can then be
As in [BGM17] , balanced truncation based on the Gramian P 0 can be applied to (3.15) in order to get a reduced system with matrices (Ã (0) ,B in ,C (0) ). Balanced truncation is used a second time but now based on P ou to find a reduced system to (3.16). The reduced order matrices in this case are (Ã,B,C,K). The sum of both reduced order outputs is then a suitable candidate for the choice ofỸ (0) .
We now state another error bound that takes into account the initial states and bounds the norms appearing in the control functional (1.2). This one invokes the Hankel operator which relies on the reachability Gramian P ou .
Lemma 3.5. Let H R n be a finite-dimensional space, then for two systems with the same Lévy noise profile, satisfying Assumption 1, the difference of their Hankel operators ∆(H ou ) satisfies
(3.17)
Proof. To obtain the first bound in (3.17), consider the process X t := t 0 CT t−s K dM s such that by Ito's isometry
where in (1) we extended the integration range from 0 to T and in (2) we used that the integrand is independent of t.
We now derive a lower bound on the Hilbert-Schmidt norm of the Hankel operator. Recall that the Hilbert-Schmidt norm of an operator is defined in (1.4).
Thus, using any ONB (e i ) i∈N of L 2 ((0, ∞), R n ) and (f j ) j∈{1,..,d} of R d , we have the lower bound on the Hilbert-Schmidt norm, since we do not take a complete basis of the input space of the Hankel operator, yields the first estimate in (3.17)
(3.19)
The second bound in (3.17) follows straight from the definition of the Hilbert-Schmidt norm by taking an orthonormal basis (e i ) i∈N of L 2 ((0, ∞), H) and (f i ) i∈{1,..,k} an orthonormal system of R k . Then, it follows that
(3.20)
The last bound in (3.17) follows from linear balanced truncation theory [CGP88, Theorem 2.1].
From the preceding estimates we obtain the following error bound on the global dynamics.
Theorem 2 (OU Error bound). Consider two OU-processes with the same control function u ∈ L 2 (Ω T , R m ), see (1.5), driven by the same Lévy processes, but (possibly different) initial conditions ξ :
The difference of two such processes, satisfies for the same noise profile
(3.21)
Proof. We have for v ∈ R k by orthonormality of (φ i ) that v = ξ L 2 (Ω) and define X t := 
and Lemma 3.5, it follows that
Linear systems with multiplicative noise
The solution to the linear S(P)DE (1.1b) is by linearity just given as the sum of the homogeneous process satisfying
and the solution to the inhomogeneous problem starting from zero
The solution to the homogeneous equation (4.1), started at time s from state ξ, defines a flow H lin t =: Φ lin t,s ξ. If the initial time is s = 0, we just write Φ lin t := Φ lin (t, 0). Assumption 2 (Linear systems with multiplicative noise). We make the assumption that Φ lin is exponentially stable in mean square sense, i.e. there are γ, c > 0 such that for all ξ ∈ L 2 (Ω, F s , X) and t ≥ s
Moreover, we assume that (M t ) t≥0 is a square-integrable scalar-valued mean zero Lévy process.
We use the following representation of the homogeneous solution with flow H lin t =: Φ lin t ξ such that
This expression coincides with the output of the mild solution as discussed in [BH18, (5.4) ff.]. The observability and reachability Gramian for linear systems with multiplicative noise are for x, y ∈ X defined as
(4.5)
To decompose the Gramians as
A straightforward computation shows that the above operators indeed satisfy (4.6).
Definition 4.1 (Hankel operator). The Hankel operator for the linear system with multiplicative noise is the Hilbert-Schmidt operator defined as
and is trace-class if H is finite-dimensional.
The above Hilbert-Schmidt and trace-class properties follow from the same arguments as in [BH18, Sec. 5.2]. Adding the operator B in to R lin does not affect these properties as B in is a finite rank operator.
The Gramians (4.5) satisfy the following Lyapunov equations:
Proposition 4.2 (Lyapunov equations). The stochastic Gramians for the system with multiplicative noise satisfy the following Lyapunov equations for all x 1 , y 1 ∈ D(A * ) and x 2 , y 2 ∈ D(A)
Proof. It suffices to observe that the observability Gramian and P lin − B in B * in coincide with the observability and reachability Gramian in [BH18] . The Lyapunov equations are then stated in [BH18, Lemma 5.6].
Lemma 4.3. Let H be a finite-dimensional space, we consider two linear multiplicative systems with the same or two i.i.d. square-integrable mean zero Lévy processes (M t ) t≥0 each, then the difference of Hankel operators ∆(H lin ) satisfies
(4.8)
Proof. The first bound in (4.8) follows straight from the definition of the Hilbert-Schmidt norm, i.e. let (f j ) j∈{1,..,k} be an orthonormal basis of R k and (e i ) i∈N an orthonormal basis of L 2 (Ω (0,∞) , H). This implies that
The second bound has been derived in [BH18, Theorem 3, (5.11)] under the assumption that the noise profiles are independent. In the case of the same noise profile, the same proof as for [BH18, Theorem 3] applies. This is because the flow of the coupled system Z t = (Z t , Z t ) is a Markov process, which is the key property used in [BH18, (5.12)].
The Markov property of Z t follows, since Z t is a solution to the S(P)DE
where we used the notation introduced in (2.4). The solution to this system satisfies the Markov property [PZ07, Sec.9.6].
Theorem 3 (Error bound). Consider two linear systems with multiplicative noise. For initial conditions ξ = k i=1 v, e i R k ξ i with L 2 (Ω, F 0 , X)-orthonormal system (ξ i ), and ξ := k i=1 v, e i R k ξ i , it follows that for two Lévy processes (M t ) t≥0 , which we assume to be either the same or independent, each one of them driving the dynamics of a linear system with multiplicative noise, we have for control functions u ∈ L 2
and for control functions
Proof. From (4.4) we find that
Ω∞) and ∆(CZ lin ) L 2 (Ω∞) ≤ ∆(CH lin ) L 2 (Ω∞) + ∆(CI lin ) L 2 (Ω∞) .
(4.12)
For the first terms on the right-hand side of (4.12) we have using
• the Cauchy-Schwarz inequality in (1),
• the explicit expression for the homogeneous solution in (2), and • the first estimate of (4.8) in (3) that
(4.13)
To estimate the second terms on the right-hand side of (4.12) we require some additional estimates on the inhomogeneous flow (4.2)
(4.14)
In (1) 2 ), we can interpret the above estimate as a convolution estimate
If we then apply Young's convolution inequality we find
Using that f L 1 = ∆ CΦ lin B L 1 t L 2 ω (Ω∞,HS(R m ,R n )) and g L 2 = u L 2 (Ω∞) and combining this with the second inequality in (4.8) yields Analogously, we find using Minkowski's integral inequality in (1) and analogous arguments as presented in estimates (4.14) and (4.15) to obtain (2) and (3) respectively, and using the second estimate in (4.8) to get (4) that
(4.16)
Inserting bounds (4.13), (4.15), (4.16) into (4.12) then yields the claim.
We can (formally) improve our previous convergence result using interpolation to q ∈ (1, 2). The convex case q = 2 will be analyzed separately in Section 5.1 for Wiener noise.
Corollary 4.4. Consider two linear systems with multiplicative noise profile that we assume to be either i.i.d. or the same for both systems. For initial conditions ξ = k i=1 v, e i R k ξ i with L 2 (Ω, F 0 , X) orthonormal system (ξ i ), and ξ := k i=1 v, e i R k ξ i . Let q ∈ (1, 2) then the following estimate holds
Moreover, we have that for any T ∈ [0, ∞] that for u ∈ L 2 ad (Ω T ) and γ, c as in (4.3)
(4.17)
It follows that for two Lévy processes (M t ) t≥0 , that we assume either to be independent or the same, that drive the dynamics of a linear system with multiplicative noise, we have for control functions u ∈ L 2 ad (Ω T ) that
.
(4.18)
Proof. The result follows from applying Hölder's inequality twice: After applying Hölder's inequality in the expectation with parameters p = (2 − q) −1 and p = (q − 1) −1 for q as in the statement, we obtain
(4.19)
We thus conclude that after applying Hölder's inequality with p = (2q −1 − 1) −1 and p = (2 − 2q −1 ) −1 in time that
(4.20)
It therefore suffices to verify the L 2 (Ω T )-boundedness of the process CZ t , which is the second term in the last line of (4.20), since the first term has been estimated in Theorem 3.
We then have from (4.4)
(4.21)
The first term on the right-hand side, we can easily estimate as in (4.13)
Thus, it suffices to bound for u ∈ L 2 (Ω ∞ ) the second term on the right-hand side of (4.21). This can be done by looking at
Recall that the solution is given
Using that the flow is exponentially stable, we find uniformly for all T > 0
and similarly for X t := t 0 CΦ lin t,s Bu s ds using exponential stability of the flow and Minkowski's integral inequality in (1) and Young's convolution inequality in (2)
(4.23)
Thus, we have altogether that
The final inequality in the statement of the Corollary then follows from the above estimates together with Theorem 3.
Optimal control theory
We start by showing that the abstract optimal control problems for the two stochastic equations (1.1) with control functionals (1.2) are well-posed. Moreover, we state explicit bounds for the optimal control error under model order reduction.
Proposition 5.1. The optimal control problem (OCP) for stochastic systems (1.1) with associated energy functionals J, 2 as in (1.2), is well-posed and there exists a minimizer u ∈ L 2 (Ω T ) to the OCP. Let us now consider two systems, with outputs CZ and C Z satisfying the conditions of Theorems 2 and 3 respectively, and consider two minimizers, of the two energy functionals systems given by u * = arg min u J(CZ(u), u, T ) and u * = arg min u J( C Z(u), u, T ).
(5.1)
In the case of Ornstein-Uhlenbeck processes we have
and for linear systems with multiplicative noise and r ∈ [1, 2) there is C T > 0 such that
(5.3)
Proof. We restrict us, for the proof of the existence of minimizers, to systems (1.1b), as controlled OU processes (1.1a) can be studied in a similar way.
Since the control functional is bounded from below, we can find a minimizing sequence of u n ∈ L 2 ad (Ω T ) defining processes Z lin n such that lim
Since the L 2 ad (Ω T ) norm of the elements (u n ) is bounded, it follows from (4.17) that (Z lin n ) is uniformly bounded in L 2 ad (Ω T ).
Weak compactness implies the existence of weak limits in L 2 ad (Ω T ) for subsequences, that we denote just as the original sequences, Z lin n Z lin ∈ L 2 ad (Ω T ) and u n u ∈ L 2 ad (Ω T ).
Recall that by Ito's isometry and T t−s ≤ νe −ω(t−s) in (1), and Young's inequality
, there exists a linear continuous operator
(5.5)
Similarly, there is a continuous linear operator
(5.6) Thus, by weak convergence Z lin n Z lin in L 2 ad (Ω T ), we can take any functional f ∈ L 2 ad (Ω T ) * . Then f • I ∈ L 2 ad (Ω T ) * and thus the following weak limit exists
Furthermore, we have the following weak limits in L 2 ad (Ω T ) such that the process Z lin satisfies with optimal control u
Finally, to see that this solution actually minimizes the optimal control functional, we use that by weak convergence and lower semicontinuity of the norm
which means that by the assumption on the sequence u n , the control function u is a minimizer.
We now write Z(u) or Z(u) where u is a control in order to emphasize which control is used. We then observe that from the inverse triangle inequality, we have for Ornstein-Uhlenbeck processes using (1.2)
and for systems with multiplicative noise
(5.10)
Since u * and u * are minimizers of the respective functional, we have Both estimates imply immediately that
(5.12)
The bounds then follow from the conditions stated in Theorems 2 and 3 respectively.
Infinite time Linear Quadratic
Regulator. In the previous subsection we showed that the energy functionals (1.2) with optimal control are well-approximated by the reduced order models, cf. Proposition 5.1.
In this subsection we go one step further and focus on the control itself and discuss techniques to approximate the optimal control using a reduced order model with a focus on infinite time horizons. 5.1.1. Ornstein-Uhlenbeck processes. Before discussing further the links between model order reduction and optimal control theory, we state in the next Proposition an approximation result on the optimal control u to a high-dimensional Ornstein-Uhlenbeck process with Gaussian noise (1.1a) and error control.
Proposition 5.2. Let X be finite-dimensional and let (Z ou t ) t≥0 be a controlled Ornstein-Uhlenbeck process (1.1a) satisfying Assumption 1 with standard Wiener noise (W t ) t≥0 such that the pair (A, C) is observable. The solution to the OCP with T = ∞ and R > 0 in (1.2) is given by the fixed-point equation 3
where P is the unique positive-definite solution to the Riccati equation
For a sequence P k ≥ 0 of unique solutions to standard Lyapunov equations
where L k := R −1 B * P k−1 for k ≥ 1 and A k := A − BL k for k ≥ 0 with L 0 := 0, matrices P k then converge quadratically and monotonically, in the sense of operators, to P . The control functions u P k (t) = −R −1 B * P k Z ou t , satisfy for P − P k sufficiently small, uniformly in the final time parameter T ,
Proof. Substituting (5.13) into (1.1a) yields an Ornstein-Uhlenbeck process
The operator A P := A − BR −1 B * P is the generator of an exponentially stable semigroup T P (t) ≤ νe −ωt [Z75, Theorem 1] for some ν, ω > 0.
Here, P is the unique positive solution to the Riccati equation such that for all x, y ∈ D(A) Ax, P y X + P x, Ay X + (C * C − P BR −1 B * P )x, y X = 0.
By Newton's method, one can approximate P by a sequence P k ≥ 0, where P k solve Lyapunov equations (5.15), for Hurwitz matrices A k [Kl68, Proof 1)] with quadratic convergence rate [Kl68, (13) ] to the solution of the Riccati equation, namely
Standard results from semigroup theory imply that A k is also a generator with semigroup satisfying [EN00, 1.3, Chap. 3]
For an approximation P k of P we find using (3.1), (5.13), and (5.16)
We then use that by the product rule of differentiation
such that due to (5.18) and (5.19)
Rearranging and estimating further using Ito's isometry and the integral identity 
(5.21)
By taking the L 2 norm and regularizing the expression by dividing it by √ T , we then finally obtain, using T −1/2 1 L 2 (Ω T ) = 1 and (5.20) in the last term, the following estimate
Thus, by approximating the solution to the Riccati equation using the scheme outlined in Proposition 5.2, the optimal feedback law (5.13) is approximated by the output of a new (uncontrolled) linear system dZ ou t = AZ ou t dt + K dW t , Z ou 0 = ξ, and u P k (t) = CZ ou t (5.23) with operators
If we now define a reduced model to this system, e.g. by balancing the system ( C, A, B = 0, K, B in ), we can use Theorem 2 to control the error between the outputs. This allows us to approximate the optimal control of the full high-dimensional system by the output of a reduced system of (5.23).
The method outlined in this section allows us to approximate the (unique) optimal control of the full system using an auxiliary reduced order model. This is a stronger result than the approximation of energy functionals in Proposition 5.1. In general, the approximation of the optimal control may not be possible, since the optimal control may not be unique and may not be given as the output of a linear system, again. 5.1.2. Linear systems with multiplicative noise. We now turn to the infinite time OCP for finite-dimensional linear systems with multiplicative standard Wiener noise (W t ) (1.1b) and optimal control functionals (1.2) with optimal control u * = argmin u∈L 2 (Ω T ) J lin LQR (CZ lin , u, ∞). The optimal control to (5.24) is then given by the fixed-point equation (Z lin also depends on u * ) u * (t) = −R −1 B * P Z lin t .
(5.25)
Thus, by replacing u * in the above expression by (5.25), we find that u * is the output of
Reducing (5.26) leads to an approximation for time optimal control that is based on solving a low-dimensional system. 6. Numerical Examples 6.1. Controlled Ornstein-Uhlenbeck. For an illustration of the above bounds we consider an Ornstein-Uhlenbeck process with control u t = sin(t)1 ∈ R d governed by In the top panel of Figure 1 we show the error bounds as well as the Hankel singular values and simulation results with varying dimension r of the reduced model when starting in z * 0 = (0, . . . , 0). The simulation results are obtained with a simple Euler-Maruyama discretization with step-size 0.01. We see that both bounds are rather conservative, the supremum bound on the left hand side seems to be a bit tighter than the L 2 bounds (also naturally due to the √ T scaling of the latter) and we in particular realize that the bound from Corollary 3.4 seems to be tighter than the one from Theorem 2. The bottom panel shows the same approach, however, now choosing z * 0 = (1, . . . , 1, 0, . . . , 0). Here, we do not have a supremum bound anymore, but realize that the two L 2 bounds hold and that model reduction works well. For computing all the Gramians we use the formulas (2.1). The code can be found at github.com/lorenzrichter/balanced-truncation.
6.2. Chain of oscillators. The one-dimensional chain of oscillators is a non-equilibrium statistical mechanics model that describes heat transport through a chain of N particles coupled at each end to heat reservoirs at different temperatures with friction parameter γ at the first and last particle. It was first introduced for the rigorous derivation of Fourier's law, or a rigorous proof of its breakdown: this is well described in [BLR00] . We consider N particles and denote by q i the location of each particle with respect to their equilibrium position and by p i its momentum. The Hamilton function H : R 2N → R of the system is given by
with mass matrix M := m id C N ×N and coupling strengths η i , ξ i > 0. The above form of the potential describes particles that are fixed by a quadratic pinning potential U pin,i (q) = η i q 2 and interact with their nearest neighbors through a quadratic interaction potential U int,i (q i − q j ) = ξ i (q i − q j ) 2 for j = i + 1 and i ∈ {1, ..., N }. The 1 st and N th particle are each coupled to a heat bath at inverse temperatures β 1 and β N , respectively. We also assume these two particles I = {1, N } to be subject to friction. The dynamics of the system is described by the Langevin dynamics
where u t ∈ R N is an external control and (W t ) an R N -valued standard Wiener process.
Expressing the system using phase-space coordinates Z t := (q * t , p * t ) * we see that the entire system is described by the Ornstein-Uhlenbeck process
(6.5)
Here, we changed the notation so that u t ∈ R 2N is an external control and (W t ) an The invariant distribution to the uncontrolled process (6.4) is given by [LLR67] µ Σ β (q, p) := (2π) −N/2 det(Σ AΣ β + Σ β A * + KK * = 0. (6.7)
6.3. Friction and spectral gap. If in the chain of oscillators one chooses the friction according to (6.5), then the spectral gap of A closes necessarily as N → ∞. This is apparent by studying Since we have 2N (counting multiplicity) eigenvalues with negative real parts, we conclude that the one with largest real part decays to zero at least with rate | Re(λ S )| = O(N −1 ).
The situation changes once we apply a constant non-zero friction γ := γ 1 = γ 2 > 0 such that Γ := diag (γ, . . . , γ) to all the particles. In this case, we find for the determinant using the block-determinant formula
the decomposition det(A − λI) = det(λ 2 I + λΓ + SM −1 ) = 0.
This equation is equivalent to solving λ 2 + γλ + µ = 0 where µ ∈ σ(SM −1 ). By explicitly solving the quadratic equation, one can see that this equation has only solutions with strictly negative real part if SM −1 has a uniform -in the number of particles-spectral gap. A comprehensive discussion of the spectral gap for this model can be found in [M19, BM19] .
For our numerical simulations we do not want the closing of the spectral gap to inflict the simulations. We therefore consider a mild constant friction parameter γ 2 and a larger friction parameter γ 1 at the terminal ends of the chain. To be precise, we choose a simulation time T = 10, N = 75 oscillators and γ 1 = 10, γ 2 = 0.25, m = ξ n = η n = β 1 = β N = 1. Figure 2 shows the balanced truncation bound from Theorem 1 on the left hand side and the L 2 bound from 2 in the middle subplot along with the simulated errors, again with varying reduced dimension r on the x-axis. The plot on the right hand side shows the Hankel singular values. We can see that indeed one can reduce the dimension of the system significantly with only getting a small error and we note that the L 2 error bound seems to saturate for large r, which might be due to numerical issues. 6.4. Stochastic optimal control. We now study the set of reachable distributions N (0, Σ) for a controlled OU process (1.1a). To be precise, we are looking for a feedback law of minimal energy In our next Proposition we show that, from the invariant distribution for the chain of oscillators associated with some boundary temperatures β = (β 1 , β N ), we can reach the invariant state associated with any other boundary temperature β = (β 1 , β N ). Proposition 6.1. There exists a control that steers the chain of oscillators (6.4), with physical temperature β = (β 1 , β N ), to the invariant distribution N (0, Σ β ) with temperatures β = (β 1 , β N ). If β 1 = β n and β 1 = β N then the invariant state has covariance matrix
and a solution Π to (6.10) reads
Proof. A sufficient condition [CGP16, Theorem 4] to be able to reach a state N (0, Σ β ) is that im(B) ⊂ im(K) and Σ solves the Lyapunov equation
for some X. We thus define diagonal matrices X δ for δ 1 , δ N ∈ R by X δ := diag(0, ..., 0 n times , δ 1 , 0, ..., 0 n−2 times , δ N ). (6.13)
It is then obvious that for a suitable choice of δ and any other temperature β = (β 1 , β N ) at the terminal ends of the chain we have due to (6.7)
AΣ β + Σ β A * + K β K * β = 0 such that by choosing δ such that
where we used the subscript β to emphasize the temperature profile used in the respective matrix. This implies that the uncontrolled chain of oscillators (6.4) with equilibrium state (6.6) and temperature β can be steered into the equilibrium state (6.6) for any other temperature β .
The form of the covariance matrix (6.11) can be directly verified by inserting it into (6.7).
To verify (6.12), we use the fluctuation-dissipation relation σσ * = 2 β 1 M Γ and write the symmetric matrix Π as a block matrix At last, we may then choose Π 11 = 0 since this matrix does not enter in the Lyapunov equation.
To see that our choice of Π is admissible it remains to verify that A − KK * Π is Hurwitz. This however follows immediately since A is Hurwitz and −KK * Π is diagonal with non-positive entries.
Remark 2. If one wants to solve (6.10) for a general covariance matrix Σ, vectorization can be used to get holds and A − BB * Π is Hurwitz (see [CGP16] ). 6.5. Optimal control meets balanced truncation. We now discuss how to use balanced truncation to steer subsystems into a designated steady state.
We again consider the high-dimensional Ornstein-Uhlenbeck process (6.4), for which we have discussed in Subsection 6.4 the convergence of Σ t = E(Z t Z * t ) to a designated covariance matrix Σ > 0, under certain conditions. Now, we want to study the case where we only want to find a control that maintains a certain covariance matrix R r×r Σ rr > 0 for an r d-dimensional projection of our original system. In this case, the above method does not apply immediately.
To be precise, we are interested in reaching the sub-covariance matrix Σ rr as the limiting covariance matrix of QΣ t Q * = QE(Z t Z * t )Q = E((QZ t )(QZ t ) * ), where Q is a suitable projection matrix.
We can now first reduce the model to r dimensions (recall that r is the rank of Q) using balanced truncation with observability matrix C = Q and then apply the method described in Subsection (6.4) to the reduced system ( C, A, K, B) by using that
More precisely, it follows that
. (6.14)
Thus, the covariance matrix E Z t Z * t that the reduced process Z t is supposed to maintain is the normal distribution (6.9) with (formal inverse) Σ −1 = C * Σ −1 rr C. If Σ −1 has full rank, and thus Σ −1 is the inverse of an actual matrix Σ −1 , then this auxiliary distribution for the reduced system can be used to compute an optimal control, as described in Section 6.4, for the full system. We illustrate the above ideas in the following example.
Example 1 (Target distribution of outmost oscillators.). Let us say we want to prescribe the covariance matrix of the subsystem containing only the leftmost and rightmost oscillators and accordingly choose Q ∈ R 4×d , d = 2N, with Q 11 = 1, Q 2,N = 1, Q 3,N +1 = 1, Q 4,2N = 1, to retain position and momentum variables, and choose all other Q ij = 0. We can then employ balanced truncation to obtain a reduced system associated with the original system
(6.15)
The reduced system is of lower dimension r with r d,
To run a numerical simulation we choose the sub-covariance to be Σ kk = S kk + S * kk , S kk = diag(3, . . . , 3) + (|a ij |), a ij ∼ N (0, 1) (6.17) and compute the optimal control as described above. We have realized that it is important to actually check the speed of convergence as [CGP16] does not say anything about the time needed to be "close" to the stationary distribution. This can for instance be done by looking a the smallest real part of the eigenvalues of the matrix A − BB * Σ.
To evaluate the closeness to our desired target distribution, we compare the empirical covarianceΣ rr,t to the desired covariance Σ rr by means of the scaled Frobenius norm 1 d Σ rr,t − Σ rr F . Figure 3 displays this measure as a function of time by simulating k different realizations of the reduced controlled process up to T = 30. We see that we indeed get very close to the desired target, in particular if we choose k large enough. The time discretization of the Euler-Maruyama scheme that we use for discretization seems to be small enough in all trials. 
