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Stationary measures and orbit closures of uniformly expanding
random dynamical systems on surfaces
Ping Ngai (Brian) Chung
Abstract
We study the problem of classifying stationary measures and orbit closures for non-abelian action on
a surface with a given smooth invariant measure. Using a result of Brown and Rodriguez Hertz, we show
that under a certain finite verifiable average growth condition, the only nonatomic stationary measure is
the given smooth invariant measure, and every orbit closure is either finite or dense. Moreover, every point
with infinite orbit equidistributes on the surface with respect to the smooth invariant measure. This is
analogous to the results of Benoist-Quint and Eskin-Lindenstrauss in the homogeneous setting, and the
result of Eskin-Mirzakhani in the setting of moduli spaces of translation surfaces. We then apply this result
to two concrete settings, namely discrete perturbation of the standard map and Out(F2)-action on a certain
character variety. We verify the growth condition analytically in the former setting, and verify numerically
in the latter setting.
1 Introduction
Given a Riemannian manifoldM and an acting semigroup Γ, the closure of the Γ-orbit of some points ofM may
exhibit fractal-like structure. For instance in the case when M is a compact manifold and Γ is generated by a
single Anosov diffeomorphism, there are orbit closures with fractional Hausdorff dimension. A one-dimensional
example is the action of N on the circle S1 = R/Z generated by
x 7→ 3x mod 1.
By the Birkhoff ergodic theorem, we know that (Lebesgue-)almost every point on the circle has dense orbit.
Nonetheless the orbit of every rational number is clearly finite, and one can get orbit closures that are neither
finite nor the whole circle, for instance the standard Cantor middle third set.
It turns out that if one consider instead the action of a larger group, the situation becomes more rigid.
Furstenberg [F] showed that the orbits of the action of N2 generated by
x 7→ 2x mod 1 and x 7→ 3x mod 1,
are either finite or dense. Moreover, he famously asked whether all the ergodic invariant Borel probability
measures are either finitely supported or the Lebesgue measure on S1. Major progress on this conjecture was
made by Rudolph [R], who showed that the ergodic invariant measures either have zero-entropy for the action
of every one-parameter subgroup or is the Lebesgue measure on S1.
In two or higher dimensions, similar phenomena have been observed. For example, the action of Z on the
2-torus T2 = R2/Z2 generated by the matrix (
2 1
1 1
)
has orbits that are neither finite nor dense. In fact using the theory of Markov partitions [Bo], one can conjugate
this system to a subshift of finite type to obtain orbit closures of any Hausdorff dimension between 0 and 2. If
one consider instead the nonabelian action on T2 generated by, say,(
2 1
1 1
)
and
(
1 1
1 2
)
,
then it follows from a result of Bourgain, Furman, Lindenstrauss and Mozes [BFLM] that the orbits are either
finite or dense. In fact Benoist and Quint has proved in a series of papers [BQ1, BQ2, BQ3] a number of such
1
orbit closure classifications and the corresponding measure rigidity results. A special case of their result is
the following: let µ be a finitely supported measure on SL(n,Z) and let Γµ ⊂ SL(n,Z) be the closed subgroup
generated by the support of µ. If Γµ is “large enough”, in this case this means that every finite-index subgroup of
Γµ acts irreducibly on Rn, then every ergodic µ-stationary probability measure on Tn is either finitely supported
or the Haar measure on Tn. In particular every µ-stationary probability measure is SL(n,Z)-invariant. They
used this measure rigidity result to show that every orbit closure is either finite or dense, by first showing a
stronger equidistribution result.
The results of Benoist and Quint are in the setting of homogeneous dynamics, where one considers the
natural action of a Lie group G acting on a homogeneous space G/Λ. In [BQ1], it was proved that if µ is
a compactly supported measure on a simple real Lie group G, and the subgroup Γ ⊂ G generated by the
support of µ is Zariski dense in G, then every Γ-orbit is either finite or dense. Moreover, the corresponding
µ-stationary probability measures are either finitely supported or the Haar measure on G/Λ, hence in particular
are Γ-invariant. The result was extended to a general real Lie group G in [BQ2], where they showed that
assuming the Zariski closure of Γ is semisimple, Zariski connected with no compact factor, any µ-stationary
measure is homogeneous. This result was further generalized by Eskin-Lindenstrauss [EL] where they relaxed
the assumption on Γ to the “uniform expansion” assumption to include many cases where the Zariski closure
of Γ is not semisimple. In contrast with the case of abelian actions (for instance Rudolph’s theorem mentioned
above), the measure classification has no entropy assumption, and the orbit closure classification follows as a
corollary of the measure rigidity theorem.
In this paper, we study the question of measure rigidity and orbit closure classification in the setting of
smooth dynamics, i.e. the action of a subgroup of diffeomorphisms on a manifold M . In particular, we shall
prove positivity of Lyapunov exponent, measure rigidity and orbit closure classification theorems in the following
two settings.
• Discrete random perturbation of the standard map.
• Outer automorphism group action on the character variety Hom(F2, SU(2))//SU(2).
The first setting was studied by Blumenthal, Xue and Young [BXY], where they considered a “continuous”
random perturbation of the standard map and obtained positivity of Lyapunov exponent, even though positivity
of exponent for the standard map is notoriously hard. Their method, however, does not apply to discrete
perturbations that we consider in this paper, as it is no longer clear that any stationary measure is absolutely
continuous with respect to Lebesgue. This will be explained in Section 6.
The second setting was studied by Goldman [G], which is based on his earlier work [G2]. In [G], the ergodic
decomposition of the Out(F2)-action on the character variety Hom(F2, SU(2))/SU(2) is given. The topological
dynamics was studied by Previte and Xia [PX], who proved that on each ergodic component, every Out(F2)-
orbit is either finite or dense. Their method uses crucially the fact that Out(F2) is generated by Dehn twists.
In this paper, we shall prove that for some finite set of generators S of Γ := Out(F2) that does not contain any
nontrivial powers of Dehn twist, every Γ-orbit on each ergodic component is either finite or dense. This will be
explained in Section 8.
Both results are part of a more general theorem concerning the volume-preserving action of a group Γ ⊂
Diff2(M) on a closed surface M . The measure rigidity problem in this setting was studied by Brown and
Rodriguez-Hertz [BR]. Based on the “exponential drift” technique first introduced in [BQ1] and some ideas
in [EM], they proved that in this setting, if “the stable distribution is not nonrandom” (see Section 3 for the
precise definition), then the stationary measures are either finitely supported, or the restriction of the volume
on a positive volume subset. In this paper, we will build on the work of [BR] to give a more verifiable (but
stronger) criterion on the acting group Γ so that the stationary measures and orbit closures can be classified.
Such a criterion should, on one hand, be strict enough to rule out the case of a one-parameter acting group (in
which case we can see from above that there can be measures of arbitrary Hausdorff dimension in general), and,
on the other hand, be flexible enough to include many larger group Γ. We will then verify this criterion in both
of the aforementioned settings.
Our measure rigidity result relies heavily on the result of Brown and Rodriguez-Hertz [BR], hence only works
in the two-dimensional case. The assumption we introduce will be stronger than that of [BR], in order to give
us the proof of the orbit closure classification. Nonetheless, such an assumption is a finite criterion and hence
can be checked, at least in principle, in concrete settings.
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1.1 Main results
In this paper, we shall prove positivity of Lyapunov exponent, measure rigidity and orbit closure classification
in the following two settings.
1. Discrete random perturbation of the standard map
Theorem A. Let T2 := R2/(2πZ)2 be the 2-torus. For L > 0, ε > 0 and positive integer r, let
• FL : T2 → T2 be the standard map FL(x, y) = (L sinx+ 2x− y, x),
• FL,ω : T2 → T2 be the perturbation FL,ω(x, y) := FL(x+ω, y) by ω ∈ Ω := {kε : k = 0,±1,±2, . . . ,±r},
Let δ ∈ (0, 1). There exists an integer r0 = r0(δ) > 0 such that if r ≥ r0 and ε ∈ [L−1+δ, 1/(2r+1)), then
for all large enough L,
(a) the random dynamical system defined by FL,Ω := {FL,ω : ω ∈ Ω} ⊂ Diff2(T2) has positive Lyapunov
exponent with respect to the Lebesgue measure on T2,
(b) every orbit of the system defind by FL,Ω is either finite or dense.
2. Outer automorphism group action on character variety
Theorem B. Let Xs := Homs(F2, SU(2))//SU(2) be the relative character variety corresponding to the
boundary conjugacy class s ∈ [−2, 2]. Each Xs has a natural finite measure λs inherited from the natural
measure on Hom(F2, SU(2)) that is invariant under the natural action of Out(F2) (see Section 8 for the
precise definitions and motivations).
There exists a finite set S ⊂ Out(F2) without any nontrivial powers of Dehn twists such that for the
semigroup Γ generated by S, and for s = 1.99,
(a) the only Γ-invariant measure ν on Xs that is not finitely supported is the natural finite measure λs.
(b) Every orbit of Γ on Xs is either finite or dense,
(c) Each dense Γ-orbit equidistributes (with respect to S) on Xs (in the precise sense defined in Propo-
sition 4.1).
In [BXY], Theorem A(a) was proved when Ω = [−ε, ε], and ε > e−L2−δ . However, in this paper, we shall
prove a stronger condition (called uniform expansion), and we are only able to show this for ε > L−1+δ. In
fact, in a subsequence paper [BXY2], the same authors essentially showed uniform expansion in the case when
Ω = [−ε, ε] and ε > L−1+δ [BXY2, Prop. 9]. Their method, however, does not apply in this discrete setting,
since their approach relies heavily on the fact that any stationary measure is absolutely continuous with respect
to Lebesgue measure (see [BXY, Lem. 5] and [BXY2, Lem. 8]), which is not necessarily true in the discrete
setting.
In [PX], the orbit closure classification in Theorem B was proved for Γ = Out(F2) without going through
a measure rigidity result. Instead, the topological dynamics was analyzed directly using critically the fact that
Out(F2) is generated by two Dehn twists. These Dehn twists take a particularly simple form on the space, which
allow an explicit analysis of the orbits generated by them. In this paper, we shall prove uniform expansion for
generators S of Out(F2) that does not have any nontrivial powers of Dehn twists, hence does not admit such
explicit analysis. The difference between these two results is analogous to the classical setting of the action on
the 2-torus T2 generated by (
1 1
0 1
)
,
(
1 0
1 1
)
,
where the action by each individual generator is rotation on a circle, versus the action generated by hyperbolic
elements in SL(2,Z) that generate a subgroup Zariski dense in SL(2,R), where the generic orbit (though certainly
not all orbit) of each individual generator is dense in T2.
Our method in the proof of Theorem B goes through a numerical verification using a computer program.
We demonstrate such verification on one particular shell s = 1.99 and for one particular set of generators S,
though just by some derivative bounds (to be made explicit in Section 8) the same result can be extended to
nearby shells. Such verification is faster for s close to 2, though there is no theoretical obstruction in applying
the same verification to any shells Xs with s ∈ (−2, 2) (just the computation time grows as s→ −2). There is
also no theoretical obstruction in applying it to other finite subsets S that generate a non-elementary subgroup
Γ ⊂ Out(F2).
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1.2 Uniform expansion
As mentioned in the introduction, both theorems are special cases of a more general result. In this section, we
shall introduce a general criterion called uniform expansion, and state that this criterion implies positivity of
Lyapunov exponents, measure rigidity and orbit closure classification.
Given a Riemannian manifold M , let Diffk(M) be the group of Ck diffeomorphisms on M . Given a measure
m on M , let Diffkm(M) be the group of C
k diffeomorphisms on M that preserve m, i.e.
Diffkm(M) := {f ∈ Diffk(M) : f∗m = m}.
Throughout this paper, any measure is assumed to be a Borel probability measure on the corresponding topo-
logical space.
Definition. A probability measure ν on M is called µ-stationary if
µ ∗ ν = ν, where µ ∗ ν =
∫
Diff2(M)
f∗ν dµ(f).
Definition. Let M be a Riemannian manifold, µ be a measure on Diff2(M). We say that µ is uniformly
expanding if there exists C > 0 and N ∈ N such that for all x ∈M and v ∈ TxM ,∫
Diff2(M)
log
‖Dxf(v)‖
‖v‖ dµ
(N)(f) > C.
Here µ(N) := µ∗µ∗· · ·∗µ is the N -th convolution power of µ. We remark that ifM is compact, this is equivalent
to the weaker formulation where we allow C and N to depend on x and v (see e.g. [LX, Lem. 4.3.1], where
such weaker criterion is called “weakly expanding”).
Sometimes we say that a finite subset S ⊂ Diff2(M) is uniformly expanding if the uniform measure supported
on S is uniformly expanding in the above sense. Note that in this case the integral in the uniform expansion
condition reduces to a finite sum.
The goal of the first half of the paper is to classify µ-stationary measures on a closed surface M and the
corresponding orbit closures if µ is uniformly expanding and supported on Diff2mM for some smooth measure
m on M , i.e. a Borel probability measure m equivalent to the Riemannian volume on M .
Theorem C. Let M be a closed surface (compact connected two-dimensional Riemannian manifold) and m be
a smooth measure on M . Let µ be a uniformly expanding probability measure on Diff2m(M) with∫
Diff2m(M)
log+(|f |C2) + log+(|f−1|C2) dµ(f) <∞. (*)
Let ν be an ergodic, µ-stationary Borel probability measure on M . Then
(a) ν has positive Lyapunov exponent;
(b) either ν is finitely supported, or ν = m.
This result was proved in [LX, Thm. 4.1.4], where they used this statement to prove a large deviation result.
We shall recall the proof in Section 2 and 3 for completeness.
Here we are more concerned with the following orbit closure classification which follows from Theorem C,
and its applications in concrete settings.
Theorem D. Let M be a closed surface, m be a smooth measure on M , and S ⊂ Diff2m(M) be a finite subset
of diffeomorphisms that preserve m. Let Γ ⊂ Diff2m(M) be the subsemigroup generated by S. If S is uniformly
expanding, then
(a) every orbit of Γ is either finite or dense,
(b) every dense Γ-orbit equidistributes on M (in the precise sense defined in Proposition 4.1).
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Note that we could have replaced the word “subsemigroup” with “subgroup” to get a weaker statement.
Also if S is uniformly expanding, then Γ cannot be cyclic (see Lemma 3.3 below). An analogous statement has
been proved in greater generality in the homogeneous setting by Eskin and Lindenstrauss [EL].
In the setting of homogeneous dynamics, uniform expansion has been verified in some cases. For instance,
let G be a real semisimple Lie group with no compact factors and Λ be a discrete subgroup of G. Let µ be a
countably supported probability measure on G whose support generates a Zariski dense subgroup of G. Then µ
is uniformly expanding, see e.g. [EMar, Lem. 4.1], the idea of which goes back to Furstenberg [F2]. As a second
example, one may consider the case of the SL(n,Z)-action on the n-torus Tn := Rn/Zn. Let µ be a finitely
supported probability measure on SL(n,Z) such that the support of µ generates a Zariski dense subgroup of
SL(n,R). Using the classical theory of product of random matrices (for instance in Goldsheid and Margulis
[GM]), one can show that µ is uniformly expanding (see e.g. the proof of Theorem 4.1.3 in [LX] for the precise
argument). Clearly uniform expansion is a C1-open property, therefore any small C1-perturbations of these
examples also support uniformly expanding measures.
1.3 Verification of Uniform Expansion
Theorem A and B are both proved by verifying uniform expansion and then applying Theorem C and D.
Theorem A will be proved in Section 6 by verifying uniform expansion analytically. Theorem B will be proved
in Section 8 by verifying uniform expansion numerically, using an algorithm described in Section 7. The context
and motivation will be provided in the respective sections.
Other than the fact that these examples are interesting in their own right, they are also chosen to illustrate
how to overcome two difficulties in the verification of uniform expansion.
First of all, as we saw in Theorem C, uniform expansion is a stronger criterion than positivity of Lyapunov
exponent, and the latter is notoriously difficult to verify for one-parameter group actions without some sort of
uniform hyperbolicity. The reason is that even strong expansion in the early stages of the dynamics can be
cancelled out by strong contraction in the future, for instance when the dynamics hit a region where it behaves
like a rotation, such “backtracking” phenomenon may occur. In our examples, there are small rotation regions
for each individual map. Nonetheless we show that as long as the random dynamics enter these rotation regions
with small enough probability, the overall dynamics is expanding on average.
Secondly, it is clear that if the dynamics is generated by a single volume-preserving hyperbolic diffeomor-
phism, then uniform expansion never holds, since the stable direction is contracted by the dynamics. For higher
rank actions, it is still possible that the contracting directions of the maps may overlap for some subset of points
but not all. Note that this does not happen in the homogeneous setting, in the sense that if the contracting
directions are separated at one point, then by homogeneity, they are separated at every point of the space.
In our examples, the contracting directions may overlap in a codimension one subset, and again we show that
uniform expansion occurs as long as the random dynamics enter a neighborhood of such subset with small
enough probability. Proposition 5.4 illustrates that rotation regions and overlapping contracting directions are
essentially the only two obstructions to uniform expansion.
For Theorem A, we are able to verify uniform expansion directly since at each point, with high probability,
the map has strong expansion in the same (horizontal) direction. Moreover, one can compute with high accuracy
the separation of the contracting directions of the maps. These allow us to understand exactly where the rotation
regions and overlapping contracting directions occur. In particular, for each point and each direction, we can
obtain an upper bound on the probability that the map contracts in that direction after n steps. Depending
on how small the separation of the contracting directions is, one can then choose a suitable N so that uniform
expansion occurs.
For Theorem B, however, the contracting directions of each map vary for different points on the space. In
particular, we can no longer prove explicitly that backtracking occur with low probability (though we expect
so). Therefore we can only check unifom expansion at each point on a fine enough grid, and then show that
such expansion still occur at neighboring points using a C2-bound.
The paper is structured as follows:
• In Section 2, positivity of Lyapunov exponents for uniformly expanding systems (Theorem C (a)) is proved
(Proposition 2.2).
• In Section 3, classification of stationary measures of uniformly expanding systems (Theorem C (b)) is
proved using a result of Brown and Rodriguez-Hertz [BR] (Proposition 3.1).
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• In Section 4, using the measure rigidity result in Section 3, an equidistribution result (Proposition 4.1)
will be proved. The orbit closure classification (Theorem D) is then obtained as a corollary (Proposition
4.2).
• In Section 5, we introduce a geometric way to view uniform expansion and prove a general criterion for
uniform expansion (Proposition 5.4).
• In Section 6, the setting of perturbation of the standard map is introduced, and uniform expansion is
verified analytically in this setting (Proposition 6.1). This proves Theorem A.
• In Section 7, an algorithm to check uniform expansion is presented.
• In Section 8, the setting of the Out(F2) action on character variety is introduced, and uniform expansion
is verified using the algorithm introduced in Section 7. This proves Theorem B.
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2 Positive exponent
We first recall the celebrated Oseledets theorem in the setting of random dynamical systems. Here we adopt
the notation in [BR] and define fnω := ωn−1 ◦ ωn−2 ◦ · · · ◦ ω1 ◦ ω0 for ω = (ω0, ω1, ω2, . . .) ∈ Diff2(M)N. Let
σ : Diff2(M)N → Diff2(M)N be the left shift map given by (ω0, ω1, ω2, . . .) 7→ (ω1, ω2, ω3, . . .).
Proposition 2.1 (Random Oseledets multiplicative ergodic theorem). Let M be a closed smooth Riemannian
manifold, µ be a measure on Diff2(M) satisfying the moment condition (*). Let ν be an ergodic, µ-stationary
Borel probability measure. Then there are numbers λ1(ν) > λ2(ν) > · · · > λℓ(ν) such that for µN-almost every
sequence ω ∈ Diff2(M)N and ν-almost every x ∈M , there is a filtration
TxM = V
1
ω (x) % V
2
ω (x) % · · · % V ℓω(x) % V ℓ+1ω = 0
such that for v ∈ V kω (x) \ V k+1ω (x),
lim
n→∞
1
n
log
‖Dxfnω (v)‖
‖v‖ = λk(ν).
The subspaces V iω(x) are invariant in the sense that
DxfωV
k
ω (x) = V
k
σ(ω)(fω(x)).
For a proof of the theorem, see e.g. [LQ, Prop. I.3.1].
Proposition 2.2 (Uniform positive exponent). Let M be a closed surface, µ be a uniformly expanding proba-
bility measure on Diff2(M) satisfying (*). Then there exists a uniform constant λµ > 0, depending only on µ,
such that for all x ∈M , and µN-almost every ω ∈ Diff2(M)N, there exists λ(ω, x) ≥ λµ such that
lim inf
n→∞
1
n
log ‖Dxfnω‖ = λ(ω, x).
In particular for all ergodic, µ-stationary probability measure ν, for ν-almost every x ∈M and µN-almost every
ω, the top Lyapunov exponent λ1(ν) = λ(ω, x) ≥ λµ > 0.
Sketch of Proof. The point of this proposition is that assuming uniform expansion, Oseledets theorem holds for
every point x ∈ M and almost every sequence ω ∈ Diff2(M)N, and the top exponent is positive. See Lemma
4.3.5 of [LX] for a more refined version of this proposition, where it is shown that there is an Oseledets splitting
for every point. Here we only need positivity of exponent. We include a sketch of the proof here for completeness.
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Let T 1M be the unit tangent bundle of M . By definition of uniform expansion, there exists C > 0 and
N ∈ N such that for all (x, v) ∈ T 1M , ∫
log ‖Dxf(v)‖dµ(N)(f) > C.
Let (x, v0) ∈ T 1M . For each ω ∈ Diff2(M)N and n ∈ N, let
(xn, vn) = (xn(ω), vn(ω)) :=
(
fnω (x),
Dxf
n
ω (v0)
‖Dxfnω (v0)‖
)
be the image of (x, v0) in T
1M after n steps of the random dynamics following the sequence ω. For k ≥ 1,
consider the event
Xk(ω) := log ‖Dx(k−1)N fNσ(k−1)Nω(v(k−1)N )‖ −
∫
log ‖Dx(k−1)N f(v(k−1)N )‖dµ(N)(f).
Notice that
Xk(ω) = log
‖DxfkNω (v0)‖
‖Dxf (k−1)Nω (v0)‖
−
∫
log ‖Dx(k−1)N f(v(k−1)N )‖dµ(N)(f).
Let Sj =
∑n
k=1Xk. Then
Sj(ω) = log ‖Dxf jNω (v0)‖ −
j∑
k=1
∫
log ‖Dx(k−1)N f(v(k−1)N )‖dµ(N)(f).
Thus by uniform expansion,
log ‖Dxf jNω (v0)‖ = Sj(ω) +
j∑
k=1
∫
log ‖Dx(k−1)N f(v(k−1)N )‖dµ(N)(f) ≥ Sj(ω) + jC.
The main observation is that the family {Sn}n∈N form a square integrable martingale. Then by the strong law
of large numbers for square integrable martingales, for µN-almost every ω ∈ Diff2(M)N, we have the limit
lim
n→∞
Sn
n
= 0.
Thus if we write j = ⌊n/N⌋, then lim
n→∞
j/n = 1/N , and we have for almost every ω,
lim inf
n→∞
1
n
log ‖Dxfnω (v0)‖ = lim inf
n→∞
1
n
log ‖DxjN fn−jNσjNω (vjN )‖+ lim infn→∞
1
n
log ‖Dxf jNω (v0)‖
≥ lim inf
n→∞
(
0 +
Sj(ω)
n
+
jC
n
)
≥ C
N
> 0.
Hence we can take λµ := C/N .
3 Measure rigidity
We prove the measure rigidity result in this section. The precise statement was already proved in [LX, Thm.
4.1.4]. We include the proof here for completeness.
The main input of the proof is a result of Brown and Rodriguez-Hertz [BR, Thm. 3.4]. This result provides
a trichotomy for the ergodic µ-stationary Borel probability measures ν: either the stable distribution is non-
random, ν is finitely supported or ν is an ergodic component of the volume on M . The uniform expansion
condition eliminates the possibility that the stable distribution is non-random. The same condition also implies
that the volume is Γ-ergodic using a refined version of the classical Hopf argument inspired by [DK, Sect. 10],
as detailed in [LX, Prop. 4.4.1].
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3.1 Main statement
Proposition 3.1 (Measure Rigidity). Let M be a closed surface, Γ ⊂ Diff2(M) be a subgroup that preserve
a smooth measure m on M . Let µ be a uniformly expanding probability measure on Diff2(M) with µ(Γ) = 1
satisfying (*). Let ν be an ergodic, µ-stationary Borel probability measure on M . Then either ν is finitely
supported or ν = m.
Following [BR], we write
Esω(x) :=
⋃
λj<0
V jω (x) =
{
v ∈ TxM : lim sup
n→∞
1
n
log
‖Dxfnω (v)‖
‖v‖ < 0
}
.
for the stable Lyapunov subspace for the word ω at the point x ∈ M . We say that the stable distribution is
non-random if there exists µ-almost surely invariant ν-measurable subbundle Vˆ ⊂ TM such that Vˆ (x) = Esω(x)
for (µN × ν)-almost every (ω, x), i.e. Df(Esω(x)) = Esω(f(x)) for µ-a.e. f ∈ Diff2(M) and ν-a.e. x ∈M .
Given a smooth probability measure m on M , let Diff2m(M) := {f ∈ Diff2(M) | f∗m = m}. We recall the
theorem of Brown and Rodriguez Hertz.
Theorem 3.2. [BR, Thm. 3.4] LetM be a closed surface, Γ ⊂ Diff2(M) be a subgroup that preserve a smooth
measure m on M . Let µ be a uniformly expanding probability measure on Diff2m(M) with µ(Γ) = 1 satisfying
(*). Let ν be an ergodic, hyperbolic µ-stationary Borel probability measure on M . Then either
(1) ν has finite support,
(2) the stable distribution Esω(x) is non-random, or
(3) ν is - up to normalization - the restriction of m to a positive volume subset.
It remains to refine the conclusion of this theorem using the condition of uniform expansion. We will
eliminate the second possibility in the next lemma, and refine the third possibility in the next subsection.
Lemma 3.3. If µ is uniformly expanding, then the stable distribution is not non-random.
Proof. Assume that the stable distribution Esω(x) is non-random, i.e. there is a µ-almost surely invariant
subbundle Vˆ ⊂ TM with Vˆ (x) = Esω(x) for (µN × ν)-a.e. (ω, x). By definition of the stable distribution, for
ν-almost every x ∈ M , for all large enough n, we have log(‖Dxfnw(v)‖/‖v‖) < 0 for all nonzero v ∈ Esω(x).
Hence by taking average, for ν-almost all x ∈M , and for all nonzero v ∈ Vˆ (x), we have∫
Diff2(M)
log
‖Dxf(v)‖
‖v‖ dµ
(n)(f) < 0
for all large enough n. However, this contradicts the uniform expansion property of µ, as it is striaghtforward
from definition that there exists C > 0 and N ∈ N such that for all x ∈M , nonzero v ∈ TxM and k ∈ N,∫
Diff2(M)
log
‖Dxf(v)‖
‖v‖ dµ
(kN)(f) > kC.
3.2 Ergodicity
The main theorem of [BR, Thm. 3.1] did not assume the existence of a smooth invariant measure, in which
case the third possibility is that the stationary measure is SRB (see [BR, Def. 6.8] for a precise definition). The
existence of a smooth invariant measure m allows the authors to refine the third possibility to being a restriction
of m to a positive volume subset using a local ergodicity argument (see [BR, Ch. 13]), as stated above.
In this section, using uniform expansion, we further refine the third possibility to show that the stationary
measure has to be the smooth invariant measure m.
Proposition 3.4. Let M be a closed (connected) surface, µ be a Borel probability measure on Diff2m(M).
Suppose there exists a positive volume subset A ⊂M such that ν := 1m(A)m|A is an ergodic µ-stationary Borel
probability measure. If µ is uniformly expanding, then in fact ν = m.
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This is proved in [LX, Prop. 4.4.1] based on ideas from [DK, Sect. 10]. For completeness we give a detailed
outline of the proof.
The main idea of the proof is to perform a version of the classical Hopf argument. Rather than transversing
along the stable and unstable leaves as in the setting of Anosov systems, the argument goes by transversing
along the stable leaves W sω(x) and W
s
ω′(x) of two distinct words ω, ω
′ with suitable geometric and dynamical
properties.
3.2.1 Classical facts about the stable manifolds of a random system
We first collect some standard facts about stable manifolds of a random dynamical system.
Given x ∈M and ω ∈ Diff2(M)N, let
W sω(x) :=
{
y ∈M | lim sup
n→∞
1
n
log d(fnω (x), f
n
ω (y)) < 0
}
.
There exists a (µN× vol)-co-null set Λ ⊂ Diff2(M)N ×M such that W sω(x) is a C2-embedded curve in M for all
(ω, x) ∈ Λ. We call W sω(x) the global stable manifold at x for ω.
We define local stable manifolds using the classical stable manifold theorem (we only list properties needed
for our purpose).
Theorem 3.5 (Local stable manifold theorem). Let λµ > 0 be the constant from Proposition 2.2. For every
0 < ε < λµ/200, for µ
N-almost every word ω ∈ Diff2(M)N, there exists a full volume set Λω ⊂ M and a
measurable family of local stable manifolds {W sω,loc(x)}x∈Λω with the following properties:
(a) W sω,loc(x) is a C
2 embedded curve, i.e. the image of a C2 embedding ψ : (−1, 1)→M .
(b) TxW
s
ω,loc(x) = E
s
ω(x).
(c) for n ≥ 0, fnω (W sω,loc(x)) ⊂W sω,loc(fnω (x)).
(d) for y, z ∈W sω,loc(x) and n ≥ 0,
d(fnω (y), f
n
ω (z)) ≤ L(ω, x)e(−λµ+ε)nd(y, z),
where L : Diff2(M)N ×M → [1,∞) is a Borel measurable function such that for all x ∈ Λω and n ≥ 0,
L(σn(ω), fnω (x)) ≤ enεL(ω, x).
Here σ : Diff2(M)N → Diff2(M)N is the left shift given by σ(ω)n := ωn+1.
(e) W sω(x) =
⋃
n≥0
(fnω )
−1(W sσn(ω),loc(f
n
ω (x))).
We refer to [BP, Ch. 7] for a treatment in the deterministic setting, and [LQ, Ch. III.3] in the random setting.
Definition (Measures on stable leaves). We recall the following notions related to the induced volume measure
on the local stable manifolds.
1. Given r > 0 and (ω, x) ∈ Λ, let W sω,r(x) := {y ∈ W sω(x) | dW s(x, y) < r}, where dW s is the Riemannian
distance along the C2-curve W sω(x).
2. Given a C1-curve γ on M , there is a natural measure on γ induced by the restriction of the Riemannian
metric on M to γ. We call this measure the leaf-volume of γ, denoted volγ .
3. Given a measurable subset T ⊂W sω(x) for some word ω and point x ∈M , we write
volW s(T ) := volW sω(x)(T ),
as the dependence on ω and x is clear from the definition of T .
4. Unless otherwise specified, “almost every” point on γ means almost every point with respect to the leaf-
volume.
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We will also need the standard fact that for (µN×vol)-almost every (ω, x), the stable manifoldW sω(x) satisfies
two versions of absolute continuity that we will describe in the next lemma.
By Lusin theorem and Theorem 3.5 (a), for all δ > 0, there exists a measurable subset Q ⊂ M with
vol(Q) > 1− δ such that W sω,loc(y) varies continuously in y ∈ Q in the C2 topology.
Lemma 3.6 (Absolute Continuity). For (µN× vol)-almost every (ω, x) ∈ Diff2(M)N×M , for sufficiently small
R > 0, the family of local stable manifolds F := {W sω,loc(y)}y∈Q∩B(x,R) satisfies the following properties:
1. For all y ∈ Q ∩B(x,R), W sω,loc(y) intersects ∂B(x,R) at two points.
2. For y, y′ ∈ Q ∩B(x,R), if y′ ∈W sω,loc(y), then W sω,loc(y) ∩B(x,R) =W sω,loc(y′) ∩B(x,R).
Then the following two versions of absolute continuity hold (we write F(y) for the element in F containing the
point y).
(AC1) Let γ1 and γ2 be two C
1-curves in B(x,R) everywhere uniformly transverse to F . Let
T1 := γ1 ∩
⋃
y∈γ2
F(y), and T2 := γ2 ∩
⋃
y∈T1
F(y).
Define the holonomy map hF : T1 → T2 given by “sliding” along the leaves in F , i.e. hF(y) is the only
point in γ2 ∩ F(y) for all y ∈ T1.
Then on T2, we have
volγ2 ≪ (hF)∗volγ1 .
(AC2) For any Borel subset A ⊂M , we have
vol(A) = 0 ⇔ volW sω(y)(A ∩W sω(y)) = 0 for vol-a.e. y ∈M.
See [BP, Ch. 8] for a statement in the case of deterministic systems, [LY, Sect. 4.2] or [LQ, Sect. III.5] for
a statement in the case of random systems.
3.2.2 Implications of uniform expansion
One consequence of uniform expansion is uniform control on the angles between stable directions of different
words.
Lemma 3.7 (Uniform avoidance of the stable direction). [LX, Prop. 4.4.4] [Z, Prop. 3] If µ is uniformly
expanding, then there exists α > 0 with the following property:
for any (x, v) ∈ T 1M , there exists a subset Γx,v ⊂ Diff2(M)N with µN(Γx,v) > 0.99 such that, for any ω ∈ Γx,v,
∡(Esω(x), v) > α.
Another property of uniformly expanding systems is that for every point on the surface, the dynamics
exhibit uniform hyperbolicity for a large proportion of words. This implies uniform control on the lengths and
curvatures of the local stable manifolds.
Lemma 3.8 (Uniform control of the local stable manifolds). [LX, Prop. 4.4.9] [Z, Prop. 3] If µ is uniformly
expanding, then there exist a constant ℓ = ℓ(µ) > 0 with the following properties:
for any x ∈M , there exists a subset Λx ⊂ Diff2(M)N with µN(Λx) > 0.99 such that for all ω ∈ Λx,
(i) W sω,ℓ(x) ⊂⊂W sω,loc(x),
(ii) the angle change of the curve exp−1x (W
s
ω,ℓ(x)) is less than α/100.
Here α is as in Lemma 3.7, and for a C1-curve γ : [a, b]→ R2, the angle change of γ is
max
t,s∈[a,b]
∡(γ′(t), γ′(s)).
The notation A ⊂⊂ B in (i) means A is compactly contained in B, i.e. the closure of A is compact and is
contained in B. Note that (i) implies that the leaf-volume of W sω,ℓ(x) is at least 2ℓ since the condition implies,
in particular, that W sω,ℓ(x) (W
s
ω(x).
We say that W sω,loc(x) is a nice curve if ω ∈ Λx.
We shall use these constants α and ℓ, which depend only on µ, later in the proof. The set Λx of words in
Lemma 3.8 will also appear a few times in the proof.
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3.2.3 Basin of ν
We will consider the classical notion of a basin of ν in this random setting, and remark that to show that ν = m,
it suffices to show that the basin B(ν) has full volume. This will be used in Step 1 below.
Definition. Given x ∈M , ω ∈ Diff2(M)N and a continuous function ϕ :M → R, define the ω-Birkhoff average
of ϕ at x as
Sω(ϕ)(x) := lim
n→∞
1
n
n−1∑
j=0
ϕ(f jω(x))
if the limit on the right exists.
Definition. Given an ergodic µ-stationary measure ν on M , define the basin of ν, denoted B(ν) ⊂ M , as the
set of points x ∈M such that for any continuous function ϕ :M → R and µN-almost every ω ∈ Diff2(M)N,
Sω(ϕ)(x) =
∫
M
ϕ dν.
Lemma 3.9. If vol(B(ν)) = 1, then ν = m.
Proof. Assume that vol(B(ν)) = 1. Then m(B(ν)) = 1. Let ϕ ∈ C0(M). By the pointwise ergodic theorem
(and the argument in the proof of Lemma 3.11), there exists a function ϕ(x) such that for (µN×m)-a.e. (ω, x),
Sω(ϕ)(x) = ϕ(x) and
∫
ϕ(x) dm(x) =
∫
ϕ(x) dm(x).
On the other hand, by definition of the basin B(ν), for all x ∈ B(ν), we have
Sω(ϕ)(x) =
∫
ϕ dν.
Therefore ϕ(x) =
∫
ϕ dν for all x ∈ B(ν). But since m(B(ν)) = vol(B(ν)) = 1, we have∫
ϕ(x) dm(x) =
∫
ϕ(x) dm(x) =
∫
B(ν)
ϕ(x) dm(x) =
∫
ϕ(x) dν(x).
Since ϕ is arbitrary, we have ν = m.
3.2.4 Reduction to a local argument via Lebesgue density theorem
By Lemma 3.9, it suffices to argue that the basin has full volume. In this section, we argue that it suffices to
show that in every (uniformly) small enough ball, the basin either has zero density or has density bounded from
below by a positive uniform constant. This allows us to reduce the problem to a local argument in a small ball.
This will be used in Step 2 below.
Definition (Density). Given a Borel measurable subset U ⊂ M , a point x ∈ M and r > 0, define the density
of U in the ball B(x, r) as
vol(U : B(x, r)) :=
vol(U ∩B(x, r))
vol(B(x, r))
.
Lemma 3.10. Assume that a measurable subset U ⊂ M satisfies the following: there exist c > 0 and R0 > 0
such that for all x ∈M and positive r < R0, either
vol(U : B(x, r)) = 0 or vol(U : B(x, r)) > c.
Then vol(U) = 0 or 1.
Proof. Assume the contrary that vol(U) ∈ (0, 1). Clearly the assumption continues to hold if we decrease c.
Thus without loss of generality assume that 0 < c < 1/2.
Since vol(U) and vol(U c) are both positive by assumption, by Lebesgue density theorem, there exist y ∈ U ,
z ∈ U c and r ∈ (0, R0) such that
vol(U : B(y, r)) > 1− c and vol(U : B(z, r)) < c/4.
Now observe that the function x 7→ vol(U : B(x, r)) is continuous in x ∈ M for fixed U ⊂ M and r > 0.
Since M is connected, there exists x ∈M such that vol(U : B(x, r)) = c/2. This yields a contradiction.
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In the rest of this section, we shall find uniform constants c > 0 and R0 > 0 so that the assumptions of
Lemma 3.10 hold for the basin U = B(ν).
3.2.5 Regular points
Similar to the proof of ergodicity in [DK, Sect. 10], we define a notion of regular points, and show that almost
every point on M is regular. This will be used in Step 3 of the main argument.
Informally, the notions of regular points can be summarized as follows: for x ∈M and ω ∈ Diff2(M)N,
1. x is ω-regular if the ω-Birkhoff averages at x agree with the ω′-Birkhoff averages at x for µN-a.e. ω′.
2. x is regular if for µN-a.e. ω, x is ω-regular and almost every y ∈W sω(x) is ω-regular.
Definition. For ω ∈ Diff2(M)N, a point x ∈ M is called ω-regular if for µN-almost every ω′ ∈ Diff2(M)N, for
any continuous function ϕ :M → R, we have
Sω(ϕ)(x) = Sω′(ϕ)(x)
(in particular the Birkhoff averages exist).
Remark. Note that if x is ω-regular, then for µN-almost every ω′ ∈ Diff2(M)N, x is ω′-regular.
Lemma 3.11. [Kif, Cor. I.2.2, Page 24] For µN × vol-almost every (ω, x) ∈ Diff2(M)N ×M , x is ω-regular.
Definition. A point x ∈ M is called regular if for µN-almost every word ω ∈ Diff2(M)N, x is ω-regular and
almost every point y ∈W sω(x) is ω-regular.
It can be shown using Lemma 3.11 and absolute continuity of the stable manifolds that almost every point
on M is regular.
Lemma 3.12. [LX, Lem. 4.4.18] vol-almost every point x ∈M is regular.
Proof. We need to show that the set
B1 = {(ω, x) ∈ Diff2(M)N ×M | volW s({y ∈ W sω(x) | y is not ω-regular}) > 0}
has µN × vol-measure zero. By Lemma 3.11, for µN-almost every word ω, we have
vol({y ∈M | y is not ω-regular}) = 0.
By absolute continuity of the foliation W sω (Lemma 3.6 (AC2), ignore a null set of words ω if necessary), for
vol-almost every point x ∈M , we have
volW s({y ∈W sω(x) | y is not ω-regular}) = 0.
This is enough to show that B1 has measure zero.
The following lemma is a direct consequence of the definitions, and will be used repeatedly in Step 6.
Lemma 3.13. [LX, Lem. 4.4.19] Given an ergodic µ-stationary measure ν on M and ω ∈ Diff2m(M)N, if
x, y ∈M are both ω-regular and y ∈W sω(x), then x ∈ B(ν) if and only if y ∈ B(ν).
Proof. For any continuous function ϕ :M → R, and for µN-almost every ω′ ∈ Diff2(M)N, we have
Sω′(ϕ)(x) = Sω(ϕ)(x) = Sω(ϕ)(y) = Sω′(ϕ)(y),
where the second equality uses the fact that y ∈ W sω(x), and M is compact so that ϕ is uniformly continuous.
The first and third equalities use the fact that x and y are ω-regular. Therefore the leftmost term equals
∫
ϕ dν
if and only if the rightmost term equals
∫
ϕ dν.
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3.2.6 Basic setup of the Hopf argument
Using Lemma 3.7 and 3.8, we can set up the Hopf argument in a small local ball B(x0, r) containing a regular
point x by finding two words ω, ω′ ∈ Diff2(M)N whose local stable manifolds through x have nice geometric and
dynamical properties. Throughout this subsection we shall fix x0 ∈ M and r > 0. We first give an outline of
the main argument (see Figure 1 for an illustration).
Step 1: By Lemma 3.9, to show that ν = m, it suffices to show that vol(B(ν)) = 1.
Step 2: By Lemma 3.10, to show that vol(B(ν)) = 1, it suffices to show that for some uniform constants R0 > 0
and c > 0, for all x0 ∈M and r < R0, either vol(B(ν) : B(x0, r)) = 0 or vol(B(ν) : B(x0, r)) > c. We will
choose R0 in subsection 3.2.7. We fix x0 ∈M and r < R0 in the rest of the outline.
Step 3: Assume that vol(B(ν) : B(x0, r)) > 0. Choose a regular point x in B(ν) ∩B(x0, r).
Step 4: Choose words ω, ω′ and a subset T ⊂W sω,loc(x)∩B(x0, r) with positive leaf-volume such that for all y ∈ T ,
(i) W sω,loc(x) and W
s
ω′,loc(y) are nice curves (in the sense of Lemma 3.8) and uniformly transverse;
(ii) x and y are ω-regular;
(iii) y and almost every z ∈W sω′,loc(y) are ω′-regular.
We will choose ω, ω′ and T in subsection 3.2.8.
Step 5: Construct a good set U ′ ⊂ B(x0, r) with (uniformly) positive density in B(x0, r), a word ω′′, and a subset
T ′ ⊂ T with positive leaf-volume such that for all p ∈ U ′,
(i) W sω′′,loc(p) is a nice curve, and is uniformly transverse to the family {W sω′,loc(y)}y∈T ′ .
(ii) p is ω′′-regular,
(iii) the set of intersection points between W sω′′,loc(p) and {W sω′,loc(y)}y∈T ′ that are both ω′-regular and
ω′′-regular has positive leaf-volume in W sω′′,loc(p).
We will choose T ′ in subsection 3.2.9. We will choose the word ω′′, the set U ′ and the uniform positive
lower bound c3 on the density of U
′ in subsection 3.2.10.
Step 6: Apply Lemma 3.13 to show that U ′ ⊂ B(x0, r) is contained in the basin B(ν). In fact, for p ∈ U ′,
(i) x ∈ B(ν) by Step 3.
(ii) Let y ∈ T ′ ⊂ T ⊂W sω,loc(x). Both x and y are ω-regular, so by (i) and Lemma 3.13, y ∈ B(ν).
(iii) Let z ∈ W sω′,loc(y) for some y ∈ T ′. Suppose that z is both ω′-regular and ω′′-regular. By (ii),
y ∈ B(ν). Since y is ω′-regular, by Lemma 3.13, z ∈ B(ν).
(iv) By Step 5, a positive leaf-volume set of points z in W sω′′,loc(p) are in W
s
ω′,loc(y) for some y ∈ T ′, and
are ω′-regular and ω′′-regular. By (iii), z ∈ B(ν). Since p is ω′′-regular, by Lemma 3.13, p ∈ B(ν).
This concludes the argument, since U ′ ⊂ B(x0, r)∩B(ν) and has (uniformly) positive density in B(x0, r).
In the rest of this section, we shall make Step 4-6 precise by choosing the appropriate parameters.
3.2.7 Choice of the radius R0
We choose R0 = R0(α, ℓ) > 0 with the following properties: for positive r < R0 and y ∈ B(x0, r),
1. (Angle between off center tangent vectors)
• for v, w ∈ TyM , if ∡(v, w) > α, then ∡(Dy exp−1x0 v,Dy exp−1x0 w) > α/2.
• for v, w ∈ TyM , if ∡(v, w) > α/4, then ∡(Dy exp−1x0 v,Dy exp−1x0 w) > α/8.
2. (Angle change of curves) given a C2-curve γ1 ⊂ B(x0, r) through y, if exp−1y γ1 has angle change less than
α/100, then exp−1x0 γ1 has angle change less than α/99.
3. Also choose R0 < ℓ/10, where ℓ = ℓ(µ) is the constant from Lemma 3.8.
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Figure 1: Illustration of the main argument (U ′ is a subset of the shaded region B(y0, c2r) with positive density;
× ∈ T ⊂W sω,loc(x))
Such conditions hold for small enough r such that for y ∈ B(x0, r), the map Dy exp−1x0 : TyM → TTx0M is close
enough to the identity (using the C2 assumption and compactness of the manifold, the appropriate constants
depend only on α, ℓ and the geometry of the smooth Riemannian manifold M , in particular R0 can be taken
independent of x0).
3.2.8 Choice of the words ω, ω′, the set T ⊂W sω,loc(x) and the constant c1 (for Step 4)
Lemma 3.14. [LX, Lem. 4.4.20] For any x0 ∈M and positive r < R0 (from subsection 3.2.7), let x ∈ B(x0, r)∩
B(ν) \ {x0} be a regular point. Then there exist words ω, ω′ ∈ Diff2(M)N, a subset T ⊂ W sω,loc(x) ∩ B(x0, r)
and a constant 0 < c1 = c1(α) < 1 with the following properties.
1. x is ω-regular,
2. W sω,loc(x) is a nice curve, i.e. ω ∈ Λx as in Lemma 3.8,
3. the set of ω′-regular points has full volume in M ,
4. the leaf-volume of T ⊂W sω(x) is at least c1r,
5. for any y ∈ T ,
(a) y is ω-regular and ω′-regular,
(b) W sω′,loc(y) is a nice curve.
(c) d(y, ∂B(x0, r)) > c1r,
(d) ∡(Esω(y), E
s
ω′(y)) > α,
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Proof. We have the following properties of x:
(i) for µN-a.e. ω, x is ω-regular and almost every y ∈ W sω(x) is ω-regular since x is regular.
(ii) for at least 99% of the words ω (with respect to µN), W sω,loc(x) is a nice curve by Lemma 3.8.
Note that x 6= x0. Let v be the initial vector in TxM of the geodesic from x to x0, and v⊥ ∈ P(TxM) be the
orthogonal complement of v in TxM .
(iii) for at least 99% of the words ω (with respect to µN), ∡(Esω(x), v
⊥) > α by Lemma 3.7.
Choice of ω: Let ω be one of the 99% words that satisfy (i), (ii) and (iii). Since W sω,loc(x) is a nice curve, it
contains an ℓ-neighborhood of x with ℓ > 10r, and we have a uniform bound on angle change of exp−1x (W
s
ω,ℓ(x)).
Choice of c1: Using Euclidean geometry, (iii) implies that there exist c1 = c1(α) > 0 and a C
2-segment
γ ⊂W sω,loc(x) such that
(iv) volW s(γ) > 2c1r,
(v) for all y ∈ γ, d(y, ∂B(x0, r)) > c1r.
Now for the almost every y ∈ γ that is ω-regular, we have the following properties of y:
(viy) for µ
N-a.e. ω′, y is ω′-regular by Remark 3.2.5.
(viiy) for at least 99% of the words ω
′ (with respect to µN), W sω′,loc(y) is a nice curve by Lemma 3.8.
(viiiy) for at least 99% of the words ω
′ (with respect to µN), ∡(Esω(y), E
s
ω′(y)) > α by Lemma 3.7.
Now consider the set
G := {(ω′, y) ∈ Diff2(M)N × γ | y is ω-regular, and ω′ satisfies (viy), (viiy), (viiiy)}.
Almost every y ∈ γ is ω-regular by (i). For each y ∈ γ, at least 98% of the words ω′ satisfy (viy), (viiy), (viiiy).
Thus by Fubini’s theorem,
µN × volW s(G) ≥ 0.98 volW s(γ).
By Fubini’s theorem again,
(ix) for at least 96% of the words ω′,
volW s({y ∈ γ | y is ω-regular, and ω′ satisfies (viy), (viiy), (viiiy)}) > 0.5 volW s(γ) > c1r.
Here in the last inequality, we have used (iv). Recall that
(x) for µN-almost every word ω′, vol({z ∈M | z is ω′-regular}) = 1 by Lemma 3.11.
Choice of ω′ and T : Let ω′ be one of at least 96% words that satisfy (ix) and (x). Let
T := {y ∈ γ | y is ω-regular, and ω′ satisfies (viy), (viiy), (viiiy)}.
We can verify each property:
1. This follows from (i).
2. This follows from (ii).
3. This follows from (x).
4. This follows from (ix).
5. for y ∈ T ,
(a) This follows from the definition of T and (viy).
(b) This follows from (viiy).
(c) This follows from (v).
(d) This follows from (viiiy).
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3.2.9 Choice of the direction E ∈ P(Tx0M), the ball B(y0, c2r), and the set T ′ ⊂ T ⊂W sω,loc(x)
Let r < R0. Now lift the ball B(x0, r) to the tangent space at x0 via the inverse of the exponential map exp
−1
x0 .
Let x ∈ B(x0, r). Recall that
1. since W sω,loc(x) is a nice curve by Lemma 3.14 (2), the angle change of exp
−1
x W
s
ω,ℓ(x) is less than α/100.
2. Also by Lemma 3.14 (5d), for any y ∈ T , ∡(Esω(y), Esω′(y)) > α.
By the choice of R0, we have
1. the angle change of exp−1x0 W
s
ω,ℓ(x) is less than α/99,
2. for all y ∈ T , ∡(exp−1x0 W sω(y), exp−1x0 W sω′(y)) > α/2.
Choice of E: By compactness of P(Tx0M) and volW s(T ) > 0, there exists a direction E ∈ P(Tx0(M)) such
that
1. volW s({y ∈ T | ∡(E, exp−1x0 W sω′(y)) < α/100}) > 0, and
2. for each E′ ∈ P(Tx0(M)) with ∡(E,E′) < α/100, and each tangent vector v to the curve exp−1x0 W sω,loc(x)
on Tx0M , we have ∡(E
′, v) > α/4.
Choice of c2: Now take a constant c2 = c2(α, c1) > 0 small enough so that c2 < c1/2 and the following property
holds: for any y0 ∈M and z1, z2 ∈ B(y0, c2r), if two C1-curves γ1 and γ2 on M satisfy the following properties:
1. z1 ∈ γ1 and z2 ∈ γ2,
2. γi contains an (c1r/2)-neighborhood (within the curve) of zi for i = 1, 2,
3. the angle changes of exp−1y0 γ1 and exp
−1
y0 γ2 are less than α/99,
4. ∡(exp−1y0 γ1, exp
−1
y0 γ2) > α/8,
then γ1 and γ2 intersect at least once.
Choice of y0: Take y0 ∈ T such that
volW s({y ∈ T ∩B(y0, c2r) | ∡(E, exp−1x0 W sω′(y)) < α/100}) > 0.
Choice of T ′: Let T ′ := {y ∈ T ∩B(y0, c2r) | ∡(E, exp−1x0 W sω′(y)) < α/100}. Then volW s(T ′) > 0.
3.2.10 Choice of the good set U ′ ⊂ B(x0, r), the word ω′′ and the constant c3 (for Step 5)
Lemma 3.15. Define R0 as in subsection 3.2.7, the words ω, ω
′ as in subsection 3.2.8, and E, y0, c2, T
′ as
in subsection 3.2.9. Let r < R0. Then there exists a uniform constant c3 = c3(c2) > 0, a measurable set
U ′ ⊂ B(x0, r) with vol(U ′) > c3vol(B(x0, r)) and a word ω′′ such that for all p ∈ U ′,
(a) W sω′′,loc(p) is a nice curve.
(b) almost every z ∈ W sω′′(p) is ω′-regular, where ω′ is the chosen word in subsection 3.2.8.
(c) p is ω′′-regular and almost every point in W sω′′ (p) is ω
′′-regular.
(d) The angle
∡(Dp exp
−1
x0 E
s
ω′′(p), E) > α/2,
where E ∈ P(Tx0M) is the direction chosen in subsection 3.2.9.
Proof. We first collect a few facts that hold for vol-almost every points p ∈M and a large set of words ω′′.
(a) By Lemma 3.8, for any p ∈M , for at least 99% of the words ω′′, W sω′′,loc(p) is a nice curve.
(b) By (AC2) and Lemma 3.14(3), for vol-almost every p ∈ M and µN-a.e. ω′′, almost every z ∈ W sω′′(p) is
ω′-regular.
16
(c) By Lemma 3.12, vol-almost every point p ∈ M is regular, i.e. for µN-a.e. ω′′, p is ω′′-regular and almost
every point in W sω′′(p) is ω
′′-regular.
(d) By Lemma 3.7 and the choice of R0, for any p ∈ B(x0, r), for at least 99% of the words ω′′,
∡(Dp exp
−1
x0 E
s
ω′′(p), E) > α/2,
where E ∈ P(Tx0M) is the direction in subsection 3.2.9.
Hence for vol-a.e. p ∈ B(x0, r), there are at least 98% of the words ω′′ such that (a)-(d) hold. Now consider
the small ball B(y0, c2r) chosen in subsection 3.2.9. Since c2 < c1 and d(y0, ∂B(x0, r)) > c1r (since y0 ∈ T ),
B(y0, c2r) ⊂ B(x0, r).
Choice of U ′ and ω′′: By Fubini’s theorem, there exists a word ω′′ such that the subset
U ′ := {p ∈ B(y0, c2r) | (a)-(d) hold for p with respect to ω′′} ⊂ B(x0, r)
has volume vol(U ′) > 0.5 vol(B(y0, c2r)), where B(y0, c2r) is the ball from subsection 3.2.9.
Choice of c3: Now we can take a uniform constant c3 = c3(c2) > 0 such that vol(U
′) > c3vol(B(x0, r)).
The set U ′ and the word ω′′ are related to the ω′-local stable curves through T ′ in the following manner.
Lemma 3.16. Define T ′ ⊂W sω,loc(x) as in subsection 3.2.9. Let U :=
⋃
y∈T ′ W
s
ω′,loc(y). Then for all p ∈ U ′,
volW s({z ∈ W sω′′,loc(p) ∩ U | z is ω′-regular and ω′′-regular}) > 0.
Proof. Let p ∈ U ′ and y ∈ T ′. Note that p, y ∈ B(y0, c2r). Let z1 = p and z2 = y. We verify properties 1-4 in
the choice of c2 in subsection 3.2.9 for the local stable curves
γ1 :=W
s
ω′′,c1r/2
(p) ⊂W sω′′,loc(p) and γ2 :=W sω′,c1r/2(y) ⊂W sω′,loc(y).
Note that since c2 < c1/2, d(y0, ∂B(x0, r)) > c1r (since y0 ∈ T ) and p, y ∈ B(y0, c2r), we have γ1, γ2 ⊂ B(x0, r).
1. Clearly p ∈ γ1 and y ∈ γ2.
2. By definition of γ1 and γ2, γi is the (c1r/2)-neighborhood of zi in the local stable curve.
3. Note that W sω′′,loc(p) and W
s
ω′,loc(y) are nice curves by Lemma 3.15(a) and Lemma 3.14 (5b), so γ1 and
γ2 have bounded angle change in their respective tangent spaces. Now using the choice of R0 applied to
the tangent space at y0, we conclude the bound on angle changes in Ty0M .
4. By the choice of R0, E and T
′, one can readily verify that ∡(exp−1x0 γ1, exp
−1
x0 γ2) > α/4. Apply the choice
of R0 again, ∡(exp
−1
y0 γ1, exp
−1
y0 γ2) > α/8.
Therefore properties 1-4 in the choice of c2 are satisfied, thus W
s
ω′′,loc(p) intersects W
s
ω′,loc(y) for all y ∈ T ′,
with angle at least α/4 on Tx0M .
Now W sω,loc(x) is uniformly transverse to W
s
ω′,loc(y) for y ∈ T ′ by Lemma 3.14 (5d). Apply (AC1) to
the holonomy hW s between the transversals W
s
ω′′,loc(p) and W
s
ω,loc(x) along the family of local stable curves
{W sω′,loc(y)}y∈T ′ . By the previous paragraph, hW s is a bijection from W sω′′,loc(p) ∩ U to T ′ ⊂ W sω,loc(x). Since
T ′ has positive leaf-volume in W sω,loc(x), by (AC1), W
s
ω′′,loc(p) ∩ U has positive leaf-volume.
Now the conclusion holds since almost every point in W sω′′,loc(p) is ω
′-regular and ω′′-regular by Lemma 3.15
(b, c).
3.2.11 Conclude the proof of Proposition 3.4 and Proposition 3.1
Proof of Proposition 3.4. The proof goes by performing the Hopf argument in a local ball B(x0, r) with r < R0,
combining the pieces built in previous sections.
Step 1: It suffices to show that the basin B(ν) has full volume.
By Lemma 3.9, to show that ν = m, it suffices to show that vol(B(ν)) = 1.
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Step 2: It suffices to show that the basin has nontrivial density in each small local ball B = B(x0, r).
Note that vol(B(ν)) ≥ vol(A) > 0 since a full volume subset of A is in the basin B(ν) by the pointwise
ergodic theorem and that ν = 1m(A)m|A. By Lemma 3.10, to show that B(ν) has full volume, it suffices
to show that there exist c > 0 and R0 > 0 such that for all x0 ∈ M and positive r < R0 that satisfy
vol(B(x0, r) ∩B(ν)) > 0, we have
vol(B(x0, r) ∩B(ν)) > c vol(B(x0, r)).
We choose R0 as in subsection 3.2.7, and will choose c = c3 from subsection 3.2.10 in Step 6. In particular
R0 < ℓ/10.
In the rest of the proof we fix x0 ∈M and r ∈ (0, R0). Let B := B(x0, r).
Step 3: Choose a regular point x in the local ball B.
By Lemma 3.12, the set of regular points in M has full volume. Thus for fixed x0 ∈ M and r < R0 with
vol(B(x0, r) ∩B(ν)) > 0, one can choose a regular point x ∈ B(x0, r) ∩B(ν) \ {x0}.
Step 4: Choose two words ω, ω′ with transverse local stable manifolds in B.
Choose words ω, ω′ ∈ Diff2(M)N as in subsection 3.2.8 and a subset T ′ ⊂W sω,loc(x) as in subsection 3.2.9.
Let
U :=
⋃
y∈T ′
W sω′,loc(y).
Step 5: Choose a good set U ′ with positive density in B, a word ω′′ and a subset T ′ ⊂ T with positive
leaf-volume.
We choose the good set U ′ ⊂ B, the word ω′′ and the subset T ′ ⊂ T as in subsection 3.2.10.
Step 6: The good set U ′ is contained in the basin B(ν).
Let p ∈ U ′. Now we claim that p ∈ B(ν). In fact
(i) x ∈ B(ν) by the choice in Step 3.
(ii) For all y ∈ T ′, note that T ′ ⊂ W sω(x) and x, y are ω-regular by Lemma 3.14 (1, 5a). Therefore by
Lemma 3.13, y ∈ B(ν).
(iii) Suppose z ∈ W sω′′,loc(p) ∩ U is ω′-regular. By the definition of U , there exists y ∈ T ′ such that
z ∈ W sω′,loc(y). Recall that y ∈ T ′ is ω′-regular from Lemma 3.14 (5a). Therefore by Lemma 3.13,
z ∈ B(ν).
(iv) By Lemma 3.16, the set of points in W sω′′,loc(p) ∩ U that are ω′-regular and ω′′-regular has positive
leaf-volume. Let z be one such point. Note that p ∈W sω′′(z), and p is ω′′-regular by Lemma 3.15(c).
Therefore by Lemma 3.13, p ∈ B(ν).
Therefore U ′ ⊂ B ∩B(ν), hence
vol(B ∩B(ν)) ≥ vol(U ′) > c3 vol(B)
by Lemma 3.15, as desired.
Proof of Proposition 3.1. Since µ is uniformly expanding, by Proposition 2.2, any ergodic µ-stationary measure
ν has positive Lyapunov exponent. Hence in the case of volume-preserving diffeomorphisms on surfaces, it is
hyperbolic. Now by [BR, Thm. 3.4], either ν is finitely supported, the stable distribution is non-random, or ν
is the restriction of m to a positive volume subset. By Lemma 3.3, the second possibility is eliminated. In the
third possibility, by Proposition 3.4, we have ν = m. The result follows.
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3.3 Comparison with Brown-Rodriguez Hertz
The following proposition may be viewed as a motivation for the assumption of uniform expansion, in view of
the theorem [BR, Thm. 3.4].
Proposition 3.17. Let M be a closed surface, µ be a Borel probability measure on Diff2(M). If µ is not
uniformly expanding, then there exists an ergodic µ-stationary measure ν onM and a µ-almost surely invariant
ν-measurable subbundle Vˆ ⊂ TM in which the top Lyapunov exponent is nonpositive.
In particular, if µ is supported on Diff2m(M) for some smooth measure m on M , then µ is uniformly
expanding if and only if every ergodic µ-stationary measure ν on M has a positive Lyapunov exponent and the
stable distribution is not non-random with respect to ν.
To prove this proposition, we first note that each map f ∈ Diff2(M) induces the projective action on the
unit tangent bundle T 1M by
f · (x, v) =
(
f(x),
Dxf(v)
‖Dxf(v)‖
)
.
From now on we shall abuse the notation and write f(x, v) := f · (x, v).
In the case that µ is uniformly expanding, we first construct an ergodic stationary measure on T 1M which
does not exhibit exponential growth on average.
Lemma 3.18. If µ is not uniformly expanding, then there exists an ergodic µ-stationary measure ν′ on T 1M
such that ∫∫
log ‖Dxf(v)‖dµ(f)dν ′(x, v) ≤ 0.
Proof. Fix ε > 0. Since µ is not uniformly expanding, for all positive integer N , there exists (xN , vN ) ∈ T 1M
such that ∫
log ‖DxN f(vN )‖dµ(N)(f) < ε. (1)
Let
νN :=
1
N
N−1∑
n=0
∫
δf(xN ,vN )dµ
(n)(f),
and let ν be any weak-* limit point of {νN}. Note that ν is a µ-stationary measure on T 1M since
µ ∗ νN = 1
N
N−1∑
n=0
∫
µ ∗ δf(xN ,vN )dµ(n)(f) =
1
N
N−1∑
n=0
∫
δf(xN ,vN )dµ
(n+1)(f)
and hence as N →∞,
µ ∗ νN − νN = 1
N
(∫
δf(xN ,vN )dµ
(N)(f)− δ(xN ,vN )
)
→ 0.
For f ∈ Diff2(M) and (x, v) ∈ T 1M , let
Φ(f, (x, v)) := log ‖Dxf(v)‖.
Note that for each N ∈ N and ω = (ω0, ω1, ω2, . . .) ∈ Diff2(M)N,
log ‖DxfNω (v)‖ =
N−1∑
n=0
Φ(ωn, f
n
ω (x, v)). (2)
Since the first argument of Φ(ωn, f
n
ω (x, v)) depends only on the (n + 1)-th coordinate of ω, and the second
argument depends only on the first n coordinates of ω, we have
∫
log ‖DxfNω (v)‖dµN(ω) =
N−1∑
n=0
∫
Φ(ωn, f
n
ω (x, v))dµ
N(ω) =
N−1∑
n=0
∫
Φ(g, f(x, v))dµ(g)dµ(n)(f).
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On the other hand, the left hand side is
∫
log ‖Dxf(v)‖dµ(N)(f). Therefore if we set (x, v) = (xN , vN ), by the
definition of νN and (1), for all N ∈ N,∫ ∫
Φ(g, (x, v)) dµ(g) dνN (x, v) <
ε
N
.
By continuity of Φ and weak-* convergence, we have upon taking limit∫ ∫
Φ dµ dν ≤ 0.
Let ν′ be an ergodic component of ν such that∫ ∫
Φ dµ dν ′ ≤ 0,
which exists since ν is a convex combination of its ergodic components. This measure ν ′ satisfies the desired
properties.
Proof of Proposition 3.17. Assume that µ is not uniformly expanding. Consider the measure ν′ given by Lemma
3.18. Let ν := π∗ν
′, where π : T 1M →M is the natural projection. Then note that ν is an ergodic µ-stationary
measure onM since π is equivariant with respect to the action by Diff2(M). Let {ν′x} be a family of conditional
measures of ν′ along the partition of T 1M into fibers over M .
Let F be the skew product map on Diff2(M)N × T 1M defined by F (ω, x) = (σ(ω), ω0(x)). Recall that
ν′ is an ergodic µ-stationary measure on T 1M if and only if µN × ν′ is an ergodic F -invariant measure on
Diff2(M)N × T 1M ([Kif, Lem. I.2.3, Thm. I.2.1]). Consider the following map on Diff2(M)N × T 1M ,
Ψ(ω, (x, v)) := log ‖Dxω0(v)‖.
By the pointwise ergodic theorem, for ν-a.e. x ∈M and ν′x-a.e. v ∈ T 1xM ,
lim
N→∞
1
N
N−1∑
n=0
Ψ(σn(ω), fnω (x, v)) =
∫ ∫
Ψ dµN dν′ for µN-a.e. ω. (3)
Note that since Ψ depends only on the first coordinate of ω, by Lemma 3.18,∫ ∫
Ψ dµN dν′ =
∫ ∫
log ‖Dxf(v)‖dµ(f) dν′(x, v) ≤ 0. (4)
Now the support of ν ′ spans a µ-a.s. invariant ν-measurable subbundle Vˆ ⊂ TM (not necessarily proper).
Apply (3) again, we have that the top Lyapunov exponent in Vˆ is nonpositive.
Finally, to show the second assertion, assume that µ is supported on Diff2m(M) for some smooth measure m
on M and µ is not uniformly expanding.
In the volume preserving case, for each ergodic µ-stationary measure ν, either all exponents are zero for
ν-a.e. x, or there is a positive and a negative exponent for ν-a.e. x. If all the Lyapunov exponents of ν are
zero, we are done. Hence we may assume that ν has a positive exponent. By Oseledets theorem, for µN× ν-a.e.
(ω, x) ∈ Diff2(M)N ×M , the tangent vectors in TxM outside of Esω(x) have exponential growth. Since vectors
in Vˆ (x) have nonpositive top exponent, Vˆ (x) ⊂ Esω(x) for ν-a.e. x ∈ M . Since Esω(x) is one-dimensional, we
have Vˆ (x) = Esω(x). Since Vˆ is µ-a.s. invariant, we have that the stable distribution E
s
ω(x) is non-random.
This shows the “if” direction. The “only if” direction follows from Proposition 2.2 and Lemma 3.3.
4 Equidistribution and Orbit closures
We now prove an equidistribution statement from the measure rigidity result using the existence of a Margulis
function, which follows from uniform expansion. We follow the strategy in [EMM], the idea of which goes back
to [EMar] and [EMaMo]. The orbit closure classification then follows. The assumptions we make in this section
are slightly weaker than Theorem D, though Theorem D suffices for the applications in the subsequent sections.
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Proposition 4.1 (Equidistribution). LetM be a closed surface, Γ ⊂ Diff2(M) be a subsemigroup that preserves
a smooth measure m on M . Let µ be a uniformly expanding probability measure on Diff2m(M) with µ(Γ) = 1
satisfying ∫
Diff2(M)
|f |δC2 + |f−1|δC2 dµ(f) <∞ for all sufficiently small δ > 0. (**)
Suppose x ∈M has infinite Γ-orbit. Then for any continuous function ϕ ∈ C(M),
lim
n→∞
1
n
n∑
k=1
∫
Diff2(M)
ϕ(f(x)) dµ(k)(f) =
∫
M
ϕ dm.
Clearly if µ is finitely supported, then (**) is satisfied. Also assumption (**) is stronger than (*).
Proposition 4.2 (Orbit Closures). Let M be a closed surface, Γ ⊂ Diff2(M) be a subsemigroup that preserves
a smooth measure m on M . Let µ be a uniformly expanding probability measure on Diff2m(M) with µ(Γ) = 1
satisfying (**). Then every orbit of Γ is either finite or dense.
The following lemma shows that if µ is uniformly expanding, then there exists a so-called Margulis function.
Lemma 4.3. Suppose µ is a uniformly expanding measure. Then there exists a proper continuous function
u :M ×M \∆→ R+, c < 1, b > 0 and a positive integer n0 such that for all (x, y) ∈M ×M \∆,∫
u(f(x), f(y))dµ(n0)(f) ≤ cu(x, y) + b.
Proof. The proof is similar to Lemma 10.8 of [V]. We can take
u(x, y) := d(x, y)−δ,
where δ ∈ (0, 1) is a small number to be determined. Fix x ∈M and v ∈ TxM . Consider the function
φn(δ) :=
∫
Diff2(M)
(‖Dxf(v)‖
‖v‖
)−δ
dµ(n)(f).
This is a differentiable function in δ, with
φ′n(δ) = −
∫
Diff2(M)
(‖Dxf(v)‖
‖v‖
)−δ
log
(‖Dxf(v)‖
‖v‖
)
dµ(n)(f).
By uniform expansion, there exists C > 0 and N ∈ N (independent of x and v) such that
φ′N (0) = −
∫
Diff2(M)
log
(‖Dxf(v)‖
‖v‖
)
dµ(N)(f) < −C.
Since φN (0) = 1, for small enough δ > 0 (can be chosen independent of x and v using the compactness of M
and T 1M), we have
φN (δ) =
∫
Diff2(M)
(‖Dxf(v)‖
‖v‖
)−δ
dµ(N)(f) < 1− Cδ
2
.
Take such a δ in the definition of u, and let n0 = N . Then we have∫
Diff2(M)
(‖Dxf(v)‖
‖v‖
)−δ
dµ(n0)(f) < 1− Cδ
2
.
Let c = 1− Cδ/4. Take ε > 0 small enough such that for all x, y ∈M ×M \∆ with d(x, y) < ε,
∫
d(f(x), f(y))−δ
d(x, y)−δ
dµ(n0)(f) < 1− Cδ
4
= c.
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For 0 < d(x, y) < ε,∫
u(f(x), f(y))dµ(n0)(f) =
∫
d(f(x), f(y))−δdµ(n0)(f) < cd(x, y)−δ = cu(x, y).
Now using the moment condition (**) (take a smaller δ > 0 if necessary), we can take some b > 0 so that for
all x, y ∈M with d(x, y) ≥ ε, ∫
d(f(x), f(y))−δdµ(n0)(f) ≤ b.
Hence for all (x, y) ∈M ×M \∆, ∫
u(f(x), f(y))dµ(n0)(f) ≤ cu(x, y) + b.
Corollary 4.4. Suppose µ is a uniformly expanding measure and N ⊂M is a finite Γ-orbit. Then there exists
a proper continuous function fN : M \ N → R+, c < 1, b > 0 and a positive integer n0 such that for all
x ∈M \ N , ∫
fN (f(x))dµ
(n0)(f) ≤ cfN (x) + b.
Here c and b depend only on the size of N . Moreover, for each x ∈M \ N , there exists a positive integer n(x)
such that for all n > n(x),
(µ(n) ∗ δx)(fN ) =
∫
fN (f(x))dµ
(n)(f) ≤ b1,
where b1 = b1(b, c). For each compact subset F ⊂M \ N , we can take n(x) such that supx∈F n(x) <∞.
Proof. Let u :M ×M \∆→ R+ be the function as in Lemma 4.3 with the corresponding c < 1 and b > 0, and
define the function fN :M \ N → R by
fN (x) :=
1
|N |
∑
y∈N
u(x, y).
Take the positive integer n0 as in Lemma 4.3. Then for all x ∈M \ N ,∫
fN (f(x))dµ
(n0)(f) =
1
|N |
∫ ∑
y∈N
u(f(x), y)dµ(n0)(f) =
1
|N |
∫ ∑
y∈N
u(f(x), f(y))dµ(n0)(f) ≤ cfN (x) + b.
Here we used that N is Γ-invariant in the second equality. This gives the first assertion.
For the second assertion, from the above, for all positive integer k and x ∈M \ N ,
(µ(kn0) ∗ δx)(fN ) =
∫
fN (f(x))dµ
(kn0)(f) ≤ ckfN (x) + b
1− c .
Therefore for all n ≥ 0,
(µ(n) ∗ δx)(fN ) =
∫
fN (f(x))dµ
(n)(f) ≤ c⌊n/n0⌋µ(i) ∗ δx(fN ) + b
1− c ,
where i := n− n0⌊n/n0⌋ < n0. Now for any compact F ⊂ M \ N , there exists some positive integer mF such
that for all n > mF ,
c⌊n/n0⌋µ(i) ∗ δx(fN ) < b
1− c for all 0 ≤ i ≤ n0, x ∈ F.
Then for any n > mF and x ∈ F ,
(µ(n) ∗ δx)(fN ) ≤ 2b
1− c =: b1.
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Corollary 4.5. Suppose µ is a uniformly expanding measure and N ⊂ M is a finite Γ-orbit. Take fN , c, b as
in Corollary 4.4. Suppose ν is an ergodic µ-stationary measure on M with ν({fN <∞}) > 0. Then∫
fN (x)dν(x) ≤ B,
where B depends only on b, c.
Proof. For each positive integer n, let fN ,n := min{fN , n}. By the Birkhoff ergodic theorem, for µN × ν-a.e.
(ω, x) ∈ ΓN ×M ,
lim
m→∞
1
m
m∑
k=1
fN ,n(f
k
ω(x)) =
∫
fN ,n(x)dν(x),
where for ω = (ω0, ω1, . . .) ∈ ΓN, fkω := ωk−1 ◦ωk−2 ◦ · · ·◦ω0. Pick a point x0 ∈M \N such that the convergence
holds for µN-a.e. ω ∈ ΓN (note that we can pick such x0 /∈ N since ν({fN <∞}) = ν(M \N ) > 0). By Egorov’s
theorem, we can take a subset Γ′ ⊂ ΓN with µN(Γ′) ≥ 1/2 such that at x = x0, the convergence is uniform on
ω ∈ Γ′. Then there exists a positive integer mn such that for all m > mn and ω ∈ Γ′,
1
m
m∑
k=1
fN ,n(f
k
ω(x0)) ≥
1
2
∫
fN ,n(x)dν(x).
Integrating over ω ∈ ΓN, we have for all m > mn,
1
m
m∑
k=1
∫
fN ,n(f(x0))dµ
(k)(f) ≥ 1
4
∫
fN ,n(x)dν(x).
By Corollary 4.4, for large enough m, the left hand side is at most some constant B′ = B′(b, c). Therefore for
all n, ∫
fN ,n(x)dν(x) ≤ 4B′.
Taking the limit n→∞, we have the assertion.
Proposition 4.6. The number of points with finite Γ-orbit is countable.
Proof. It suffices to show that for each positive integer n, there are finitely many Γ-orbits of size n. Suppose
the contrary that there are infinitely many Γ-orbits of size n. Then by compactness of M , they have an
accumulation point x ∈M , hence there exists a sequence of points xi ∈M with finite Γ-orbit of size n such that
d(xi, xi+1) → 0 as i → ∞. Fix an ε = ε(B, n, δ) > 0 (to be determined later), and a large enough j such that
d(xj , xj+1) < ε. By deleting finitely many points from the sequence if necessary, we may assume xj and xj+1
are in different Γ-orbits. For each i ∈ N, let νi be the ergodic Γ-invariant (hence µ-stationary) measure on M
supported on the Γ-orbit Ni of xi with uniform distribution, i.e. νi(x) = 1/n for each x ∈ Ni, and let fi := fNi
be the function defined in Corollary 4.4 with the corresponding upper bound B = B(b, c) as in Corollary 4.5.
As xj+1 /∈ Nj , fj(xj+1) <∞. Hence νj+1(fj <∞) ≥ 1/n > 0. Therefore by Corollary 4.5,∫
fj(x)dνj+1(x) ≤ B. (***)
On the other hand, recall from definition that fj(x) =
1
|Nj |
∑
y∈Nj
u(x, y) where u(x, y) = d(x, y)−δ for some
δ > 0 chosen in the proof of Lemma 4.3. Thus∫
fj(x)dνj+1(x) =
1
n2
∑
x∈Nj+1
∑
y∈Nj
u(x, y) ≥ 1
n2
u(xj+1, xj) >
1
n2
ε−δ.
Taking ε small enough such that ε−δ ≥ 2Bn2, this leads to a contradiction to (***).
Define
µ(n) :=
1
n
n∑
k=1
µ(k).
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Lemma 4.7. Let N be a finite Γ-orbit in M . The for any ε > 0, there exists an open set ΩN ,ε containing N
with (ΩN ,ε)
c compact such that for any compact F ⊂ M \ N there exists a positive integer nF , such that for
all x ∈ F and n > nF , we have
(µ(n) ∗ δx)(ΩN ,ε) < ε.
Proof. The proof follows that of Proposition 3.3 in [EMM]. Take the function fN :M \N → R+ as in Corollary
4.4 with the corresponding c < 1, b > 0 and positive integer n0. Let
ΩN ,ε :=
{
x ∈M : fN (x) > 1
ε
(
2b
1− c + 1
)}
.
By Corollary 4.4, for each compact subset F ⊂M \ N , there exists b1 = 2b/(1− c) > 0 and positive integer
mF such that for all n > mF and x ∈ F ,
(µ(n) ∗ δx)(fN ) ≤ b1.
Therefore there exists a positive integer nF ≥ mF such that for all n > nF and x ∈ F ,
(µ(n) ∗ δx)(fN ) ≤ b1 + 1.
Thus for all n > nF , x ∈ F and L > 0, we have
(µ(n) ∗ δx)({p ∈M : fN (p) > L}) < b1 + 1
L
.
Therefore by the choice of ΩN ,ε, we know that (µ
(n) ∗ δx)(ΩN ,ε) < ε. Moreover, it is clear from the definition
of fN and the choice of u in Lemma 4.3 that
(ΩN ,ε)
c =
{
x ∈M : fN (x) ≤ 1
ε
(
2b
1− c + 1
)}
is compact.
Proof of Proposition 4.1. Assume that the conclusion of the assertion does not hold. Then there exists ϕ ∈
C(M), ε > 0, x ∈M with infinite Γ-orbit and a subsequence nk →∞ such that
|(µ(nk) ∗ δx)(ϕ) −m(ϕ)| ≥ ε.
By compactness of the space of probability measures on M with the weak-* topology, we may assume that
µ(nk) ∗ δx → ν for some probability measure ν.
First note that ν is a µ-stationary measure. By Proposition 4.6, there are at most countably many finite Γ-orbits.
Therefore by Proposition 3.1, we have the ergodic decomposition of ν:
ν =
∑
N⊂M
aN νN + am,
where the sum is over all finite Γ-orbit N . Here a, aN ∈ [0, 1], and νN is the probability measure supported on
the finite Γ-orbit N with uniform distribution. It remains to show that aN = 0 for all finite Γ-orbit N .
For each finite Γ-orbit N , as x /∈ N by assumption, we may apply Lemma 4.7 with N and compact F = {x}.
Then for any ε > 0, there exists a positive integer nx such that for all n > nx, (µ
(n) ∗ δx)((ΩN ,ε)c) ≥ 1 − ε.
Passing to the limit along the subsequence nk →∞, we have
ν((ΩN ,ε)
c) ≥ 1− ε.
As ε > 0 is arbitrary, we have ν(N ) = 0. Hence aN ≤ ν(N ) = 0.
Proof of Proposition 4.2. This is an immediate consequence of Proposition 4.1, as every nonempty open subset
of M has positive volume.
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5 Geometric interpretation of uniform expansion
In the rest of the paper, we study how to verify uniform expansion in concrete settings. In this section, we give
a geometric perspective of uniform expansion by visualizing it on the hyperbolic disk.
5.1 Cartan decomposition and hyperbolic geometry
Let F ∈ SL2(R). Throughout we identify the real projective line P1 = P1(R) with R/πZ as metric spaces, i.e.
we identify each line in R2 through the origin with the angle it makes with the positive horizontal axis. Recall
that the Cartan decomposition of F is given by
F = r−ϕaλrθ, where rθ =
(
cos θ sin θ
− sin θ cos θ
)
and aλ =
(
λ 0
0 λ−1
)
,
for some λ ≥ 1 and ϕ, θ ∈ S1 = R/2πZ. Moreover,
λ = ‖F‖ := sup
v∈R2\{0}
‖Fv‖
‖v‖
is the (operator) norm of the matrix F . We remark that if λ = ‖F‖ > 1, then ϕ and θ are uniquely defined
modulo π, i.e. correspond to a unique element in P1. We call θ ∈ P1 the expanding direction of F since
‖F (θ)‖ = sup
θ′∈P1
‖F (θ′)‖ = λ,
where F (θ) is the vector F
(
cos θ
sin θ
)
. It is easy to see that if we let θF := θ + π/2 ∈ P1, then
‖F (θF )‖ = inf
θ′∈P1
‖F (θ′)‖ = λ−1.
Hence for ‖F‖ > 1, we call θF = θ + π/2 ∈ P1 the contracting direction of F . Notice also that ϕ ∈ P1 and
ϕ+ π/2 ∈ P1 are the contracting and expanding directions of F−1.
In certain computation we find it helpful to have an explicit formula to compute the contraction direction
and the norm given the matrix F ∈ SL2(R). This is given by the following simple lemma.
Lemma 5.1. Let F =
(
a b
c d
)
∈ SL2(R) with ‖F‖ > 1. Then
(a) the contracting direction θF ∈ P1 satisfies
tan 2θF =
2(ab+ cd)
a2 + c2 − b2 − d2 ,
here we follow the convention that 1/0 =∞ and that tanϕ =∞ implies ϕ = π/2 ∈ P1.
(b) The norm λ := ‖F‖ satisfies
λ2 + λ−2 = a2 + b2 + c2 + d2.
In particular, if a2 + b2 + c2 + d2 ≫ 1, then
λ ∼
√
a2 + b2 + c2 + d2.
Proof. Part (a) is a straightforward computation by considering the function
f(θ) := ‖F (θ)‖2 =
∥∥∥∥
(
a b
c d
)(
cos θ
sin θ
)∥∥∥∥
2
.
Notice that for ‖F‖ > 1, f is not a constant function, and the expanding and contracting directions are precisely
the critical points of f , i.e. when f ′(θ) = 0.
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For part (b), we observe that
tr(FTF ) = a2 + b2 + c2 + d2.
On the other hand, if we write F = r−ϕaλrθ, then
FTF = (r−θaλrϕ)(r−ϕaλrθ) = r−θa
2
λrθ.
Hence its trace equals λ2 + λ−2.
We also find it helpful to think of each F ∈ SL2(R) as a point of the unit tangent bundle of the hyperbolic
plane in the disk model T 1D, using the identification T 1D ↔ PSL2(R) := SL2(R)/{±I} (Figure 2). Recall
that the group PSL2(R) is the group of orientation-preserving isometries of the hyperbolic plane H2 := {z ∈
C : Im(z) > 0}, which can be identified isometrically with the hyperbolic disk D := {w ∈ C : |w| < 1}
via the map z 7→ (z − i)/(z + i). PSL2(R) acts simply transitively on the unit tangent bundle T 1D, hence
one can identify PSL2(R) with T 1D so that the identity element e corresponds to the unit vector based at
the origin pointing rightward. Moreover the identification is such that the isometry g on T 1D corresponds
to the right multiplication by the inverse g−1 on PSL2(R). We visualize the base point on the disk model
D ↔ SO(2)\SL2(R). For instance, the matrix F = r−ϕaλrθ ∈ SL2(R) corresponds to the point PF ∈ D with
polar coordinates (2 logλ, 2θ) (the first coordinate measured in hyperbolic distance) and the unit tangent vector
with angle 2(θ − ϕ) from the positive real axis.
2θ
−2ϕ
PF
2 logλ
D
Figure 2: The matrix F = r−ϕaλrθ ∈ SL2(R) in the hyperbolic disk
Hence one can read off the norm of F from the distance between PF and the origin, and read off the
contracting direction from the angle from the positive axis.
Now we relate this picture with uniform expansion. From now on, we assume that µ is finitely supported,
so that the uniform expansion condition reduces to a finite sum. For simplicity, for the moment we also assume
that the maps in the support of µ have the same mass. Let Ω := {f1, f2, . . . , fd} ⊂ Diff2(M) be the support of
µ. Then µ is uniformly expanding if there exists C > 0 and N ∈ N such that for all x ∈M and v ∈ TxM ,
∑
ω∈ΩN
log
‖DxfNω (v)‖
‖v‖ > C.
Here we recall that for ω = (ω1, ω2, . . . , ωN) ∈ ΩN and 1 ≤ i ≤ N , f iω := ωi ◦ ωi−1 ◦ · · · ◦ ω1. Note that by
picking a measurably varying basis for the tangent bundle TM , we can identify Dxf
N
ω as an element in SL2(R).
Note that if θ ∈ P1 is the contracting direction of DxfNω , then log ‖DxfNω (θ)‖ < 0. In particular if for some
x ∈ M , θ ∈ P1 is close to the contracting direction of DxfNω for many words ω ∈ ΩN , then uniform expansion
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cannot hold. Hence verifying uniform expansion amounts to checking that the contracting directions of Dxf
N
ω
are “spread out” enough. On the hyperbolic disk, for each x ∈M , we can draw the matrices DxfNω as endpoints
of a tree from the origin, where each node with graph distance i from the origin corresponds to a matrix Dxf
i
ω
(Figure 3, the dashed lines indicate the contracting directions of Dxf
N
ω for N = 3). Hence verifying uniform
expansion reduces to studying the geometry of the contracting directions.
Figure 3: The tree representing the random walk after 3 steps
5.2 Estimates on changes of the contracting directions
The following lemma provides a lower bound on the expansion of a given matrix F ∈ SL2(R) in the direction
θ, depending on the norm of F and how far θ is from the contracting direction of F .
Lemma 5.2. For all F ∈ SL2(R) with norm ‖F‖ > 1 and contracting direction θF ∈ P1, we have
‖F (θ)‖ ≥ 2
π
‖F‖ · d(θ, θF ) for all θ ∈ P1.
Here we recall that the metric d on P1 is given by the identification P1 ↔ R/πZ.
Proof. By the Cartan decomposition one may assume that F is a diagonal matrix with entries λ and λ−1, with
λ = ‖F‖. The lemma now follows from a direct calculation.
For matrices M1,M2 ∈ SL2(R), the following lemma shows that if M2 has large norm λ2, then as long as
the contracting direction of M1 is far away from the contracting direction of M
−1
2 , as we vary the contracting
direction of M1, the contracting direction of the product M1M2 changes by 1/λ
2
2 of that amount.
Lemma 5.3. Let M1,M2 ∈ SL2(R). Let λi = ‖Mi‖ > 1 for i = 1, 2 and ϕ = θM1 + π/2− θM−12 , i.e. ϕ is the
distance between the contracting direction of M1 and the expanding direction of M
−1
2 .
(a) If ‖M1M2‖ > 1, then
dθM1M2
dθM2
= 1,
where we treat θM1M2 as a function of θM2 by fixing M1, θM−12
and λ2.
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(b) If λ2 ≫ 1 and d(ϕ, π/2) & λ−12 , then
dθM1M2
dθM1
∼ 2(1 + k cos 2ϕ)
(k + cos 2ϕ)2
1
λ22
, where k =
λ21 + λ
−2
1
λ21 − λ−21
= 1+
2
λ41 − 1
.
Here we treat θM1M2 as a function of θM1 by fixing θM−11
, λ1 and M2. Furthermore, if λ1 ≫ 1 and
d(ϕ, π/2) & λ−11 as well, then
dθM1M2
dθM1
∼ 2
(1 + cos 2ϕ)
1
λ22
.
Proof. For (a), write M2 in its Cartan decomposition M2 = r−ϕ2aλ2rθ2 , and write M1r−ϕ2aλ2 in its Cartan
decomposition
M1r−ϕ2aλ2 = r−ϕ′aλ′rθ′ .
Then
M1M2 =M1r−ϕ2aλ2rθ2 = r−ϕ′aλ′rθ′+θ2 .
By the uniqueness of the Cartan decomposition (up to ±I), we have θM1M2 = θM2 + θ′, where θ′ depends only
on M1, ϕ2 = θM−12
and λ2, hence the result of (a). This statement can be visualized on the hyperbolic disk
(Figure 4).
dθM2
dθM1M2
2 logλ2
2 logλ1
2 logλ1
D
Figure 4: The change of θM1M2 as θM2 varies.
For (b), the assumptions d(ϕ, π/2) & λ−12 and λ1, λ2 > 1 imply that ‖M1M2‖ > 1. Thus θM1M2 is well-
defined. By applying the Cartan decomposition, we may, without loss of generality, assume that θ := θM1M2 is
the contracting direction of (
λ1 0
0 λ−11
)(
cosϕ sinϕ
− sinϕ cosϕ
)(
λ2 0
0 λ−12
)
.
Note that
dθM1M2
dθM1
=
dθ
dϕ
.
The statement can be illustrated on the hyperbolic disk (Figure 5).
Using Lemma 5.1(a), one computes directly that
cot 2θ =
1
2
(λ22 + λ
−2
2 ) cot 2ϕ+
1
2
(λ21 + λ
−2
1 )(λ
2
2 − λ−22 )
λ21 − λ−21
csc 2ϕ.
Hence upon taking derivative, one gets
dθ
dϕ
=
(λ21+λ
−2
1 )(λ
2
2−λ
−2
2 )
λ21−λ
−2
1
cos 2ϕ+ (λ22 + λ
−2
2 )
2 sin2 2ϕ+ 12
(
(λ21+λ
−2
1 )(λ
2
2−λ
−2
2 )
λ21−λ
−2
1
+ (λ22 + λ
−2
2 ) cos 2ϕ
)2 .
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dθ dϕ
2 logλ2
2 logλ1
2 logλ1
2ϕ
D
Figure 5: The change of θ as ϕ varies.
Thus for λ2 ≫ 1, let k = (λ21 + λ−21 )/(λ21 − λ−21 ), then
dθ
dϕ
∼ 2(1 + k cos 2ϕ)
(k + cos 2ϕ)2
1
λ22
.
In addition, by taking λ1 ≫ 1, we have k ∼ 1, so
dθ
dϕ
∼ 2
(1 + cos 2ϕ)
1
λ22
.
It is clear from Figure 5 that when ϕ is close to π/2, the random walk “backtracks” towards the origin, so we
do not expect a good estimate on dθ/dϕ.
5.3 A general criterion for uniform expansion
We finish this section with a sufficient condition for uniform expansion on one step of the random dynamics. As
mentioned in the introduction, this criterion illustrates that overlap of contraction directions and maps close to
rotations are essentially the two obstructions to uniform expansion. Even though we will not use this criterion
in the rest of the paper, one may consider the verification in the next few sections as proving a more refined
version of Proposition 5.4 (depending on the specific features of each application) and the verification of this
more refined criterion.
Given F ∈ SL2(R), recall that we define λF := ‖F‖ to be the norm of F with λF > 1, and θF ∈ P1 to be
the contracting direction.
Proposition 5.4. For all λcrit > 0, λmax > 0 and small enough ε > 0 satisfying
1
sin ε
√
2 +
1
ε
< λcrit ≤ λmax,
there exists η = η(λcrit, λmax, ε) ∈ (0, 1) such that if for all (x, θ) ∈ T 1M ,
µ({f : d(θDxf , θ) > ε and λDxf > λcrit}) > η, and λDxf ≤ λmax for µ-a.s. f,
then µ is uniformly expanding. Furthermore, η can be made explicit.
We think of ε as measuring the separation of the contracting directions at each point x ∈ M , λcrit as
measuring how far Dxf is from a rotation, and λmax as the maximum norm over all the points x ∈ M and all
the possible maps f in the support of µ.
The idea of the proposition is that if at every point, the contracting directions of the diffeomorphisms are
spread out enough and most of the diffeomorphisms are far from being a rotation, then with high probability
the random walk does not backtrack. Lemma 5.3(b) and the next two lemma then tell us that the contracting
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directions of the random walk will eventually be spread out as well. In this case, as long as none of the norms
dominate the others (bounded by λmax), we can obtain uniform expansion. In particular, as we will see, η is an
increasing function of λmax and a decreasing function of λcrit and ε.
Lemma 5.5. Fix m > 1. Let M1,M2 ∈ SL2(R). Let λ := ‖M1‖ > 1 and τ := ‖M2‖ > 1 be the norm of M1
and M2, ϕ = θM1 + π/2 − θM−12 be the difference between the contracting direction of M1 and the expanding
direction of M−12 . Then the norm of the product M1M2 is at least λτ/m if and only if
cos 2ϕ ≥ 2((λτ/m)
2 + (λτ/m)−2)
(λ2 − λ−2)(τ2 − τ−2) −
λ2 + λ−2
λ2 − λ−2 ·
τ2 + τ−2
τ2 − τ−2 .
In particular, if λ >
√
m, τ >
√
m and | cosϕ| ≥ 1/m, then the norm of M1M2 is at least λτ/m.
Proof. The first equivalence is a calculation using the Cartan decomposition. Note that the norm λ of a matrix(
a b
c d
)
∈ SL2(R) is the unique root of
λ2 + λ−2 = a2 + b2 + c2 + d2
with λ ≥ 1. In particular λ is an increasing function of a2 + b2 + c2 + d2. Now the norm of M1M2 is the same
as that of (
λ 0
0 λ−1
)(
cosϕ sinϕ
− sinϕ cosϕ
)(
τ 0
0 τ−1
)
=
(
λτ cosϕ λτ−1 sinϕ
−λ−1τ sinϕ λ−1τ−1 cosϕ
)
.
Thus ‖M1M2‖ ≥ λτ/m if and only if
(λτ cosϕ)2 + (λτ−1 sinϕ)2 + (λ−1τ sinϕ)2 + (λ−1τ−1 cosϕ)2 ≥
(
λτ
m
)2
+
(
λτ
m
)−2
. (5)
Rearranging (5) gives the first assertion. Finally, the left hand side of (5) is an increasing function of cos2 ϕ for
λ > 1 and τ > 1. One can verify directly that (5) holds when λ >
√
m, τ >
√
m, cos2 ϕ = 1/m2, therefore it
also holds for cos2 ϕ ≥ 1/m2.
The next lemma controls the contracting direction of M1M2 assuming no backtracking.
Lemma 5.6. Fix m > 1 large (an explicit lower bound will be obtained in the proof). Let M1,M2 ∈ SL2(R).
Let λ := ‖M1‖ > 1 and τ := ‖M2‖ > 1, ϕ = θM1 + π/2 − θM−12 ∈ P
1 = R/πZ as in the previous lemma. If
| cosϕ| ≥ 1/m and τ ≥ m,
d(θM2 , θM1M2) ≤
m2
τ2
.
If we further assume that τ ≥ √2m, the conclusion holds for all m > 1.
Proof. Note that if ϕ = 0, d(θM2 , θM1M2) = 0. Therefore we need to give an upper bound on the increment
of θM1M2 as we vary ϕ within the given range. Again by the Cartan decomposition, it suffices to consider the
matrix (
λ 0
0 λ−1
)(
cosϕ sinϕ
− sinϕ cosϕ
)(
τ 0
0 τ−1
)
=
(
λτ cosϕ λτ−1 sinϕ
−λ−1τ sinϕ λ−1τ−1 cosϕ
)
,
and give an upper bound on the absolute value of its contracting direction θ. By Lemma 5.1 (a), one obtains,
tan 2θ =
(λ2 − λ−2) sin 2ϕ
1
2 (λ
2 + λ−2)(τ2 − τ−2) + 12 (λ2 − λ−2)(τ2 + τ−2) cos 2ϕ
.
Since |2θ| ≤ | tan 2θ|, and also the right hand side is an odd function of ϕ, it remains to show that for ϕ ∈ [0, π/2]
with | cosϕ| ≥ 1/m,
f(ϕ) :=
(λ2 − λ−2) sin 2ϕ
(λ2 + λ−2)(τ2 − τ−2) + (λ2 − λ−2)(τ2 + τ−2) cos 2ϕ ≤
m2
τ2
. (6)
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Clearly | cosϕ| ≥ 1/m if and only if cos 2ϕ ≥ −1 + 2/m2.
Case 1: λ ≤ τ . Then
(λ2 + λ−2)(τ2 − τ−2) ≥ (λ2 − λ−2)(τ2 + τ−2).
Using the fact that cos 2ϕ ≥ −1 + 2/m2, the denominator of f(ϕ) has a lower bound
(λ2 + λ−2)(τ2 − τ−2) + (λ2 − λ−2)(τ2 + τ−2) cos 2ϕ ≥ (λ2 − λ−2)(τ2 + τ−2)(1 + cos 2ϕ) ≥ 2
m2
(λ2 − λ−2)τ2,
and (6) holds.
Case 2: λ ≥ τ . We let k := (λ2 + λ−2)/(λ2 − λ−2) > 1 and write
f(ϕ) =
sin 2ϕ
k(τ2 − τ−2) + (τ2 + τ−2) cos 2ϕ.
Since λ ≥ τ ,
(λ2 + λ−2)(τ2 − τ−2) ≤ (λ2 − λ−2)(τ2 + τ−2),
and therefore k(τ2 − τ−2) ≤ (τ2 + τ−2). Now compute
f ′(ϕ) = 2
k(τ2 − τ−2) cos 2ϕ+ (τ2 + τ−2)
(k(τ2 − τ−2) + (τ2 + τ−2) cos 2ϕ)2 > 0.
On the other hand, note that the denominator of f(ϕ) is positive for ϕ ∈ [0, π/2] with | cosϕ| ≥ 1/m:
(λ2 + λ−2)(τ2 − τ−2) + (λ2 − λ−2)(τ2 + τ−2) cos 2ϕ > (λ2 − λ−2)[(τ2 − τ−2) + (τ2 + τ−2) cos 2ϕ]
≥ (λ2 − λ−2)[(τ2 − τ−2) + (τ2 + τ−2)(−1 + 2/m2)]
≥ (λ2 − λ−2)
(
2
m2
(τ2 + τ−2)− 2τ−2
)
.
Since τ ≥ m, 2τ2/m2 ≥ 2τ−2, and hence the right hand side is positive. Therefore within the given range of ϕ,
f(ϕ) is a smooth increasing function of ϕ, hence its maximum occurs for ϕ = ϕ0, where ϕ0 ∈ [0, π/2] is such
that cos 2ϕ0 = −1 + 2/m2, or equivalently | cosϕ0| = 1/m. Now
sin 2ϕ0 = 2 sinϕ0 cosϕ0 <
2
m
.
Therefore recalling that k > 1,
f(ϕ0) =
sin 2ϕ0
k(τ2 − τ−2) + (τ2 + τ−2) cos 2ϕ0 <
2/m
(τ2 − τ−2) + (τ2 + τ−2)(−1 + 2/m2) =
m2
τ2
(
1/m
1− (m2 − 1)τ−4
)
.
Finally, as τ ≥ m, we have
1/m
1− (m2 − 1)τ−4 ≤
1/m
1− (m2 − 1)m−4 =
m3
m4 + 1−m2 .
As m→∞, the right hand side goes to 0, therefore for large enough m, it is less than 1, hence for large enough
m (can take, say, m > 1.4),
f(ϕ0) ≤ m2/τ2,
and the result follows. If we assume that τ ≥ √2m, then we have instead
1/m
1 + (1−m2)τ−4 ≤
1/m
1 + (1−m2)m−4/4 =
m3
m4 + (1−m2)/4 .
The right hand side is a smooth decreasing function for all m > 1 and is exactly 1 at m = 1, hence it is at most
1 for all m ≥ 1, and so f(ϕ0) ≤ m2/τ2 for all m ≥ 1.
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Proof of Proposition 5.4. Let m0 := 1/ sin ε. Clearly λcrit > m0. Fix x ∈ M and θ ∈ T 1xM . Consider n maps
f1, f2, . . . , fn ∈ Diff2(M) satisfying
λDfi−1fi−2···f1(x)fi > λcrit and λDfi−1fi−2···f1(x)fi ≤ λmax for all i, (7)
and
d(θDxf1 , θ) > ε, d(θDfi−1fi−2···f1(x)fi , θ(Dxfi−1fi−2···f1)−1) > ε for all i. (8)
For each i > 1, we apply Lemma 5.5 with M1 = Dfi−1fi−2···f1(x)fi, M2 = Dxfi−1fi−2 · · · f1 and m = m0. Then
M1M2 = Dxfifi−1 · · · f1. Note that the corresponding
ϕ = θDfi−1fi−2···f1(x)fi + π/2− θ(Dxfi−1fi−2···f1)−1
satisfies | cosϕ| = | sin(θDfi−1fi−2···f1(x)fi − θ(Dxfi−1fi−2···f1)−1)| ≥ | sin ε| = 1/m0. Also ‖Dfi−1fi−2···f1(x)fi‖ >
λcrit > m0 >
√
m0 for all i, thus by induction using Lemma 5.5 we have
λfifi−1···f1 ≥
λicrit
mi−10
(note that the right hand side is greater than λcrit > m0 >
√
m0.) Since λcrit >
√
2m0, by Lemma 5.6, we get
that
d(θDxfi−1fi−2···f1 , θDxfifi−1···f1) ≤ m20
(
λicrit
mi−10
)−2
=
(
m0
λcrit
)2i
.
Since d(θDxf1 , θ) > ε, we have
d(θDxfnfn−1···f1 , θ) > ε−
((
m0
λcrit
)2
+
(
m0
λcrit
)4
+ · · ·+
(
m0
λcrit
)2n)
> ε− (m0/λcrit)
2
1− (m0/λcrit)2 .
As
1
sin ε
√
2 +
1
ε
< λcrit, we have
(m0/λcrit)
2
1− (m0/λcrit)2 < ε/2 (recall that m0 = 1/ sin ε). Thus d(θDxfnfn−1···f1 , θ) >
ε/2. By Lemma 5.2,
log ‖Dxfnfn−1 · · · f1(θ)‖ ≥ log
(
2
π
λfnfn−1···f1d(θDxfnfn−1···f1 , θ)
)
> log
λncrit
mn−10
ε
π
.
By assumption we know that the µ(n)-probability that the chosen f1, . . . , fn satisfy (7) and (8) is at least η
n.
Moreover for µ(n)-almost every f , log ‖Dxf(θ)‖ ≥ −n logλmax. Hence∫
log ‖Dxf(θ)‖dµ(n)(f) ≥ ηn
(
log
λncrit
mn−10
ε
π
)
+ (1− ηn)(−n logλmax). (9)
Take n large enough so that
log
λncrit
mn−10
ε
π
> 0.
Now fix such n, as the right hand side of (9) increases to log
λncrit
mn−10
ε
π
as η → 1, there is some η ∈ (0, 1) such
that the right hand side of (9) is positive.
6 Discrete random perturbation of the standard map
In this section, we show an example of a random dynamical system satisfying uniform expansion.
Let L ∈ R be a parameter. The standard map ΦL of the 2-torus T2 = R2/(2πZ)2, given by
ΦL(I, θ) = (I + L sin θ, θ + I + L sin θ),
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is a well-known example of a chaotic system for which it is hard to show positivity of Lyapunov exponents (with
respect to the Lebesgue measure on T2). For L ≫ 1, it has strong expansion and contraction on a large but
non-invariant region. Nonetheless on two narrow strips near θ = ±π/2, vectors can be arbitrarily rotated. The
area of these “bad regions” goes to zero as L→∞, so one expect the Lyapunov exponent to be roughly logL,
reflecting the expansion rate in the rest of the phase space. However, positivity of Lyapunov exponents has not
been shown for any single L.
In [BXY], the authors considered a kind of random perturbations of a family of maps including the standard
map, and showed positivity of Lyapunov exponents for this perturbation for sufficiently large L. More precisely,
under a linear change of coordinates x = θ, y = θ − I, the standard map is conjugate to the map
F (x, y) = (L sinx+ 2x− y, x) (10)
on T2 = R2/(2πZ)2. Note that F preserves the Lebesgue measure on T2. They considered the composition of
random maps
Fnω = Fωn ◦ · · · ◦ Fω1 for n = 1, 2, 3, . . . ,
where
Fω = F ◦ Sω, Sω(x, y) = (x+ ω, y),
and the sequence ω = (ω1, ω2, . . .) ∈ ΩN is chosen with the probability measure µN, where µ = Leb[−ε,ε] is the
uniform distribution on the interval [−ε, ε] for some ε > 0.
For this Markov chain, any stationary measure is absolutely continuous with respect to Lebesgue measure.
Hence they were able to use this in the subsequent estimates of the Lyapunov exponents, using the fact that
the Lebesgue measure of the “bad regions” goes to zero as L→∞.
In this section, we consider a discrete version of the random perturbation, where at each step, one can choose
from only finitely many maps with equal probability. In this case it is not a priori clear that every stationary
measure is absolutely continuous with respect to Lebesgue. In particular it is possible that the stationary
measure may have positive measure concentrated in the bad region. In fact, one of our results is a classification
of the ergodic stationary measures of this perturbation.
We shall show that this random dynamical system satisfies uniform expansion. As a corollary we show
that the maps have a Lyapunov exponent ∼ logL. Moreover, from the previous sections, it follows that the
stationary measures are either finitely supported or Lebesgue, and the orbits are either finite or dense.
Let r ∈ N and Ω := {kε : k = 0,±1,±2, . . . ,±r}. We consider the composition of random maps
Fnω = Fωn ◦ · · · ◦ Fω1 for n = 1, 2, 3, . . . ,
where
Fω = F ◦ Sω, Sω(x, y) = (x+ ω, y),
and the sequence ω = (ω1, ω2, . . .) ∈ ΩN is chosen with the probability measure µN :=
(
1
|Ω|
∑
ω∈Ω
δω
)N
. Here δkε
is the delta mass on Diff2(T2) at the map Fkε.
The main proposition in this section is the following.
Proposition 6.1. Let δ ∈ (0, 1). There exists an integer r0 = r0(δ) > 0 such that if r ≥ r0 and ε ∈
[L−1+δ, 1/(2r + 1)), then the measure µ =
1
|Ω|
∑
ω∈Ω
δω is uniformly expanding on T2 for all large enough L.
Throughout this section, estimates containing≫,& and ∼ are with respect to L→∞. More precisely, we write
• f(L)≫ g(L) if |f(L)/g(L)| → ∞ as L→∞.
• f(L) & g(L) if lim inf
L→∞
|f(L)/g(L)| > 0 (possibly infinite).
• f(L) ∼ g(L) if f(L)/g(L)→ 1 as L→∞.
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For A ∈ R, let G(A) :=
(
A −1
1 0
)
∈ SL2(R). Note that DF(x,y) =
(
L cosx+ 2 −1
1 0
)
= G(L cosx + 2). Let
n ∈ N to be determined. By Lemma 5.1, we observe that if A≫ 1, then
‖G(A)‖ ∼ A, θG(A) ∼ π2 , and θG(A)−1 ∼ 0.
The next lemma estimates the change of the contracting direction of products of G(Ai) as we vary one of
Ai and fix the rest, assuming Aj is large for all j 6= i.
Lemma 6.2. Let θn be the contracting direction of G(An)G(An−1) · · ·G(A2)G(A1). If Ai ≫ 1 for all i =
1, 2, . . . n, then for each i with 1 ≤ i ≤ n,
dθn
dAi
∼ 1
A21A
2
2 · · ·A2i
.
More precisely, let θ′n be the contracting direction of G(A
′
n)G(A
′
n−1) · · ·G(A′2)G(A′1).
For each i = 1, 2, . . . , n, if Aj = A
′
j ≫ 1 for all j 6= i, and Ai, A′i ≫ 1, then
θ′n − θn ∼
1
A21A
2
2 · · ·A2i−1
(
1
Ai
− 1
A′i
)
.
Proof. By Lemma 5.1(a), we know that
tan 2θG(A) = − 2
A
.
By differentiating in A,
dθG(A)
dA
=
1
A2 + 4
.
By Lemma 5.3 (a), for all 1 ≤ i ≤ n,
dθG(An)G(An−1)···G(Ai)
dAi
=
dθG(Ai)
dAi
=
1
A2i + 4
.
Moreover, using Lemma 5.1(b), one can show that for all 1 ≤ i ≤ n,
‖G(Ai)G(Ai−1) · · ·G(A1)‖ ∼ A1A2 · · ·Ai
since the top left corner of G(Ai)G(Ai−1) · · ·G(A1) is A1A2 · · ·Ai and the other three entries are of strictly
lower order if Ak ≫ 1 for all 1 ≤ k ≤ i. Also notice that
θG(An)G(An−1)···G(Ai) ∼ π/2 and θ(G(Ai−1)G(Ai−2)···G(A1))−1 ∼ 0.
Apply Lemma 5.3(b) with M1 = G(An)G(An−1) · · ·G(Ai) and M2 = G(Ai−1)G(Ai−2) · · ·G(A1), we have
dθn
dθG(An)G(An−1)···G(Ai)
∼ 1
(A1A2 · · ·Ai−1)2 .
Hence
dθn
dAi
=
dθn
dθG(An)G(An−1)···G(Ai)
dθG(An)G(An−1)···G(Ai)
dAi
∼ 1
(A1A2 · · ·Ai−1)2
1
A2i + 4
∼ 1
A21A
2
2 · · ·A2i
.
The next lemma estimates the change of the contracting direction of DFnω if we fix the first i − 1 letters in
ω and change ωj for all j ≥ i.
Lemma 6.3. Let ω, ω′ ∈ ΩN, ε > L−1. Given (x, y) ∈ T2, for i = 0, 1, 2, . . . , n, let
• (xi, yi) := F iω(x, y) and (x′i, y′i) := F iω′(x, y),
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• Ai := L cosxi−1 + 2 and A′i := L cosx′i−1 + 2 for i = 1, 2, 3, . . .,
• θ, θ′ be the contracting directions of G(An)G(An−1) · · ·G(A2)G(A1) and G(A′n)G(A′n−1) · · ·G(A′2)G(A′1).
For each i = 1, 2, . . . , n, suppose Aj = A
′
j ≫ 1 for all j < i, Aj , A′j ≫ 1 for all j ≥ i and Ai −A′i & εL/2. Then
θ − θ′ & 1
A21A
2
2 · · ·A2i−1
εL/2
AiA′i
. (a)
As a result,
‖DFnω (θ′)‖ &
Ai+1Ai+2 · · ·An
A1A2 · · ·Ai−1
εL/2
A′i
. (b)
Proof. Without loss of generality, assume that Ai > A
′
i. For all j ≥ i, let θj be the contracting direction of
G(A′n)G(A
′
n−1) · · ·G(A′j)G(Aj−1)G(Aj−2) · · ·G(A1).
Then θ′ = θi. We also use the notation θn+1 := θ, the contracting direction of G(An)G(An−1) · · ·G(A1). By
Lemma 6.2, for all i ≤ j ≤ n,
θj − θj+1 ∼ 1
A21A
2
2 · · ·A2j−1
(
1
Aj
− 1
A′j
)
.
For all j > i, since Aj , A
′
j ≫ 1, Ai > A′i and ε > L−1, we have
θj − θj+1 ∼ 1
A21A
2
2 · · ·A2j−1
(
1
Aj
− 1
A′j
)
≪ 1
A21A
2
2 · · ·A2i−1
εL/2
AiA′i
.
1
A21A
2
2 · · ·A2i−1
(
1
Ai
− 1
A′i
)
∼ θi − θi+1.
Therefore θj − θj+1 is dominated by θi − θi+1 for all i < j ≤ n. Hence
θ′ − θ = θi − θn+1 = (θi − θi+1) + (θi+1 − θi+2) + · · · (θn − θn+1) ∼ 1
A21A
2
2 · · ·A2i−1
(
1
Ai
− 1
A′i
)
.
The second statement follows from the first by Lemma 5.2 since ‖G(An)G(An−1) · · ·G(A1)‖ ∼ AnAn−1 · · ·A1
by Lemma 5.1(b).
Proof of Proposition 6.1. We are now ready to prove the main proposition of the section. The idea is as follows:
for each point (x, y) ∈ T2, since the elements in Ω are of distance at least ε ≥ L−1+δ apart, for each kε ∈ Ω, for
all k′ε ∈ Ω \ {kε}, all except possibly one of them satisfy (let A(x) := L cosx+ 2 for x ∈ R/2πZ)
|A(x+ k′ε)−A(x + kε)| & εL/2 and |A(x+ k′ε)| & Lδ. (11)
Geometrically, this means that firstly, all except one of them has norm growing to infinity with L, and the
contracting directions of the corresponding differential maps
DF(x+ω,y) =
(
L cos(x+ ω) + 2 −1
1 0
)
are all pointing in roughly the vertical direction. Moreover, each of the contracting direction is separated from
all others (except one) by a significiant amount (∼ ε/‖F(x+ω,y)‖). Hence after n steps, for many of the words
ω ∈ Ωn, the contracting directions are close to the vertical direction and yet well separated (Figure 6). Thus
each θ ∈ P1 has distance from all but one of these contracting direction bounded from below. From Lemma 6.3,
we know that the distance between the contracting directions of two words are dominated by their distance at
the first letter they differ, and yet the norm grows by at least Lδ after every step. Using Lemma 5.2, as long as
the word does not enter a bad region (where the contracting direction is rotated drastically), the log expansion
log ‖DFnω ‖ will eventually be large. Since most words do not enter a bad region, and those that do enter a
bad region admit a trivial lower bound log ‖DFnω ‖ ≥ −n logL, eventually we will obtain positive expansion on
average.
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θFigure 6: The random walk after 3 steps. The bold directions form a well-separated ”tree”.
We now make the above discussion precise using the previous lemmas. For x ∈ R/2πZ, let A(x) = L cosx+2.
Recall that at each point (x, y) ∈ T2 = R2/(2πZ)2, the differential map of F (x, y) = (L sinx+ 2x− y, x) is
DF =
(
L cosx+ 2 −1
1 0
)
= G(A(x)).
Let ε ∈ [L−1+δ, 1/(2r + 1)). For each ω ∈ Ω = {kε : k = 0,±1,±2, . . . ,±r},
Fω = F ◦ Sω = (L sin(x+ ω) + 2(x+ ω)− y, x+ ω).
Hence the differential DFω is (
L cos(x+ ω) + 2 −1
1 0
)
= G(A(x + ω)).
Fix a point (x, y) ∈ T2. For ω, ω′ ∈ Ωn and 0 ≤ i ≤ n, let
(xi, yi) := F
i
ω(x, y) and (x
′
i, y
′
i) := F
i
ω′(x, y).
Let
Ai := L cosxi−1 + 2, and A
′
i := L cosx
′
i−1 + 2.
We say that a word ω ∈ Ωn is long (with respect to (x, y) ∈ T2) if
|Ai| & Lδ for all 1 ≤ i ≤ n.
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For each word ω ∈ Ωn, let
θω := θDFnω
be the contracting direction of the matrix DFnω .
Observe by (11) that for each long ω ∈ Ωn, there are at least (|Ω| − 2)(|Ω| − 1)n−1 long words ω′ ∈ Ωn such
that
|A1 −A′1| &
εL
2
.
By Lemma 6.3(a), since A1 ≤ L+ 2,
|θω − θω′ | & εL/2
A′1A1
&
ε/2
A′1
.
Similarly, for all 1 ≤ i ≤ n, there are at least (|Ω| − 2)(|Ω| − 1)n−i long words ω′ ∈ Ωn such that
ωj = ω
′
j for all j < i, and |Ai −A′i| &
εL
2
.
Thus again by Lemma 6.3(a),
|θω − θω′ | & 1
A21A
2
2 · · ·A2i−1
εL/2
AiA′i
&
1
A21A
2
2 · · ·A2i−1
ε/2
A′i
.
For all θ ∈ P1, take a long word ω ∈ Ωn that minimizes |θω − θ| (among long words). Then from above, we
know that for each 1 ≤ i ≤ n, there are at least (|Ω| − 2)(|Ω| − 1)n−i long words ω′ ∈ Ωn such that
|θω′ − θ| & 1
2
1
A21A
2
2 · · ·A2i−1
ε/2
A′i
=
1
A21A
2
2 · · ·A2i−1
ε/4
A′i
.
Hence by Lemma 5.2 (note that Aj = A
′
j for j < i since ωj = ω
′
j),
‖DFnω′(θ)‖ &
1
A21A
2
2 · · ·A2i−1
ε/4
A′i
· ‖DFnω′‖ &
1
A21A
2
2 · · ·A2i−1
ε/4
A′i
(A′1A
′
2 · · ·A′n)
&
A′i+1A
′
i+2 · · ·A′n
A1 · · ·Ai−1
ε
4
&
(Lδ)n−i
Li−1
L−1+δ
4
& Lδ(n−i+1)−i.
Thus for each direction θ ∈ P1, for each i = 1, 2, . . . , n, we have at least (|Ω| − 2)(|Ω| − 1)n−i words ω in Ωn
such that
log ‖DFnω (θ)‖ & (δ(n− i+ 1)− i) logL.
For the remaining |Ω|n − (|Ω| − 1)n + 1 words ω, we have
log ‖DFnω (θ)‖ ≥ −n logL.
Hence ∫
log ‖DFnω (θ)‖dµ(n)(ω) &
Ξ(|Ω|, n, δ)
|Ω|n logL,
where Ξ(|Ω|, n, δ) =
n∑
i=1
(|Ω| − 2)(|Ω| − 1)n−i(δ(n− i+ 1)− i)− (|Ω|n − (|Ω| − 1)n + 1)n.
The coefficient of |Ω|n in Ξ(|Ω|, n, δ) is nδ − 1, hence is positive if n > 1/δ. The coefficient of |Ω|n−1 is
−(δ+1)(n2+1)+n. If n > 1/δ, for large enough r (hence large enough |Ω| = 2r+1), we have Ξ(|Ω|, n, δ) > 1.
Hence µ is uniformly expanding for all large enough r (depending only on δ) and large enough L, with N := ⌈1/δ⌉
and C = |Ω|−N logL. Moreover, for δ ∈ (1/3, 1), we can take n = 3, and |Ω| ≥ 10δ + 7
3δ − 1 .
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7 Computer-assisted verification of uniform expansion
In this section we outline an algorithm to verify uniform expansion numerically, when µ is finitely supported on
Diff2(M). Uniform expansion is a priori an infinite condition in the sense that there are infinitely many points
on the manifold and infinitely many directions on each fiber of the unit tangent bundle. Nonetheless since the
maps in the support of µ are C2 and the left hand side of the uniform expansion condition is Lipschitz in v,
using the fact that the unit tangent bundle T 1M is compact, one can take a finite grid on T 1M , verify the
uniform expansion at each grid point, and then prove uniform expansion on the whole T 1M by the Lipschitz
condition.
This algorithm checks a sufficient condition of uniform expansion when N = 1. Nonetheless, by replacing
µ(N) with µ, one may in principle apply the same algorithm to verify uniform expansion for any N .
Let f1, . . . fd be the maps in the support of µ and µ = c1δf1+· · ·+cdδfd for ci ∈ (0, 1]. For each i = 1, 2, . . . , d,
P ∈M and θ ∈ P1, we consider the function
Fi(P, θ) := log ‖DP fi(θ)‖.
Our goal is to verify that
F (P, θ) :=
d∑
i=1
ciFi(P, θ) > C (UE)
for some C > 0.
We now outline the algorithm.
Step 1: Choose local coordinates t1, t2 on M , and find CM , Cθ > 0 such that∣∣∣∣∂Fi∂t
∣∣∣∣ < CM ,
∣∣∣∣∂Fi∂θ
∣∣∣∣ < Cθ
for t = t1, t2. Such constants exist since Fi is C
1 and M is compact.
Step 2: Fix some C > 0.
Step 3: Pick r, ρ > 0 such that rCM < C/4 and ρCθ < C/4.
Step 4: Take a finite grid G on the unit tangent bundle T 1M that is r-dense on the manifold and ρ-dense on the
unit tangent space T 1PM for each grid point P ∈M .
Step 5: Verify (UE) for each grid point (P, θ) ∈ G.
Step 6: From the derivative bounds in Step 1 and the choices of r and ρ in Step 3, one can conclude that (UE)
holds with C replaced by C/4.
8 Outer automorphism group action on character variety
8.1 Introduction
In this section, we consider an example of a random dynamical system where the uniform expansion property
can be checked numerically using the algorithm outlined in Section 7.
Let Fn be a free group of rank n > 1, G be a compact Lie group. The natural volume form on Hom(Fn, G) is
invariant under Aut(Fn). This form descends to a natural finite measure λ on the character variety Hom(Fn, G)//G
that is invariant under Out(Fn). We refer the reader to [G] for more details about ergodic properties of this
system, and the celebrated work of Goldman [G2] for a detailed account in the case when Fn is replaced by the
mapping class group of a surface.
Goldman [G] proved that in the case when G = SU(2) and n > 2, the Out(Fn)-action on Hom(Fn, G)//G is
ergodic. On the other hand, the action is not ergodic when n = 2, since it preserves the surjective function
κ : Hom(Fn, G)//G→ [−2, 2]
[ρ] 7→ tr(ρ([X,Y ]))
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where X,Y is a pair of free generators of F2, and [X,Y ] := XYX
−1Y −1 is the commutator of X and Y . The
ergodic components are the disintegration λs of λ on the fibers Xs := κ
−1(s) of κ for s ∈ [−2, 2].
In the case when n = 2, the topological dynamics of this action was studied by Previte and Xia [PX], who
proved, in particular, that on each shell Xs, the Out(F2)-invariant sets are either finite or dense. In fact, they
classified all the finite Out(F2)-invariant sets, and gave a condition for when the invariant set is dense. On
the other hand, Brown [B] showed using standard KAM techniques that for any nontrivial cyclic subgroup
Γ ⊂ Out(F2) and s close enough to −2, there is a Γ-invariant set with positive measure on Xs that is not dense.
We refer our readers to [G2] and [PX2] for analogous analysis of the measurable and topological dynamics of
the mapping class group Out(π1(M))-action on the character variety Hom(π1(M), SU(2))/SU(2).
The analysis in [PX] relies crucially on the fact that Out(F2) is generated by Dehn twists. In fact with minor
modification their method also applies to the action of a subsemigroup Γ ⊂ Out(F2) generated by at least two
powers of distinct Dehn twists. In this section, we consider a set of generators S of a semigroup Γ ⊂ Out(F2)
that does not contain any Dehn twists or powers of Dehn twists, and attempt to show that the Γ-invariant
sets are finite or dense by showing uniform expansion on S and applying Theorem D. The uniform expansion
property is checked using a computer program. For s close to 2, the expansion is large enough that uniform
expansion is observed after 1 iteration. However, for s close to −2, the expansion cannot be checked numerically
due to the limitation of computational power. We will verify uniform expansion for a specific s as a proof of
concept, though the same algorithm carries for other s close to 2 as well.
More precisely, consider the following two elements of Out(F2):
τX : X 7→ X, Y 7→ XY, τY : X 7→ Y X, Y 7→ Y.
Note that τX and τY generate a subgroup 〈τX , τY 〉 that has index 2 in Out(F2). Let τABC := τA ◦ τB ◦ τC where
A,B,C ∈ {X,Y }. Define the subsemigroup
Γ = 〈fi : i = 1, 2, . . . , 16〉 ⊂ Out(F2),
where
• f1 = τXXXXY
• f2 = τXXXY Y ,
• f3 = τXXY Y Y ,
• f4 = τXY Y Y Y ,
• f5 = τY XXXX ,
• f6 = τY YXXX ,
• f7 = τY Y YXX ,
• f8 = τY Y Y Y X ,
and fi = f
−1
17−i for i = 9, 10, . . . , 16. Now define the measure µ :=
1
16
(
16∑
i=1
δfi
)
on Out(F2).
The result of this section is the following.
Proposition 8.1. For s = 1.99, the measure µ is uniformly expanding as an action on the surface Xs.
Corollary 8.2. For s = 1.99, the Γ-invariants sets on Xs are either finite or dense.
8.2 Character variety as a subvariety of R3
We now describe the character variety Hom(F2, SU(2))//SU(2) in more explicit terms. The character variety
Hom(F2, SU(2))//SU(2) injects into R3 under the trace coordinates
Hom(F2, SU(2))//SU(2)→ R3
[ρ] 7→

 tr(ρ(X))tr(ρ(Y ))
tr(ρ(XY ))

 .
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This is injective, with image
X := {(x, y, z) ∈ R3 : −2 ≤ x2 + y2 + z2 − xyz − 2 ≤ 2}.
Hence we may identify Hom(F2, SU(2))//SU(2) with X. In these coordinates, the map κ : Hom(F2, SU(2))//SU(2)→
[−2, 2] described in the introduction is then
κ(x, y, z) = x2 + y2 + z2 − xyz − 2.
For s ∈ [−2, 2], the ergodic components are
Xs := κ
−1(s) = {(x, y, z) ∈ R3 : x2 + y2 + z2 − xyz − 2 = s}.
In trace coordinates, the maps τX and τY are
τX :

xy
z

 7→

 xz
xz − y

 , τY :

xy
z

 7→

 zy
yz − x

 .
At each point P = (x, y, z), a normal vector is given by n(P ) = (2x−yz, 2y−zx, 2z−xy), with the unit normal
v3(P ) =
n(P )
‖n(P )‖ .
From [G, Sect. 5.3], a cosymplectic structure on Xt can be given explicitly by (up to a multiplicative
constant)
(2x− yz) ∂
∂y
∧ ∂
∂z
+ (2y − zx) ∂
∂z
∧ ∂
∂x
+ (2z − xy) ∂
∂x
∧ ∂
∂y
.
Since Γ preserves the symplectic structre, if we take the metric ‖ · ‖P := ‖n(P )‖−1/2‖ · ‖ on TPXs, where
‖ · ‖ is the restriction of the Euclidean metric from R3 to the tangent space TPXs, then for each f ∈ Out(F2),
we have the area-preserving linear map
DP f : TPXs → Tf(P )Xs.
Note that each element f ∈ Out(F2) is the restriction of a map f0 : R3 → R3 to Xs in terms of the trace
coordinates. Therefore DP f can be expressed as the restriction of a volume-preserving linear map DP f0 : R3 →
R3, i.e. an element of SL3(R), to TPXs. For instance, writing P = (x, y, z),
DP τX =

1 0 00 0 1
z −1 x

 , DP τY =

 0 0 10 1 0
−1 z y

 ,
both restricted to the tangent space TPXs.
8.3 Choice of metric
We will choose a convenient metric to work with. To do so, it suffices to give an orthonormal basis at each
point. For each P = (x, y, z) ∈ Xs, let n(P ) = (n1(P ), n2(P ), n3(P )) := (2x − yz, 2y − zx, 2z − xy) be the
normal vector. Consider the following three tangent vectors in TP (Xs)
v1(P ) =

 0n3(P )
−n2(P )

 , v2(P ) =

−n3(P )0
n1(P )

 , v3(P ) =

 n2(P )−n1(P )
0

 .
Clearly these are tangent vectors at P . Moreover since the normal vector n(P ) = (n1(P ), n2(P ), n3(P )) is
nonzero, at least one of ni(P ), i = 1, 2, 3 is nonzero, thus at least two of v1(P ),v2(P ),v3(P ) are linearly
independent. In fact, for s < 2, there is a positive lower bound c = c(s) such that maxi=1,2,3 |ni(P )| ≥ c(s) for
all P ∈ Xs, so at least two of v1(P ),v2(P ),v3(P ) have Euclidean norm larger than c(s).
Now at each P ∈ Xs, we define a positive definite inner product 〈·, ·〉P on TPXs such that{
vi(P )√
nk(P )
,
vj(P )√
nk(P )
}
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form an orthonormal basis, where k ∈ {1, 2, 3} is the index that maximizes |nk(P )|, and {i, j, k} form an even
permutation of {1, 2, 3} (we will comment on the normalizing factor √nk(P ) in the next section). The map
P 7→ 〈·, ·〉P is smooth except along the curves on Xs where at least two of x, y, z are equal. Therefore strictly
speaking they do not form a smooth metric. Nonetheless from the end of the previous paragraph, we know that
there exists a constant c′(s) > 0 such that
c′(s)−1〈·, ·〉 ≤ 〈·, ·〉P ≤ c′(s)〈·, ·〉,
where 〈·, ·〉 is the Euclidean inner product induced from R3. It is evident from the definition of uniform expansion
that it is invariant under change of equivalent metrics, so it suffices to verify uniform expansion with respect to
{〈·, ·〉P }P∈Xs .
The advantage of considering this metric is that, with respect to this metric and the specific orthonormal
basis chosen above, DP τX and DP τY (and hence the compositions) are 2×2 matrices such that up to the factor
nk(P ), the entries are polynomials in x, y, z. For instance,
DP τXv1(P ) = v1(τX(P )),
DP τXv2(P ) =
n1(P )
n3(τX(P ))
v1(τX(P )) +
n3(P )
n3(τX(P ))
v2(τX(P )),
DP τY v1(P ) =
n3(P )
n3(τY (P ))
v1(τY (P )) +
n2(P )
n3(τY (P ))
v2(τY (P )),
DP τY v2(P ) = v2(τY (P )).
The matrices with respect to other bases can be found using the identity
n1(P )v1(P ) + n2(P )v2(P ) + n3(P )v3(P ) = 0.
8.4 Derivative bounds
To choose the bounds CM and Cθ in the algorithm, it is necessary to compute bounds on |∂Fi/∂t| and |∂Fi/∂θ|
for Fi(P, θ) = log ‖DPfi(θ)‖ and local coordinates t = t1, t2 near P . If we treat fi as a function R3 → R3, we
can compute DP fi as an element Li of SL3(R).
With respect to the metric and the corresponding orthonormal basis chosen above, DP fi can be written as
a 2× 2 matrix with entries being the square root of rational functions of x, y, z, say DP fi =
(
ai,P bi,P
ci,P di,P
)
. For
instance, if the orthonormal basis for P is
{v1(P ),v2(P )}√
n3(P )
and that of fi(P ) is
{v1(fi(P )),v2(fi(P ))}√
n3(fi(P ))
, we can
write explicitly that
DP fi =
1√
n3(P )n3(fi(P ))
(
(Liv1)2 (Liv2)2
−(Liv1)1 −(Liv2)1
)
.
In particular,
√
n3(P )n3(fi(P ))DP fi has polynomial entries and
detDP fi = 1
(the primary reason to have the normalizing factor
√
nk(P ) is to ensure this matrix has determinant 1.) Similar
expressions can be obtained for the other points where the other two orthonormal bases are chosen. Hence if we
choose x and y to be the local coordinates near P (corresponding to the v1 and v2 directions), the derivatives
with respect to x and y can be explicitly computed and bounded.
More explicitly, for M =
(
a b
c d
)
∈ SL2(R), let FM (θ) = log ‖M(θ)‖. Then
FM (θ) =
1
2
log
(
1
2
(a2 + b2 + c2 + d2) +
1
2
(a2 − b2 + c2 − d2) cos 2θ + (ab + cd) sin 2θ
)
.
Thus ∂FM (θ)/∂t can be represented explicitly in terms of a, b, c, d, a
′, b′, c′, d′ and θ, where a′ = ∂a/∂t etc. Since
for all P = (x, y, z) ∈ Xs, the coordinates x, y, z are in [−2, 2], while a, b, c, d are polynomials in x, y, z divided by√
n3(P )n3(fi(P )), all these can be explicitly bounded. Furthermore by the choice of the orthonormal bases at P
and fi(P ) we know that |n3(P )| > |n1(P )|, |n2(P )| and similarly for |n3(fi(P ))|, we have that
√
n3(P )n3(fi(P ))
is bounded below by an explicit positive number depending only on s. We shall omit the explicit expressions
here as they are written in the program (see Program 1).
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8.5 Choice of Parameters in the verification
In this section we choose the parameters in the algorithm to check that µ is uniformly expanding.
Proof of Proposition 8.1. We verify uniform expansion using the algorithm from the previous section. Let fi be
the maps in the support of µ with i = 1, 2, . . . , d, where d = 16. We choose the grid G in the following process:
recall that
Xs = {(x, y, z) ∈ R3 : x2 + y2 + z2 − xyz − 2 = s}.
Let n(P ) = (n1(P ), n2(P ), n3(P )) = (2x − yz, 2y − zx, 2z − xy). Within the region {P ∈ M | |n3(P )| =
maxk=1,2,3 |nk(P )|}, we use the x and y directions as local coordinates. This corresponds to using v1 and v2
as an orthonormal coordinate system. Similarly for the other two regions where |n1(P )| and |n2(P )| dominate.
We verify uniform expansion for s = 1.99.
Step 1: We take CM = 600 and Cθ = 600.
(these are computed using the explicit expressions of ∂FM (θ)/∂t on a grid (Program 1) and then a na¨ıve
bound on second derivatives of FM (θ). ).
Step 2: Fix C = 0.25.
Step 3: Let r = 0.0001 < C/(4CM ) and ρ = 0.0001 < C/(4Cθ).
Step 4: Take an r-dense grid on Xs using the specified local coordinates. We fix a ρ-grid in the unit tangent space
direction.
Step 5: We verify with Program 2 that (UE) holds on the grid with C = 0.25 as in Step 2.
Step 6: From the derivative bounds in Step 1 and the choices of r and ρ in Step 3, one can conclude that (UE)
holds on the whole surface with C replaced by C/4.
The programs were run on the University of Chicago Midway compute cluster partition broadwl.
Specification: 28 cores of Intel E5-2680v4 2.4 GHz. Memory: 64 GB. Runtime: 47714 seconds.
Program 1 (C2 bounds in Step 1):
• Code: http://math.uchicago.edu/~briancpn/derivative_single.cpp
• Output: http://math.uchicago.edu/~briancpn/secondderivative.txt
Program 2 (C1 bounds and (UE) in Step 5):
• Code: http://math.uchicago.edu/~briancpn/actual.cpp
• Output: http://math.uchicago.edu/~briancpn/character_variety_test.txt
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