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ABSTRACT
Control theory has recently been involved in the field of nuclear
magnetic resonance imagery. The goal is to control the magnetic
field optimally in order to improve the contrast between two bio-
logical matters on the pictures.
Geometric optimal control leads us here to analyze meromorphic
vector fields depending upon physical parameters, and having their
singularities defined by a determinantal variety. The involved ma-
trix has polynomial entries with respect to both the state variables
and the parameters. Taking into account the physical constraints
of the problem, one needs to classify, with respect to the parame-
ters, the number of real singularities lying in some prescribed semi-
algebraic set.
We develop a dedicated algorithm for real root classification of the
singularities of the rank defects of a polynomial matrix, cut with a
given semi-algebraic set. The algorithm works under some gener-
icity assumptions which are easy to check. These assumptions are
not so restrictive and are satisfied in the aforementioned applica-
tion. As more general strategies for real root classification do, our
algorithm needs to compute the critical loci of some maps, intersec-
tions with the boundary of the semi-algebraic domain, etc. In order
to compute these objects, the determinantal structure is exploited
through a stratification by the rank of the polynomial matrix. This
speeds up the computations by a factor 100. Furthermore, our im-
plementation is able to solve the application in medical imagery,
which was out of reach of more general algorithms for real root
classification. For instance, computational results show that the
contrast problem where one of the matters is water is partitioned
into three distinct classes.
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1. INTRODUCTION
Motivations and problem description. Nuclear Magnetic Reso-
nance (NMR) is a powerful tool in medical imagery. In order to
distinguish two biological matters on a picture, it is required to op-
timize the contrast between the two matters. Because of its im-
portance in medical sciences, this contrast imaging problem has
received a lot of attention. The pioneering work of [3] has estab-
lished geometric optimal control techniques as a major tool for de-
signing optimal control strategies for the problem of improving the
contrast.
These strategies depend on the biological matters under study.
In NMR imagery the main physical parameters involved are the
longitudinal and transversal relaxation times of each matter. This
approach is formalized in [2]. It requires us to solve the following
real root classification problem.
Consider a k× k matrix M whose coefficients are polynomials
in Q[X1, . . . ,Xn,G1, . . . ,Gt ], and assume that n = (k− r+1)2 with
r∈{1, . . . ,k−1}. Let π :Cn×Ct→Ct be the canonical projection.
Let Vr ⊂ Cn×Ct be the set of points at which M has rank r, and
let V be the union of the singular locus of Vr and of the critical
points of π restricted to Vr. Generically, this variety has dimension
n+t−(k−r+1)2 = t. Also consider a semi-algebraic set B in Rn×
Rt . Assume that B has non-empty interior and that there exists a
Zariski-open set O⊂Ct such that V ∩π−1(g) is a non-empty finite
set for g ∈ O. Further assume that the projection π restricted to
V ∩B is proper ([10, Def. 2.10.1]). We aim at describing connected
open sets C1, . . . ,C` ⊂ Rt such that
⋃`
i=1 Ci is dense in Rt (for the
Euclidean topology) and the cardinality of V ∩π−1(g) inside B∩
π−1(g) is invariant when g ranges over Ci.
For our application, the size of the matrix is 4, and the target rank
is k−1 = 3. The number of variables and parameters are n = 4 and
t = 4 for the general case. Since the system is homogeneous in the
parameters, we may set one of the parameters to 1, reducing the
problem to t = 3. An important particular case is when one of the
matters is water; then the corresponding relaxation times are 1, and
the number of parameters is t = 2.
Such a determinantal structure is general enough to design de-
dicated algorithms. We also mention that the optimal control prob-
lems in [6] lead to algebraic classification problems with similar
structures.
State-of-the-art. The modeling through an optimal control prob-
lem is introduced in [2]. The so-called Bloch modeling and satura-
tion method for tackling this problem is developed therein.
In [2], four experimental important cases are studied (all param-
eters of the classification problem are fixed). Among other proper-
ties, it has been observed there that the number of singularities is
constant when water is involved. This led to the following ques-
tions:
1. Is this number of singularities preserved for any choice of a sec-
ond matter, the first one being water?
2. If not, how many different classes of pairs of matters can we
distinguish through the analysis of those singularities?
Answering these questions leads to the real root classification prob-
lem described above. Symbolic computation techniques are good
candidates to solve them.
Properties of Cylindrical Algebraic Decomposition
(CAD) adapted to a given polynomial family allow to solve real
root classification problems. Hence the CAD algorithm [7] can be
used in our context. However, the complexity of computing a CAD
is doubly exponential in the number of variables ([4, 9]); its imple-
mentations are usually limited to non-trivial problems involving 4
variables and cannot tackle our application.
The complexity of computing a CAD can be much improved
when taking into account equational constraints (see e.g. [22]). In
the context of real root classification problems, this leads us to take
advantage of the presence of equations to compute closed sets in the
parameter space (Rt using our notation) containing the boundaries
of the regions C1, . . . ,C`, hence substituting the recursive (doubly
exponential) projection steps of CAD with more involved projec-
tion techniques. In the past ten years, several works have focused
on this problem [20, 26] using various computer algebra tools such
as Gröbner bases, regular chains, etc. We also mention [24] which
uses evaluation/interpolation techniques to compute those closed
sets in the parameters space.
While the implementation of [26] is able to solve our classifi-
cation problem for the case of water, none of the implementations
were able to classify the singular locus of V in the general case (the
number of parameters is 3).
Our strategy is not as general as the ones in [26] or [20]. It ex-
ploits properties of sets defined by minors of matrices with polyno-
mial entries. Such structures have been used for computing sample
points in each connected component of the real trace of determi-
nantal varieties [16, 17, 18] or for solving linear matrix inequalities
[15]. These works are based on dedicated strategies for computing
critical loci of some projections restricted to determinantal vari-
eties. Such computations are naturally related to real root classifi-
cation problems and real quantifier elimination (see e.g. [19]). Fi-
nally, our computations rely on Gröbner bases. Several works have
shown some connection between Gröbner bases and determinantal
ideals [14] and critical point computation [13, 25].
Main results. Our main results are twofold:
• an algorithm solving the special real root classification problem
described above and which exploits the determinantal structure
of the input data arising in contrast imaging problems;
• its successful use for solving the challenging application to the
contrast problem in the general case;
• answers to the questions raised by the experimental data involv-
ing water: the answer to question 1. is no, and the answer to
question 2. is that there are 3 classes of second matters that we
can separate, depending on whether there are 1, 2 or 3 singulari-
ties.
We start by describing our algorithmic contribution. Recall that we
are given a matrix, denoted by M, with polynomial entries. As in
[15, 16, 17, 18], it is based on splitting computations according to
the rank of M.
More precisely, in order to solve our real root classification prob-
lem, we need to identify where the number of real solutions inside
B of the determinantal system describing V changes depending on
the values of the parameters. The real root classification problem
we want to solve involves inequalities defining a semi-algebraic
set with non-empty interior. In this context, we use standard tools
from real geometry, such as Thom’s first isotopy lemma, which re-
duce our classification problem to computing the singular points of
V , the critical points of the projection of the parameter space re-
stricted to V , and the intersection of V with the boundary of the
semi-algebraic set B.
This computation may be difficult because generically, the vari-
ety Vr has singularities corresponding to points where rank(M)< r:
this is proved using Bertini’s theorem and [5, Prop. 1.1], as in [16,
Prop. 2]). Hence, observe that the variety V is naturally split ac-
cording to the rank of M. This is the very basic idea on which our
algorithm relies: we compute critical loci of the projection on the
parameter space restricted to the variety V by distinguishing those
points at which M has rank less than r from those at which M has
rank exactly r. Incidentally, it raises the question of how these
higher rank deficiencies should be interpreted from the application
viewpoint. To the best of our knowledge, this question was never
raised in the optimal control community.
Our algorithms need to compute projection of algebraic sets,
which is done using elimination algorithms such as Gröbner bases
or triangular sets for example. We have performed experiments for
both these tools, using the package FGb [12] in Maple and an im-
plementation of F5 [11] for Gröbner bases, and using the package
RegularChains [21] in Maple for triangular sets.
Regarding the contrast imaging problem, we illustrate the be-
haviour of our algorithm in the case of water, giving the whole
classification. Using Gröbner bases to perform the eliminations,
the computation takes 10 s on an 2 GHz Intel Xeon CPU. The Re-
alRootClassification command of the Maple RegularChain library
needs 1600 s to find this classification.
We also ran our algorithm on the general case. While none of the
available implementation is able to tackle this classification prob-
lem directly, ours can find the polynomials separating the open sets
Ci within 4 h using FGb, or 2 min using F5, and the projection step
of the CAD can be done in 4 h. We see similar speed-ups when
using triangular sets to perform the elimination.
This illustrates how our dedicated algorithms take advantage of
the special structure of the problem, to achieve speed-ups when
compared with more general techniques.
Conclusion. We propose an algorithmic strategy refining general
roots classification strategies for the case of singularities of a deter-
minantal variety, under genericity hypotheses. We give an overview
of the results for the application at the end of the paper1. We were
able to give a full classification in the case of water, answering the
questions raised by the experiments. For the general case, the sep-
arating polynomials were found, it remains to perform the analysis
of the subdivisions in order to obtain the full classification. This
work also raised questions concerning the interpretation of higher
rank deficiencies from the viewpoint of control theory.
Structure of the paper. In Section 2, we present the mathematical
background around NMR imagery and the contrast problem. Sec-
1The full results and the source code which produced them are
available at http://mercurey.gforge.inria.fr/
tion 3 deals with the dedicated classification algorithm. Finally, in
Section 4, we report on experimental results obtained when solving
the application to the contrast imaging problem.
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2. MODELING THE DYNAMICS
The model we describe below has been introduced in [3] in order
to apply techniques from geometric optimal control theory to the
control of the spin dynamics by NMR. Up to some normalization,
each spin 1/2 particle is governed by the Bloch equation
ẋ =−Γx+uyz
ẏ =−Γy−uxz
ż = γ(1− z)+uxy−uyx,
where the state variable q = (x,y,z) represents the magnetization
vector which must lie in the Bloch ball defined by |q| ≤ 1, and
the parameters (Γ,γ) are related to the physical relaxation times.
The parameters must also satisfy 2Γ ≥ γ > 0. The control u =
(ux,uy) represents the magnetic field whose magnitude is bounded
by a maximum value µ .
In the context of the contrast imaging problem, this leads to the
simultaneous control of two non-interacting spins with different re-
laxation time parameters. The contrast by saturation method con-
sists in bringing the magnetization vector of the first spin toward
the center of the Bloch ball while maximizing the modulus of the
magnetization vector of the other matter. The matter with a zero
magnetization is black on the picture, while the other matter with a
maximum modulus of the magnetization vector is bright.
Using the symmetry of revolution [2] which allows to eliminate
one state variable for each matter, we obtain the system
ẏ1 =−Γ1 y1−ux z1
ż1 = γ1 (1− z1)+ux y1
ẏ2 =−Γ2 y2−ux z2
ż2 = γ2 (1− z2)+ux y2,
|u| ≤ µ (1)
and the optimal control problem is: starting from the equilibrium
point N = ((0,1),(0,1)), saturate the first spin, that is q1(T ) = 0,
where T is the transfer time while maximizing |q2(T )|2, where
|q2(T )| represents the final contrast. It is a standard Mayer problem
in optimal control, studied in [3] through the analysis of the Hamil-
tonian dynamics given by the Pontryagin Maximum Principle [23].
We summarize this analysis below.
Writing (1) as q̇ = F(q)+uG(q), |u| ≤ µ , the optimality con-
ditions associated with the Maximum Principle lead us to construct
the optimal solution as a concatenation of bang-arcs where the con-
trol is u =±µ , and singular arcs solutions of Xe = F +usG where
the control us is the rational fraction −D′/D with
D = det(F,G, [G,F ], [[G,F ],G])
D′ = det(F,G, [G,F ], [[G,F ],F ]),
where [ , ] denotes the Lie bracket of vector fields. Explicitly, with
di = γi−Γi (i ∈ {1,2}),
D = det
[−Γ1y1 −z1−1 d1z1−Γ1 2d1y1
−γ1z1 y1 d1y1 −2d1z1+Γ1−d1
−Γ2y2 −z2−1 d2z2−Γ2 2d2y2
−γ2z2 y2 d2y2 −2d2z2+Γ2−d2
]
.
The localization of the singularities of {D = 0} inside the Bloch
ball is important to understand the geometry of the hypersurface,
as well as the dynamics of the vector field Xe which is closely
linked to the presence of such singularities. Indeed, generically
when approaching the surface D = 0 along a singular arc, the con-
trol u = −D′/D is such that |u| > µ . Hence the control policy
switches from singular to bang. Therefore this surface is related
to the complexity of the optimal law, as a concatenation of singu-




We consider the polynomial algebra Q[X,G] with variables X =
(X1, . . . ,Xn) and parameters G = (G1, . . . ,Gt). Let F and H be
families of polynomials in Q[X,G]. Let VR = VR(F), V = VC(F)
be respectively the set of zeroes of F in Rn+t and in Cn+t . Let B be
the closed semi-algebraic set defined by H:
B = {(x,g) ∈ Rn+t | ∀h ∈ H,h(x,g)≤ 0},
and let B0 =
⋃
h∈H VC(h). Let π : Cn+t →Ct be the projection onto
the affine space with coordinates G. Let sing(V ) be the singular
locus of V , crit(π,V ) be the set of critical points of π restricted to
V , and K(π,V ) = π(sing(V )∪ crit(π,V ))∩Rt .
Given a subset A of a real or complex affine space, A and ∂A are
used to denote the closure and the boundary of A for the Euclidean
topology respectively.
Assume that the following hypotheses are satisfied:
H1 There exists a nonempty Zariski-open subset O1 of Ct such
that for all g ∈ O1, the fiber V ∩ π−1(g) is a nonempty finite
subset of Cn+t ;
H2 The restriction of the projection π to B is proper ([10, Def. 2.10.1]);
H3 The intersection V ∩B0 has dimension at most t−1 in Cn+t ;
H4 The variety V is equidimensional of dimension t.
We want to find a non-zero polynomial P ∈ Q[G] such that, on
each connected component U of Rt \VR(P), for g ∈U , the cardi-
nality of V ∩B∩π−1(g) does not depend on g.
In Lemma 1, we describe a well-known strategy for computing
these objects (see for example [20, 26]).
LEMMA 1. Let F and H be polynomial systems satisfying hy-
potheses H1, H2, H3 and H4. Let CB = π(V ∩B0), U a non-empty
connected open subset of Rt which does not meet CB∪K(π,V ), and










PROOF. We will construct a Whitney stratification of V ∩B ([1,
Def. 9.7.1]) with certain properties. First note that since V is t-
equidimensional by H4, V has real dimension at most t ([1, Prop. 2.8.2]).
Let S=t be the intersection of the points where VR has local di-
mension t and of the interior of B. There exists a Whitney strat-
ification (Si) of the semi-algebraic set V ∩B such that S=t is the
union of strata of dimension t ([1, Th. 9.7.11]). Let S<t be the
union of the other strata, they all have real dimension less than t.
By construction, this is a semi-algebraic set which is the union of
(V ∩∂B) ⊂ (V ∩B0) and of the singular locus of V ∩B, and it has
dimension less than t (by H3 for V ∩B0). Its image through π has
dimension less than t, and so it has codimension at least 1.
Now consider S=t . By Hyp. H1, for any g ∈ O1, π−1(g)∩V
is non-empty, hence π(V ) contains the non-empty Zariski-open set
O1 ⊂ Ct . The intersection O1 ∩Rt is a non-empty Zariski-open
set of Rt , contained in π(V ), hence π(V )∩Rt has real dimension
t. Let U0 be its interior. The subset S=t ∩ π−1(U0) is a locally
closed semi-algebraic set. If it is empty, then there is nothing to
prove. Otherwise, by construction it has dimension t; and the pro-
jection π restricted to this subspace is proper, by Hyp. H2. Thom’s
isotopy lemma ([8]) states that for any nonempty connected open
set U of Rt not meeting K(π,V ), and for any g ∈U , there exists a
semi-algebraic diffeomorphism h = (h0,π) : V ∩B∩π−1(U)
∼−→
π−1(g)×U . By Hyp. H1, if U is nonempty, π−1(g) is finite, and
the cardinality of the fibers is constant on U .
So computing the wanted decomposition of the parameter space
is equivalent to computing a polynomial P ∈ Q[G] such that V (P)
covers π(V ∩B0) and K(π,V ).
3.2 The determinantal problem
Let k be an integer greater than 1, r0 ∈ {1, . . . ,k− 1}, and n =
(k− r0 + 1)2. Let t ∈ N, and let M(X,G) be a k× k matrix with
polynomial entries in n variables X = (X1, . . . ,Xn) and t parameters
G = (G1, . . . ,Gt). As before, let π : Cn+t → Ct be the projection
onto the affine space with coordinates G.
Let {h(X,G)≤ 0 | h ∈H} be a system of inequalities, with H ⊂
Q[X,G]. Let V−1 = /0 by convention, and for any r ∈ {0, . . . ,k}, we
define the variety
Vr = {(x,g) ∈ Cn+t | rank(M(x,g))≤ r}
and the constructible set V=r =Vr \Vr−1, that is the set of points at
which the matrix M has rank exactly r.
Let V be the union of the singular locus of Vr0 and of the set
of critical points of π restricted to Vr0 . We want to classify the
cardinality of the real fibers by π of the semi-algebraic set V ∩
{(x,g) | ∀h ∈ H,h(x,g)≤ 0}.
Assume that V and H satisfy hypotheses H1, H2, H3 and H4.
Further assume that:
H5 There exists a non-empty Zariski-open subset O2 ⊂ Ct such
that V ∩π−1(O2) =Vr0−1∩π−1(O2);
H6 For any r ∈ {0, . . . ,k− 1}, the ideal defined by the (r + 1)-
minors of M is radical;
H7 For any r ∈ {0, . . . ,k− 1}, the variety Vr is equidimensional
with dimension n+ t− (k− r+1)2.
These properties are generic ([16, Prop. 2]).
LEMMA 2. Assuming Hyp. H6, for any r ∈ {1, . . . ,k}, Vr−1 ⊂
sing(Vr).
PROOF. We will prove the following stronger statement: let (x,g)∈
Vr−1, then all partial derivatives of all (r+ 1)-minors of M vanish
at (x,g). This will prove that the Jacobian of Vr at (x,g) is the zero
matrix , and in particular has rank 0. By Hyp. H6 the ideal of all
(r+1)-minors of M is radical, so we can use the Jacobian criterion
to characterize sing(V ), so (x,g) ∈ sing(Vr).
Let (x,g) ∈Vr−1. For any (r+1)× (r+1)-submatrix of M, the
result we want to prove depends only on the coefficients of the sub-
matrix. So w.l.o.g., we may assume that r = k−1. Let (x,g)∈Vk−2,
this means that all (k−1)-minors of M vanish at (x,g). Consider a
matrix of polynomial indeterminates U:
M̃ =
U1,1 ... U1,k... ...
Uk,1 ... Uk,k

and let D̃ be its determinant. Then for any i, j ∈ {1, . . . ,k}, ∂ D̃∂Ui, j =
(−1)i+ j ·M̃i, j(U) where M̃i, j is the (k−1)-minor of M̃ obtained
by removing row i and column j.
For any i, j ∈ {1, . . . ,k}, let mi, j (resp. Mi, j) be the coefficient at
row i and column j of the matrix M (resp. the minor obtained by re-
moving row i and column j from M). By the derivation chain rule,
for any





which equals ∑ki, j=1(−1)i+ j
∂mi, j
∂v ·Mi, j(X). Since by hypothesis
all (k− 1) minors of M vanish at (x,g), all partial derivatives ∂D∂v
vanish at (x,g).
In the following subsections, we will describe two algorithms
DeterminantCritVals and DeterminantBoundary, which, given such
a matrix M, a target rank r0 and inequalities H, compute a polyno-
mial whose zeroes cover K(π,V ), and a polynomial whose zeroes
cover π(V ∩B0) respectively. By Lemma 1, the zeroes of the prod-
uct of these polynomials will subdivide the parameter space into
connected components where the cardinality of real fibers is con-
stant. These algorithms are probabilistic, because they will rely on
the choice of generic linear forms to ensure linear independence.
However, the algorithms could be made deterministic by testing
that these linear forms are generic enough for our purpose, and re-
peating the random draw otherwise.
The algorithms will also need to compute the projection of alge-
braic sets onto coordinate subspaces. For this purpose, we assume
that we are given a routine Elimination, which, given a system of
polynomials
F ⊂ Q[V1, . . . ,VN ] and a set of variables V′ ⊂ {V1, . . . ,VN}, com-
putes a system of generators of 〈F〉∩Q[V′]. Such a routine can be
implemented using Gröbner bases or regular chains, for example.
3.3 Incidence varieties
We decompose the problem depending on the rank of the matrix.
The classical technique that we use to model properties on the rank
relies on incidence varieties.
DEFINITION 3. Let r ∈ {0, . . . ,k−1}. The incidence variety of
rank r associated with M is the variety Vr ⊂ Cn+t × (Pk−1(C))k−r
defined by:
M ·












with the additional condition that the matrix (yi, j) has rank k− r.
The projection of Vr onto the affine space with coordinates (X,G)
is Vr. Let (u1,1, . . . ,uk−r,k) ∈ Ck(k−r), we define the variety V ′r,u as












In the rest of Section 3, Fr,u denotes the union of Equations (2)
and (3).
LEMMA 4. For any r ∈ {0, . . . ,k−1}, the varieties Vr and V ′r,u
are birational ([1, Sec. 3.4]).
PROOF. We need to define a morphism f : W → V ′r,u with W
a non-empty Zariski-open subset of Vr, and such that f is inverse
to the projection V ′r,u → Vr onto the affine space with coordinates
(X,G). Let W be the open subset of Vr defined as the non-vanishing
locus of the top-left r-minor of M. Consider the block decomposi-
















Over W , A is invertible, let ∆ = det(A). Let M/A be the Schur








We may restrict to the open subset of V ′r,u where Y(2) is invertible,






which defines the wanted morphism W → V ′r,u.
PROPOSITION 5. Let r1 = r0 − 1. Let ϕ : V ′r1,u → C
t be the
projection onto the affine space with coordinates G. Assuming that
hypotheses H1 to H7 hold, there exists a Zariski-open subset U ⊂
Ck(k−r1) such that if u ∈ U ∩Qk(k−r1), K(π,Vr1) = K(ϕ,V ′r1,u).
PROOF. Let P = (x,g,y) ∈ V ′r1,u.
If M(x,g) has rank less than r1, then by Lemma 2, (x,g) ∈
sing(Vr1), hence g ∈ K(π,Vr1).
Since M(x,g) has rank less than r1, its kernel L1 has dimension
at least k− r1 + 1. Equations (3) encode that the vectors yi given
by the columns of matrix (yi, j) generate a r1-dimensional vector
space L2. So there exists y0 ∈ L1∩L2, and for all a ∈C, (x,g,y1 +
ay0,y2) belongs to the fiber above (x,g) in Vr1 . So this fiber has
dimension at least 1, while the generic fiber has dimension 0 by
hypothesis H1. So (x,g) is a critical value of the projection of Vr1
onto Rn+t , hence (g) ∈ K(ϕ,V ′r1,u).
So we may assume that M(x,g) has rank exactly r1. There is a
r1× r1 submatrix A of M(x,g) which is invertible, without loss of
generality we may assume that it is the top-left r1×r1 submatrix. In
an open neighborhood of (x,g), V=r1 is described by the vanishing
of the entries of M/A, that is the determinants of the (r1 + 1)×
(r1 + 1) submatrices containing A. The same computations as in
the proof of Lemma 4 give the following equations describing V ′r1,u









and the truncated Jacobian matrix in (X,Y) of this system can be
written JacX(M/A) 0 0? Idr1(k−r1) ?
? 0 Idr1(k−r1)

where JacX(M/A) is the truncated Jacobian matrix in X of the
(k−r1)2 entries of M/A, which define Vr1 \{(x,g |∆= 0)} in Cn+t .
By hypothesis H6, the ideal defined by the entries of M/A, which
is a subideal of the ideal of all (r1 + 1)-minors of M, is radical.
Since the Schur complement appears by multiplication with invert-
ible matrices with entries in the localized ring Q[X,g]∆ (using the
















Equations (4) describe the localization of 〈Fr1,u〉 in
Q[X,g]∆, so this ideal is radical as well. So we can use the Jacobian
criterion on Vr1 near (x,g) and on V ′r1,u near (x,g,y). Both Jaco-
bians matrices have the same rank and both varieties have the same
local codimension (k− r1)2 (by Lemma 4 and hypothesis H7), so
K(π,V=r1)∩ϕ(V ′r1,u) = K(ϕ,V
′
r1,u)∩π(V=r1)
The image ϕ(V ′r1,u)∩ π(V=r1) is a Zariski-open subset Ou of
π(V=r1). It remains to prove that if u is sufficiently generic, then all
irreducible components of
K(π,V=r1) meet this open subset.
Let C1, . . . ,Ca be these irreducible components, and let (x1,g1)∈
π−1(C1), . . . ,(xa,ga) ∈ π−1(Ca). For any (x,g) ∈ V=r1 , the proof
of [16, Prop. 4, Sec. 6] shows that there exists a non-empty Zariski-
open subset U(x,g)⊂Ck(k−r1) such that if u∈U(x,g)∩Qk(k−r1), then






Taking the finite intersection of the non-empty Zariski-open subsets
U(xi,gi) for i ∈ {1, . . . ,a} yields the wanted subset U .
3.4 Locus of rank exactly r0
Recall that by H5, π(V ∩V=r0) has codimension at least 1, and
that we want to compute a polynomial whose zeroes cover K(π,V )
and π(V ∩ B0). So we may multiply the result by the equation
of one hypersurface covering π(V ∩V=r0), it will naturally cover
π(V ∩V=r0)∩K(π,V ) and π(V ∩V=r0)∩π(V ∩B0).
Algorithm RankExactly:
Input M ⊂Q[X,G]k×k, r0 ∈ {1, . . . ,k−1}
Output P1 ∈Q[G]\{0} s.t. π(V ∩V=r0)⊂V (P1)
Procedure
1. res← 1
2. FV,0←{(r0 +1)-minors of M}
3. J← JacX(FV,0)
4. FV,1← FV,0 ∪{(k− r0)2-minors of J}
5. Pick at random u1, . . . ,uk(k−r0) = u ∈Q
k(k−r0)
6. F0←Fk−r0,u
7. {M1, . . . ,MN}← {r0-minors of M}
8. For i in {1, . . . ,N} do
9. F1← F0 ∪FV,1 ∪{M1, . . . ,Mi−1,u ·Mi−1}
10. G← Elimination(F1,{u,X,Y})





Input M ⊂Q[X,G]k×k, r0 ∈ {1, . . . ,k−1}
Output Pc ∈Q[G]\{0} s.t. K(π,V )⊂V (Pc)
Procedure
1. res← RankExactly(M,r0)




5. F1← F0 ∪{k(k− r0 +1)+(k− r0 +1)2-minors of J}
6. G← Elimination(F1,{X,Y})
7. Multiply res by 1 polynomial from G
8. Return res
PROPOSITION 6. Algorithm DeterminantCritVals is correct.
PROOF. By definition, V ⊂Vr0 . Using the decomposition Vr0 =
V=r0 ∪Vr0−1, we decompose the variety V as V = (V ∩V=r0) ∪
(V ∩Vr0−1).
The subspace π(V ∩V=r0) is covered by the output of RankEx-
actly, so we may restrict to V ∩Vr0−1, which is the whole vari-
ety Vr0−1 by Lemma 2. Recall that by hypothesis H7, Vr0−1 is
t-equidimensional.
By Prop. 5, in order to compute K(π,Vr0−1), we can compute
polynomials whose zeroes cover K(ϕ,V ′r0−1,u) with u sufficiently
generic instead.
By hypotheses H6, H7 and the proof of Prop. 5, V ′r0−1,u is t-
equidimensional and Fr0−1,u is a set of generators of its ideal, so






• r0 ∈ {1, . . . ,k−1}
• H ⊂Q[X,G] (set of constraints on the variables)
Output Pb ∈Q[G]\{0} s.t. π(V ∩B0)⊂V (Pb)
Procedure
1. res← RankExactly(M,r0)
2. Pick at random u1, . . . ,uk(k−r0+1) = u ∈Q
k(k−r0+1)
3. F0←Fr0−1,u
4. For h in H do
5. F1← F0 ∪{h}
6. G← Elimination(F,{X,Y})
7. Multiply res by 1 polynomial from G
8. End for
9. Return res
PROPOSITION 7. Algorithm DeterminantBoundary is correct.
PROOF. As in Section 3.5, we write: V =(V ∩V=r0)∪(V ∩Vr0−1).
Since B0 =
⋃
h∈H V (h), the intersection V ∩∂B is contained in the
union of the varieties V (〈F〉+ 〈h〉) for h ranging over H, and the
equation of the projections can be obtained with polynomial elimi-
nation.
REMARK 8. For the real root classification problem, the subdi-
vision is given by the product of the outputs of DeterminantCrit-
Vals and DeterminantBoundary. In order to avoid repeating com-
putations, we may skip the call to RankExactly in either subroutine
(but not both), and initialize res to 1 instead.
4. THE CONTRAST PROBLEM
4.1 The case of water
With the notations of Section 2, the variety V is the complex














With the notations of Section 3, we want to classify the singularities
of the set of points where M has rank at most r0 = 3. Our semi-




h1 = y21 +(z1 +1)
2 ≤ 1
h2 = y22 +(z2 +1)
2 ≤ 1.
Since the equations are homogeneous in Γ1,Γ2,γ1,γ2, and the pa-
rameters are supposed to be non-zero, we may normalize by setting
γ1 = 1. In the case where the first matter is water, we further sim-
plify by setting Γ1 = γ1 = 1, leaving free the two parameters Γ2,γ2
corresponding to the second matter. We recall that we also assume
that 2Γ2 ≥ γ2 and that (γ2,Γ2) 6= (1,1) = (γ1,Γ1) (that is, the sec-
ond matter is not water).
THEOREM 9. Consider the 9 polynomials:
f1 = Γ2−1, f2 = 3Γ2−2γ2−1,
f3 = 3Γ22−5Γ2γ2 + γ22 +2Γ2−2γ2 +1,
f4 = 2Γ22−5Γ2γ2 +2γ22 −2Γ2 +3γ2,





+2Γ2 (Γ2 +2)(Γ2−1) ,
f6 = Γ2−2γ2 +1, f7 = 2Γ2− γ2−1,
f8 = γ2−2+Γ2, f9 = 2Γ22−5Γ2γ2 +2γ22 +1.
The zeroes of their product divide the subset of R2 defined by 2Γ2 >





















Figure 1: Curves involved in the definition of the semi-algebraic







2 ). The circled numbers in each area
correspond to the number of singularities in B for parameters
in the area. Parameters in the red area are physically irrele-
vant.
Let ψ : (y1,z1,y2,z2) 7→ (−y1,z1,−y2,z2) be the symmetry fix-
ing Π = {y1 = y2 = 0}, and let us consider the semi-algebraic sets
(see Fig. 1):
G−1 = {0 < γ2 < 2Γ2,Γ2 < 1, f2 > 0},
G+1 = {0 < γ2 < 2Γ2,Γ2 > 1, f2 < 0, f4 > 0},
G−2 = {0 < Γ2 < 1, f6 > 0, f3 < 0},
G+2 = {Γ2 > 1, f6 < 0, f5 > 0},







THEOREM 10. For all (γ2,Γ2) such that 2Γ2 > γ2 > 0, the cen-
ter O of the Bloch ball B is a singularity of {D = 0}. And provided
(γ2,Γ2) ∈ G, there exist at most two other singularities:
1. provided (γ2,Γ2) ∈ G−1 ∪G
+
1 there is one other singularity lying
on Π∩B;
2. provided (γ2,Γ2) ∈ G−2 ∪G
+
2 there are two other singularities in
B, ψ-symmetric, outside Π.
The configuration is illustrated in Figs. 1 and 2. Observe that the
number of singularities inside B is an invariant of the contrast prob-
lem. Two of the pairs of biological matters studied in [2], water-
cerebrospinal fluid (normalized parameters [γ2 = 54 ,Γ2 =
25
3 ]) and
water-fat (normalized parameters [γ2 = 252 ,Γ2 = 25]) correspond to
points outside G, and their invariant is 1 in both cases (see Fig. 2).
But our results give answers to our guiding questions: there exist
pairs of matters for which this algebraic invariant can differ; and
any pair (water,matter) belongs to one of 3 classes, depending on
whether the number of singularities inside B is 1, 2 or 3.
PROOF OF THEOREM 9. Let V=3 = {p ∈ C4×R2 | rank(M) =
3} and V2 = {p∈C4×R2 | rank(M)< 3}, where p=(y1,y2,z1,z2,γ2,Γ2).
We apply the strategies described in Section 3.
We study the generic case V2 ∩V first. This set does cover a
dense subset of R2. Its intersection with the boundary of B is given
by the vanishing of either h1 or h2. The projection on (Γ2,γ2) of the
set of points of V2∩V such that h1 = 0 is described by 0= γ2 f 21 f2 f3
which gives us polynomials f1, f2 and f3.
The projection on (Γ2,γ2) of the set of points of V2∩V such that
h2 = 0 is described by 0 = (2Γ2− γ2) f 21 f4 f5 which gives us new
polynomials f4 and f5.
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Figure 2: Positions of the parameters corresponding to the
pairs water-cerebrospinal fluid (red circle) and water-fat (red
square) and the set G (with the same conventions as in Fig. 1).





= (0 00 00 0
0 0
)
with random linear equations ensuring that the matrix (λi, j) has
rank 2.
Out of the surface γ2 = 0, this affine variety is a complete in-
tersection (it has dimension 2 and it is given by 9 equations in 11
variables, including the saturation by γ2). The set of critical values
of π is described by 0 = (2Γ2− γ2)(Γ2 + 1) f 21 f 26 f
2
7 which gives
us new polynomials f6 and f7 (Γ2 + 1 has no solutions within our
constraint range).
This completes the study of V ∩V2. We now move on to the
study of V ∩V=3. As described in the algorithm, we define the
incidence variety of rank 3 of M, and we saturate successively by
the 3-minors of M. Only the first of these subcases is nonempty,
and it is described by 0 = (2Γ2− γ2) f8 f9 which gives us f8 and
f9.
PROOF OF THEOREM 10. Observe first by means of a trivial
evaluation that O is a singularity of {D = 0}. We now focus on
singularities in B∗ = B \{O}. Theorem 9 provides a list of 9 poly-
nomials to which we add our constraints 2Γ2 ≥ γ2 > 0. Let ξ =
γ2 Γ2 (γ2−2Γ2) ∏9i=1 fi. The complementary of {ξ = 0} is the
union of a sequence of connected open semi-algebraic sets where
the number of singularities is constant. The routine CylindricalAl-
gebraicDecompose of the Maple package RegularChains[Semi-
AlgebraicSetTools] provides 1533 sample points. Excluding those
at which ξ vanishes and those outside our physical constraints do-
main, remains a set Kc of 570 points. At each point of Kc we locate
the singularities by computing a Gröbner basis.
We get 187 points of Kc such that there exists at least one sin-
gularity in B∗. We have a set Ks of 31 points, each of them cor-
responding to a couple of ψ-symmetric singularities outside the
symmetry plane Π, and a set Kp of 156 points corresponding to a
unique singularity on Π∩B∗. For parameters at which ξ does not
vanish, the number of singularities in B∗ is at most two.








Figure 3: The curves involved in the decomposition of the pa-
rameter space (with the same conventions as in Fig. 1).






Figure 4: Magnification of Fig. 3 near (1,1).
Points of Ks (resp. Kp) are represented in green (resp. blue) in
Figs. 1, 3 and 4. Let us evaluate on Kc the condition (Γ2 < 1,
f2 > 0, f4 < 0) or (Γ2 > 1, f2 < 0, f4 > 0). Indeed the set of points
of Kc satisfying this condition coincides with Kp. This proves item
1). The proof of item 2) is similar.
4.2 The general case
The variety V and the semi-algebraic set B are defined as in the
previous section. We normalize again by γ1 = 1, we assume that
2Γ1 ≥ 1, 2Γ2 ≥ γ2 > 0, (γ2,Γ2) 6= (1,Γ1), and that Γ1 6= 1, Γ2 6= γ2
(case of water).
THEOREM 11. Splitting the subset of R3 defined by 2Γ2 > γ2 >
0 and 2Γ1 > 1 into open subsets where the number of real singu-
larities of V in the fibers is constant, can be done by cutting out 12
irreducible surfaces, consisting of 5 planes, 3 quadrics, two sur-
faces of degree 9 and one of degree 14.
These polynomials were obtained by applying the algorithms
from Section 3 to our system. The elimination steps were done
using both Gröbner bases with FGb or with F5, and with triangular
sets with RegularChains. Table 1 presents some timings for these
methods (for computations done with interpolation, we give the re-
sults as a× b where a is the interpolation degree and b the time
taken for each specialized computation). It shows that our algo-
rithm, implemented with either Gröbner bases or regular chains, is
more efficient than the direct (general) approach, and it allows to
deal with the previously untractable general case. Furthermore, the
implementation using Gröbner bases appears to be faster.
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