partly be explained by computations within V1, while the increase in receptive field size 2 4 2 in PM requires the convergence of multiple V1 axons or local computations within PM. 2 4 3
To address whether the differences in surround suppression in the HVAs could 2 4 4 be explained by specific projections to the HVAs, we fit SS and DOS models to the 2 4 5 responses of axons in the HVAs to stimuli of increasing size ( Figure 6A-C Figure 6F ). The fraction of suppressed boutons was similar 2 5 4 to, though significantly greater than, that of the cell bodies imaged in V1 (Chi-squared 2 5 5 test: p<0.001), and significantly higher than the cell bodies imaged in their respective 2 5 6 areas (Wilcoxon rank-sum tests for all areas: p<0.001). Moreover, the degree of 2 5 7 suppression was significantly greater in V1 boutons than in the cell bodies in their target 2 5 8 areas (Kruskal-Wallis test: p<0.001; with post-hoc Tukey tests for all areas: p<0.001). 2 5 9
Thus, we find that the inputs to all areas undergo a similar degree of surround 2 6 0 suppression, and less surround suppression than the neurons in the target areas, 2 6 1 suggesting that there are unique mechanisms of spatial integration within the HVAs, 2 6 2 and especially in PM. 2 6 3 2 6 4 Discussion 2 6 5
Like primates, mice have multiple higher-order visual cortical areas (HVAs) that 2 6 6 likely serve specialized roles in visual processing (Glickfeld and Olsen, 2017) . However, 2 6 7 as yet, little is known about the specific features encoded in each area, and therefore 2 6 8 what function each area might serve. Here, we used two-photon calcium imaging to 2 6 9 determine how stimulus size and contrast are encoded in neurons in V1 and three 2 7 0
HVAs: LM, AL and PM.
7 1
We observed a number of differences in the receptive field properties of neurons 2 7 2 in V1 and the HVAs. For instance, we found that receptive field size was significantly 2 7 3 larger in the HVAs than in V1, and larger in PM than in AL or LM. This is consistent with 2 7 4 electrophysiological measurements made from these areas (Dräger, 1975; Wang and 2 7 5 Burkhalter, 2007) , and the increase in receptive field size along the visual hierarchy of 2 7 6 non-human primates (Baker et al., 1981) . The increase in receptive field size may be a 2 7 7
consequence of the increase in cortical magnification in the HVAs (Garrett et al., 2014) , 2 7 8 requiring increased convergence. Indeed, the inputs from V1 to each of the HVAs were 2 7 9 very similarly sized, suggesting that the differences between PM and the other HVAs 2 8 0 are not directly inherited from V1, as was found to be the case for other stimulus 2 8 1 features (Glickfeld et al., 2013; Matsui and Ohki, 2013) . Instead, these data suggest that 2 8 2 there must be differences in convergence, local recurrent circuitry or the degree of 2 8 3 feedback from other areas (e.g. other higher order cortical or thalamic areas).
Consistent with differences in local and feedback circuits, we also observed 2 8 5 major differences in how these areas encode size information. Neurons in V1 were 2 8 6 much more likely to be suppressed by large stimuli than neurons in any of the three 2 8 7
HVAs. Among HVAs, PM had significantly fewer suppressed cells than either LM or AL. 2 8 8
Even at the highest contrast, nearly 50% of cells in PM were better fit by a model that 2 8 9
had no suppression at large sizes. Interestingly, there were very few non-suppressed 2 9 0 inputs from V1 to any of the HVAs. In fact, we found a stronger suppression of V1 inputs 2 9 1 to PM than to LM or AL. This suggests that the differences in encoding of size cannot 2 9 2 be inherited from V1 either through specific inputs. If the spatial receptive field size 2 9 3 reflects the degree of spatial integration in PM, then this also limits the degree to which 2 9 4 convergence of inputs from V1 could support responses at the largest sizes. Instead, 2 9 5 the transformation through which PM becomes sensitive to larger stimuli must be 2 9 6 mediated by differences in local or feedback circuits. 2 9 7
In V1, somatostatin expressing interneurons are thought to pool excitatory inputs 2 9 8 over long ranges and thereby mediate surround suppression (Adesnik et al., 2012 suppression (Born and Tootell, 1992) . This could enable parallel processing of both 3 2 0 local and global computations in PM through functionally segregated networks. 3 2 1
Our data reveal a novel dimension for specialization of function in the HVAs: PM 3 2 2 appears to be unique among the three HVAs examined in its representation of size. The 3 2 3 larger receptive fields and lack of surround suppression in PM may support an increase 3 2 4 in generalization by allowing for position invariance of visual response and integration of 3 2 5 global motion signals across the larger regions of visual scenes. We have shown that 3 2 6 this specialization does not arise from specific connectivity between V1 and the HVAs.
Instead, we propose that it is due to unique connectivity among local circuits and cell-3 2 8 types in PM. Revealing the circuit mechanisms underlying the decrease in surround 3 2 9 suppression will not only support our understanding of hierarchical transformations but 3 3 0 also the mechanisms of cortical normalization. Thus, this work supports the use of the 3 3 1 mouse as a model for studying higher visual cortical function. 1B) were generated using widefield imaging of either intrinsic autofluorescence or 4 0 0 GCaMP signals. The brain was illuminated with blue light (473 nm LED (Thorlabs) with 4 0 1 a 462 ± 15 nm bandpass filter (Edmund Optics)), and emitted light was measured 4 0 2 through a 500 nm longpass (for autofluorescence) or a 520 ± 18 nm bandpass filter (for 4 0 3 GCaMP). Images were collected using a CCD camera (Rolera EMC-2, Qimaging) at 2 4 0 4
Hz through a 5x air immersion objective (0.14 numerical aperture (NA), Mitutoyo), using 4 0 5
Micromanager acquisition software (NIH). Images were analyzed in ImageJ (NIH) to 4 0 6 measure changes in fluorescence (dF/F; with F being the average of all frames) to 4 0 7 identify primary visual cortex (V1) and the higher visual areas. Vascular landmarks were 4 0 8 used to identify targeted sites for 2P imaging or viral injections. All 2P imaging data was analyzed using custom code written in MATLAB (Mathworks). 4 2 6 4 2 7
Registration and segmentation. Image stacks from each imaging session were 4 2 8 registered for x-y motion to the same stable reference image selected out of several 4 2 9 500-frame-average images, using Fourier domain subpixel 2D rigid body registration. 4 3 0
Cell bodies were manually segmented from a filtered (3x3 pixel median filter) 4 3 1 image of the average dF/F during the 1 s of stimulus presentation (where F is the 4 3 2 average of the the last 1 second of the ITI) for each stimulus presented during the fine 4 3 3 retinotopy experiment. Fluorescence time courses were generated by averaging all 4 3 4 pixels in a cell mask. Neuropil signals were removed by first selecting a shell around 4 3 5 each neuron (excluding neighboring neurons), estimating the neuropil scaling factor (by 4 3 6 maximizing the skew of the resulting subtraction), and removing this component from 4 3 7 each cell's time course. Visually evoked responses were measured as the average dF/F 4 3 8 during a 1 s window around the peak response (exact window was selected separately 4 3 9
for each experiment to account for variability in response latencies and indicator 4 4 0 kinetics) where F is the average of the 1 s preceding the stimulus. 4 4 1
Axons were automatically segmented from the filtered, average dF/F images 4 4 2 acquired during the fine retinotopy. Single pixels were identified as the center of an 4 4 3 axonal bouton if they met the following criteria: 1) was the brightest pixel of the nine 4 4 4 neighboring pixels, 2) had a dF/F of at least 0.05, and 3) was significantly responsive to 4 4 5 at least two stimulus positions. Masks for each bouton included the single pixel plus the 4 4 6 nine surrounding pixels. Neighboring boutons could be no less than 5 pixels from center 4 4 7 to center, so that there were no pixels included in more than one bouton. The same 4 4 8 approach as for cell bodies was used to extract time courses and measure single trial 4 4 9 responses, except no neuropil subtraction was performed on the boutons. In the case 4 5 0 that there were one or two retrogradely labeled cell bodies in the HVAs, the area around 4 5 1 the cell body was blanked for segmentation; in the case that there were more than two 4 5 2 cell bodies, the experiment was discarded. boutons was assessed by measuring the average dF/F response to each of 49 stimulus 4 6 0 positions (7x7 grid). These data were fit by least-squares regression with a 2-4 6 1 dimensional Gaussian curve:
where R is dF/F response, Az is stimulus azimuth, El is stimulus elevation, A is 4 6 3 Gaussian amplitude, Az 0 is RF center in azimuth, El 0 is RF center in elevation, Receptive field size was calculated as the geometric mean of the half-width at half-4 6 6 maximum (HWHM) in each dimension of the Gaussian fit. 4 6 7
Quality and consistency of fit were assessed by resampling trials with 4 6 8 replacement 500 times. Only cells with 95% of the RF center estimates within one step 4 6 9 size in each dimension from the RF center fit using all of the data were included in 4 7 0 further analysis. Additionally, cells for which the RF center estimates were within 1 4 7 1 degree of the edge of the grid were discarded. In the case that there were more than 4 7 2 2000 boutons in a field of view that were not on the edge, only boutons for which the r 2 4 7 3 of the original fit was greater than 0.5 were assessed with the resampling analysis. 
ሻ where R is dF/F response, x is stimulus size, A e is excitatory sigmoid amplitude, k e is 4 8 7 excitatory sigmoid steepness, x e is excitatory sigmoid center, A i is inhibitory sigmoid 4 8 8 amplitude, k i is inhibitory sigmoid steepness, and x i is inhibitory sigmoid center. Some 4 8 9 parameters were constrained when fitting these models. In both models, A e >0 and x e >0 4 9 0 ensured a positive excitatory response centered at a size above zero. In the DS model, 4 9 1 k e >k i and x e <x i ensured the second inhibitory sigmoid was less steep than and centered 4 9 2 at a larger size than the excitatory sigmoid, to represent the larger size and spatial 4 9 3 offset of the surround field. Initial guesses for sigmoid amplitudes and center were set 4 9 4 based on the amplitude and size of the peak response across all sizes. 4 9 5
For each cell, size-tuning curves at each contrast condition were individually fit 4 9 6 with both models using a least-squares regression method with an additional 4486/1003 in AL, and 351/711 in PM passed our criteria for inclusion; for V1 For analyses of size-tuning parameters across all four contrast conditions, cell 5 2 6 bodies were selected based of the goodness-of-fit at the lowest contrast condition, in 5 2 7
order to eliminate cells with noisy size-tuning curves at low contrasts. This was condition. These data were fit with a Naka-Rushton hyperbolic function:
where R is dF/F response, C is stimulus contrast, n is exponent of power function 5 3 6
(constrained >0), and C 50 is contrast of half-max response. 5 3 7 5 3 8
Experimental Design and Statistical Analysis. Data were tested for normality using a 5 3 9
Lilliefors test. None of the receptive field parameters were normally distributed; thus we 5 4 0 used the Wilcoxon rank sum and Kruskal-Wallis tests (with post-hoc Tukey tests) for 5 4 1 two-and multiple-sample statistics. However, in the cases where we were interested in 5 4 2 the relationship between two variables, we used a two-way ANOVA which has been 5 4 3
shown to be robust to non-normality (Driscoll, 1996) . Sample sizes were not Size is encoded differently across visual cortical areas. A. Schematic of size-tuning e x p e r i m e n t s . U n d e r 2 P fl u o r e s c e n t microscopy, mice are presented 
