Abstract. The paper poses and solves a new problem of stochastic (nonlinear) disturbance attenuation where the task is to make the system solution bounded (in probability) by a monotone function of the supremum of the covariance of the noise. This is a natural stochastic counterpart of the problem of input-to-state stabilization in the sense of Sontag. Our development starts with a set of new global stochastic Lyapunov theorems and a control Lyapunov function formula for stochastic disturbance attenuation, followed by a design for an exemplary class of stochastic strict-feedback systems. We then address optimality and solve a differential game problem with the control and the noise covariance as opposing players;
Abstract. The paper poses and solves a new problem of stochastic (nonlinear) disturbance attenuation where the task is to make the system solution bounded (in probability) by a monotone function of the supremum of the covariance of the noise. This is a natural stochastic counterpart of the problem of input-to-state stabilization in the sense of Sontag. Our development starts with a set of new global stochastic Lyapunov theorems and a control Lyapunov function formula for stochastic disturbance attenuation, followed by a design for an exemplary class of stochastic strict-feedback systems. We then address optimality and solve a differential game problem with the control and the noise covariance as opposing players;
for strict-feedback systems the resulting Isaacs equation has a closed-form solution. Finally, we address the problem of vanishing nonlinearities where the equilibrium is preserved in the presence of noise, and develop an adaptive stabilization scheme (based on tuning functions) that requires no a priori knowledge of a bound on the covariance.
Prior Work. Ever since the emergence of the stochastic stabilization theory in the 1960's [30], the progress has been plagued by a fundamental technical obstacle in the Lyapunov analysis-the It6 differentiation introduces not only the gradient but also the Hessian of the Lyapunov function. This diverted the attention from stabilization to optimization, including the risk-sensitive control problem [3, 12, 13, 25, 33, 36] and other problems [22, 231, effectively replacing the Lyapunov problem by an even more difficult problem of solving a Hamilton-Jacobi-Bellman PDE.
The progress on stabilization of deterministic systems was equally discouraging until the advances in the differential geometric theory of the 1980's [24] and the discovery of a simple constructive formula for Lyapunov stabilization [39], which have created a flurry of activity in robust, adaptive, and optimal nonlinear control [18, 28, 371 . These advances have naturally led to re-examining the stochastic stabilization problem. It would be fair to say that it was Florchinger [14, 15, 16, 171 who revamped the area of stochastic stabilization. However, Pan and Basar [35] were the first to solve the stabilization problem for the class of strict-feedback systems representative of (robust and adaptive) stabilization results for deterministic systems [28]. Even though their starting point was a risk-sensitive cost criterion, their result guarantees global asymptotic stability in probability. Deng and Krstic [6] developed a simpler (algorithmic) design for strict feedback systems and then extended the results on inverse optimal stabilization for general systems to the stochastic case [6]. They also designed the first scheme for stochastic output-feedback where w is an independent Wiener process with E {dwdwT} = C(t)C(t)Tdt. In all of the results that guarantee global asymptotic stability in probability [5, 6, 7, 15, 16, 17, 351 it is assumed that gl(0) = 0 and C ( t ) = I . The assumption gl(0) = 0 excludes linear systems dz = Axdt + Bldw + Bzudt where the noise is additive and non-vanishing. Also, in linear quadratic control, the assumption C(t) = I is avoided by absorbing the noise covaritmce into the value function, which allows C ( t ) to be unknown and the control design to be independent of C ( t ) and B1. This is not possible in the nonlinear case and gI(z) must be accounted for in the control design to allow arbitrary unknown X(t).
The above discussion leads to the following objective: Design a feedback control law for system (1.1) that makes the norm of the solution Iz(t)l bounded (in probability) by some monotone function of sup l C ( t ) C ( t ) T ) . This is a natural objective when no bound o n C ( t ) is known to the designer and/or gl(0) # 0. This objective is a stochastic counterpart of the deterministic input-to-state stability (ISS) [40] where Iz(t)l is bounded by a monotone function of the supremum of the disturbance. Since in the stochastic case it would make no sense to bound the solutions by the supremum of the noise which may be unbounded, we view the bounding by the supremum of the covariance as the most natural disturbance attenuation problem in the stochastic setting. Results of the Paper. Our presentation starts with stochastic Lyapunov theorems in Section 2 with proofs that refine those in Kushner [30] . The difference from the risk sensitive problem, in which C is fixed and known, is obvious. The difference from stochastic differential games is that, rather than keeping the covariance known/fked and letting another determinzstic disturbance be the opposing player, we leave the role of the opposing player to the covariance. This results in a stochastic form of disturbance attenuation where, in addition to noise-testate stability, we achieve an energy-like bound
parison with the LQG/312 problems is also in order. By proclaiming C as a player in a differential game, we avoid the anomaly seen in LQG/3t2 where the controller does not depend on the noise input matrix B1.
In Section 6 we let gl(0) = 0 in which case the equilibrium at the origin can be preserved in the presence of noise. We use an adaptive control technique which estimates 11 CCT [ l o o and tunes one control parameter to achieve regulation of x(t) (in probability The controjler (1.;) is a disturbance attenuation controller. The controller (1.5) is an adaptive controller. The stability types guaranteed by these controllers will become clear in the subsequent sections of the paper. We return to this example in Section 7.
Global Lyapunov Theorems for

Stochastic Systems
This section reviews stability theory for stochastic nonlinear systems. 
I
Proof. Since CV 5 0 and V is radially unbounded, there exists globally a unique solution [27, p.84,Theorem 4.11 with probability one (that is, the probability of finite escape is zero and the probability that two solutions starting from the same initial condition are different is zero). Again, since CV 5 0, V(z(t)) is a supermartingale, so EV(t) I VO. Applying Chebyshev's inequality, for any class IC, function S(.), we (2.8) such that one of the following three mutually exclusive possibilities is satisfied: W ( x ( t ) ) jumps from below e' to above 2e' and back infinitely many times after any t 2 ~( x o ) .
W ( x ( t ) ) < e,Vt 2 T.
where the last inequality follows from the continuity of f(z) and p l ( r ) is a class K function. Applying the continuous parameter version of Theorem 3.4 in Doob [8, pp.3171 , and then Lemma 3.5 in Bksendal [34] (the It6 isometry) to the second term, we have (2.21) where N ( t ) is the number of jumps from .(TO) to t , and N ( t ) + 00 as t + 00. If either p2 or p3 is positive, E V ( t ) will become negative wheu t is large enough, which is in contradiction with the positivity of V(t). Thus, p2 = p3 = 0 and I W ' ( z ( t ) ) < e V t > T , and sup 1z1<r t l t 0 W ( z ( t ) ) < e W > T supIzl<r
Letting r + 00, we have 
Then the equilibrium z = 0 is' globally isymptotically stable in probability. Proof. This theorem is iP direct corollary of Theorem 2.1 due to the fact that W ( z ) = a3(1z1) is positive definite and 
and w is a unity intensity .Wiener process) and relates Iz(t)l to the deterministic quantity S U~~<~<~ _ _ l d (~) I rather than to some measure of intensity of the stochastic input w . This section also includes a basic result on noise-testate stabilizability by continuous feedback.
where x E IR" is the state, w is an r-dimensional independent
Wiener process with incremental covariance C ( t ) C ( t ) T d t , i.e., E { d w d w T } = C(t)C(t)Tdtl where C ( t ) is a bounded function taking values in the set of nonnegative definite matrices, f : IR" + R" and g : IR" --t Rnx' are locally Lipschitz, and
We first state notation which will be used in the sequel.
(3.2)
Consider the nonlinear stochastic system - A function V ( x ) that satisfies the conditions of TheoNow we turn our attention to the system rem 3.1 is referred to as the NSS-Lyapunov function.
d x = f ( z ) d t + g i ( z ) d w + g 2 (~)~d t (3.14)
where U is the control input, and study the problem of noisetestate stabilizability by continuous feedback. 
where, accordihg to Lemma 3.1, W(x) is positive definite. By Theorem 3.1, the system is NSS.
0
In addition to the continuity away from the origin, the formula (3.22) will be continuous at the origin provided the nss-clf V(x) satisfies a small control property: there exists a continuous control law U = a,(x) which guarantess noiseto-state stabilitv with resDect to the NSS-LvaDunov function V(x). The proif of this fict directly fo1loyHf;om 1391.
Noise-to-State Stabilization of Strict-Feedback S stems
In this section we demonstrate how r he concept of noise-tostate stability introduced in the last section can be achieved for a nontrivial class of stochastic nonlinear systems. We deal with strict-feedback systems driven by a stochastic process with time varying but bounded incremental covariance with an unknown bound. This class of systems is given by nonlinear stochastic differential equations
. . , n -1 (4.1) dxn = udt + pn(En)TdW,
(4.2)
where zi = [XI, . . . , , pi(&) are r-vector-valued smooth functions, and w is an r-dimensional independent Wiener process with incremental covariance C(t)C(t)Tdt, i.e., E {dwdwT} = C(t)C(t)Tdt, where C ( t ) is a bounded function taking values in the set of nonnegative definite matrices. To achieve noise-to-state stabilization, we employ the backstepping technique [28]. Our presentation here is concise, we derive the stabilizing functions a;(x1, . . , 2;) simultaneously.
We start with the transformation zi = xi -&(-I, and according to Itd's differentiation rule, we rewrite the system (4.1), (4.2) as dzi=d(x; -ai-1)
where xn+l = U . We employ a Lyapunov function of the form where w is an independent Wiener process with incremental covariance C ( t ) C ( t lTdt. This optimal control problem looks different than other problems considered in the literature. First, in the jargon of the risk-sensitive theory, ( 5 . 2 ) is a risk-neutral problem.
.10) we get d E V / d t _< -c E V + kJCI4, which implies EV(t) 5 e -c t E V ( 0 ) + IC e-C(t-')IC(~)14d~ 5 e -C t E V ( 0 ) + S U~,~[~,~~ I C ( T )~~.
consider the problem the player opposed to control is another deterministic disturbance. In our case the opposing player is the stochastic disturbance w through its incremental covariance. The next theorem allows a solution to the inverse optimal stochastic gain assignment problem provided a solution to a certain Hamilton-Jacobi-Isaacs equation is available. Before we state the theorem, we introduce the so-called LegendreFenchel transform which is the key tool for the results in this section. Let y be a class IC, function whose derivative y' is also a class IC, function, t$en l y denotes the L- If C is unknown (and allowed to take any value), it is clear that this equation cannot be solved. There is only one exception-linear systems. In the linear case g1(x) would be constant and V ( x ) would be quadratic, which would make gF(d2V/dz2)g1 constant. For a constant C, even if it is unknown, one would absorb the term $Tr {CTgT(~'V/dz2)g1C} into the value function. It is obvious that this can not be done when g1 depends on x and/or V(z) is nonquadratic. Thus, we pursue a differential game problem in which C is a player and its actions are penalized. Proof. To solve the p:roblem of inverse optimal stochastic gain assignment, we should find the functions V(z), Rz(z), Z(z) , TI(.), y2(.) that solve the following Hamilton-JacobiIsaacs equation (5.11) for some P E [2, 00) and X E (0, 2] .
Then the inverse optimal controller would be given by (5.8).
Since the system has an nss-clf, that is, there exists a pair (V, p) that satisfies Lemma 3.1, consider the choice where w is given by (3.23) and yz(r) = -r2. In addition, let P = X = 2, then ey2(r) =: r 2 , and after some computation we 
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and the equaliti& hold when
Stabilization of St rict-Feedback Systems
In this section we address the stabilization problem for the system
where w is an independent Wiener process with incremental covariance CCTdt and gl(0) = 0. For the sake of discussion, let us assume that C is constant. For deterministic systems with constant parameters, the usual approach is adaptive control [28], which allows the treatment of unknown parameters multiplying known nonlinearities. In the stochastic case here we have the unknown noise dw multiplying the known nonlinearity g1(x). As we shall see in this section, the presence of noise does not prevent stabilization as long as gl(0) = 0, i.e., as long as the equilibrium is preserved in the presence of noise. Note that this is a strong condition which is usually not imposed in the so-called "stochastic (linear) adaptive control", where the noise is additive and non-vanishing (see, e.g.
[lo] and the reference there in). However, in the problem pursued here, the additional generality is that the noise can be of unknown (and, in fact, time-varying) covariance and it can multiply a nonlinearity.
as in Section 4, with an additional assumption that p;(O) = 0.
As we shall see in the sequel, to achieve adaptive stabilization in the presence of unknown E, for this class of systems, it is not necessary to estimate the entire matrix C and, in fact, it is possible to allow C to be time-varying. Instead we will estimate only one unknown parameter 6 =I1 CCT CCT 11--6 is the parameter estimation error and 6(t) is governed by the update law 6 = r.mP (x,8) , and set oFt to select the functions a; (&, 8) and T~( X , 0) to make C V ( z , 0 ) nonnegative. Along the solutions of (6.6), we have In this brief section we return to Example 1.1. From the results of the paper it is clear that (1.4) achieves noise to state stability and (1.5) achieves stability of x = E = 0 and regulation of x (in probability). The x ( t ) time responses in Figure 1 reveal the difference between the achieved stability properties. The simulatiolns are performed for ~( t ) 2fi.
While the adaptive controller on the right achieves regulation of x, the non-adaptive controller on the left achieves only noise-to-state stabilit,y, which means that it forces x to converge to an interval around zeron proportional to u. As evident from the figure, t,he non-adaptive controller results in a residual error, whereas the adaptive controller does not.
The variable 6 is the estimate of lla211-/2 = 4. We see that ( ( t ) converges to about 2.5 and does not reach the true value 4. This is not unexpected as in adaptive regulation problems we seldom see convergence to the true parameter.
Example
