By using the iterative technique and Nadler's theorem, we construct a new iterative algorithm for solving a system of nonlinear inclusions in Banach spaces. We prove some new existence results of solutions for the system of nonlinear inclusions and discuss the convergence of the sequences generated by the algorithm. As an application, we show the existence of solution for a system of functional equations arising in dynamic programming of multistage decision processes.
Preliminaries
Let P be a cone in E and let "≤" be a partial order induced by the cone P, that is, x ≤ y if and only if y − x ∈ P. Recall that the cone P is said to be normal if there exists a constant N P > 0 such that θ ≤ u ≤ v implies that u ≤ N P v , where θ denotes the zero element of E.
A mapping A : E × E → E is said to be mixed monotone if for all u 1 ,u 2 ,v 1 ,v 2 ∈ E, u 1 ≤ u 2 and v 1 ≤ v 2 imply that A(u 1 ,v 2 ) ≤ A(u 2 ,v 1 ).
We denote by CB(X) the family of all nonempty closed bounded subsets of X. A setvalued mapping F : X → CB(X) is said to be H-Lipschitz continuous if there exists a constant λ > 0 such that H Fx,F y ≤ λ x − y , ∀x, y ∈ X, (2.1) where H(·,·) denotes the Hausdorff metric on CB(X), that is, for any A,B ∈ CB(X), It is easy to see that, if S = T = I (I is the identity mapping), then (S,T)mixed monotonicity of A is equivalent to the mixed monotonicity of A. The following example shows that the (S,T)-mixed monotone mapping is a proper generalization of the mixed monotone mapping.
for all x, y ∈ R. Then it is easy to see that A is an (S,T)-mixed monotone mapping. However, A is not a mixed monotone.
then {x n } is said to be a monotone sequence.
Remark 2.7. If g is reversible and g −1 is continuous, then it is easy to see that g satisfies condition (C).
Iterative algorithm
In this section, by using Nadler's theorem [11] , we construct a new iterative algorithm for solving the system of nonlinear inclusions problem (1.3).
is an (T,S)-mixed monotone mapping and B : D × D → E is a (S,T)-mixed monotone mapping satisfying the following conditions:
for all x 0 ∈ Su 0 and y 0 ∈ Tv 0 ;
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For u 0 and v 0 , we take x 0 ∈ Su 0 and y 0 ∈ Tv 0 . By virtue of g(D) = E, there exist u 1 ,v 1 ∈ D such that
It follows from (ii) that
By condition (i), we have
Now, by Nadler's theorem [11] , there exist x 1 ∈ Su 1 and y 1 ∈ Tv 1 such that
In virtue of g(D) = E, there exist u 2 ,v 2 ∈ D such that
Since B is (S,T)-mixed monotone and A is (T,S)-mixed monotone,
It follows from condition (i) that
(3.9) Therefore,
By induction, we can get an iterative algorithm for solving the system of nonlinear inclusions problem (1.3) as follows.
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. Taking x 0 ∈ Su 0 and y 0 ∈ Tv 0 , we can get iterative sequences {u n }, {v n }, {x n }, and {y n } as follows:
for all n = 0,1,2,.... 
Existence and convergence
In this section, we will prove the existence of solutions for the system of nonlinear inclusions problem (1.3) and the convergence of sequences generated by Algorithm 3.1.
Let g : D → E be a mapping such that g(D) = E, gu 0 ≤ gv 0 , and g satisfies condition (C). Suppose that S,T : D → CB(D) are two H-Lipschitz continuous mappings with Lipschitz constants α > 0 and γ > 0, respectively, A :
for all x ∈ Su, y ∈ Tv. Then there exist u * ∈ D, x * ∈ Su * , and y * ∈ Tu * such that
Proof. It follows from (3.12), (3.13), (3.14) , and condition (iv) that
for all n = 1,2,.... Since the cone P is normal, we have
Thus, the condition a + b + β ∈ [0,1) implies that gv n − gu n −→ 0 (n −→ ∞).
(4.5)
Now we prove that {gu n } is a Cauchy sequence. In fact, for any n,m ∈ N, if n ≤ m, then it follows from (3.14) that gv n − gu n − gu m − gu n = gv n − gu m ∈ P (4.6)
and so gu m − gu n ≤ gv n − gu n . Since P is a normal cone, we conclude that gu m − gu n ≤ N P gv n − gu n . for all n,m ∈ N. From (4.5) and (4.9), we know that {gu n } is a Cauchy sequence in E. Let gu n → k * ∈ E as n → ∞. Since g(D) = E, there exists u * ∈ D such that gu * = k * . Now (4.5) implies that gv n → gu * as n → ∞. Since g satisfies condition (C), we know that u n → u * and v n → u * as n → ∞. Now the closedness of P implies that gu n ≤ gu * ≤ gv n for all n = 1,2,.... It follows from condition (iii) that u n ≤ u * ≤ v n for all n = 1,2,.... By (3.12) and the H-Lipschitz continuity of mappings S and T, we have Next, we prove that x * ∈ Su * and y * ∈ Tu * . In fact, d x * ,Su * = inf x * − ω : ω ∈ Su * ≤ x * − x n + d x n ,Su * ≤ x * − x n + H Su n ,Su * (4.12) and so d(x * ,Su * ) = 0. It follows that x * ∈ Su * . Similarly, we have y * ∈ Tu * . We now prove that gu * = A(y * ,x * ) and gu * = B(x * , y * ). Since u n ≤ u * ≤ v n , B is (S,T)-mixed monotone and A is (T,S)-mixed monotone, it follows from (i) that gu n+1 = B x n , y n − a gv n − gu n ≤ B x * , y * − a gv n − gu n ≤ A y * ,x * + b gv n − gu n − (a + b) gv n − gu n ≤ A y n ,x n + b gv n − gu n − (a + b) gv n − gu n ≤ gv n+1 . This implies that there exists n 0 ∈ N such that
Since P is a normal cone and a + b + β < 1, it follows from (4.17) and (4.19) that gv n − gu n → 0 as n → ∞. The rest argument is similar to the corresponding part of the proof in Theorem 4.1 and we omit it. This completes the proof.
If S = T in Theorem 4.1, we have the following result. 
for all x ∈ Su, y ∈ Sv; 
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for all n = 1,2,....
An application
Dynamic programming, because of its wide applicability, has evoked much interest among people of various discipline. See, for example, [13] [14] [15] [16] [17] and the references therein. Let Y and Z be two Banach spaces, G ⊂ Y a state space, Δ ⊂ Z a decision space, and R = (−∞,+∞). We denote by B(G) the set of all bounded real-valued functional defined on G. Define f = sup x∈G | f (x)|. Then (B(G), · ) is a Banach space. Let
Obviously, P is a normal cone. In this section, we consider a system of functional equations as follows.
Find a bounded functional f : G → R such that
As an application of Theorem 4.1, we have the following result concerned with the existence of solution for the system of functional equations problem (5.2). (3) g : D → B(G) satisfies g(D) = B(G), gu 0 ≤ gv 0 , and (a) for any {u n } ⊂ D with {gu n } being monotone, u ∈ D, if gu n → gu, then u n → u;
for all z ∈ Su, ω ∈ Tv, x ∈ G, and y ∈ Δ;
for all z ∈ Su, ω ∈ Tv, x ∈ G, and y ∈ Δ; (6) for any z ∈ Su 0 , ω ∈ Tv 0 , x ∈ G, and y ∈ Δ,
where a,b ∈ [0,1) with a + b + β < 1; (7) for any u 1 ,u 2 ,v 1 ,v 2 ∈ D, if u 1 (x) ≤ u 2 (x) and v 1 ≤ v 2 (x) for all x ∈ G, then F 2 x, y, y 1 W(x, y) ,x 2 W(x, y) ≤ F 2 x, y, y 2 W(x, y) ,x 1 W(x, y) , F 1 (x, y,x 1 W(x, y) , y 2 W(x, y) ≤ F 1 x, y,x 2 W(x, y) , y 1 W(x, y) (5.6) for all x 1 ∈ Su, x 2 ∈ Su 2 , y 1 ∈ Tv 1 , y 2 ∈ Tv 2 , x ∈ G, and y ∈ Δ. Then there exist u * ∈ D, z * ∈ Su * , and ω * ∈ Tu * such that gu * = sup for all x ∈ G.
Proof. For any u,v ∈ D, we define the mappings A, B as follows: for all x ∈ G. This completes the proof.
