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Introduzione
Guardando allo sviluppo dell’analisi complessa, si puo` di certo affermare che
uno dei suoi filoni principali consiste nello studio dell’ equazione ∂¯u = f .
Strumento essenziale per il calcolo della coomologia a valori in un fascio coe-
rente essa appare determinante in moltissime questioni della Teoria analitica
e geometrica delle funzioni olomorfe di piu` variabili complesse. Lo studio
diretto della equazione su varieta` complesse X di Stein (o, piu` in generale,
pseudo-convesse oppure pseudo-concave) risale agli inizi degli anni ’60 da
parte di Ho¨rmander, Andreotti e Vesentini, Kohn con metodi ispirati alla
teoria degli operatori differenziali e alla teoria di Kodaira; esso riceve un
impulso decisivo sul finire degli anni ’60 con i lavori di Grauert e Ramirez
de Arellano e sopattutto di Henkin sulle formule di rappresentazione.
In una serie di lavori fondamentali si ottengono risultati sull’esistenza e sul-
la regolarita` delle soluzioni dell’equazione ∂¯u = f che conducono a svariate
applicazioni di carattere geometrico e che permettono inoltre di sviluppare
una geometria con controllo della crescita degli oggetti analitici in questione.
Nonostante che molti dei risultati ottenuti diano risposta a questioni di tipo
analitico o geometrico formulabili anche per spazi complessi con singolarita`,
l’ipotesi che lo spazio ambiente sia una varieta` e` cruciale non fosse altro
che per dare senso all’operatore ∂¯. Ci sono stati vari tentativi di definire
le forme differenziali su spazi con singolarita` e porre in maniera ragionevole
il problema dello studio dell’ equazione ∂¯u = f : a questi tentativi ed ai
conseguenti risultati e` dedicata la prima parte di questo lavoro di tesi. Nella
seconda, che costituisce la parte originale della tesi, ispirati dal lavoro di
Ambrosio e Kirchheim in [2] sulle correnti metriche, proponiamo una stra-
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tegia per lo studio dell’equazione ∂¯u = f legata non gia` al concetto di forma
differenziale ma bens`ı a quello di corrente.
La tesi e` organizzata in cinque capitoli. Nel primo capitolo vengono pre-
sentati alcuni lavori degli anni Sessanta contenenti varie possibili definizioni
del fascio delle p-forme olomorfe su uno spazio analitico, dovute rispettiva-
mente a Grauert e Kerner ([19]), a Rossi ([32]), a Reiffen e Vetter ([31])
e a Ferrari ([12]). Questi tentativi presentano varie difficolta`: ad esempio
la presenza di elementi di torsione nei fasci ottenuti o la non banalita` del
fascio delle p−forme quando p supera la dimensione complessa della parte
regolare dello spazio. Nella sezione 1.5 studiamo gli omomorfismo canonici
tra i fasci prima definiti e dimostriamo che sono isomorfismi nel caso in cui le
singolarita` siano intersezioni complete di codimensione abbastanza elevata.
Il capitolo termina con alcuni esempi di calcolo di questi fasci, su spazi per
cui non valgono le condizioni ora enunciate.
Il secondo capitolo e` dedicato al lemma di Poincare` per le forme di tipo
a e per le forme di tipo f, ovvero allo studio dell’esattezza delle successioni
0→ C→ Ox → A1(X)x → . . .
e
0→ C→ Ox → F1(X)x → . . .
in un punto x di uno spazio analitico X. Il risultato che si ottiene (contenuto
in [30] e in [13]) richiede l’ipotesi che lo spazio sia olomorficamente contraibile
su x in un intorno di x; tale ipotesi e` assai restrittiva, come mostrano gli
esempi riportati a fine capitolo, dove vengono costruite una famiglia di curve
ed una di superficie, definite da equazioni algebriche.
L’equazione di Cauchy-Riemann e` l’oggetto del terzo capitolo. Nell’im-
postazione di Henkin e Polyakov ([24]), si considera uno spazio X interse-
zione completa in Cn, definendo come forme differenziali su X le restrizioni
di forme differenziali di Cn; tale approccio presenta alcuni problemi lega-
ti soprattutto alla stima della crescita delle soluzioni. Diverso e` il punto
di vista di Fornaess che, in una serie di lavori con Gavosto ([14]), Øvrelid
e Vassiliadou ([15], [16]), imposta l’equazione ∂u = f sulla parte regolare
dello spazio, controllando la crescita delle soluzioni vicino alle singolarita`
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tramite stime sulla norma L2 con un peso opportuno; in tal modo, pero`,
la geometria della singolarita` acquista grande importanza, infatti i risultati
ottenuti trattano il caso di singolarita` isolate, oppure di problemi in cui il
dato ha un certo ordine di annullamento sulle singolarita`.
Nel quarto capitolo esponiamo la teoria delle forme e delle correnti su
spazi metrici, seguendo [2] e [27]. Qui, come e` stato gia` detto, il punto
di vista cambia radicalmente, mettendo l’accento sul concetto di corrente
metrica. Come si vedra`, e` possibile darne una definizione assolutamente
slegata dai concetti di spazio tangente e di differenziale (adatta appunto a
lavorare su uno spazio metrico), utilizzando un assioma detto localita` per
recuperare in qualche senso il concetto di derivata. Dopo aver riportato
le definizioni ed i risultati principali, concentriamo la nostra attenzione sul
comportamento delle correnti metriche in presenza di coordinate locali, come
nel caso di varieta` differenziabili o spazi analitici complessi, ed otteniamo
alcuni risultati che riguardano la scrittura delle correnti e della loro azione
sulle forme in termini di tali coordinate.
Infine, specializziamo la teoria trattata al caso di uno spazio analitico
complesso, dotato di una metrica che puo` provenire dall’immersione in Cn,
dalla ka¨hlerianita` dello spazio, oppure dall’iperbolicita` nel senso di Koba-
yashi. Nel quinto capitolo definiamo dunque le correnti di tipo (p, q) e di-
mostriamo l’esistenza e l’unicita` della decomposizione di Dolbeaut per una
certa classe di correnti; grazie a questo, possiamo definire l’operatore ∂ ed
impostare l’equazione di Cauchy-Riemann. Terminiamo il capitolo costruen-
do una soluzione dell’equazione ∂u = f per Cn e trattando poi il caso dei
sottoinsiemi analitici.
Crediamo che i concetti e le tecniche sviluppate negli ultimi due capi-
toli possano offrire una nuova prospettiva nello studio degli spazi complessi
(anche di dimensione infinita, modellati su spazi di Banach). La teoria delle
correnti metriche infatti fornisce un quadro di riferimento che permette di
formulare, anche nel caso singolare, i problemi classici del calcolo delle varia-
zioni in ambito complesso (caratterizzazione delle catene olomorfe, problema
dei bordi etc....), come studiati in [22] e [23] da Harvey, Lawson e Schiffman
e, direttamente collegata a questi, l’analisi della struttura geometrica della
teoria coomologica che si puo` costruire a partire dalle correnti metriche, in
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particolare l’esistenza di una teoria di Hodge.
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Capitolo 1
Forme differenziali olomorfe
Notazione: Nel seguito, siano: D un dominio di Cn, A un insieme ana-
litico in D, OD il fascio delle funzioni olomorfe su D, I ⊂ OD un ideale che
abbia A come luogo di zeri, OA = OD/I|A il fascio delle funzioni olomorfe
su A, ΩpD il fascio delle p−forme olomorfe su D, X uno spazio analitico.
1.1 Secondo Grauert e Kerner
Definizione 1.1 Sia
Kx =

r∑
ρ=1
hρdfρ +
s∑
σ=1
gσφσ : fρ, gσ ∈ Ix, hρ ∈ OD,x, φσ ∈ Ω1D,x

Definiamo il fascio A1(A) di 1−forme olomorfe su A (secondo Grauert e
Kerner o “di tipo a”) come
A1(A) = Ω1D/K|A
Ora, siano A1,A2 insiemi analitici rispettivamente in D1,D2 domini di
Cn,Cm (le cui coordinate chiameremo z1, . . . , zn e w1, . . . , wm); siano definiti
conseguentemente I1, I2, K1, K2.
Sia inoltre (φ, φ∗) un’applicazione olomorfa da (A1,OA1) a (A2,OA2),
allora esiste un’applicazione ψ : D1 → D2 ([17]) che estende φ. Data una
forma differenziale ω =
∑m
µ=1 gµdwµ ∈ ΩD2,y con y = ψ(x), si avra`
ψ∗(ω) =
m∑
µ=1
(gµ ◦ ψ)d(wµ ◦ ψ) =
n∑
ν=1
m∑
µ=1
(gµ ◦ ψ)∂(wµ ◦ ψ)
∂zν
dzν ∈ ΩD1,x
5
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Inoltre, se ξ ∈ K2, allora
ψ∗(ξ) = ψ∗
 r∑
ρ=1
hρdfρ +
s∑
σ=1
gσφσ
 = r∑
ρ=1
(hρ◦ψ)d(fρ◦ψ+
s∑
σ=1
(gσ◦ψ)ψ∗(φσ)
e fρ ◦ ψ, gσ ◦ ψ ∈ I1 se fρ, gσ ∈ I2. Dunque ψ∗ applica K2 in K1.
Infine, sia τ un’altra estensione di φ a D1. Allora
(ψ∗− τ∗)
 m∑
µ=1
gµdwµ
 = 1
2
∑
µ
[(gµ ◦ψ− gµ ◦ τ)dψµ+(gµ ◦ψ− gµ ◦ τ)dτµ+
+ (gµ ◦ ψ)d(ψµ − τµ) + (gµ ◦ τ)d(ψµ − τµ)]
con ψµ = wµ◦ψ e τµ = wµ◦τ . Ovviamente, gµ◦ψ−gµ◦τ ∈ I1 e ψµ−τµ ∈ I1,
in quanto ψ|A1 = φ = τ |A1 ; dunque (ψ∗ − τ∗)(ω) ∈ K1 per ogni ω ∈ Ω1D2.
In conclusione, possiamo dire che un’applicazione
(φ, φ∗) : (A1,OA1)→ (A2,OA2)
induce un’applicazione
φ∗ : A1(A2)→ A1(A1)
la mappa A 7→ A1(A), φ 7→ φ∗ e` un funtore controvariante. Si ha dunque
Proposizione 1.1 Il fascio A1(A) non dipende dall’immersione.
Dunque, possiamo definire A1(X) per uno spazio analitico complesso astrat-
to; la corrispondenza X 7→ A1(X) rimane un funtore controvariante.
Osservazione : Il fascio K e` OD−coerente, quindi e` OA−coerente, da cui
segue la coerenza del fascio A1(A).
Ovviamente, sulla parte regolare di A, il fascio definito coincide con
ΩAreg ; la verifica puo` essere fatta localmente e quindi basta calcolare A
1(X)
con X = {(z1, . . . , zn)|z1 = . . . = zk = 0}. Si ha allora IX = (z1, . . . , zk) e
dunque
K =
{
ω =
k∑
h=1
fhdzh + zhghφh
}
Quozientare per K equivale a quozientare prima per K = {∑h fhdzh}, ovve-
ro eliminare le prime k coordinate, e poi per K/K, che equivale a identificare
due forme che coincidono su X; in definitiva, poiche` OX = OCn/IX , si ha
A1(X) = ΩCn/K = OCndz1 ⊕ . . . ⊕OCndzn/K =
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= OCndzn−k ⊕ . . .⊕OCndzn/(K/K) = OXdzn−k ⊕ . . .⊕OXdzn = Ω1Cn−k
1.1.1 Forme di grado p
La definizione e i risultati ottenuti si possono estendere per definire le forme
di grado p, come segue.
Definizione 1.2 Poniamo
K
p
x =

r∑
ρ=1
dfρ ∧ βρ +
s∑
σ=1
gσασ|fρ, gσ ∈ Ix, ασ ∈ ΩpG,x, βρ ∈ Ωp−1G,x

e definiamo il fascio delle p−forme differenziali olomorfe (secondo Grauert
e Kerner) come
Ap(A) = ΩpG/K
p|A
Si conviene che K0 = I.
Con lo stesso calcolo della proposizione precedente, si dimostra che ta-
le definizione non dipende dall’immersione di A; dunque possiamo ancora
definire Ap(X) per uno spazio analitico astratto. Inoltre, il fascio Ap(X) e`
coerente e coincide con Ωp sulla parte non singolare di X.
Osservazione : Se ω ∈ Kp, allora dω ∈ Kp+1. Infatti se g ∈ I, α ∈ ΩpG,
d(gα) = dg ∧ α + gdα appartiene a Kp+1 e d(df ∧ β) = df ∧ dβ = d(fdβ),
che ricade nel caso di prima con g = f e α = dβ.
Dunque, d(Kp) ⊂ Kp+1 e quindi rimane ben definito l’operatore d :
Ap(A)→ Ap+1(A); con un calcolo simile a quello gia` fatto, si puo` dimostra-
re che l’operatore d non dipende dall’immersione, percio` possiamo definire
d : Ap(X)→ Ap+1(X) per uno spazio analitico astratto.
Sia ora X uno spazio analitico e x un suo punto; la successione
O → C ε−→ OX,x d
0−→ A1(X)x d
1−→ . . .→ AembdimxX(X)x → 0
dove ε e` l’inclusione canonica. Tale successione e` ovviamente esatta nel-
l’ultima posizione (in quanto, in un’immersione di dimensione minima m =
embdimxX, d : Ω
m−1 → Ωm e` surgettiva e dunque lo e` anche quella indotta
sui quozienti) e nella prima, per il fatto che ε e` un’inclusione.
Gia` l’esattezza della successione in OX,x non e` banale e, per uno spazio
non ridotto, non e` nemmeno assicurata, come mostrano facili controesempi.
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1.1.2 Approccio alternativo
Vogliamo mostrare brevemente una definizione altenativa del fascio delle
forme di tipo a, seguendo Malgrange in [29], dove tale definizione viene
attribuita a Grothendieck.
Sia X uno spazio complesso con fascio strutturale OX (non necessaria-
mente ridotto) e sia ∆ ⊂ X × X la diagonale, vista come spazio analitico
definito dall’ideale I generato dai germi della forma π∗1f − π∗2f , con f ∈ OX
e πj : X ×X → X sono le proiezioni.
Similmente si definisce ∆(k) come il sottospazio di X ×X definito dal-
l’ideale Ik+1. Il fascio strutturale O∆(k) su ∆(k) e` portato su X tramite π1
e la sua immagine π1∗O∆(k) e` vista come un OX−modulo tramite la mappa
π∗1 : OX,x → O(X×X,(x,a)).
Definizione 1.3 (Grothendieck) Un operatore differenziale lineare di or-
dine ≤ k e` un morfismo di OX−moduli π1∗O∆(k) → OX .
Ora, se f e` il germe di una funzione olomorfa su X, definiamo il differenziale
di f come l’immagine tramite π∗1 del germe π
∗
2f −π∗1f in O∆(1) ; ovviamente,
π∗2f − π∗1f si annulla su ∆, quindi appartiene all’ideale Ω′X dei germi in
O∆(1) che hanno restrizione nulla su ∆(0). Chiamiamo π1∗(Ω′X) fascio dei
differenziali del primo ordine.
Ora, considerando un modello locale (V,OV ) con V sottoinsieme ana-
litico di un aperto U di Cn, possiamo verificare che tale fascio e` esatta-
mente Ω1(U) modulo (f1, . . . , fp)Ω
1(U) + (df1, . . . ,dfp)OU , con f1, . . . , fp
generatori dell’ideale che definisce OV ; dunque, tale fascio e` proprio A1(V ).
Per i dettagli di tale verifica si rimanda al paragrafo Lifting of differential
operators, in models nel Capitolo 2 di [29].
1.2 Secondo Rossi
Sia ora I l’ideale delle funzioni olomorfe che si annullano su A (equivalente-
mente, sia (A,I) uno spazio analitico ridotto). Sia T (D) il fibrato tangente
di D; consideriamo l’insieme analitico
S(A) =
{
(a, z) ∈ T (D) : z ∈ A,
n∑
i=1
ai
∂f
∂zi
= 0 ∀f ∈ I
}
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Possiamo definire π : S(A) → A ponendo π(a, z) = z (π altro non e` che la
restrizione della proiezione T (D) → D) e indichiamo con S(A)z la contro-
immagine di z ∈ A tramite π; ovviamente, S(A)z e` uno spazio vettoriale
complesso di dimensione limitata da n.
Indichiamo con dimS(A)z tale dimensione.
Proposizione 1.2 Se A e` immerso in Cn e k = dimS(A)z0 per un qualche
z0, allora esistono un intorno U di z0 e una varieta` complessa (non singo-
lare) M di dimensione k tali che A ∩ U e` sottoinsieme analitico di M ∩ U .
Inoltre, k e` la minima dimensione di M per cui cio` e` possibile.
Dim : Sia k < n e poniamo z0 = 0; allora esistono a ∈ T (Cn)0 e f ∈ I tali
che
n∑
i=1
ai
∂f
∂zi
(0) 6= 0
Allora posso scegliere nuove coordinate w1, . . . , wn con wn = f , in un intorno
di 0; si avra` wn = 0 su A e per induzione si ha la tesi. La seconda affer-
mazione segue dalla prima: ovviamente non e` possibile trovare una varieta`
di dimensione minore di k che contenga A, in quanto l’inclusione dovrebbe
valere anche per i tangenti e del resto abbiamo appena mostrato che ce n’e`
sempre una di dimensione k.

Osservazione : La seconda parte della proposizione e` equivalente ad affer-
mare che la dimensione di S(A)0 e` il minimo h per cui esiste un’immersione
biolomorfa di un intorno di 0 ∈ A in Ch.
Ovviamente, date Ai ⊂ Di ⊂ Cni , i = 1, 2 e data f : A1 → A2, possiamo
definire
f∗ : S(A1)→ S(A2)
ponendo f∗(a, z) = (dfza, f(z)).
Lemma 1.3 Se ni = dimS(Ai)z0 , la mappa f e` biolomorfa in z0 se e solo
se f∗ e` non singolare da S(A1)z0 a S(A2)f(z0).
Dim : Ovviamente, se f e` biolomorfa, l’applicazione f∗ e` non singola-
re. Estendiamo f ad F su un intorno U ⊂ D1 di un punto z0 ∈ A1 e
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consideriamo il seguente diagramma:
T (D1)z0
dF // T (D2)f(z0)
S(A1)z0
dj1
OO
df // S(A2)f(z0)
dj2
OO
dove ji : Ai → Di sono le inclusioni. Per la commutativita` del diagramma,
dF e` non singolare se e solo se lo e` df e dunque, se f∗ non e` singolare su
S(A1)z0 , allora dF non lo e` su T (D1)z0 , ma quindi F e` biolomorfa e, per
restrizione, lo e` anche f .

Grazie al lemma e alla proposizione precedente, vediamo che S(A) non
dipende dall’immersione di A in Cn e quindi puo` essere definito per uno
spazio analitico astratto.
Definizione 1.4 Sia X uno spazio analitico. Una 1−forma olomorfa su X
(secondo Rossi o “di tipo g”) e´ una funzione olomorfa
ω : S(X)→ C
tale che ωx = ω|S(X)x sia un’applicazione lineare per ogni x ∈ X. Indichiamo
con G1(X) il fascio dei germi di tali forme.
Nel caso di sottoinsiemi analitici di un dominio di Cn, abbiamo la mappa
r : Ω1D → G1(A) definita restringendo una forma da T (D) a S(A).
Teorema 1.4 Sia
Kx = {ωx ∈ Ω1D,x : ωx ha un rapp. ω su V int. di x t.c. ω|S(A)|A∩V = 0}
Allora G1(A) = Ω1D/K|A.
Dim : La mappa di restrizione r ha come nucleo proprio il fascio K; dobbia-
mo quindi verificare, per avere la tesi, la surgettivita` di r. Sia ωx ∈ G1(A)x
e siaW una sua estensione (come funzione olomorfa) a un intorno del punto
(0, x) ∈ T (D) per x ∈ A; ω e` olomorfa su S(A), quindi W e` una funzione
olomorfa su T (D). Si avra`
W =
∑
cNMa
NzM
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con ai, zj coordinate di T (D); sia W
′ la somma dei termini che sono lineari
in a. Poiche´ W = ω su S(A)x, W e` lineare su S(A)x e dunque W = W
′.
Quindi W ′ e` anch’essa un’estensione olomorfa di ω, che pero` e` lineare sulle
fibre e dunque e` una forma su D, tale che r(W ′) = ω.

Teorema 1.5 Il fascio G1(A) e` coerente.
Dim : Basta dimostrare che K e` coerente e poiche` K e` sottofascio di Ω1D
(che e` coerente), basta dimostrare che e` localmente finitamente generato.
Siano f1, . . . , fk localmente generatori di I, siano ai, zi le coordinate
di T (D). Allora S(A) = {(a, z)|f i(z) = 0, ∑ ai(∂f j/∂zi) = 0}; siano
g1, . . . , gr i generatori del fascio di ideali di S(A) in T (D).
Sia z ∈ D, sviluppiamo gi attorno a (0, z) ∈ T (D)
gi(a, z) = gi0(z) +
∑
gij(z)a
j + . . .
ovviamente, gi0 si annulla su A, inoltre, fissato z0 ∈ A, gi(a, z0) si annulla
su un sottospazio lineare di Cn, quindi la parte lineare del suo sviluppo si
annulla anch’essa l`ı. Quindi ∑
gij(z)a
j
si annulla su S(A). Siano bi = (gi1, . . . , g
i
n) e b
i
0j = (0, . . . , g
i
0, . . . , 0) dove la
posizione non nulla e` la j−esima; allora bi, bi0j generano Kz per ogni z ∈ A.
Sia ω = (c1, . . . , cn) ∈ Kz, allora
∑
cia
ie` nulla su S(A) e dunque∑
cia
i =
∑
hig
i
per alcune funzioni hi olomorfe attorno a (0, z). Si avra`
hi = hi0(z) +
∑
hij(z)a
j + . . .
e poiche`
∑
cia
i e` lineare in ai, dobbiamo avere
∑
j
cja
j =
∑
i
hi0 +∑
j
hija
j + . . .
gi0 +∑
j
gija
j + . . .
 =
=
∑
i
jhi0g
i
ja
j + hijg
i
0a
j =
∑
i
j(hi0g
i
j + hijg
i
0)a
j
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e poiche` i coefficienti di ai devono essere gli stessi, abbiamo
ω =
∑
i
hi0b
i +
∑
i,j
hijb0j

Infine, e` facile verificare che S(A) coincide, sulla parte liscia, con T (Areg)
e dunque G1(Areg) = Ω
1(Areg).
1.2.1 Forme di grado p
Definizione 1.5 Una p−forma olomorfa su A (secondo Rossi) e`
ω : S(A)p → C
che sia p−lineare e alternante su ogni fibra.Indichiamo con Gp(A) il fascio
dei germi di tali p−forme.
Con la stessa dimostrazione utilizzata per il caso p = 1, possiamo mo-
strare che, posto
K
p
x = {ωx ∈ ΩpD,x|ωx ha un rapp. ω su V int. di x t.c. ω|S(A)p|A∩V = 0}
si ha
Gp(A) = ΩpD/K
p|A
Di seguito, si ottiene ancora con il medesimo metodo la coerenza, utilizzan-
do, invece dei termini lineari, i termini omogenei di grado p; ovviamente si
ha anche che Gp(Areg) = Ω
p
Areg
, in quanto S(A)|Areg coincide con T (Areg).
1.3 Varianti in Reiffen e Vetter
Sia S(A) come nella sezione precedente.
Definizione 1.6 Sia U ⊂ A un aperto; definiamo un campo di vettori olo-
morfo su U come una sezione olomorfa del fibrato (S(A), π). Indichiamo
inoltre con S(A) il fascio dei germi dei campi di vettori olomorfi su A.
Dunque, un campo di vettori olomorfo e` un’applicazione v : U → S(A)|U
di modo che v(x) ∈ S(A)x e v(x)(fx) ∈ OA per ogni f ∈ OA (interpretando
il tangente come spazio delle derivazioni su OA).
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Teorema 1.6 S(A) = HomOA(G
1(A),OA)
Dim : Definiamo, per v ∈ S(A)x, la mappa
ϕv : ω 7→ ω(v)
per ogni ω ∈ G1(A)x.
ϕ : v 7→ ϕv e` iniettiva. Sia infatti ϕv = 0, allora dzi|A(v) = 0 per
i = 1, . . . , n, con dzi ∈ Ω1D; sia i : A → D l’inclusione, allora dzi(v) =
di(v)(zi) = 0, ma quindi di(v) = 0, dunque v = 0.
ϕ e` surgettiva. Sia f ∈ HomOA(O1g(A),OA) e sia ai = f(dzi). Allora, ai
e` olomorfa su A e possiamo estenderla ad un intorno di x in D. Sia
v =
∑
i
ai
∂
∂zi
v e` un campo di vettori suD, tangente ad A. Quindi v = di(t) per t ∈ S(A)x;
chiaramente f = ϕt.

Da tale risultato, viene spontanea la seguente definizione.
Definizione 1.7 Il fascio
H1(A) = HomOA(S(A),OA)
e` detto fascio delle 1−forme olomorfe su A “di tipo h”.
Ora, HomA(F ,G), con F , G fasci di A−moduli coerenti, e` coerente. Dun-
que S(A) e` coerente, per la coerenza di G1(A), e di conseguenza e` coerente
anche H1(A).
Osservazione : E’ noto che l’omomorfismo canonico
H1(A)x → HomOA,x(S(A)x,OA,x)
e` bigettivo.
Inoltre, grazie ai risultati della sezione precedente, sappiamo che sulla
parte regolare, S(A) coincide col tangente e dunque S(A) coincide con il
fascio dei germi dei campi di vettori olomorfi su T (Areg); quindi H
1(Areg) =
Ω1Areg .
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Sempre per i risultati precedenti, possiamo definire il fascio H1(X) per
un generico spazio analitico complesso.
L’estensione a forme di grado p e` ottenuta ponendo
Hp(X) = HomOX
(
p∧
S(X),OX
)
Tale fascio e` ancora coerente e coincide con l’usuale sulla parte regolare;
inoltre si ha ancora l’isomorfismo tra Hp(X)x e HomOX,x(
∧p
S(X)x,OX,x);
l’operatore di bordo d puo` essere definito come si fa usualmente, con la
formula esplicita, per ω ∈ Hp(X)
dω(ξ0, . . . , ξp) =
p∑
i=0
(−1)iξi(ω(ξ0 ∧ · · · ∧ ξ̂i ∧ · · · ∧ ξp))+
+
∑
i<j
(−1)i+jω([ξi, ξj] ∧ ξ0 ∧ · · · ∧ ξ̂i ∧ · · · ∧ ξ̂j ∧ · · · ∧ ξp)
dove ξ0, . . . , ξp ∈ S(X). Le varie verifiche da effettuare sono formalmente
identiche a quelle del caso liscio.
Definizione 1.8 Sia i : Xreg → X l’inclusione canonica. Definiamo il
fascio delle 1−forme olomorfe su X “di tipo b” come
B1(X) = i0(Ω
1
Xreg)
ovvero come la zero immagine diretta del fascio delle forme olomorfe sulla
parte regolare.
Ovviamente, tale fascio e` coerente e la sua restrizione alla parte regolare
coincide con Ω1Xreg ; inoltre, le forme di grado p si definiscono semplicemente
come zero immagine del fascio delle p−forme olomorfe sulla parte regolare e
l’operatore di bordo viene anch’esso indotto tramite la mappa di inclusione.
1.4 Secondo Ferrari
Sia i : A → D l’inclusione e sia i∗U : Γ(U,ΩpD) → Γ(U ∩ A,ΩpAreg) la mappa
indotta, con U aperto di D.
1.4. SECONDO FERRARI 15
Definizione 1.9 Diciamo che una forma ω ∈ ΩpD si annulla su A se i∗U (ω)
e` nulla per ogni U aperto di D. Indichiamo inoltre con HpD il sottofascio
di ΩpD formato dai germi che si annullano su A. Chiamiamo inoltre fascio
delle p−forme olomorfe su A secondo Ferrari il quoziente
Fp(A) = ΩpD/H
p|A
Poiche` i fasci ΩpD e Ω
p
Areg
non dipendono dall’immersione e lo stesso vale
per la mappa tra le sezioni, anche il fascio ottenuto e` indipendente dall’im-
mersione e puo` essere definito su uno spazio analitico astratto. Inoltre, e`
immediato verificare che esso coincide, sulla parte regolare, con il fascio delle
forme olomorfe usualmente definito.
Per dimostrare la coerenza del fascio ora definito, introduciamo alcune
notazioni. Sia A0 = A, A1 = Asing, A
2 = A1sing e cos`ı via; sia inoltre H
p
1 il
sottofascio di ΩpD delle forme ω per cui ω|Amreg = 0 per ogni m ≥ 0, sia Hp2 il
sottofascio di ΩpD formato dalle forme ω tali che, per ogni varieta` regolare
complessa W e per ogni mappa olomorfa φ :W → D tale che φ(W ) ⊂ A, si
abbia φ∗(ω) = 0.
Lemma 1.7 Si ha Hp1 = H
p
2 = H
p.
Dim : Si ha Hp1 ⊂ Hp e Hp2 ⊂ Hp, quindi ci basta dimostrare l’inclusione
inversa. Fissiamo m ≥ 0. Sia (A˜, f) una risoluzione di Hironaka di A
(localmente esiste sempre, si veda [5]); Sia A˜m = f−1(Am) e sia g = f | eAm.
Allora, il seguente diagramma e` commutativo.
A˜
f // A
α
?
??
D
A˜m
j
OO
g
// Am
i
OO
β
??
E’ ovvio che ω ∈ Hp se e solo se (α ◦ f)∗(ω) si annulla su A˜. Quindi, se
ω|A = 0, anche (β ◦ g)∗(ω) = 0, ma allora β∗(ω) = 0, in quanto, per la
surgettivita` di g e per il teorema del rango, si ha che g∗ e` iniettiva. Quindi
ω|Am = 0.
Sia ora W una varieta` regolare e φ : W → D una mappa olomorfa
con immagine in A; allora esiste un intero m0 tale che φ(W ) ⊂ Am0 e
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φ(W ) ∩ Am0reg 6= ∅. Se ω ∈ Hp, allora φ∗(ω)|φ−1(Am0reg ) = φ∗(ω|Am0reg ) = 0. Ora,
φ−1(Am0reg) e` aperto e denso in W , dunque segue φ
∗(ω) = 0.

Da questo lemma viene immediatamente la seguente proposizione.
Proposizione 1.8 Siano X,Y spazi analitici e sia φ : X → Y una mappa
olomorfa; allora per ogni U aperto in Y posso costruire un omomorfismo
naturale φ∗U : Γ(U,F
p(Y ))→ Γ(U,Fp(X))
Da cio`, possiamo dimostrare la coerenza del fascio delle forme di tipo f.
Teorema 1.9 Il fascio Fp(X) e` coerente.
Dim : Ci basta dimostrare che Hp e` OD− coerente. Consideriamo il
diagramma:
A˜
f //
h=i◦f ?
??
??
??
? A
i

D
f e` propria e dunque lo e` anche h; per [17, Sezione 6, Hauptsatz I], h0(Ω
p
eA
) e`
coerente. Per la proposizione precedente, Hp e` il nucleo di un omomorfismo
analitico ψ : ΩpD → h0(ΩpeA) dato da ψ(ω) = h
∗(ω). E dunque Hp e` coerente,
in quanto nucleo di un omomorfismo analitico tra fasci coerenti.

1.5 Legami tra i fasci A, B, G, H, F
Presenteremo di seguito alcuni morfismi canonici tra i fasci detti e studie-
remo le condizioni in cui essi siano iniettivi, surgettivi, bigettivi. Il punto
d’arrivo sara` il seguente diagramma commutativo
Ap(X)
ε
$$J
JJ
JJ
JJ
JJ
ρ
zztt
tt
tt
tt
t
Gp(X)
σ //
α
$$J
JJ
JJ
JJ
JJ
Hp(X)
τ // Bp(X)
Fp(X)
β
::ttttttttt
di cui ora definiremo le frecce.
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Proposizione 1.10 Per ogni x ∈ X, per ogni p ≥ 1 si ha Kpx ⊆ Kpx.
Dim : Esiste un intorno U di x per cui abbiamo un biolomorfismo di U
con un insieme analitico A in un dominio D di CN che manda x in 0; basta
verificare l’affermazione nel caso immerso. Se ω0 ∈ Kp0, allora
ω0 =
m∑
µ=1
fµαµ +
l∑
λ=1
dgλ ∧ βλ fµ, gλ ∈ IA,0, αµ ∈ ΩpD,0, βλ ∈ Ωp−1D,0
se dunque consideriamo un intorno V di 0 in D e un rappresentante ω
di ω0 per cui valga la medesima scrittura con opportuni rappresentanti
dei germi coinvolti, vogliamo dimostrare che, per ogni z ∈ V ∩ A, scelti
(z, a1), . . . , (z, ap) in S(A)z , si ha ω(z)(a1, . . . , ap) = 0. Possiamo scrivere
ω = α+
l∑
λ=1
dgλ ∧ βλ
con α ∈ IAΩpD e dunque α(z) e` la forma nulla per ogni z ∈ V ∩ A. Ora
vediamo che
dgλ(z) =
N∑
k=1
∂gλ
∂zk
(z)dzk
e dunque (dgλ ∧ βλ)(z)(a1, . . . , ap) e` dato da
1
(p− 1)!
∑
σ
|σ| dgλ(z)(aσ(1)) · βλ(z)(aσ(2), . . . , aσ(p))
ma
dgλ(z)(ai) =
N∑
k=1
∂gλ
∂zk
(z)a
(k)
i = 0
per ogni i = 1, . . . , p, in quanto
(z, a) ∈ S(A)z ⇔
N∑
k=1
∂f
∂zk
(z)a(k) = 0 ∀ f ∈ IA
e dunque ω(z)(a1, . . . , ap) = 0. 
Dalla proposizione si ricava immediatamente l’esistenza, per ogni U ⊂ X
aperto, di un omomorfismo
ρU : A
p(U)→ Gp(U)
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surgettivo e dunque si ottiene un omomorfismo
ρ : Ap → Gp
anch’esso surgettivo.
Ora, sia ω ∈ Gp(X) e sia ω′ un suo rappresentante in un intorno W di x
in X; per ogni v1(z)∧. . .∧vp(z) ∈
∧p
S(X)|W , possiamo definire la funzione
olomorfa
ωW (v) : X → C
data da z 7→ ω′(z)(v1(z), . . . , vp(z)). In questo modo definiamo una mappa
ωW : H
0(W,
p∧
S(X))→ H0(W,OX)
La collezione delle mappe {ωW } per W aperto in U ⊂ X definisce un ele-
mento ω˜ ∈ H0(U,Hp(X)); la corrispondenza ω 7→ ω˜ induce un omomorfismo
di fasci
σ : Gp(X)→ Hp(X)
che non e`, in generale, ne´ iniettivo, ne´ surgettivo.
Sia invece ω ∈ H0(U,Hp(X)); allora ω|Ureg ∈ H0(Ureg,ΩpXreg) e cos`ı
possiamo definire un omomorfismo di fasci
τ : Hp(X)→ Bp(X)
Proposizione 1.11 τ e` iniettivo
Dim : Sia ωx ∈ Hp(X)x tale che τx(ωx) = 0. Allora per ogni U intorno
di x esiste V in U aperto contenente x tale che, detto ωV il rappresentante
di ωx su V , si abbia ωV |Vreg = 0 come elemento di H0(Vreg,ΩpXreg). Ma
sappiamo che ΩpXreg
∼= Hp(X)Xreg e dunque ωV |Vreg = 0 come elemento di
H0(Vreg,H
p(X)), ovvero
ωV (v1, . . . , vp) = 0 ∀ v1 ∧ . . . ∧ vp ∈
p∧
S(X)|Vreg
Ora, sia w1 ∧ . . . ∧ wp ∈
∧p
S(A)|V , allora consideriamo che
ωV (w1, . . . , wp)|Vreg = 0
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dunque ωV (w1, . . . , wp) e` una funzione olomorfa su V , nulla su Vreg, dunque
nulla su V . Ovvero ωV = 0 in H
0(V,Hp(X)). Quindi ω = 0 in Hp(X). .
Analogamente, se ω ∈ H0(U,A(X)), ω|Ureg ∈ H0(Ureg,ΩpXreg). Cos`ı
definiamo un omomorfismo
ǫ : Ap(X)→ Bp(X)
che in generale non e` ne´ iniettivo, ne´ surgettivo.
Proposizione 1.12 Si ha ǫ = τ ◦ σ ◦ ρ.
Dim : Le sezioni di Ap(X), Gp(X), Hp(X), Bp(X) su un aperto di Xreg
sono canonicamente isomorfe alle sezioni di ΩpXreg ; di conseguenza, le mappe
finora definite, in quanto canoniche, inducono sulle sezioni degli isomorfismi.
Dunque se ǫ(ω) = 0 con ω ∈ H0(U,Ap(X)), allora ω|Ureg = 0 e dunque
τ(σ(ρ(ω)))|Ureg = τ(σ(ρ(ω))|Ureg) = τ(σ(ρ(ω)|Ureg)) = τ(σ(ρ(ω|Ureg))) = 0
Del resto, se τ(σ(ρ(ω))) = 0, allora σ(ρ(ω)) = 0 per l’iniettivita` di τ ,
ρ(ω)|Ureg = 0 poiche` σ e` un isomorfismo sulle sezioni su aperti della parte
regolare e per lo stesso motivo ω|Ureg = 0, dunque ǫ(ω) = 0.
Essendo ǫ e τ ◦ σ ◦ ρ morfismi canonici, se hanno lo stesso nucleo coinci-
dono. 
Definizione 1.10 Sia X uno spazio complesso con fascio strutturale OX e
sia F un fascio analitico coerente su X. Il fascio
Tor(F) = ker(F canon−→ F∗∗)
si dice sottofascio di torsione di F (F∗∗ e` il biduale del fascio F , ovvero
F∗∗ = HomOX (HomOX (F ,OX ),OX)).
Poiche´ OX,x e` noetheriano e ridotto e poiche´ Fx e` un OX,x−modulo di
tipo finito, si ha
Tor(F)x = {f ∈ Fx| ∃λ ∈ OX,x non zerodivisore e t.c. λf = 0}
Ovviamente, anche Tor(F) e` coerente.
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Lemma 1.13 Sia F un fascio analitico coerente privo di torsione sullo spa-
zio analitico complesso X. Allora F e` localmente isomorfo ad un sottofascio
di OnX .
Dim : Sia x ∈ X; per la coerenza di F∗, il modulo F∗x e` di tipo finito.
Dunque si ha una successione esatta
OnX,x → F∗x → 0
Sempre per la coerenza, otteniamo un intorno di U su cui e` esatta la
successione
OnX → F∗ → 0
e passando al duale
0→ F∗∗ → (OnX)∗
Ora, poiche´ F e` privo di torsione, F e` un sottofascio di F∗∗ e dunque di
(OnX)∗ ∼= OnX . 
Lemma 1.14 Siano X, OX come sopra. Se F e` un sottofascio non nullo
di OpX , allora non puo` essere concentrato su un sottoinsieme analitico Y di
codimensione ≥ 1.
Dim : Poiche´ F e` un sottofascio di OpX , le sezioni di F su un aperto U di
X sono anche sezioni di OpX , ma queste ultime non possono avere supporto
contenuto in un sottoinsieme analitico di codimensione ≥ 1 a meno di non
essere nulle. .
Lemma 1.15 Un fascio F analitico coerente concentrato su un sottoinsie-
me analitico di codimensione ≥ 1 e` un fascio di torsione.
Dim : Il fascio F/Tor(F) rientra nelle ipotesi del lemma 1.14 grazie al
lemma 1.13 e dunque e` nullo; conseguentemente, F = Tor(F). 
Lemma 1.16 Il fascio Fp(X) e` privo di torsione.
Dim : Basta dimostrarlo per un sottoinsieme analitico A di un dominio D
di Cn; sia x ∈ A. Se A e` irriducibile in x, sia ω ∈ ΩpD,x e sia λ ∈ OD,x tali
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che esista un intorno U di x per cui i∗U (λω) = 0. Allora [λ]i
∗
U (ω) = 0 con
[λ] ∈ OA,x e dunque λ ∈ IA o i∗U (ω) = 0: in ΩpAreg una forma e` nulla se e solo
se lo sono i suoi coefficienti in una qualunque scrittura in coordinate come
elementi di OA, in cui vale l’annullamento del prodotto, in quanto l’ideale
di una varieta` irriducibile e` primo.
Se invece X non e` irriducibile in x, nel caso in cui i∗U (ω) non sia la forma
nulla, dovra` esserci una componente irriducibile X1 in x su cui i
∗
U (ω) e` di-
versa da zero; ma allora su di essa [λ]i∗U (ω) = 0 implica che [λ] e` zerodivisore
in OA,x, con gli stessi argomenti di prima. 
Lemma 1.17 Si ha Kpx ⊆ Kpx ⊆ Hpx.
Dim : La prima inclusione e` gia` stata dimostrata nella proposizione 1.10.
Per dimostrare la seconda, basta notare che una forma che si annulla sui
tangenti S(A)x in un intorno U di x0 per x ∈ U∩A, si annulla evidentemente
su S(X)x con x ∈ U ∩Areg, ovvero i∗U (ω) = 0, ovvero ω ∈ Hpx. 
Dunque esistono morfismi surgettivi π : Ap(X)→ Fp(X) e α : Gp(X)→
Fp(X).
Proposizione 1.18 Per ogni p ≥ 0 vale
Fp(X) = Ap(X)/Tor(Ap(X)) = Gp(X)/Tor(Gp(X))
Dim : Dimostreremo la prima uguaglianza, ma il procedimento e` identico
nel caso della seconda.
Consideriamo la successione esatta
0→ ker π → Ap(X) π→ Fp(X)→ 0
kerπ e` un sottofascio di Ap(X) coerente e concentrato su Xsing (infatti su
Xreg i fasci coincidono e π e` un isomorfismo). Per il lemma 1.15, kerπ e` un
fascio di torsione e dunque ker π ⊆ Tor(Ap(X). Del resto, per il lemma 1.16
il fascio Fp(X) e` privo di torsione e dunque Tor(Ap(X) ⊆ ker π. .
In particolare, osservando che Fp(X) e` nullo se p > dimC X, otteniamo
che Ap(X) = τ(Ap(X)) e Gp(X) = τ(Gp(X)) per tali indici p.
Lemma 1.19 Si ha Tor(Ap(X)) ⊆ ker ǫ.
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Dim : Sia ωx ∈ Ap(X)x per cui esiste un λx ∈ OX,x tale che λxωx = 0;
allora esistono un intorno U e dei rappresentanti λ, ω per cui λω = 0 su
U , quindi (λω)|Ureg = 0. Ora, su Ureg possiamo fissare coordinate locali
z1, . . . , zn di modo che
ω|Ureg =
∑
|I|=p
αIdzI
e se X e` irriducibile in x, possiamo supporre che lo sia anche per ogni x′ ∈ U ,
a meno di restringere l’intorno, quindi
(λω)|Ureg =
∑
|I|=p
λ|UregαIdzI = 0
se e solo se λαI = 0, ovvero se e solo se λ|Ureg = 0 o ω|Ureg = 0.
Se X e` riducibile in x, si analizzano le singole componenti irriducibili,
arrivando a concludere che o ω|Ureg = 0 o λ|Ureg e` uno zerodivisore.
Ma se ωx ∈ Tor(Ap(X)), allora esiste λx non zerodivisore tale che λxωx =
0; dunque, per quanto detto, per ogni intorno V di x si trova un intorno U
di x in V tale che su di esso ω|Ureg = 0 e dunque ǫx(ωx) = 0. 
Grazie al lemma ora dimostrato, possiamo definire la mappa
β : Fp(X)→ Bp(X)
per passaggio al quoziente della mappa ǫ ed otteniamo il diagramma com-
mutativo presentato all’inizio della sezione.
Vediamo ora quando i morfismi trovati sono isomorfismi, trattando per
primo il caso delle 1−forme.
Teorema 1.20 Sia X uno spazio analitico complesso intersezione completa
nel punto x ∈ X. Se codimxXsing ≥ 2, allora ǫx : A1(X)x → B1(X)x e`
iniettiva; se inoltre codimxXsing ≥ 3, allora ǫx e` un isomorfismo.
Dim : Possiamo ridurci al caso in cui X sia un insieme analitico di dimen-
sione k in un dominio D di Cn, con fascio di ideali I, generato in ogni punto
dalle funzioni f1, . . . , fn−k ∈ OD, di modo che codimXsing ≥ 2 (rispettiva-
mente 3) in ogni punto di X. Troviamo innanzitutto una limitazione sulla
dimensione omologica di Â1(X), ovvero l’estensione di A1(X) a tutto D
(banale fuori da X). Indicheremo con O il fascio OD.
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Sia x ∈ Xsing e sia
0→ Oqdx
φ(d)−→ Oqd−1x → · · · φ
(1)
−→ Oq0x
φ(0)−→ Ix → 0
una risoluzione dell’ideale Ix di lunghezza minima.
Siano φ
(i)
1 , . . . , φ
(i)
qi−1 le componenti di φ
(i); sia
hν0 = φ
(0)(0, . . . , 0, 1, 0, . . . , 0)
per 1 ≤ ν0 ≤ q0 dove solo il ν0−esimo posto e` non nullo (e pari a 1). Per un
elemento η ∈ K1x vale
η =
n−k∑
µ=1
gµdfµ +
q0∑
ν0=1
hν0αν0 gµ ∈ Ox, αν0 =
n∑
λ=1
αν0λdzλ, αν0λ ∈ Ox
Sia p0 = (n− k) + nq0 e si definisca la mappa Φ(0);Op0x → K1x con
(gµ, αν0λ) 7→
n−k∑
µ=1
gµdfµ +
q0∑
ν0=1
hν0
(
n∑
λ=1
αν0λdzλ
)
Φ(0) e` surgettiva. Vediamo come e` fatto il suo nucleo: se Φ(0)(gµ, αν0λ) = 0,
allora su X si ha
n−k∑
µ=1
gµdfµ = 0
e poiche´ le dfµ sono linearmente indipendenti nei punti regolari di X si ha
che gµ ∈ Ix. Dunque
gµ =
q0∑
ν0=1
A(1)µν0hν0 A
(1)
µν0 ∈ Ox
Ora
n∑
λ=1
n−k∑
µ=1
q0∑
ν0=1
A(1)µν0hν0
∂fµ
∂zλ
+
q0∑
ν0=1
hν0aν0λ
dzλ = 0
e` equivalente a richiedere che
q0∑
ν0=1
hν0
n−k∑
µ=1
A(1)µν0
∂fµ
∂zλ
+ aν0λ
 = 0 1 ≤ λ ≤ n
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ovvero, ricordando la definizione di hν0 , che
a1λ
a2λ
·
·
·
aq0λ

+
n−k∑
µ=1
∂fµ
∂zλ

A
(1)
µ1
A
(1)
µ2
·
·
·
A
(1)
µq0

= φ(1)(B
(1)
λ1 , . . . , B
(1)
λq1
)
con (B
(1)
λ1 , . . . , B
(1)
λq1
) ∈ Oq1x , 1 ≤ λ ≤ n. Sia p1 = (n − k)q0 + nq1. Dunque
possiamo definire la mappa Φ(1) : Op1x → ker Φ(0) come
(A(1)µν0 , B
(1)
λν1
) 7→
φ(0)(A(1)µ1 , . . . , A(1)µq0 ,− n−k∑
µ=1
∂fµ
∂zλ
A(1)µν0 + φ
(1)
ν0 (B
(1)
λ,1, . . . , B
(1)
λq1
)

Tale omomorfismo e` surgettivo. Cerchiamo ora di studiare il nucleo di Φ(1).
Se Φ(1)(A
(1)
µν0 , B
(1)
λν1
) = 0, si ha che φ(0)(A
(1)
µ1 , . . . , A
(1)
µq0) = 0 e dunque
(A
(1)
µ1 , . . . , A
(1)
µq0) = φ
(1)(A
(2)
µ1 , . . . , A
(2)
µq1)
Inoltre vale
φ(1)(B
(1)
λ1 , . . . , B
(1)
λq1
) =
n−k∑
µ=1
∂fµ
∂zλ
φ(1)(A
(2)
µ1 , . . . , A
(2)
µq1)
ovvero
(B
(1)
λ1 , . . . , B
(1)
λq1
) =
n−k∑
µ=1
∂fµ
∂zλ
(A
(2)
µ1 , . . . , A
(2)
µq1) + φ
(2)(B
(2)
λ1 , . . . , B
(2)
λq2
)
Posto p2 = (n− k)q1 + nq2, possiamo definire un omomorfismo surgettivo
Φ(2) : Op2x → ker Φ(1)
e in generale possiamo definire
Φ(i) : Opix → ker Φ(i−1) ⊂ Opi−1x
con pi = (n− k)qi + nqi−1, mandando (A(i)µνi−1 , B(i)λνi) inφ(i−1)νi−2 (A(i)µ1, . . . , A(i)µqi−1), (−1)i n−k∑
µ=1
∂fµ
∂zλ
A(i)µνi−1 + φ
(i)
νi−1(B
(i)
λ1 , . . . , B
(i)
λqi
)

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Questo per 2 ≤ i ≤ d. Se ora Φ(d)(A(d)µνd−1 , B(d)λνd) = 0, si ha
φ(d−1)(A
(d)
µ1 , . . . , A
(d)
µqd−1
) = 0
e dunque
(A
(d)
µ1 , . . . , A
(d)
µνd−1
) = φ(d)(A
(d+1)
µ1 , . . . , A
(d+1)
µqd
)
e
φ(d)(B
(d)
λ1 , . . . , B
(d)
λqd
) = (−1)d+1
n−k∑
µ=1
∂fµ
∂zλ
φ(d)(A
(d+1)
µ1 , . . . , A
(d+1)
µqd
)
e per l’iniettivita` di φ(d) possiamo definire l’isomorfismo Φ(d+1) : Opd+1x →
kerΦ(d) con pd+1 = nqd come
(A(d+1)µνd ) 7→
φ(d)νd−1(A(d+1)µ1 , . . . , A(d+1)µqd ), (−1)d+1 n−k∑
µ=1
∂fµ
∂zλ
A(d+1)µνd

In tal modo otteniamo la succesione esatta
0→ Opd+1x Φ
(d+1)−→ Opdx → · · · Φ
(1)−→ Op0x Φ
(0)−→ K1x → 0
che puo` essere estesa a
0→ Opd+1x Φ
(d+1)−→ Opdx → · · · Φ
(1)−→ Op0x Φ
(0)−→ Ω1D,x → Ω1D,x/K1x → 0
Dunque la dimensione omologica di (Â1(X))x = (Ω
1
D/K
1)x e` minore o uguale
a d+ 2, se hdxI = d.
Si ha che hdxÔ(X) = n − k ([33], [36]); inoltre, se π e` la proiezione di
OD su OD/I = Ô(X), vale
d = hdxI = hdx kerπ = hdxÔ(X) − 1 = n− k − 1
Dunque abbiamo hdxÂ
1(X) ≤ n− k + 1. Quindi
codhxA
1(X) = n− hdxÂ1(X) ≥ k − 1
Tale disuguaglianza si estende a tutti i punti x′ della parte singolare e, del
resto, vale anche k ≥ dimx′ Xsing + 2 da cui
codhx′A
1(X) ≥ k − 1 ≥ dimx′ Xsing + 1
Utilizziamo ora il seguente risultato ([34, Satz 1*] e successivo corollario)
26 CAPITOLO 1. FORME DIFFERENZIALI OLOMORFE
Proposizione 1.21 Sia D un dominio di Cn e sia A un sottoinsieme ana-
litico di D. Sia F un fascio analitico coerente su G. Allora, se in ogni punto
x ∈ A vale Fx = 0 o p ≤ codimxA− 1 − hdxF , si ha che la mappa indotta
dalla restrizione
Hp(D,F)→ Hp(D \ A,F)
e` iniettiva. Se poi p ≤ codimxA− 2− hdxF , tale mappa e` bigettiva.
con p = 0, applicato . Otteniamo allora che le mappe ǫU , con U intorno di
x, sono iniettive (rispettivamente, bigettive) e dunque ǫx lo e`. 
Proposizione 1.22 Sia X uno spazio analitico complesso intersezione com-
pleta nel punto x ∈ X. Se codimxXsing ≥ p+ 1 allora
Ap(X)x ∼= Gp(X)x ∼= Fp(X)x
e se codimxXsing ≥ p+ 2, allora
Ap(X)x ∼= Gp(X)x ∼= Fp(X)x ∼= Bp(X)x
Dim : Sia h : Ap(X) → Ap(X)∗∗ l’omomorfismo canonico; definiamo inol-
tre π : Ap(X)∗∗ → Bp(X) nel modo seguente: per ogni aperto U ⊂ X
e per ogni ω ∈ H0(U,Ap(X)∗∗) sia ω′ la restrizione di ω a Ureg, allora
ω′ ∈ H0(Ureg,Ap(X)∗∗) = H0(Ureg,Ap(X)) e si pone π(ω) = i0(ω′) con
i0 : Ureg → U l’inclusione. Risulta ǫ = π ◦ h.
Se p = 1 la tesi e` conseguenza del teorema precedente e della commuta-
tivita` del diagramma
Ap(X)
ǫ //

Bp(X)

Gp(X) // Fp(X)
Supponiamo ora che ǫ sia iniettivo per p ≤ p0 − 1 per un certo p0 > 1.
Dunque anche h e` iniettivo e dunque Ap(X) e` senza torsione per p < p0.
Poiche´ Ai(X) =
∧i
A1(X), si ha codhAp0(X)x ≥ dimxX − p0.
Pertanto codhAp0(X) ≥ dimxXsing + 1 (o +2). La tesi segue dunque
dalla proposizione 1.21. .
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1.6 Esempi
Presentiamo di seguito alcuni esempi dei fasci di forme finora descritti. Nel
primo li calcoleremo esplicitamente per quanto possibile, esplicitando an-
che alcuni degli omomorfismi della sezione 1.5, nei successivi concentreremo
l’attenzione su alcuni casi in cui vengono meno le ipotesi del teorema 1.20.
1.6.1 La curva z2 = w3
Sia A = {(z,w) ∈ C2|z2 − w3 = 0}; ovviamente Asing = {(0, 0)} e Areg
e` una curva, ovvero ha dimensione 1 su C, inoltre, altrettanto ovviamente
embdimCA(0,0) = 2.
Vogliamo determinare i fasci sopra descritti nel caso dell’insieme analitico
A, a cui diamo una struttura di spazio complesso associandogli il fascio
strutturale OA = OC2/IA, con IA = (z2 − w3).
Forme di tipo a Osserviamo che
K
1 = {(z2 − w3)φ+ h(2zdz − 3w2dw)| h ∈ OC2 , φ ∈ Ω1C2}
ovvero
A1(A) = (OAdz ⊕OAdw)/(2zdz − 3w2dw)
Forme di tipo g Studiamo innanzitutto il tangente singolare S(A). Se
(a1, a2, z, w) ∈ S(A), allora si deve avere
z2 − w3 = 0 2a1z − 3a2w2 = 0
Dunque (z,w) ∈ A e (a1, a2) = λ(3w2, 2z), se (z,w) 6= (0, 0); se invece
z = w = 0, la seconda condizione diventa banale e dunque ogni coppia
(a1, a2) la soddisfa. In definitiva, le fibre di S(A), come sottospazi delle
corrispondenti fibre di T (C2), sono descritte da
S(A)(z,w) =
{
SpanC{(3w2, 2z)} (z,w) 6= (0, 0)
T (C2)(0,0) (z,w) = (0, 0)
Osserviamo che anche il vettore (3z, 2w, z,w) sta in S(A), in quanto
(3z)(2z) − (2w)(3w2) = 6(z2 − w3)
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che e` nullo su A; ovviamente, se U e` un aperto relativamente compatto in
Areg, su U questi due campi di vettori sono uno multiplo dell’altro, infatti
3z
∂
∂z
+ 2w
∂
∂w
=
w
z
(
3w2
∂
∂z
+ 2z
∂
∂w
)
e la funzione di OA
g(z,w) =
w
z
=
z
w2
e` olomorfa e invertibile su U .
Se invece (0, 0) ∈ U , si ha comunque che
z
(
3z
∂
∂z
+ 2w
∂
∂w
)
= w
(
3w2
∂
∂z
+ 2z
∂
∂w
)
ma solo uno dei due e` multiplo dell’altro, perche` z/w e` olomorfa su U ma
non invertibile.
Ora, ω(z,w) ∈ K1(z,w) se esistono un intorno V di (z,w) e un rappre-
sentante ωV di ω(z,w) su V tali che ωV si annulla sulla restrizione di S(A)
a V ; consideriamo ora (z0, w0) ∈ A, allora se ω(z0,w0) ∈ K
1
(z,w), si avra`
che ω(3w2∂z + 2z∂w) = 0 su un intorno V di (z0, w0) in A e dunque
ω(3w3∂z + 2z∂w) ∈ (IA)(z,w). Ora, ω ∈ Ω1W , con W aperto di C2 su
cui esiste un rappresentante di ω(z0,w0) e tale che W ∩ A = V , e dunque
ω = αzdz + αwdw con αz, αw ∈ OW . Dunque abbiamo la condizione
3w2αz + 2zαw ∈ IA
ovvero
3w2αz + 2zαw = h(z
2 − w3) h ∈ OloW
su tutto W . Supponiamo che αz, αw non stiano gia` in IA. Allora questo
implica
w2(3αz + wh) = z(zh− 2αw)
che porta a w2|(zh − 2αw) e z|(3αz +wh), ovvero
αw =
zh
2
− w2kz αz = zkw − wh
3
per kz , kw ∈ OW . Si ha
3w2αz + 2zαw = −w3h+ 3w2zkw + z2h− 2w2zkz
= h(z2 − w3) + w2z(3kz − 2kw)
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il che implica 3kz − 2kw = 0, ovvero kz = 2u, kw = 3u. In conclusione, per
appartenere a K, ω deve essere della forma
ω =
(
2zu(z,w) − wh(z,w)
3
)
dz +
(
zh(z,w)
2
− 3w2u(z,w)
)
dw
= u(z,w)(2zdz − 3w2dw) + h(z,w)
6
(3zdw − 2wdz)
= u(z,w)φA +
h(z,w)
6
η
oppure della forma
ω = (z2 − w3)ω′ ω′ ∈ Ω1W
Osserviamo che, se W non contiene (0, 0), le due forme φA ed η sono una
multipla dell’altra su W in Ω1W , in quanto w/z e z/w sono olomorfe e non
nulle, quindi invertibili; cio` e` falso se (0, 0) ∈ V , in tal caso φA e` multipla di
η, ma non viceversa.
Dunque
K
1
x = {u(z,w)φA + h(z,w)η + (z2 − w3)ω′ | u, h ∈ O(C2)x, ω′ ∈ Ω1C2,x}
il che permette di verificare per questo caso che K1x ⊆ K1x; inoltre la dipen-
denza lineare delle due forme φA e η fuori da Asing fa s`ı che K
1
x = K
1
x se
x ∈ Areg.
In (0, 0), ovvero in Asing, quest’uguaglianza manca, infatti K0 e` generato
dal germe di φA, mentre K0 e` generato dal germe di η, tra i cui multipli c’e` il
germe di φA, ma non viceversa; del resto, la codimensione delle singolarita` in
questo caso e` 1, quindi non rientra nelle ipotesi del teorema 1.20 , nemmeno
per quanto riguarda l’iniettivita` di ǫx.
Forme di tipo h Dobbiamo calcolare innanzitutto il fascio S(A)x. Per
farlo, sia (z,w) 7→ (z,w, α1(z,w), α2(z,w)) un campo di vettori olomorfo,
definito in un intorno di x; tale campo di vettori sta in S(A)x se e solo se
(z,w, α1(z,w), α2(z,w)) ∈ S(A)(z,w) ∀ (z,w) ∈ V
con V intorno di x in A. Dunque si deve avere
α1
∂f
∂z
+ α2
∂f
∂w
= 0
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ovvero
2α1z − 3α2w2 ∈ IA
in un intorno W ⊂ C2 di x tale che V =W ∩A.
Ripetendo il procedimento svolto sopra, otteniamo che si deve avere
α1∂z + α2∂w = u(z,w)(3w
2∂z + 2z∂z) + h(z,w)(3z∂z + 2w∂w) + (z
2 −w3)v
con u, h ∈ OW e v ∈ S(W ). Il terzo addendo rappresenta campi vettoriali
identicamente nulli su A, che quindi possono essere trascurati; gli altri due
sono dati dai campi di vettori 3w2∂z + 2z∂w e 3z∂z + 2w∂w che, come gia`
osservato, generano lo stesso spazio al di fuori dell’origine. Dunque S(A)x ∼=
OA,x ∼= OC se x 6= (0, 0); se invece x = (0, 0), si ha
S(A)(0,0) = OA∂s
dove ∂s = 3z∂z + 2w∂w e ∂t = 3w
2∂z + 2z∂w = (−z/w)∂s.
Ora, H1(A) = HomOA(S(A),OA); fuori da Asing, S(A) e` un OA-modulo
libero di rango 1, dunque e` isomorfo1 a A1(A); se invece ci mettiamo in
(0, 0), possiamo considerare, per ogni ω ∈ H1(A), il suo sollevamento ω˜ :
OA∂s ⊕ OA∂t → OA, che sara` tale che ω˜(z∂s + w∂t) ∈ IA. Dunque, se
ω˜(∂s) = f1 e ω˜(∂t) = f2, con fi ∈ OA, considerando dei rappresentanti
gi ∈ OW in un intorno W di (0, 0) in C2, otterremo che deve essere
zg1 − wg2 = k(z,w)(z2 − w3)
Procedendo come prima si ottiene che
ω˜ = b(z,w)(wds + zdt) + c(z,w)(w2ds+ zdt)
con b, c ∈ OA (abbiamo escluso che entrambi i coefficienti gi siano in IA
poiche´ stiamo lavorando con OA−moduli).
Dunque, possiamo identificare H1(A)(0,0) con l’insieme delle forme ω˜ ora
descritte.
La mappa che associa ad ogni forma di tipo g ω ∈ G1(A) l’applicazione
(αs∂s+αt∂t) 7→ ω(z,w, αz(z,w)3z+αw(z,w)3w2 , αz(z,w)2w+αw(z,w)2z∂w)
1Tale situazione e` analoga a quanto succede per il duale di un sottospazio vettoriale V1
di uno spazio euclideo V2 che e` isomorfo all’ortogonale dell’annullatore di V1.
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induce una forma di tipo h, in modo iniettivo; infatti se una forma ω viene
mandata in 0, si deve avere
ω(z,w, 3z, 2w) ∈ IA
ω(z,w, 3w2, 2z) ∈ IA
che, risolte, danno (escludendo in partenza la forma con coefficienti in IA)
ω = g(z,w)(2zdz − 3w2dw)− h(z,w)(2wdz − 3zdw)
e dunque ω = 0 in G1(A).
Forme di tipo b Tale fascio e` definito come 0−immagine diretta del fascio
Ω1(Areg) tramite l’inclusione di Areg in A; dunque, se U e` un aperto di A,
si ha
B1(U) = Ω1(U ∩Areg)
Dunque, nei punti regolari, B1 e Ω1 coincidono. Consideriamo un intorno U
di (0, 0); allora Ω1Areg(U ∩Areg) e` composto dalle forme a coefficienti regolari
su tutto U unite a quelle che hanno una singolarita` in (0, 0). Due forme
inducono lo stesso germe in (0, 0) se coincidono su un intorno puntato di
(0, 0) in A, dunque se inducono germi nulli in un intorno, dunque se i germi
in un intorno puntato di (0, 0) sono come gia` descritto; questo significa che
le relazioni tra germi di forme nell’origine vengo determinate dalle relazioni
che troviamo tra i loro germi in punti regolari vicini all’origine, ovvero, in
certo modo, l’origine viene ignorata: in questo fascio, le forme φA ed η sono
una multipla dell’altra anche come germi in (0, 0), in quanto lo sono in ogni
punto vicino.
Dalla discussione del paragrafo precedente, segue che ogni campo di vet-
tori olomorfo su A e` nullo su Asing, dunque una sezione di S(A) su un
intorno puntato di (0, 0) si estende nell’origine; quindi tutte le forme otte-
nute come duale di S(A) possono essere portate in B1(A) in modo iniettivo
(due forme che hanno rappresentanti identici su un intorno puntato di (0, 0),
coincidono come omomorfismi dai campi di vettori in OA su tale intorno,
ma per le proprieta` dei campi di vettori olomorfi tale uguaglianza si estende
nell’origine).
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Forme di tipo f Osserviamo che la stratificazione di A in varieta` liscie
comprende solo Areg e Asing che, in quanto punto isolato, e` regolare; dunque
possiamo considerare l’ideale delle forme ω tali che
ω|Areg ≡ 0 ω|Asing ≡ 0
nel senso definito nel paragrafo sulle forme di Ferrari. La seconda condizione
e` vuota, in quanto Ω1({pt}) e` nullo; quindi la condizione significativa e` la
prima. Sappiamo, dai conti precedentemente svolti, che questo implica, su
Areg, che ω sia multipla di z
2 − w3 oppure di φA, in quanto tale forma
coincide con un multiplo di η sulla parte regolare.
Possiamo vedere dunque F1(A) come il sottofascio di B1(A) delle forme
che non hanno singolarita` in (0, 0).
Confronto tra i fasci Dalla discussione fatta finora, possiamo ben vedere
che le mappe σ e τ sono iniettive, mentre ρ non lo e` (e di conseguenza non
lo e` nemmeno ǫ), in quanto K1(0,0) ( K
1
(0,0).
In particolare, la forma 3zdz − 2wdw e` nulla in G, H, B (in quanto e`
nulla se valutata sul tangente della parte regolare) ma non in A, in quanto
non sta in K, poiche` (z,w) 7→ w/z non e` olomorfa in un intorno dell’origine
e dunque su A non e` possibile scrivere
2wdz − 3zdw = a(z,w)(2zdz − 3w2dw)
con a(z,w) ∈ OA.
Inoltre, Tor(A1(A)) coincide con ker ǫ, come si verifica facilmente, quindi
come gia` detto F1(A) ⊆ B1(A); possiamo osservare che questa inclusione e`
stretta: dz/z ∈ B1(A), ma non appartiene a F1(A), in quanto la spiga in
(0, 0) e` un quoziente di Ω1
C2,(0,0), che non contiene forme i cui coefficienti
scoppiano in (0, 0).
1.6.2 Spazio che non e´ intersezione completa
Consideriamo le funzioni olomorfe
f1(z1, z2, z3, z4) = z
2
3 − z2z4 f(z1, z2, z3, z4) = z24 − z1z3
f(z1, z2, z3, z4) = z1z2 − z3z4
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e sia A = {z ∈ C4|f1(z) = f2(z) = f3(z) = 0}. Si puo` dimostrare che
lo spazio analitico A ha dimensione 2 nella sua parte regolare, ovvero fuo-
ri dall’origine che e` l’unico punto singolare; inoltre, A non e` intersezione
completa.
La descrizione del fascio A1(A) e` esattamente identica a quella svolta
nell’esempio precedente.
Consideriamo ora i campi di vettori olomorfi su C4
v1 = −2z1∂z1 + z2∂z2 − z4∂z4
v2 = 3z4∂z1 + z2∂z3 + 2z3∂z4
v3 = −3z3∂z2 − 2z4∂z3 − z1∂z4
La loro restrizione ad A definisce sezioni globali di S(A) che generano S(A)x
in ogni punto x ∈ Areg: A contiene le due rette complesse generate dai
multipli dei vettori (1, 0, 0, 0) e (0, 1, 0, 0), sulle quali v2 e v3 si annullano
rispettivamente; del resto, considerando la matrice formata dai tre vettori,
si nota che i due minori 2× 2∣∣∣∣∣ −2z1 z23z4 0
∣∣∣∣∣ = −3z2z4
∣∣∣∣∣ −2z1 z20 −3z3
∣∣∣∣∣ = 6z1z3
si annullano contemporaneamente solo se z1 = z2 = z3 = z4 = 0; quindi,
fuori dall’origine, posso sempre scegliere due tra questi tre vettori che siano
linearmente indipendenti.
Si noti che quanto detto e` sufficiente ad affermare che i tre vettori esibiti
generano S(A)x, ma non che generano globalmente S(A)|Areg , in quanto non
sappiamo se i coefficienti da applicare ad essi per descrivere un campo di
vettori olomorfo variano in maniera olomorfa o meno.
Non procederemo al calcolo esplicito del fascio K, ma ci limiteremo a
mostrare che, anche in questo caso, l’inclusione K ⊂ K e` stretta e dunque la
mappa ρ non e` iniettiva.
Consideriamo la forma
ω = z2dz1 + 2z1dz2 − 3z4dz3
Per calcolo diretto si verifica che ω(vi) = 0 per i = 1, 2, 3 su Areg ed e` nulla
nell’origine, dunque ω ∈ K; del resto, se ω0 ∈ K0, deve esistere un intorno U
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dell’origine in C4 su cui
ω =
3∑
i=1
gidfi +
3∑
j=1
fjφj
con gi ∈ H0(U,OC4) e φj ∈ H0(U,Ω1C4). Su A ∩ U allora si deve avere
z2 = −z3g2 + z2g3
2z1 = −z4g1 + z1g3
−3z4 = 2z3g1 − z1g2 − z4g3
0 = −z2g1 + 2z4g2 − z3g3
Dalla prima equazione si trova g3(0, z2, 0, 0) = 1, dalla seconda si ricava
g3(z1, 0, 0, 0) = 2, che e` ovviamente un assurdo. Dunque ω0 6∈ K0. Se nell’e-
sempio precedente il motivo della mancata iniettivita` di ρ era da ricercarsi
nella codimensione troppo bassa delle singolarita`, in questo caso e` la man-
canza di intersezione completa che, obbligando ad usare come generatori
dell’ideale le tre funzioni f1, f2, f3 i cui differenziali non sono indipendenti,
provoca un aumento della lunghezza della risoluzione del fascio A1.
1.6.3 La superficie z2 = xy
Sia A = {(x, y, z) ∈ C3|z2 − xy = 0}; A e` una ipersuperficie analitica di C3
la cui parte regolare e` una varieta` di dimensione 2 e il cui insieme singolare e`
costituito dalla sola origine. Come osservato sopra, la descrizione del fascio
A1(A) e` in tutto simile a quella fatta nel primo esempio.
Consideriamo ora i quattro campi vettoriali olomorfi
v1 = 2x∂x +z∂z
v2 = 2y∂y+z∂z
v3 = 2z∂x +y∂z
v4 = 2z∂y+x∂z
Affermiamo che essi generano S(A)0. Infatti, sia v = a∂x + b∂y + c∂z un
generico campo di vettori in C3 che induce il germe v ∈ S(A)0; allora
−ya− xb+ 2zc = h(z2 − xy)
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per una qualche h ∈ OC3 . Da questo si ricava che ya ∈ (x, z) e xb ∈ (y, z),
ovvero (poiche´ questi ideali sono primi) a = a1y + a2z e b = b1x + b2z; si
ponga ora
w = a1v1 + a2v3 + b1v2 + b2v4
Si ha che 2v − w = d∂z , ma del resto 2v − w ∈ S(A)0 e dunque 2zd ∈
IA,ovvero 2v − w = 0.
Dunque, in particolare, essi generano S(A)x in un intorno dell’origine.
Se imponiamo che la forma αdx + βdy + γdz si annulli su questi quattro
campi vettoriali per (x, y, z) ∈ A, otteniamo da ω(v1), ω(v2) ∈ IA che
α ∈ (y, z) β ∈ (x, z) γ ∈ (x, z) ∩ (y, z)
Ora, (x, z) ∩ (y, z) = (z, xy) e dunque possiamo scrivere
α = a1y + a2z β = b1x+ b2z γ = c1z + c2xy
Sostituendo ancora nelle condizioni ω(v1), ω(v2) ∈ IA, otteniamo che
ω = a(yzdx+ xzdy − 2xydz) + h(ydx+ xdy − 2zdz)
con a, h ∈ OC3 ; inoltre e` immediato verificare che tale forma si annulla anche
su v3, v4 per (x, y, z) ∈ A.
Notiamo che, fuori dall’origine, le due forme
yzdx+ xzdy − .2xydz ydx+ xdy − 2zdz
sono multiple l’una dell’altra in Ω1
C3
/IA, in quanto la funzione z/xy e` olo-
morfa e non nulla su Areg; ovviamente, cio` non vale piu` nell’origine. In tal
modo otteniamo una descrizione di K0, abbastanza simile a quella ottenuta
nel primo esempio.
La differenza principale sta nel fatto che in questo caso e` la forma df
con f(x, y, z) = z2 − xy che ha tra i suoi multipli l’altra e non viceversa,
quindi in questo caso entrambe le forme scritte sopra appartengono a K0 e
dunque A1(A) = G1(A).
Supponiamo di avere un campo vettoriale v =
∑4
i=1 hivi che sia nullo
come campo vettoriale su A; allora
h1x+ h3z = α(z
2 − xy) h2y + h4z = β(z2 − xy)
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ovvero, con qualche passaggio algebrico
h1 = g1z − αy h2 = g2z − βx
h3 = αz − g1x h4 = βz − g2y
con α, β, g1, g2 ∈ OC3 . Sia σ ∈ HomOA(S(A),OA,0); allora
yσ(v1) = zσ(v3) xσ(v2) = zσ(v4)
quindi σ(v1) = zf1, σ(v2) = zf2, σ(v3) = yf1, σ(v4) = xf2. Del resto,
comunque si scelgano f1, f2 ∈ OA, le relazioni scritte definiscono un omo-
morfismo; infatti se v =
∑
hivi = 0, allora valgono le relazioni sui coefficienti
scritte sopra e dunque
σ(v) = f1(h1z + h3y) + f2(h2z + h4x)
= f1(g1z
2 − αyz + αyz − g1xy) + f2(g2z2 − βxz + βxz − g2xy) = 0
in OA.
Dunque, H1(A)0 = O2A. Se consideriamo la forma ω di tipo h associata
a (1, z), abbiamo che essa non e` indotta da nessuna forma di G1(A)0; infatti
se σ0(η + K) = ω, si deve avere
2ax+ cz = z +A(z2 − xy)
2by + cz = z2 +B(z2 − xy)
con η = adx + bdy + cdz e A, B ∈ OC3,0. Ma allora se x = y = 0 si
ottiene che c(0, 0, z)z = z + A(z2 − xy), ovvero che c e` una unita`; quindi
z sta nell’ideale generato da y e da z2, per la seconda uguaglianza, il che e`
assurdo.
Inoltre, per l’isomorfismo tra G1(A) e F1(A) nel caso in cui la codimen-
sione di Asing sia almeno 2, quanto detto offre anche il modo di mostrare
che l’omomorfismo tra F1(A) e B1(A) non e` surgettivo, in quanto, tramite
l’inclusione τ , ω e` anche una forma in B1(A) che non viene da nessuna forma
in F1(A).
Notiamo che una forma di F1(A)0 e` sempre la restrizione (per definizione)
di una forma di Ω1
C3
(U) con U intorno dell’origine in C3; il fatto che β :
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F1(A)0 → B1(A)0 non sia surgettivo vuol dire che non tutte le forme sulla
parte regolare di un intorno di 0 in A si possono estendere a forme in un
intorno dell’origine in C3. Questo puo` anche essere dedotto dal fatto che,
detto F il fascio degli ideali che definisce Areg in C3, si ha H1(U,F) 6= 0,
in quanto F non e` localmente libero come O(C3)−modulo. Esso infatti
ammette la risoluzione
0→ OC3 α→ O2C3
β→ F → 0
con
α(f) = (xyf,−zf) β(h, g) = g(yzdx+xzdy−2xydz)+h(ydx+xdy−2zdz).
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Capitolo 2
Il lemma di Poincare´
Sia X uno spazio analitico complesso e sia x ∈ X un suo punto. Vorremmo
riottenere, per i fasci di forme differenziali definiti nel capitolo precedente,
il risultato valido nel caso liscio e noto come lemma di Poincare´, ovvero
l’esattezza della successione
0→ C→ Ox → Ω1x → . . .
Esporremo qui di seguito alcuni risultati nel caso delle forme di Grauert e
Kerner e delle forme di Ferrari. In entrambi i casi, ricorreremo all’ipotesi
aggiuntiva e non trascurabile di contraibilita` olomorfa.
2.1 Forme di tipo a
Un risultato preliminare di natura algebrica e´ la
Proposizione 2.1 Sia
G0
d0 // G1
d1 // · · ·
una successione esatta di gruppi abeliani e per ogni n ∈ N sia Hn un
sottogruppo di Gn tale che dn(Hn) ⊆ Hn+1. Allora se la successione
H0
d0 // H1
d1 // · · ·
e` esatta fino al (k + 1)−esimo, allora la successione
G0/H0
d0 // G1/H1
d1 // · · ·
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e` esatta fino al posto k−esimo.
Dim :Ovviamente si ha dk◦dk−1 = 0, in quanto dk◦dk−1 = 0. Sia ora g ∈ Gk
tale che dk([g]) = 0, ovvero [dk(g)] = 0, ovvero dk(g) ∈ Hk. Sia h = dk(g),
allora dk+1|Hk+1(h) = 0 e dunque esiste h1 ∈ Hk tale che dk(h1) = h, ovvero
dk(g − h1) = 0. Per l’esattezza della successione, quindi, esiste g0 ∈ Hk−1
tale che dk−1(g0) = g − h1, ovvero dk−1([g0]) = [dk−1(g0)] = [g]. 
Da tale proposizione, tramite applicazione del classico lemma di Poincare´
sulle varieta` complesse, si ricava immediatamente il seguente corollario.
Corollario 2.2 Siano A un sottoinsieme analitico di un dominio D ⊂ Cn
, x ∈ A e Kpx come definito nel capitolo precedente. Allora, fissato k ∈ N, la
successione
Ak(A)x
d→ Ak+1(A)x d→ Ak+2(A)x
e` esatta se lo e` la successione
K
k+1
x
d→ Kk+2x d→ Kk+3x
Dedichiamoci innanzitutto al caso di sottoinsiemi analitici di domini di
Cn. Nel seguito, con Kp intenderemo il fascio di ideali costruito nel capitolo
precendente, utilizzando pero` un generico fascio coerente di ideali I al posto
di quello associato ad un insieme analitico.
Definizione 2.1 Siano D1,D2 aperti di C
n, Cm rispettivamente e sia φ :
D1 → D2 un’applicazione olomorfa. Allora definiamo
φ∗ : D1 ⊕D2 OD2 → OD1
mediante φ∗(z, f) = f ◦ φ.
Lemma 2.3 Siano H ⊂ D ⊂ Cn aperti, con H dominio di olomorfia, e sia
W un dominio di C contenente 0, 1. Sia I un fascio coerente di ideali su
D, generato da f1, . . . , fm ∈ H0(D,I) su D. Esista inoltre una applicazione
olomorfa Φ : H ×W → D tale che
1. Φ(z, 1) = z per ogni z ∈ H
2. Φ(z, 0) ∈ {(w1, . . . , wn) ∈ Cn|wk+1 = . . . = wn = 0} per ogni z ∈ H
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3. Φ∗((H × W ) ⊕D I) ⊂ π∗((H × W ) ⊕H I|H) · O(H × W ), dove π :
H ×W → H e´ la proiezione canonica.
Allora, per ogni p ≥ k + 1 e per ogni forma
ω =
m∑
µ=1
(fµαµ + dfµ ∧ βµ) αµ ∈ H0(D,Ap), βµ ∈ H0(D,Ap−1)
tale che dω = 0, esiste una forma η ∈ H0(H,Kp−1H ) che verifica dη = ω|H .
Dim : Sia A = π∗((H ×W ) ⊕H I|H) · O(H ×W ); la spiga Ax e´ generata
dalle funzioni f1, . . . , fm, pensate costanti in t ∈W ; dunque, poiche` H ×W
e` di Stein, tali funzioni generano anche H0(H ×W,A). Per la proprieta` 3,
segue allora che
fµ ◦Φ =
m∑
λ=1
φ
(µ)
λ fλ
con φ
(µ)
λ ∈ H0(H ×W,O), e dunque
d(fµ ◦Φ) =
m∑
λ=1
(fλdφ
(m)
λ + dfλφ
(m)
λ )
Indicando con Φ∗ il pullback di Φ, abbiamo che
Φ∗ω =
m∑
λ=1
fλ · m∑
µ=1
[φ
(m)
λ (Φ
∗αµ) + dφ
(µ)
λ ∧ (Φ∗βµ)] + dfλ ∧
m∑
µ=1
φ
(µ)
λ (Φ
∗βµ)

o, con notazione piu` compatta,
Φ∗ω =
m∑
λ=1
[fλ · (α(1)λ + dt ∧ β(1)λ ) + dfλ ∧ (α(2)λ + dt ∧ β(2)λ )]
dove il differenziale dt non compare in α
(1)
λ , α
(2)
λ , β
(1)
λ , β
(2)
λ . Posto
α =
m∑
λ=1
(fλα
(1)
λ + dfλ ∧ α(2)λ ) β =
m∑
λ=1
(fλβ
(1)
λ − dfλ ∧ β(2)λ )
si ha Φ∗ω = α+ dt ∧ β.
Ora, per la proprieta` 1, abbiamo che α(z1, . . . , zn, 1) = ω(z1, . . . , zn).
Inoltre, poiche` la forma Φ∗ω e` chiusa, si ha che
∂α
∂t
= dzβ
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e dunque
α(1) − α(0) =
∫
C
∂α
∂t
dt = d
∫
C
βdt = dη
dove
η =
∫
C
βdt =
m∑
λ=1
fλ
(∫
C
β
(1)
λ dt
)
− dfλ ∧
(∫
C
β
(2)
λ dt
)
appartiene a H0(H,Kp−1(H)) e C e` una curva rettificabile in W che va da
0 a 1.
Per concludere la dimostrazione, basta verificare che α(0) = 0. Posto
Φ = (Φ1, . . . ,Φn) e
ω =
∑
1≤k1<...<kp≤n
ωk1...kpdzk1 ∧ . . . ∧ dzkp
α e` la componente di
Φ∗ω =
∑
1≤k1<...<kp≤n
ωk1...kp ◦ Φ dΦk1 ∧ . . . ∧ dΦkp
che non contiene dt. Dalla proprieta` 2, otteniamo che Φh(z, t) = tΨh(z, t)
per h = k+1, . . . , n con Ψh olomorfa su H×W ; inoltre, poiche` p ≥ k+1, si
ha kp > k e dunque per ogni p−upla crescente (k1, . . . , kp) di indici si avra`
ωk1...kp ◦ Φ dΦk1 ∧ . . . ∧ dΦkp = ωk1...kp ◦ Φ dΦk1 ∧ . . . ∧ d(tΨkp)
e d(tΨkp) = t dΨkp +Ψkpdt. Ne segue che la componente che non contiene
dt ha un fattore t, da cui α(0) = 0. 
Definizione 2.2 Siano A,B insiemi analitici nel dominio D ⊂ CN e sia
O ∈ A∩B un punto regolare per B. Il germe AO si dice CN−olomorficamente
contraibile sul germe BO se per ogni intorno aperto U ⊂ D di O in CN
esistono V ⊂ D intorno aperto di O in CN ,un dominio W ⊂ C tale che
0, 1 ∈ W ed una applicazione olomorfa Φ : V × W → U con le seguenti
proprieta`
1. Φ(z, 1) = z ∀ z ∈ V
2. Φ(z, 0) ∈ B ∀ z ∈ V
3. Φ((A ∩ V )×W ) ⊆ A
2.1. FORME DI TIPO A 43
Proposizione 2.4 Siano A,B insiemi analitici nel dominio D ⊂ Cn, con
0 ∈ A∩B un punto regolare per B. Se A0 e´ Cn−olomorficamente contraibile
su B0, allora la successione
K
k
0 → Kk+10 → . . .
e` esatta, con I = IA e k = dim0B.
Dim : Possiamo trovare una base di intorni aperti U di 0 in D tale che,
dopo un opportuno cambio di coordinate, U ∩ B abbia la forma {wk+1 =
. . . = wn = 0} e I sia generato su U da f1, . . . , fm.
Per l’ipotesi di contraibilita`, per ciascun U esistono un aperto V , che
possiamo anche supporre di olomorfia, e una mappa Φ : V ×W → U , con
W come nella definizione 2.2.
U , W , V , I, Φ soddisfano le prime due proprieta` nell’enunciato del
lemma precedente. Dati z(0) ∈ A ∩ V e t(0) ∈ W , possiamo trovare un
policilindro P di raggio ǫ e centro (z(0), t(0)) in cui f ◦Φ si sviluppa in serie
di potenze:
f ◦ Φ =
∞∑
ν=0
aν(z)(t − t(0))ν
con aν(z) ∈ H0(P ∩ V,I). Per la formula di Cauchy, esiste una costante M
tale che
|aν(z)| ≤ M
(ǫ/2)ν
per ogni z tale che |zk − z(0)k | < ǫ/2. Allora esistono una costante h e delle
funzioni olomorfe a
(ν)
λ per λ = 1, . . . ,m definite per |zk − z(0)k | < ǫ′ ≤ ǫ/2 di
modo che
αν(z) =
m∑
λ=1
a
(ν)
λ fλ |a(ν)λ (z)| ≤ h
M
(ǫ/2)ν
e quindi
f ◦ Φ =
m∑
λ=1
fλ
(
∞∑
ν=0
a
(ν)
λ (z)(t− t(0))ν
)
ovvero f ◦ Φ ∈ π∗((z(0), t(0))× Iz(0)) · OV×W,(z(0),t(0)).
Possiamo adesso applicare il lemma 2.3, notando che, se ω ∈ Kp+10 e
dω = 0, esiste un intorno di 0 in cui
ω =
m∑
µ=1
(fµαµ + dfµ ∧ βµ)
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per un opportuno sistema di generatori f1, . . . , fµ di I. Otteniamo cos`ı una
forma η ∈ Kp0, definita su V intorno di 0, tale che dη = ω. .
Passiamo ora a trattare il caso piu` generale di uno spazio analitico
ridotto.
Definizione 2.3 Sia X uno spazio analitico ridotto e sia Y un sottoinsieme
analitico di X. Sia O ∈ Y un punto fissato. XO si dice olomorficamente
contraibile su YO se per ogni U in una base di intorni di O esistono un altro
intorno V di quella base, un dominio W in C, contenente 0, 1 e una mappa
φ : V ×W → U (detta mappa di contrazione) tale
1. φ(x, 1) = x per ogni x ∈ V
2. φ(x, 0) ∈ Y per ogni x ∈ V .
L’insieme R di tutte le quadruple (U, V,W, φ) siffatte si chiama contrazione
di X0 su Y0.
Lemma 2.5 Sia A un insieme analitico non vuoto in un dominio D di
Cn, sia W un dominio di C con a ∈ W . Siano f ∈ H0(D × {a},O),
g ∈ H0(A ×W,O) tali che f |A×{a} = g|A×{a}. Allora f, g definiscono una
funzione olomorfa su D × {a} ∪A×W .
Dim : Sia g˜(z, t) un’estensione di g a un intorno U in Cn+1 di z′ ∈ A×{a}.
Allora
g˜ =
∑
gν(t− a)ν
e g˜(z, a) = g0(z); inoltre, se z ∈ A, g0(z) = f(z, a). Sia h(z) = g0(z)−f(z, a).
Si ha che, su U ∩ (A ×W ), g˜ − h = g, mentre per (z, a) ∈ U ∩ D si ha
g˜(z, a)− h(z) = f(z, a). 
Lemma 2.6 Siano X e Y sottoinsiemi analitici di un dominio D di Cn e Y
abbia la forma {wk+1 = . . . = wn = 0} con w1, . . . , wn coordinate complesse
di Cn. Sia H un dominio di olomorfia in D, con V = H ∩X 6= ∅. Siano W
un aperto di C contenente 0, 1 e φ : V ×W → X un’applicazione olomorfa
tali che
1. φ(x, 1) = x per ogni x ∈ V
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2. φ(x, 0) ∈ Y per ogni x ∈ V .
Allora per ogni aperto V di X relativamente compatto in V esistono un
aperto connesso di W contenente 0, 1 e una mappa olomorfa Φ : D′×W ′ →
D′ con D′ aperto in D e tale che V ⊃ X ∩D′ ⊃ V ′, di modo che valgano le
proprieta´
1. Φ(z, 1) = z per ogni z ∈ D′
2. Φ(z, 0) ∈ Y per ogni z ∈ D′
3. Φ|(X∩D′)×W = φ|(X∩D′)×W .
Dim : Sia B = (H × {1}) ∪ (V ×W ) ∪ (H × {0}). B e` un sottoinsieme
analitico del dominio di olomorfia H ×W . Siano φ1, . . . , φn le componenti
di φ e sia τ : V → Ck definita da τ(z) = (φ1(z, 0), . . . , φk(z, 0)). τ si
estende con un’applicazione olomorfa τ˜ : H → Ck; sia poi σ : H → Cn
data da σ(z) = (τ˜(z), 0, . . . , 0). Definiamo quindi l’applicazione ψ : B → Cn
mediante
ψ(z, t) =

z per ogni z ∈ H, t = 1
φ(z, t) per ogni (z, t) ∈ V ×W
σ(z) per ogni z ∈ H, t = 0
che, grazie al lemma precedente, e` olomorfa. Dunque puo` essere estesa con
una ψ˜ : H ×W → Cn e si possono trovare aperti D′ ⊂ H, W ′ ⊂ W tali
che V ⊃ X ∩D′ ⊃ V ′ e ψ˜(D′ ×W ′) ⊂ D. Ponendo allora Φ = ψ˜|D′×W ′ si
ottiene la tesi. 
Possiamo ora dimostrare il risultato principale di questa sezione
Teorema 2.7 (Lemma di Poincare´) Sia X uno spazio analitico ridotto e
sia O ∈ X di modo che esista in un intorno U di O un sottoinsieme analitico
Y con embdimOY = k e tale che X0 sia olomorficamente contraibile su YO.
Allora la successione
Ak−1(X)O
d−→ Ak(X)O d−→ · · ·
e` esatta (dove A−1(X)O = C).
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Dim : Possiamo supporre che U sia equivalente, a meno di un biolomorfismo
f , ad un insieme analitico A in un aperto D˜ di Cn, di modo che f(Y ) sia
contenuto in
B = {(w1, . . . , wn) ∈ Cn|wk+1 = . . . = wn = 0} ∩ G˜
e che f(O) = 0; dunque il germe A0 e` olomorficamente contraibile su B0
tramite una contrazione R. Sia ora D un intorno aperto di 0 in D˜; allora
esistono H dominio di olomorfia in D contenente 0, W aperto in C conte-
nente 0, 1 e una mappa olomorfa φ : V ×W → A, con V = H ∩A, di modo
che (A ∩D,V,W, φ) ∈ R. Inoltre si ha φ(z, 0) ∈ B per ogni z ∈ V . Per il
lemma precedente esistono un intorno aperto di 0 in Cn, un aperto W ′ in
C contenente 0, 1 e una mappa di contrazione olomorfa Φ : D′ ×W ′ → D
che rispetta la definizione 2.2 e dunque dalla proposizione 2.4 segue che la
successione
Kk0 → Kk+10 → . . .
e` esatta, da cui, per il corollario 2.2, la tesi. 
2.2 Forme di tipo f
Seguiamo lo stesso schema, utilizzando la stessa definizione di contraibilita´
olomorfa e la proposizione 2.1 e il corollario 2.2, riscritto per il fascio Fp(X),
con il nucleo Hp.
Lemma 2.8 Siano A,B insiemi analitici in un aperto D di Cn e O ∈ A∩B
un punto regolare per B. Se il germe AO e` C
n−olomorficamente contraibile
sul germe BO, allora la successione
HkO → Hk+1O → Hk+2O → · · ·
e` esatta, con k = dimO B.
Dim : Sia ω una p−forma (p ≥ k + 1) definita su V intorno di O, nulla su
A, per cui valga dω = 0.
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Siano Φ : U×W → V la contrazione olomorfa e AU = A∩U , AV = A∩V .
Consideriamo il diagramma commutativo
AU ×W i1 //
Ψ

U ×W
Φ

AV i2
// V
dove i1, i2 sono le inclusioni canoniche e Ψ = Φ|AU ×W . Il diagramma
indotto sulle sezioni di Fp e` anch’esso commutativo:
Γ(V,Fp)
i∗2 //
Φ∗

Γ(AV ,F
p)
Ψ∗

Γ(U ×W,Fp)
i∗1
// Γ(AU ×W,Fp)
Per ipotesi ω|AV = i∗2(ω) = 0 e dunque
Φ∗(ω)|AU×W = i∗1(Φ∗(ω)) = Ψ∗(i∗2(ω)) = 0.
La forma Ψ∗(ω) puo` essere scritta come Ψ∗(ω) = α + β ∧ dt, con α, β che
non contengono il differenziale dt. Dunque
α|AU ×W = 0 (β ∧ dt)|AU×W = 0
quindi β(z, t0)|AU = 0 per ogni t0 ∈W .
Come nel lemma 2.3, possiamo scrivere
α(1) − α(0) = d
∫
C
βdt = dη
e dimostrare nello stesso modo che α(0) = 0.
Infine, poiche` η =
∫
C βdt e β si annulla su AU , anche η|AU = 0. 
Grazie a questo lemma, possiamo immediatamente dimostrare il risultato
voluto, sfruttando i lemmi 2.5 e 2.6.
Teorema 2.9 (Lemma di Poincare´) Siano X uno spazio analitico ridot-
to e O ∈ X. Supponiamo che esistano un intorno U di O e un sottoinsie-
me analitico Y ⊂ U con embdimOY = k tale che X0 sia olomorficamente
contraibile su YO. Allora la successione
Fk−1(X)O
d−→ Fk(X)O d−→ · · ·
e` esatta (dove F−1(X)O = C).
48 CAPITOLO 2. IL LEMMA DI POINCARE´
Dim : Possiamo assumere le stesse semplificazioni fatte nella sezione pre-
cedente, riducendoci a due insiemi analitici A, B in un aperto D di Cn, di
modo che A0 sia C
n−olomorficamente contraibile su B0. Allora, dal lemma
2.8, otteniamo che la successione
HkO → Hk+1O → Hk+2O → · · ·
e` esatta e dunque, per il corollario 2.2, anche la successione
Fk−1(X)O
d−→ Fk(X)O d−→ · · ·
lo e`. 
2.3 Esempi
Offriamo ora alcuni esempi di spazi che non sono olomorficamente contraibili.
Utilizzeremo il seguente lemma, di cui omettiamo la dimostrazione (si veda
[30]).
Lemma 2.10 Le seguenti condizioni sono equivalenti:
• I0 · ΩNCn,0 ⊂ d(I0 · ΩN−1Cn, 0
• I0 · ΩNCn,0 ⊂ dKN−10
• dI0 ∧ ΩN−1Cn,0 ⊂ d(I0 · ΩN−1Cn,0
• dI0 ∧ ΩN−1Cn,0 ⊂ dKN−10
• KN0 ⊂ dKN−10
• AN−2(A)0 → AN−1(A)0 → AN (A)0 e` esatta.
In particolare, dall’equivalenza della prima e dell’ultima, segue il
Corollario 2.11 Sia f ∈ OCn,0 libera da quadrati (n ≥ 2). Sia A = {z ∈
U |f(z) = 0} con U opportuno intorno di 0 su cui f abbia un rappresentante
olomorfo. Allora
AN−2(A)0 → AN−1(A)0 → AN (A)0 e` esatta
2.3. ESEMPI 49
se e solo se per ogni g ∈ OCn,0 esistono elementi v1, . . . , vn ∈ OCn,0 tali che
in un intorno di 0
f · g =
n∑
ν=1
∂(fvν)
∂zν
Dim : Si ha I0 = Rad(f) = f · OCn,0. 
2.3.1 Curve non contraibili
Forniremo di seguito l’esempio di una famiglia di curve che, quando irridu-
cibili, non sono mai contraibili nell’origine, in cui hanno un punto singolare.
Sia f(x, y) = xq + yp + yp−1x con q ≥ 4, p ≥ q + 1 e si supponga inoltre
che f sia irriducibile in OC2,0; cio´ e´ ad esempio vero per q = 4, p = 5.
Allora,per il corollario 2.11 dobbiamo studiare l’equazione differenziale
fg =
∂(fA)
∂x
+
∂(fB)
∂y
con g ∈ OC2,0. Supponiamo g = 1 e scriviamo le soluzioni come somma di
parti omogenee:
A =
∑
k
Ak B =
∑
k
Bk
Poiche´ (0, 0) e` punto singolare di A e poiche´ (A,B) e` un campo di vettori
olomorfo su A, si deve avere A(0) = B(0) = 0. Allora, ragionando sulle
parti omogenee, si deve avere
xq =
∂xqA1
∂x
+
∂xqB1
∂y
yp+yp−1x =
∂
∂x
A1(y
p+yp−1x)+
∂
∂y
B1(y
p+yp−1x)+
∂
∂x
xqAp−q+1+
∂
∂y
xqBp−q+1
Ponendo A1 = A11x + A12y e B1 = B11x + B12y si ottiene per A11, B12 il
sistema lineare 
(q + 1)A11+ B12=1
A11+(p + 1)B12=1
2A11+ pB12=1
che non ha soluzione per q 6= p. Quindi la successione
OA,0 → A1(A)0 → A2(A)0
non e` esatta.
Prendendo ad esempio q = 4 e p = 5, si ottiene una curva irriducibile
non contraibile.
50 CAPITOLO 2. IL LEMMA DI POINCARE´
2.3.2 Superfici non contraibili
Sia
f(x, y, z) = zr + xq + yp + yp−1x
con r ≥ 3, q ≥ r + 2, p ≥ q + 2 e supponiamo che f sia irriducibile in OC3 ;
allora
A = {(x, y, z) ∈ C3|f(x, y, z) = 0}
e` una superficie in C3 con singolarita` isolata nell’origine. Per studiarne la
contraibilita` olomorfa, ci riduciamo, sempre grazie al corollario 2.11 allo
studio dell’equazione differenziale
fg =
∂fA
∂x
+
∂fB
∂y
+
∂fC
∂z
Come nell’esempio precedente, poniamo g = 1 e supponiamo di avere solu-
zioni A =
∑
kAk, B =
∑
k Bk, C =
∑
k Ck; come nell’esempio precedente,
si deve avere A(0) = B(0) = C(0) = 0 e ragionando come prima sulle parti
omogenee si ottiene un sistema che coinvolge A1, B1, C1 ed alcune altre
parti di grado maggiore; posto A1 = A11x + A12y + A13z e cos`ı via e si
ottiene il sistema
A11+ B12+(r + 1)C13=1
(q + 1)A11+ B12+ C13=1
A11+(p + 1)B12+ C13=1
2A11+ pB12+ C13=1
che non ha soluzioni perche` r(q − p) 6= 0.
Dunque la successione
A1(A)0 → A2(A)0 → A3(A)0
non e` esatta.
Prendendo ad esempio r = 3, q = 5, p = 7 si ha che f e` irriducibile e
dunque si ottiene una superficie non contraibile in 0.
Capitolo 3
Equazione di
Cauchy-Riemann
Il capitolo e´ dedicato ai risultati riguardanti l’equazione di Cauchy-Riemann
∂u = f
su spazi complessi singolari, ottenuti da Henkin e Polyakov ([24]), da For-
naess e Gavosto ([14]), da Fornaess, Øvrelid e Vassiliadou ([10], [16]) e da
Diederich, Fornaess e Vassiliadou ([15]).
3.1 Spazi immersi come intersezioni complete
Siano B la palla unitaria aperta di Cn, U un intorno aperto di B e M˜ =
{g1 = . . . = gp = 0} un insieme analitico in U . PostoM = M˜∩B, designamo
con Msing l’insieme dei punti ζ ∈M tali che
DIg(ζ) =
∂(g1, . . . , gp)
∂(xi1 , . . . , xip)
(ζ) = 0
per ogni I = (i1, . . . , ip) ⊂ (1, . . . , n). Sia Mreg =M \Msing.
Teorema 3.1 SiaM ridotto e intersezione completa in B, ovvero dimC M =
n−p eMreg e` ovunque denso inM ; sia α una forma differenziale di tipo (0, r)
con coefficienti di classe C∞(U), tale che ∂α|Mreg = 0. Allora esiste una for-
ma differenziale β di tipo (0, r − 1) con coefficienti di classe C∞(B \Msing)
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tale che
∂β|Mreg = α|Mreg
Dim : Introduciamo alcune notazioni.
Per l’insieme di funzioni olomorfe g1, . . . , gp, siano Qij(z, ζ) i coefficienti
(olomorfi in z e ζ) della decomposizione di Hefer:
gi(ζ)− gi(z) =
n∑
j=1
Qij(ζ, z)(ζj − zj)
Siano
∆p =
{
(λ1, . . . , λp) ∈ Rp+ :
p∑
k=1
λk ≤ 1
}
∆J =
{
(λj1 , . . . , λjs) ∈ Rs+ :
s∑
k=1
λjk ≤ 1
}
per J ⊂ {1, . . . , p} e
dζ = dζ1 ∧ . . . ∧ dζn
dg = dg1 ∧ . . . ∧ dgp
Date due funzioni a valori vettoriali, v, u, definiamo
〈v · u〉 =
n∑
j=1
vjuj
ω′k(v, u) = (2πi)
−n det[u,dv1, . . . ,dvk,duk+1, . . . ,dun] ∧ dζ
G(k)(ζ, z) =
N !
(N − k)!
(
1− 〈ζ · ζ〉
1− 〈ζ · z〉
)N−k
k = 0, 1, . . .
ωg(ζ, z, λ) =
n−1∑
l=0
(−1)l 1
l!
G(l)(ζ, z)
×ω′l
(
−ζ
1− 〈ζ · z〉 ,
p∑
k=1
λk
Qk(ζ, z)
gk(ζ)− gk(z) +
(
1−
p∑
k=1
λk
)
ζ − z
|ζ − z|2
)
∧ dζ
dove Qk(ζ, z) = (Qk,1(ζ, z), . . . , Qk,n(ζ, z)). Sia infine ω
m
g (ζ, z, λ) la compo-
nente di tipo (0,m) in z della forma ωg(ζ, z, λ) e, posto
γg(ζ, z, λ) =
p∏
k=1
(gk(ζ)− gk(z))ωg(ζ, z, λ)
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sia γmg (ζ, z, λ) la componente di tipo (0,m) in z di γg(ζ, z, λ).
Definiamo ora
β(z) = lim
δ→0
(−1)r(2πi)p
∫
∆p×Mδ
dg(ζ)y(α(ζ) ∧ γr−1g (ζ, z, λ))
dove
Mδ = {ζ ∈M :
∑
|I|=p
|DIg(ζ)| > δ}
Il grado N nella definizione di G(k)(ζ, z) verra` fissato in seguito.
Dimostriamo innanzitutto che il limite esiste. Siano z ∈ B \ Msing e
δ(z) > 0 tali che B(z, δ(z)) ∩Msing = ∅. Sia χz(ζ) ∈ C∞(B) con supporto
in B(z, δ(z)), tale che χz(ζ) ≡ 1 su B(z, δ(z)/2).
Il limite per δ → 0 di
I(z, χz, δ) =
∫
∆p×Mδ
dg(ζ)y(χz(ζ)α(ζ ∧ γr−1g (ζ, zλ))
esiste in quanto
I(z, χz , δ) = cost. se δ < min
|ζ−z|<δ(z)
∑
|I|=p
|DIg(ζ)|
Per l’esistenza del limite di I(z, 1−χz, δ) per δ → 0, ci possiamo ricondurre
alla teoria di Coleff e Herrera, come mostrato da Zich in [37, §13, Main
Theorem]: se M e` un’intersezione completa, per una qualunque forma ψ di
tipo (n, n− p) con coefficienti in C∞(B), vale la seguente uguaglianza
lim
δ→0
lim
ǫ→0
∫
T ǫ
δ
M
p∏
k=1
g−1k(ζ)ψ(ζ) = lim
ǫ→0
∫
T ǫM
p∏
k=1
g−1k (ζ)ψ(ζ)
con
T ǫM = {ζ ∈ B : |g1(ζ)| = . . . = |gp(ζ)| = ǫ}
T ǫδM = {ζ ∈ T ǫM :
∑
|I|=p
|DIg(ζ)| > δ}
Inoltre, entrambi i limiti esistono e definiscono una corrente di tipo (0, p).
Applicando questo risultato alla forma (1−χz(ζ))α(ζ)∧γr−1g (ζ, z, λ) per
ogni fissato λ ∈ ∆p e poi integrando in λ abbiamo
lim
δ→0
I(z, 1 − χz, δ) = lim
δ→0
∫
∆p×Mδ
dg(ζ)y((1 − χz(ζ))α(ζ) ∧ γr−1g (ζ, z, λ)) =
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= lim
δ→0
lim
ǫ→0
∫
∆p×T ǫδM
(1− χz(ζ))
p∏
k=1
g−1k (ζ)α(ζ) ∧ γr−1g (ζ, z, λ) =
= lim
ǫ→0
∫
∆p×T ǫM
(1− χz(ζ))
p∏
k=1
g−1k (ζ)α(ζ) ∧ γr−1g (ζ, z, λ)
Inoltre, le forme al secondo membro devono appartenere a Cm(B) per qual-
che m > 0, quindi nella formula di G(k)(ζ, z) scegliamo N = m+ n.
Da questi argomenti segue anche che i coefficienti di β stanno in C∞(B \
Msing).
Ora, per mostrare che effettivamente la forma β soddisfa le nostre ri-
chieste, siano ξ ∈ Mreg, Vξ ⋐ B un intorno di ξ tale che Vξ ∩Msing = ∅ e
V ′ξ un altro intorno di ξ tale che Vξ ⊂ V ′ξ ⋐ B e V ′ξ ∩Msing = ∅; siano infine
χ ∈ C∞(B) con supporto in V ′ξ e χ ≡ 1 su Vξ e β1 una forma differenziale
con coefficienti in C∞(V ′ξ ) tale che ∂β1|V ′ξ∩M = α|V ′ξ∩M .
Si ponga α1 = ∂(χβ1), α1 = α−α1. Consideriamo la formula di omotopia
pesata per il complesso del ∂ delle forme differenziali su Dǫ(M) = {ζ ∈ B :
|g1(ζ)| ≤ ǫ, . . . , |gp(ζ)| ≤ ǫ}:
α1(z) = ∂I
ǫ
rα1(z) + I
ǫ
r+1∂α1(z)
con
Iǫrψ(z) = (−1)r
∑
0≤|J |≤n−r
∫
∆J×σJǫ
ψ(ζ) ∧ ωr−1g (ζ, z, λ)
σJǫ = {ζ ∈ B : |gj(ζ)| = ǫ, j ∈ J}
Per ǫ → 0, la formula di omotopia fornisce una soluzione globale su Mreg
per il problema con dato α1. Invece, per α2 e z ∈ Vξ ∩M , poniamo
β2(z) = lim
δ→0
(−1)r(2πi)p
∫
∆p×Mδ
dg(ζ)y(α2(ζ) ∧ γr−1g (ζ, z, λ))
= lim
ǫ→0
(−1)r
∫
∆p×T ǫM
α2(ζ) ∧ ωr−1g (ζ, z, λ)
Usando ancora la teoria di Coleff ed Herrera in [7], differenziando la formula
precedente, si ha
∂zβ2(z) = lim
ǫ→0
(−1)r
∫
∆p×T ǫM
α2(ζ) ∧ ∂zωr−1g (ζ, z, λ)
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ed utilizzando l’identita`
−dζ,λωrg(ζ, z, λ) = ∂zωr−1g (ζ, z, λ)
e il teorema di Stokes su ∆p × T ǫM , otteniamo per z ∈ Vξ ∩M
∂zβ2(z) = lim
ǫ→0
(−1)r+1
∫
∆p×T ǫM
α2(ζ) ∧ dζ,λωrg(ζ, z, λ)
= lim
ǫ→0
(−1)r+1
∫
∆p×T ǫM
∂α2(ζ) ∧ ωrg(ζ, z, λ)
= lim
δ→0
lim
ǫ→0
(−1)r+1
∫
∆p×T ǫδM
∂α2(ζ) ∧ ωrg(ζ, z, λ) = 0
Questo completa la dimostrazione. 
Come notato da Fornaess e Gavosto in [14], la costruzione qui esposta
non permette sempre di ottenere soluzioni di cui si possa stimare la norma
ho¨lderiana. Presentiamo qui il controesempio da loro proposto.
Sia X = {z2 = w3}, V˜ = {|w| < 1} e V = V˜ ∩ X. Fissato τ > 0,
sia Uτ = {(z,w) ∈ X| |w| < τ}. Vogliamo dimostrare che per ogni C > 0
esiste una forma ∂−chiusa f su un aperto V ′ che contenga V e tale che
‖f‖∞,V ′ < 1, ma che per ogni g definita su U ′ ⊂ V ′ contenente Uτ e tale
che ∂g = f su U ′ si ha ‖g‖∞,U ′ > C.
Sia χ(x) una funzione cutoff C∞ su R, con χ ≡ 0 se x ≤ 1/2 e χ ≡ 1 se
x ≥ 1. Per ǫ > 0, ǫ≪ 1, sia
gǫ(z,w) =
1√
ǫ
χ
( |w|
ǫ
)
w3/2
gǫ ≡ 0 in un intorno della singolarita` e gǫ e` ben definita in un intorno di X.
Sia fǫ = ∂gǫ; allora ‖fǫ‖∞ . 1 in un intorno di X. Se Gǫ e´ una soluzione
di ∂Gǫ = fǫ in un intorno U
′, con ‖Gǫ‖∞ < C, si ha Gǫ = gǫ + hǫ con hǫ
olomorfa.
Scegliamo la parametrizzazione t 7→ (t3, t2) per X e consideriamo il pull-
back G′ǫ = Gǫ(t
3, t2) che e´ limitato da C nella norma del sup su {|t| < √τ}
; allora h′ǫ = hǫ(t
3, t2) e´ olomorfa e limitata da C + ǫ. Inoltre G′ǫ ha uno
sviluppo in serie
G′ǫ(t) = gǫ(t
3, t2)+hǫ(t
3, t2) =
1√
ǫ
χ
(
t2
ǫ
)
t3+a0+a2t
2+a3t
3+a4t
4+
∑
n≥5
ant
n
56 CAPITOLO 3. EQUAZIONE DI CAUCHY-RIEMANN
convergente su {|t| < √τ}. Per il principio del massimo
|a0 + a2t2 +
(
a3 +
1√
ǫ
)
t3 + a4t
4 +
∑
n≥5
ant
n| ≤ C
su {|t| < √τ} e questo e` impossibile, se ǫ e` abbastanza piccolo, poiche`
|a3 + 1√
ǫ
| ≤ 3!C + ǫ
τ3/2
per le stime di Cauchy sulle derivate.
3.2 Curve complesse
Sia M un germe di curva complessa in Cn con una singolarita` isolata nel-
l’orgine. Se p ∈ M e´ un suo punto regolare, abbiamo la decomposizione
TpC
n = TpM ⊕NpM . Siano z1, . . . , zn coordinate complesse tali che z1 dia
una base ortonormale per TpM e z2, . . . , zn diano una base ortonormale di
NpM . Allora, in un intorno di p, possiamo scrivere ogni (0, 1)−forma λ
definita su Mreg in modo unico come Π
∗(λ1(z1)dz1), dove Π : C
n → TpM e`
la proiezione canonica. Definiamo |λ(p)| = |λ1|(p).
Lemma 3.2 |λ(p)| e` indipendente dalla scelta delle coordinate ortonormali
per TpM e NpM . Se M →֒ Cm e´ un’altra immersione, la norma |λ(p)|
cambia per un multiplo positivo limitato uniformemente.
Dim : La prima affermazione e` ovvia, in quanto il cambio di coordinate e`
rappresentato sullo spazio tangente da una matrice ortogonale che dunque
conserva le norme. Per la seconda, basta osservare che la norma cambia con
la norma del differenziale del biolomorfismo applicato ad M e dunque per
un multiplo uniformemente limitato in un intorno di p. 
Definizione 3.1 Sia zj = αjz1, j = 2, . . . , n un sistema di equazioni che
definisce una retta complessa. Definiamo angolo tra tale retta e l’asse z1 il
numero reale
arctan
 n∑
j=2
|aj |2
1/2 = arctan |α|
In generale si definisce l’angolo V (L1, L2) tra due rette complesse fissando
un sistema ortonormale in cui una delle due sia l’asse z1.
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Abbiamo il seguente risultato.
Lemma 3.3 Sia M un germe di curva complessa non singolare nell’origine
di Cn; sia N una retta complessa per l’origine e si supponga che la proiezione
canonica Π : N → T0M sia un isomorfismo. Allora, scelto un vettore
unitario su N , si consideri una (0, 1)−forma λ su M e il pullback Π∗λ
su N . Il modulo del coefficiente di Π∗λ e` |λ(0)|C con C = cos(V (T0M,N)).
Sia ora X un aperto connesso relativamente compatto di una curva com-
plessa Y . Possiamo ricoprire X con un numero finito di aperti Uα di modo
che Uα contenga al piu` un punto singolare. Possiamo inoltre assumere che
esistano immersioni olomorfe φα : Uα → Wα ⊂ Cnα dove Wα e` una curva
relativamente chiusa in un qualche aperto Oα. Possiamo inoltre assumere
che φα(p) = 0 se e solo se p e` singolare. Un tale ricoprimento {Uα, φα} si
dice regolare. Ogni ricoprimento regolare {Uα, φα} ha un sottoricoprimento
regolare {U ′α, ψα} i cui aperti sono relativamente compatti negli aperti del
ricoprimento di partenza e le cui mappe sono restrizioni delle mappe di quel-
lo di partenza. Se λ e` una (0, 1)−forma sui punti regolari di X, possiamo
portare indietro λ sulla parte regolare di ogni Wα, ottenendo λα = (φ
−1
α )
∗λ.
In questo modo possiamo definire la norma sup di λ come
‖λ‖∞ = sup
α
{
sup
p∈U ′α∩Xreg
|λα|(ψα(p))
}
Tale norma dipende dal ricoprimento regolare solo per una costante molti-
plicativa indipendente da λ.
La metrica euclidea di Cnα ristretta a Wα da´, per ogni α, una metrica
infinitesimale su Uα ∩Xreg; che, usando una partizione dell’unita´, permette
di definire una metrica su Yreg in un intorno di X.
Diciamo che una funzione f e` Ho¨lderiana di ordine α su X se e solo se
‖f‖α = ‖f‖∞ + sup
P,Q∈X
|f(P )− f(Q)|
distX(P,Q)α
≤ C
dove distX(P,Q) e` l’estremo inferiore della lunghezza di tutte le curve con-
tinue in un intorno di X che uniscono P a Q e sono lisce sui punti regolari.
Dunque, dobbiamo capire come calcolare la distanza tra due punti in-
torno ad una singolarita`.
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Sia X una curva irriducibile di Cn con una singolarita` nell’origine. Pos-
siamo assumere che, vicino all’orgine, X ammetta la seguente parametriz-
zazione:
Ψ : D→ X Ψ(t) = (z1(t), . . . , zn−1(t), w(t))
dove
zj(t) = t
qj +
∑
i>qj
aji t
i i = 1, . . . , n− 1
w(t) = tp,
1 < p < q1 < . . . < qn−1. Scriviamo per brevita` Ψ(t) = (ψ(t), t
p) e consi-
deriamo la proiezione sull’ultima coordinata Π : X → C(w). Tale proiezione
e` un rivestimento ramificato solo nell’origine, con indice di ramificazione
p. Per ogni punto q 6= 0 del disco unitario, definiamo Sq come il settore
circolare che si estende di un angolo π/(2p) da entrambi i lati di q.
Siano P,Q 6= 0 in X e q tale che Ψ(q) = Q. Allora Π(Ψ(Sq)) e` un settore
circolare di ampiezza π intorno a Π(Q) e su cui esiste un’unica inversa Π−1Q
di Π tale che Π−1Q (Π(Q)) = Q. Se Π
−1
Q (Π(P )) = P , si dice che P appartiene
allo stesso ramo di Q. Equivalentemente, si puo` richiedere che P ∈ Ψ(Sq).
Se inoltre uno tra P,Q e` nullo, essi stanno sullo stesso ramo. Se non accade
nessuna delle precedenti, si dice che P,Q stanno su rami diversi.
Si ha il seguente risultato.
Proposizione 3.4 Siano P = (z1, . . . , zn−1, w) e Q = (z
′
1, . . . , z
′
n−1, w
′)
punti di X. Allora
1. distX(P,Q) ∼= |w − w′| se stanno sullo stesso ramo;
2. distX(P,Q) ∼= |w|+ |w′| se stanno su rami diversi.
Vogliamo arrivare al seguente risultato
Teorema 3.5 Siano X un aperto connesso e relativamente compatto di una
curva complessa di Stein Y e λ una (0, 1)−forma misurabile e uniformemen-
te limitata su Xreg. Allora esiste una funzione g su X tale che ∂g = λ su
Xreg. Inoltre, g e` Ho¨lder di ordine η su X per ogni η < 1 e ‖g‖η ≤ Cη‖λ‖∞.
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Per farlo, basta dimostrare una versione locale intorno ad ogni punto
singolare, potendo cos`ı assumere che X non abbia singolarita` sul bordo e
che quest’ultimo sia liscio.
Teorema 3.6 Sia X una curva complessa in B = B(0, 1) ⊂ Cn, con una
singolarita` isolata nell’origine. Per ogni η ∈ (0, 1), esistono una costante
C > 0 e un numero ǫ > 0 tali che, per ogni (0, 1)−forma λ su Xreg misura-
bile, con |λ| < 1, esista una funzione u su X ∩ B(0, ǫ) che verifica ∂u = λ
su Xǫ = Xreg ∩B(0, ǫ) e ‖u‖η,Xǫ < C.
Dim : Possiamo ridurci a dimostrare il teorema supponendo che X sia
irriducibile nella palla e localmente irriducibile in 0. X sara` della forma
zj = t
qj +
∑
i>qj
aji t
i i = 1, . . . , n− 1
w = tp
con t ∈ B(0, δ) ⊂ C e 1 < p < q1 < . . . < qn−1. Sia λ come detto; possiamo
assumere che λ sia la restrizione a X \ {0} di una forma limitata Λ definita
in un intorno di X \ {0} con ‖Λ‖∞ ≤ C‖λ‖∞; nel seguito identificheremo Λ
con λ.
Dunque abbiamo
λ =
n−1∑
j=1
fj(z,w)dzj + fn(z,w)dw
In un intorno dell’origine X e` un rivestimento ramificato dell’asse w e il suo
piano tangente e` vicino a tale asse; dunque possiamo scrivere λ = F (w1/p),
dove F e` localmente ben definita se w 6= 0 ma puo` avere valori diversi su
rami diversi. Sia, per k = 0, . . . , p− 1, Φk l’automorfismo di rivestimento di
X \ {0} dato da
w1/p 7→ w1/pe2iπk/p
Sia inoltre
λs =
p−1∑
k=0
e2iπks/pΦ∗kλ s = 0, . . . , p− 1
Si ha
λ =
1
p
∑
s
λs;
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infatti ∑
s
λs =
p−1∑
k=0
(
p−1∑
s=0
(e2iπk/p)s
)
Φ∗kλ = pΦ
∗
0λ = pλ
Inoltre le forme wNs/pλs per s = 0, . . . , p−1 sono invarianti per gli automorfi-
smi del rivestimento per N ≡ 1 mod p. Infatti, sia Φl un tale automorfismo,
allora
Φ∗l (w
Ns/pλs) = Φ
∗
l
(
wNs/p
p−1∑
k=0
e2iπks/pΦ∗kλ
)
= (w1/p ◦ Φl)Ns
p−1∑
k=0
e2iπks/pΦ∗k+lλ
= (w1/pe2iπl/p)Nse−2iπsl/p
p−1∑
k=0
e2iπ(k+l)s/pΦ∗k+1λ
= wNs/pe2iπsl(N−1)/pλs = w
Ns/pλs
Sia ora π : X \ {0} → Br = B(0, r) ⊂ C, π(z1, . . . , zn−1, w) = w. Allora la
forma βs(w)dw tale che
wNs/pλs = π
∗(βs(w)dw)
e` ben definita. Poiche` βs e` limitata in un intorno bucato di 0, possiamo
risolvere ∂vs = βs(w)dw in Br, . Una soluzione vs e` data da
vs =
1
2πi
∫
Br
βs(t)
t− wdt ∧ dt
Notiamo che vs e` Ho¨lder di ordine α per ogni α < 1. Nel seguito, c sta per
1/(2πi) e, se non diversamente specificato, gli integrali si intendono effettuati
su Br . Cerchiamo di produrre altre soluzioni su cui abbiamo un migliore
controllo in 0.
Poniamo
vs,k(w) = vs(w) − T k0 (vs)(w)
dove
T k0 (vs)(w) = c
k∑
i=0
∫
βs(t)
wi
ti+1
dt ∧ dt
Allora otteniamo
vs,k(w) = c
∫
βs(t)w
k+1
(t− w)tk+1dt ∧ dt
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e poiche` |βs(t)| . |t|Ns/p si ha1
|vs,k(w)| .
∫
dt ∧ dt
|t|k+1−Ns/p|t− w| |w|
k+1
Siano ks = [1 +Ns/p] e µ = ks + 1− (Ns/p); allora∣∣∣∣vs,ks(w)wNs/p
∣∣∣∣ .
{
|w| µ 6= 1
|w log |w|| µ = 1
Fissando N , di modo che N ≡ 1 mod p, (ad esempio N = 1), definiamo
u =
1
p
p−1∑
s=0
us
dove, posto P ∈ X e w = π(P ),
us(P ) =

vs,ks(w)
wNs/p
P 6= 0, s > 0
0 P = 0, s > 0
v0(w) s = 0
Si ha ∂u = λ, infatti valgono le seguenti
∂u0 = λ0
∂vs,ks = ∂vs
∂
( vs
wNs/p
)
=
∂vs
wNs/p
e dunque
∂us = λs
A questo punto non resta che dimostrare che u soddisfa le opportune stime
di ho¨lderianita`. Cio´ e´ noto per u0 e quindi supponiamo s > 0. Basta allora
dimostrare il seguente lemma di carattere prettamente tecnico.
Lemma 3.7 Siano P,Q punti di X, w1 = π(P ), w2 = π(Q) e 1 < µ < 2,
|w1|, |w2| < r/3. Si ponga
I(P,Q) =
∫
Br
1
|t|µ
∣∣∣∣ wµ1t− w1 − w
µ
2
t− w2
∣∣∣∣dt ∧ dt
Allora
I(P,Q) . distX(P,Q) · | log distX(P,Q)|
1Si veda, per i dettagli, [14, p. 459].
62 CAPITOLO 3. EQUAZIONE DI CAUCHY-RIEMANN
Dim : Sia |w1| ≤ |w2|. Supponiamo dapprima che w1 /∈ ∆(w2, |w2|/10) o
che P, Q si trovino su rami differenti. Allora
I(w1, w2) ≤
∫
1
|t|µ
∣∣∣∣ wµ1t− w1 − w
µ
2
t− w2
∣∣∣∣dt ∧ dt ≤ C|w1| ≤ C˜
per quanto gia´ dimostrato. Supponiamo ora che w1 ∈ ∆(w2, |w2|/10) e che
P, Q stiano sullo stesso ramo. Innanzitutto osserviamo che
wµ1
t− w1 −
wµ2
t− w2 =
wµ1 (w1 − w2) + (t− w1)(wµ1 − wµ2 )
(t− w1)(t− w2)
e quindi
I(w1, w2) ≤
∫ |w1|µ|w1 − w2|
|t|µ|t− w1|t− w2| +
∫ |wµ1 − wµ2 |
|t|µ|t− w2| = IA + IB
Spezzando opportunamente la regione di integrazione per IA, si ottiene
2
IA . |w1 − w2| ln |w2||w1 −w2| . distX(P,Q)| ln distX(P,Q)|
Dopo di che per stimare IB, posto w1 = w2(1+η) con |η| < 1/10, otteniamo
|wµ1 − wµ2 | = |wµ2 | · |(1 + η)µ − 1| . |w2|µ|η| = |w2|µ−1|w1 − w2|
e dunque, spezzando la regione di integrazione per IB, abbiamo
3
IB . distX(P,Q)
Cio´ dimostra il lemma e quindi il teorema. 
3.3 Singolarita` generiche con annullamento del da-
to
In questa sezione diamo una soluzione semiglobale del problema ∂u = f nel
caso di spazi con singolarita` qualsiasi, imponendo pero` per il dato f una
condizione sull’ordine di annullamento nei punti singolari.
Sia X uno spazio di Stein ridotto, di dimensione n, e sia A un insieme
analitico in X di dimensione minore contenente Xsing; sia D un dominio di
2Si veda, per i dettagli, [14, p. 461].
3Si veda, per i dettagli, [14, p. 462].
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Stein relativamente compatto in X e si indichi con K l’inviluppo olomorfi-
camente convesso di D in X. Sia X0 un intorno di Oka-Weil di K in X, con
X0 ⋐ X, ovvero X0 puo` essere realizzato come sottovarieta` analitica di un
polidisco aperto in qualche Cn. Siano D∗ = D \ A, dA la funzione distanza
da A, relativa ad un’immersione di X0 in C
n e siano | · | e dV la norma indot-
ta su
∧• T ∗D∗ e l’elemento di volume (differenti immersioni danno norme e
volumi equivalenti). Data una (p, q)−forma misurabile u su D∗, definiamo
la seguente norma
‖u‖2N,D =
∫
D∗
|u|2d−NA dV
che considera l’ordine di annullamento di u lungoA. Il risultato che vogliamo
ottenere e` il seguente.
Teorema 3.8 Siano X, D come sopra. Per ogni N0 ≥ 0, esiste N ≥ 0
tale che se f e` una (p, q)−foma ∂−chiusa su D∗, q > 0, con ‖f‖N,D < ∞,
esiste v ∈ L2,locp,q−1(D∗) che risolve ∂v = f , con ‖v‖N0,D′ < ∞ per ogni D′ ⋐
D. Inoltre, per ogni D′ ⋐ D esiste una soluzione che soddisfa ‖v‖N0,D′ ≤
C‖f‖N,D, dove C e` una costante positiva che dipende solo da D′, N , N0.
Dim : Sia π : X˜ → X una mappa olomorfa surgettiva tale che
1. X˜ sia una varieta` complessa liscia di dimensione n;
2. A˜ = π−1(A) sia una ipersuperficie in X˜ avente singolarita` unicamente
ad intersezione normale, ovvero per ogni x0 ∈ A˜ esistano coordinate
locali z1, . . . , zn di modo che A˜ si scriva come h(z) = z1 · · · · · zm = 0
con 1 ≤ m ≤ n;
3. π : X˜ \ A˜→ X \ A sia un biolomorfismo;
4. π sia propria.
L’esistenza di una simile mappa segue dal fatto che ogni spazio complesso
ridotto puo` essere desingolarizzato e ogni sottospazio complesso ridotto di
uno spazio complesso liscio ammette una desingolarizzazione immersa (si
veda [5]).
Sia D˜ = π−1(D). Definiamo una metrica reale σ su X˜ e consideriamo la
corrispondente funzione distanza d eA(x) = dist(x, A˜), l’elemento di volume
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dV˜σ e le norme su
∧• TX˜ e ∧• T ∗X˜. Sia J il fascio di ideali di A˜ su X˜ e sia
Ωp il fascio delle p−forme olomorfe su X˜ .
Definiamo alcuni fasci ausiliari. Per ogni aperto U in X˜ , poniamo
Lp,q(U) = {u ∈ L2,locp,q (U) | ∂u ∈ L2,locp,q+1(U)}
e per ogni aperto V ⊂ U sia rUV : Lp,q(U) → Lp,q(V ) l’ovvia mappa di
restrizione. Allora la mappa u 7→ ∂u definisce un OX−omomorfismo ∂ :
Lp,q → Lp,q+1 e la successione
0→ Ωp → Lp,0 → Lp,1 → · · · → Lp,n → 0
e` esatta per il lemma di Poincare´. Poiche´ ogni Lp,q e` chiuso rispetto alla
moltiplicazione per funzioni cut-off lisce, abbiamo una risoluzione fine di
Ωp; allo stesso modo, poiche´ J e` localmente generato da una sola funzione,
abbiamo la seguente risoluzione fine del fascio JkΩp
0→ JkΩp → JkLp,0 → JkLp,1 → · · · → JkLp,n → 0
dove u ∈ (JkLp,q)x e´ della forma hku0, con h il generatore di Jx e u0 ∈
(Lp,q)x. Dunque otteniamo
Hq(Ω˜, (JkΩp)|eΩ) ∼=
ker(∂ : JkLp,q(Ω˜)→ JkLp,q+1(Ω˜))
Im(∂ : JkLp,q−1(Ω˜)→ JkLp,q(Ω˜))
Dato un S fascio di O eX−moduli su X˜ , consideriamo i fasci immagine diretta
Rqπ∗S, q ≥ 0.
Se S e` un O eX−modulo coerente e q ≥ 0, i fasci Rqπ∗S sono OX−moduli
coerenti, ([17, Sezione 6, Hauptsatz I]). Inoltre, poiche` D e` un dominio di
Stein, la mappa naturale πq : H
q(D˜,S| eD)→ Γ(D,Rqπ∗S) e` un isomorfismo
([17, Sezione 2, Satz 5]).
Lemma 3.9 Per ogni q > 0 e per ogni fascio di OX−moduli S, coerente e
senza torsione, esiste T ∈ N tale che
i eD,∗ : H
q(D˜, JTS)→ Hq(D˜,S)
sia l’applicazione nulla, dove i : JTS → S e` l’inclusione.
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Dim : Dimostreremo il lemma per induzione su q, verificando il caso q = n
e mostrando che il caso q implica il caso q − 1.
Poiche´ D˜ non ha componenti connesse compatte n−dimensionali ed e` una
varieta` complessa di dimensione n, da [35, Main Theorem] segueHn(D˜,S) =
0; quindi l’enunciato e` vero per q = n ed ogni T ∈ N.
Se q > 0, suppRqπ∗S e` contenuto in A; l’annullatore A′ di Rqπ∗S e` un
fascio coerente e per il teorema A esistono funzioni f1, . . . , fL ∈ A′(X) che
generano ogni spiga in un intorno di D. Sia A l’ideale generato da f˜j = fj ◦π
per 1 ≤ j ≤ L in O eX .
Si ha che
(f˜j) eD,∗ : H
q(D˜,S| eD)→ Hq(D˜,S| eD)
e` la mappa nulla; infatti il seguente diagramma
Hq(D˜,S| eD)
∼=

( efj) eD,∗// Hq(D˜,S| eD)
∼=

Rqπ∗S(D)
(fj)D,♯
// Rqπ∗S(D)
e` commutativo e poiche` (fj)D,♯ realizza l’azione di OX su Rqπ∗S per mol-
tiplicazione per fj, tale mappa e` nulla (fj ∈ A′), ma allora anche (f˜j) eD,∗ e`
nulla.
Sia Z(A) (risp. Z(A′)) il luogo degli zeri di A (risp. di A′). Poiche´
Z(A′) = suppRqπ∗S e` contenuto in A, abbiamo che Z(A) e` contenuto in
A˜ in un intorno di D˜ e dunque ([20]) si ha che Jµ ⊂ A su D˜ per qualche
µ ∈ N.
Si consideri la mappa surgettiva φ : S⊕L → AS data da
(s1, . . . , sL) 7→
L∑
j=1
fjsj
e sia K = kerφ. Chiaramente, K e` senza torsione se lo e` S. Per definizione,
la successione
0→ K i−→ S⊕L φ−→ AS → 0
e` esatta e dunque (essendo S senza torsione e J generato localmente da un
solo elemento) lo e` anche la successione
0→ JaK i−→ JaS⊕L φ−→ JaAS → 0
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per ogni a ∈ N.
Otteniamo cos`ı il seguente diagramma commutativo
Hq(D˜, Ja+µS)

Hq(D˜, JaAS)

δ // Hq+1(D˜, JaK)
i1

Hq(D˜,S)⊕L
χ
((PP
PP
PP
PP
PP
PP
φ eD,∗ // Hq(D˜,AS)
i2

δ // Hq+1(D˜,K)
Hq(D˜,S)
La terza riga viene dalla successione esatta lunga in coomologia, associata
alla successione esatta corta di fasci; le mappe verticali sono tutte indotte
dall’inclusione tra fasci. Si puo` verificare che
χ(c1, . . . , cL) =
L∑
j=1
(f˜j) eD,∗cj
con cj ∈ Hq(D˜,S), e dunque, grazie al fatto che (f˜j) eD,∗ = 0, χ = 0.
Se ora supponiamo vera la tesi per q+1, esitse un intero a per cui i1 e` la
mappa nulla (il fascioK rispetta le ipotesi del lemma). Ora, se σ ∈ Hq(D˜,S)
che viene da Hq(D˜, Ja+µS) si ha δσ = 0, quindi σ = φ eD,∗(σ1, . . . , σL) con
σj ∈ Hq(D˜,S). dunque i2(σ) = i2(φ eD,∗(σ1, . . . , σL)) = χ(σ1, . . . , σL) = 0.
Pertanto, se i : Ja+µS → S e` l’inclusione, la mappa indotta
i eD,∗ : H
q(D˜, Ja+µS)→ Hq(D˜,S)
e` nulla, in quanto si fattorizza tramite i2. 
Un corollario immediato e` il seguente.
Corollario 3.10 Per q > 0 e k ≥ 0 esiste l ≥ k tale che la mappa
i∗ : H
q(D˜, J lΩp)→ Hq(D˜, JkΩp)
indotta dall’inclusione i : J lΩp → JkΩp sia nulla.
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Dim : Basta applicare il lemma ponendo S = JkΩp. 
Dimostriamo ora alcune stime puntuali per i pull back di forme tramite
π e π−1. Come detto, sia σ una metrica su X˜ e sia | · |x,σ la norma indotta
su
∧r TxX˜ o ∧r T ∗x X˜ per qualche r > 0. La norma | · | sara` invece riferita a
X0, come detto all’inizio della sezione. La mappa π induce un isomorfismo
lineare
π∗ :
r∧
Tx(X˜ \ A˜)→
r∧
Tπ(x)(X \ A)
per x 6∈ A˜.
Lemma 3.11 Se x ∈ D˜ \ A˜, v ∈ ∧r Tx(D˜), si ha
c′dteA(x) ≤ dA(π(x)) ≤ C
′d eA(x)
cdMeA (x)|v|x,σ ≤ |π∗(v)|π(x) ≤ C|v|x,σ
per opportune costanti positive c, c′, C, C ′, t, M , dove c, C, M dipendono
da r.
Per ogni r−forma a su D∗ sia
|π∗(a)|x,σ = max{|〈aπ(x), π∗v〉| : |v|x,σ ≤ 1. v ∈
r∧
Tx(Ω˜ \ A˜)}
Allora
cdMeA |a|π(x) ≤ |pi
∗a|x,σ ≤ C|a|π(x)
su Ω˜ per una qualche costante positiva M .
Dim : Le disuguaglianze a destra sono ovvie conseguenze della differenzia-
bilita` di π. Per quelle a sinistra utilizziamo il seguente risultato
Teorema 3.12 (Lojasiewicz) Siano f una funzione analitica reale, defi-
nita su un aperto V di Rn (o di una varieta´ riemanniana analitica reale) e
Zf = {x ∈ V : f(x) = 0}. Allora, per ogni compatto K ⊂ V , esistono
costanti positive c, m tali che
|f(x)| ≥ cd(x,Zf )m
per ogni x ∈ K.
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Per la dimostrazione, si veda [28].
Sia ora f : X˜ ×A→ R data da f(x, z) = |π(x)− z|2 e
K = D˜ × (intorno compatto di D ∩A);
Zf ⊂ A˜×A. Se x ∈ D˜ e z e` il punto di A piu` vicino a π(x), si ha
f(x, z) = |π(x)− z|2 = d(π(x), A)2 ≥ cd((x, z), Zf )m ≥ cd eA(x)m
e dunque ponendo m = 2t si ottiene la prima disuguaglianza.
Per provare la seconda, si consideri il fibrato in sfere Sr(X˜) in
∧r TX˜ .
Scegliamo su Sr(X˜) una metrica per cui la proiezione p : Sr(X˜) → X˜
diminuisca la distanza. Se ν = (x, ξx) ∈ Sr(X˜), poniamo f(ν) = |π∗ξx|2π(p(ν))
e K = p−1(D˜). Ovviamente Zf ⊂ p−1(A˜) e dunque
|π∗ξx|2π(p(ν)) = f(ν) ≥ cd(ν, Zf )R ≥ cd(p(ν), A˜)R
per ν ∈ K. Ponendo 2M = R e applicando a ν/|ν|x la disuguaglianza
precedente si ottiene la seconda disuguaglianza dell’enunciato.
Ora, si noti che, dato un isomorfismo lineare T : V → W tra spazi
normati, tale che ‖Tv‖ ≥ c‖v‖ per v ∈ V e c > 0 costante, si ha BW (0, c) ⊂
T (BV (0, 1)). Applicando questa osservazione e la parte destra della seconda
disuguaglianza dell’enunciato, si ha che
|π∗a| = max{|〈aπ(x), π∗v〉| : |v|x,σ ≤ 1, v ∈
r∧
Tx(D˜ \ A˜)}
≥ max{|〈aπ(x), w〉| : |w|π(x) ≤ cd eA(x)M , w ∈
r∧
Tπ(x)(D \ A)}
= cd eA(x)
M |a|π(x)
Otteniamo cos`ı l’ultima disuguaglianza. 
Applicando l’ultima disuguaglianza alla forma di volume, si ha
c1d eA(x)
M1dV˜x,σ ≤ (π∗dV )x ≤ C1dV˜x,σ
Ora, dato N0 ∈ N, scegliamo k ≥ M + tN0/2 con M , t dati dal lemma
appena dimostrato; ne segue esiste l ≥ k tale che
Hq(D˜, J lΩp)→ Hq(D˜, JkΩp)
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sia l’omomorfismo nullo. Sia poi N ∈ N tale che N ≥ 2nl +M1.
Ricordiamo che, date due varieta` Riemanniane orientabili W,W ′ e un
diffeomorfismo che preservi l’orientazione F :W →W ′, per g ∈ L1(W ′,dV ′)
si ha ∫
W ′
gdV ′ =
∫
W
(g ◦ F )F ∗(dV ′)
dove dV e dV ′ sono le due forme di volume.
Poiche´ π e` un biolomorfismo fuori da A˜ e, scegliendo opportune orienta-
zioni, preserva l’orientazione, per ogni f tale che ‖f‖N,D∗ <∞ si ha∫
D\A
|f |2d−NA dV =
∫
eD\ eA
|f |2π(x)dA(π(x))−N (π∗dV )x
ed utilizzando le disuguaglianze di destra del lemma precedente otteniamo
‖f‖2N,D∗ ≥ c′′
∫
eD\ eA
|π∗f |2x,σdM1−NeA dV˜x,σ
per un’opportuna costante c′′ > 0. Se ∂f = 0, si ha ∂π∗f = 0 su D˜; inoltre,
per il fatto che l’integrale a secondo membro dell’ultima formula e` finito, si
ha che π∗f ∈ J lLp,q(D˜). Per il lemma 3.9, l’inclusione di π∗f in JkLp,q(D˜)
e` nulla in coomologia, ovvero esiste v ∈ JkLp,q−1(D˜) tale che ∂v = π∗f .
Sia u = (π−1)∗v. Allora ∂u = f su D∗ e per ogni D′ ⋐ D si ha∫
D′
|u|2d−N0A dV =
∫
fD′\ eA
|u|2π(x)d−N0A (π(x))π∗(dV )
.
∫
fD′\ eA
d−tN0−2MA |v|2x,σdV˜x,σ
.
∫
fD′\ eA
d−2kA |v|2x,σdV˜x,σ <∞
dove, tra la prima e la seconda riga, abbiamo usato il fatto che
|u|π(x) ≤ c−1d−MeA (x)|v|x,σ , d
−N0
A (π(x)) ≤ c′−N0d−tN0eA (x)
e che (π∗dV )x,σ ≤ C1dV˜x,σ.
Per concludere, ci occorre il seguente lemma.
Lemma 3.13 Sia M una varieta` complessa e siano E,F spazi di Frechet di
forme differenziali (o correnti) su M di tipo (p, q− 1), (p, q) le cui topologie
sono piu` fini della topologia debole delle correnti. Si supponga che, per ogni
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f ∈ F , l’equazione ∂u = f abbia una soluzione u ∈ E. Allora per ogni
seminorma continua p su E esiste una seminorma continua q su F tale che
∂u = f ha soluzione con p(u) ≤ q(f) per ogni f ∈ F con q(f) > 0.
Dim : Sia G = {(u, f) ∈ E × F : ∂u = f}. G e` chiuso in E × F ;
infatti se (uν , fν) ∈ G e uν → u ∈ E, fν → f ∈ F , per una forma test
φ ∈ C∞0,(n−p,n−q)(M) si ha∫
M
f ∧ φ = lim
ν→∞
∫
M
fν ∧ φ = lim
ν→∞
(−1)p+q
∫
M
uν ∧ ∂φ = (−1)p+q
∫
M
u ∧ ∂φ
e dunque ∂u = f debolmente. Quindi G e` uno spazio di Frechet e poi-
che` la proiezione π2 : G → F e´ surgettiva, deve essere aperta. L’insieme
π2({(u, v) ∈ G : p(u) < 1}) e` un intorno aperto di 0 in F e contiene
{f : q(f) < 1} per un’opportuna seminorma continua q. Sia f ∈ F ,
0 < q(f) = c. Allora q(c−1f) = 1 e quindi esiste c−1u ∈ E tale che
∂(c−1u) = c−1f con p(c−1u) < 1, ovvero p(u) < c = q(f). 
Se F e` un Banach con norma ‖ · ‖, data una seminorma p esiste C > 0
tale che
{f : ‖f‖ ≤ C−1} ⊂ ∂({u : p(u) ≤ 1})
e dunque ∂u = f ha una soluzione con p(u) ≤ C‖f‖. Applicando questo
risultato nella nostra situazione, se ∂f = 0 e ‖f‖N,D∗ < ∞, con D′ ⋐ D,
otteniamo una soluzione u in L2,locp,q−1(D
∗) di ∂u = f con ‖u‖N0,D′ ≤ c‖f‖N,D.

Diamo una applicazione del teorema appena dimostrato nel caso in cui
A ∩D sia un sottoinsieme finito di D, D ⋐ X sia uno spazio di Stein e D
abbia un intorno di Stein D′ in X.
Proposizione 3.14 Siano N , N0 come nel teorema 3.8 e sia ∂f = 0 e
‖f‖N,D <∞. Allora esiste una soluzione u a ∂u = f su D∗ con ‖u‖N0,D ≤
c‖f‖N,D e c indipendente da f . Ovvero, otteniamo per u una stima pesata
in L2 su tutto D.
Dim : Sia D0 ⋐ D che contenga A ∩D; consideriamo una soluzione u0 ∈
L2,locp,q−1(D
∗) con ‖u0‖N0,D0 ≤ c‖f‖N,D. Sia χ ∈ C∞(X) una funzione cut-off
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tale che χ = 1 su X \D0, ma χ = 0 in un intorno di A ∩D. Sia f1∂(χu0).
Ovviamente ‖f1‖L2(D) ≤ c‖f‖N,D e f1 = 0 su A.
Sia π : X˜ → X una desingolarizzazione di X (si veda per referenza [5])
e si consideri l’equazione ∂v = π∗f1 su D˜. Sia D˜0 = π
−1(D0). L’equazione
∂v = π∗f1 e` risolubile in L
2
p,q−1(D˜0). Possiamo costruire un’esaustione di
D tramite domini limitati fortemente pseudoconvessi D˜j = {φ < cj}, con
φ ∈ C3(D˜) una funzione di esaustione strettamente plurisubarmonica fuori
da un compatto; inoltre possiamo supporre che bD˜0 sia liscio e fortemente
pseudoconvesso e contenuto in ogni D˜j.
A ciascun D˜j applichiamo [25, Th. 3.4.6] ottenndo quindi una soluzione
vj all’equazione ∂vj = π
∗f1 su D˜j con∫
eDj
|vj |2e−φdV˜σ ≤ C
∫
eD
|π∗f1|2dV˜σ
e C indipendente da j e da f .
Consideriamo l’estensione banale v0j di vj e sia v il limite debole delle v
0
j .
Allora ∫
eD
|v|2e−φdV˜σ ≤ C
∫
eD
|π∗f1|2dV˜σ
e ∂v = π∗f1 su D˜. Dunque ‖v‖L2( eD) ≤ c‖f1‖. La forma w = (π−1)∗v risolve
∂w = f1 su D
∗ ma non abbiamo piu` stime sulla sua norma L2 vicino a
A∩D. Consideriamo quindi un’altra funzione cut-off χ0 con χ0 = 1 su sptχ
e χ0 = 0 in un intorno di A ∩D. Allora
∂((1− χ)u0 + χ0w) = (1− χ)f − ∂(χ ∧ u0) + ∂χ0 ∧ (π−1)∗v + χf
+∂χ ∧ u0
= f + ∂χ0 ∧ (π−1)∗v
Infine, possiamo risolvere ∂v1 = ∂χ0∧(π−1)∗v su D′∗, applicando il teorema
3.8 all’estensione banale di ∂χ0 ∧ (π−1)∗v su D′ e ricordando che D ⋐ D′,
abbiamo
‖v1‖N0,D ≤ c‖∂χ0 ∧ (π−1)∗v‖D′,N ≤ c′‖∂χ0 ∧ (π−1)∗v‖L2(D) ≤ C‖f‖N,Ω
poiche´ ∂χ0 = 0 vicino ad A. Quindi
u = (1− χ)u0 + χ0(π−1)∗v − v1
e` una soluzione per cui vale la stima richiesta. 
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3.4 Singolarita` isolate
SiaX un insieme analitico complesso ridotto, di dimensione n in CN con una
singolarita` isolata in 0 e sia X∗ = X \ {0}. Siano z1, . . . , zN le coordinate di
CN e si identifichi i∂∂‖z‖2 con la metrica euclidea in CN . L’insieme X∗ dei
punti regolari di X eredita una metrica ka¨hleriana, che chiameremo metrica
dell’ambiente.
La norma puntuale di una forma f definita su X∗ rispetto alla metrica
dell’ambiente sara` indicata con |f |, la sua norma L2 con ‖f‖ e l’elemento di
volume con dV . Sia R un numero positivo sufficientemente piccolo e, dato
0 < r < R, sia Br = {z ∈ CN : ‖z‖ < r}, Br = {z ∈ CN : ‖z‖ ≤ r},
Xr = X ∩Br, X∗r = X∗ ∩Br e X∗r = X∗ ∩Br.
Poiche` la metrica non e´ completa, vi sono molte possibili estensioni L2
chiuse dell’operatore ∂ originariamente definito sulle forme lisce su X∗. Noi
utilizzeremo l’estensione massimale (nel senso delle distribuzioni) ∂max
Definizione 3.2 Un elemento u ∈ L2p,q(X∗r ) e` nel dominio di ∂max se e solo
se ∂u (definito nel senso delle distribuzioni) e` in L2p,q+1(X
∗
r ).
Similmente si possono definire le estensioni massimali per l’operatore di de
Rham d e per il suo aggiunto formale δ, o per l’operatore θ, aggiunto formale
di ∂.
Sia ora M una varieta` ka¨hleriana complessa con dimC M = n. Siano h
una metrica Hermitiana su M e ω la corrispondente forma di Ka¨hler con
elemento di volume dVω. Sia z ∈ M e siano z1, . . . , zn coordinate locali di
modo che ( ∂∂z1 , . . . ,
∂
∂zn
) sia una base ortonormale di (TM,ω) in z. Allora
vale
ω(z) = i
n∑
j=1
dzj ∧ dzj
Sia (E,H) un fibrato in rette hermitiano e olomorfo suM e sia C∞p,q(M,E) lo
spazio delle sezioni regolari del fibrato
∧p,q T ∗M⊗E. Denotiamo con DE =
D′E +D
′′
E la sua connessione di Chern, con δE = δ
′
E + δ
′′
E l’aggiunto formale
di DE e con Θ(E) il tensore di curvatura associato di E. Gli operatori
DE , δE , . . . si estendono nel senso della teoria delle distribuzioni e sono cos`ı
operatori chiusi e densamente definiti su L2(·,·)(M,E). La norma puntuale
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di un elemento di L2(·,·)(M,E) sara` indicata con <,> e la sua norma L
2 con
‖ · ‖. Sia L : ∧p,q T ∗M → ∧p+1,q+1 T ∗M l’operatore u 7→ ω ∧ u e sia Λ
il suo aggiunto formale. Questi operatori si estendono alle forme a valori
vettoriali in
∧p,q T ∗M ⊗ E, prendendo il loro prodotto tensore con IdE.
Siano [, ] le parentesi di Lie graduate, ovvero [A,B] = AB − (−1)a+bBA
dove a, b sono gli ordini di A, B. Siano ∆E = DEδE + δEDE l’operatore
laplaciano, ∆′′E = D
′′
Eδ
′′
E + δ
′′
ED
′′
E l’operatore laplaciano antiolomorfo e ∆
′
E
il suo coniugato. Tali operatori si estendono nel senso delle distribuzioni e
dunque sono operatori chiusi e densamente definiti su L2(·,·)(M,E).
Richiamiamo due risultati per le cui dimostrazioni rimandiamo a [4]
Lemma 3.15 (Bochner-Kodaira-Nakano equality)
∆′′E = ∆
′
E + [iΘ(E),Λ]
Lemma 3.16 (Bochner-Kodaira-Nakano inequality) Sia u una forma
in C∞p,q(M,E) a supporto compatto. Allora
‖D′′Eu‖2 + ‖δ′′Eu‖2 ≥
∫
M
〈[iΘ(E),Λ]u, u〉dVω
Consideriamo gli autovalori γ1(z) ≤ . . . ≤ γn(z) di iΘ(E)z rispetto a ωz,
z ∈M , e sia
iΘ(E)z = i
n∑
j=1
γj(z)dzj ∧ dzj
una diagonalizzazione di iΘ(E)z . Da [4] abbiamo, per ogni (p, q)−forma
u =
∑
J,K uJKdzJ ∧ dzK ⊗ e1,
〈[iΘ(E),Λ]u, u〉 =
∑
J,K
∑
j∈J
γj +
∑
k∈K
γk −
n∑
j=1
γj
 |uJK |2
Se esiste γ(z) > 0 tale che∑
j∈J
γj +
∑
k∈K
γk −
n∑
j=1
γj
 ≥ γ(z)
per ogni scelta dei multiindici J,K tali che |J | = p e |K| = q e per ogni
z ∈ M e se inoltre (M,ω) e` completa, allora le forme regolari a supporto
compatto sono dense in DomD′′E ∩ DomD′′∗E per la norma del grafico u 7→
‖u‖+ ‖D′′Eu‖+ ‖D′′∗E u‖.
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Lemma 3.17 Nelle ipotesi ora enunciate, sia g ∈ L2p,q(M,E), D′′Eg = 0,
tale che
∫
M γ
−1|g|2dVω <∞. Allora esiste f ∈ L2p,q−1(M,E) tale che
D′′Ef = g
∫
M
|f |2dVω ≤
∫
M
γ−1|g|2dVω
Dim : Il lemma e` vero in ipotesi piu` generali: precisamente, siano (M,ω)
una varieta` di Ka¨hler completa, E un fibrato vettoriale olomorfo hermitiano
di rango r su M . Si supponga che l’operatore hermitiano
AE,ω = [iΘ(E),Λ]
sia semidefinito positivo su
∧p,q T ∗M⊗E. Sia data una forma g ∈ L2p,q(M,E),
D′′−chiusa e tale che, per quasi ogni x ∈M, esista α ∈ [0,∞[ verificante
|〈g(x), x〉|2 ≤ α〈AE,ωu, u〉 ∀ u ∈ (
p,q∧
T ∗M ⊗E)x
Denoteremo sempre un tale α con 〈A−1E,ωg(x), g(x)〉, anche quando AE,ω non
sia invertibile. Si assuma inoltre che∫
M
〈A−1E,ωg(x), g(x)〉dV = C ≤ +∞
Allora esiste f ∈ L2p,q−1(M,E) tale che D′′f = g e
‖f‖2 ≤
∫
M
〈A−1E,ωg(x), g(x)〉dV
Infatti per Cauchy-Schwarz, data u ∈ DomD′′ ∩Domδ′′, abbiamo
|(u, g)|2 =
∣∣∣∣∫
M
〈u, g〉dV
∣∣∣∣2 ≤ (∫
M
〈AE,ωu, u〉1/2〈A−1E,ωg, g〉1/2dV
)2
≤
∫
M
〈A−1E,ωg, g〉dV ·
∫
M
〈AE,ωu, u〉dV.
La disuguaglianza di Bochner-Kodaira-Nakano implica allora che
|(u, g)|2 ≤ C(‖D′′u‖2 + ‖δ′′u‖2) ∀ u ∈ DomD′′ ∩Domδ′′
Si consideri ora u ∈ Domδ′′ e sia
u = u1 + u2 u1 ∈ kerD′′, u2 ∈ (kerD′′)⊥ = Imδ′′
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Si ha D′′u1 = 0, δ
′′u2 = 0 e poiche´ g ∈ kerD′′, otteniamo
|(u, g)|2 = |(u1, g)|2 ≤ C‖δ′′u1‖2 = C‖δ′′u‖2
Per il teorema di Hahn-Banach, la forma lineare
δ′′u 7→ (u, g)
definita sull’immagine di δ′′, si puo` estendere a tutto L2p,q−1(M,E) mediante
v 7→ (v, f), con f ∈ L2p,q−1(M,E) e ‖f‖ ≤ C1/2. Quindi per ogni u ∈ Domδ′′
si ha
(u, g) = (δ′′u, f)
da cui g = (δ′′)∗f = D′′f . 
Applichiamo il lemma ora enunciato nel caso in cui E = M × C abbia
una metrica H = e−φ sulle fibre, dove φ e´ funzione regolare suM . Possiamo
definire su M gli operatori d, ∂ e ∂, estesi a operatori chiusi e densamente
definiti sullo spazio delle forme a quadrato integrabile. Siano θ e θ gli ag-
giunti formali di ∂ e ∂ rispettivamente, rispetto al prodotto interno indotto
da ω. In questo caso
L2(·,·) = {f ∈ L2(·,·)(M) :
∫
M
|f |2e−φdVω <∞}
Dati u, v ∈ L2p,q(M,E), sia
(u, v)φ =
∫
M
〈u, v〉e−φdVω
il prodotto interno. Allora D′′E = ∂, D
′
E = ∂φ = e
φ∂e−φ, δ′E = θ e δ
′′
E =
θφ = e
φθe−φ; inoltre iΘ(E) = i∂∂φ.
Si vede bene che l’applicazione del lemma a questo caso non e` altro che
un risultato di risolubilita` del ∂ con stime sulla soluzione in un L2 con peso.
In quanto segue accenneremo le dimostrazioni di tre risultati, due di
carattere locale sulla risolubilita` del ∂ intorno alla singolarita` con opportune
stime sulla norma delle soluzioni ed un terzo di globalizzazione. La presenza
di due risultati locali e` dovuta alla dicotomia p+ q < n o p+ q > n.
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Teorema 3.18 Sia p+q < n e q > 0. Esistono allora un sottospazio chiuso
H di codimensione finita in Zp,q = {f ∈ L2p,q(X∗r ) : ∂f = 0} e una costante
positiva C tali che per ogni f ∈ H l’equazione ∂u = f abbia una soluzione
in X∗r con ∫
X∗r
‖z‖−2(− log ‖z‖2)−4|u|2dV ≤ C
∫
X∗r
|f |2dV
Dim : In quanto segue, gli spazi L2 saranno intesi rispetto alla metrica
dell’ambiente, a meno che non sia specificato diversamente. Per comodita`
assumeremo che 0 < R < e−1/2; il caso generale segue per rinormalizzazione.
Cominciamo con il seguente risultato intermedio.
Proposizione 3.19 Siano p, q come detto. Se f ∈ L2p,q(X∗r ), con suppf ⊂
X
∗
r0, 0 < r0 < r, e ∂f = 0 in X
∗
r , allora esiste una soluzione di ∂u = f in
X∗r con ∫
X∗r
‖z‖−2(− log ‖z‖2)−4|u|2dV ≤ C1
∫
X∗r
|f |2dV
e C1 > 0 una costante che dipende da r0.
Dim : Consideriamo
φ = (n− p− q) log ‖z‖2 − 2 log(− log ‖z‖2)− log(r2 − ‖z‖2)
e prendiamo la metrica ka¨hleriana ω = i∂∂φ, completa su X∗r . Si ha
i∂∂φ = i∂∂‖z‖2
(
n− p− q
‖z‖2 +
1
r2 − ‖z‖2 +
2
‖z‖2(− log ‖z‖2)
)
+i∂‖z‖2 ∧ ∂‖z‖2
(
2 log ‖z‖2 + 2
‖z‖4(log ‖z‖2)2 +
1
(r2 − ‖z‖2)2 −
n− p− q
‖z‖4
)
Non e` difficile vedere che vi sono N − 1 (risp. n− 1) autovalori di ω rispetto
alla metrica euclidea in CN (risp. in X∗r ) di modulo
n− p− q
‖z‖2 +
1
r2 − ‖z‖2 +
2
‖z‖2(− log ‖z‖2)
ed uno di modulo
r2
(r2 − ‖z‖2)2 +
2
‖z‖2(log ‖z‖2)2
Vicino a 0 in X∗r si ha
r2
(r2 − ‖z‖2)2 +
2
‖z‖2(log ‖z‖2)2 ≤ λ1 ≤ λ2 = . . . = λn
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=
n− p− q
‖z‖2 +
1
r2 − ‖z‖2 +
2
‖z‖2(− log ‖z‖2) ≈
1
‖z‖2
mentre vicino a bX∗r si ha
λn = . . . = λ2 =
n− p− q
‖z‖2 +
1
r2 − ‖z‖2 +
2
‖z‖2(− log ‖z‖2)
≤ λ1 ≤ r
2
(r2 − ‖z‖2)2 +
2
‖z‖2(log ‖z‖2)2
Vogliamo dimostrare che f ∈ L2p,q(X∗r , ω,−φ). Per questo siano z ∈ X∗r
e ζ1, . . . , ζn una base ortonormale (rispetto alla metrica dell’ambiente) di
TzX
∗
r che diagonalizzi la metrica dell’ambiente e ω in z e
ω|X∗r =
n∑
j=1
iλjζ
∗
j ∧ ζ∗j ;
allora |ζj|2ω = λ−1j . Sia ζ∗J = ζ∗j1 ∧ . . . ∧ ζ∗jq per J = (j1, . . . , jq); da cyu
|ζJ |2ω =
∏
j∈J λ
−1
j . Per ogni (p, q)−forma f si ottiene allora
|f |ω =
∑
J,K
1∏
J λj
∏
K λk
|fJK|2
Inoltre poiche` dVω = λ1 · · ·λndV in un intorno di 0 si ha la seguente stima:
eφ|f |2ωdVω . |f |2dV
Del resto, su ogni compatto di X∗r si ha |f |2ωdVω ≈ |f |2dV , quindi∫
X∗r
|f |2ωeφdVω =
∫
X∗r0
|f |2ωdVω ≤ C(r0)
∫
X∗r
|f |2dV
ovvero f ∈ L2p,q(X∗r , ω,−φ).
Applichiamo ora il lemma 3.17 con M = X∗r , dotato della metrica
completa ω ed E il fibrato in rette banale su M con metrica eφ. Allora
iΘ(E) = −i∂∂φ e dunque tutti gli autovalori di iΘ(E) rispetto a ω sono
−1. Ne segue che per p+ q < n tali autovalori soddisfano la stima richiesta
con γ = n − p − q. Quindi per il lemma esiste u ∈ L2p,q(X∗r , ω,−φ) tale che
∂u = f e u e` ortogonale a ker ∂ ∩ L2(X∗r , ω,−φ).
Poiche` u ha grado (p, q − 1), vicino a bXr vale la stima
|u|2ωeφdVω &
1
r2 − ‖z‖2 |u|
2dV
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e dunque ∫
{r−ǫ<‖z‖<r}∩X
|u|2(r2 − ‖z‖2)−1dV ≤ C(r0)
∫
X∗r
|f |2dV
per un opportuno ǫ = ǫ(r). Osserviamo inoltre che, nel dominio dell’inte-
grale di sinistra, vale la diseguaglianza
1
r2 − ‖z‖2 &
1
‖z‖2(− log ‖z‖2)4
Similmente, vicino a 0, si ottiene che
|u|2ωeφdVω &
1
‖z‖2(− log ‖z‖2)4 |u|dV
e dunque, poiche´ ω e` quasi isometrica alla metrica euclidea sui compatti di
X∗r , anche su essi soddisfera` una simile disuguaglianza, da cui∫
X∗r
‖z‖2(− log ‖z‖2)4
|u|2 dV ≤ C1(r0)
∫
X∗r
|f |2dV
tenendo conto anche della precedente stima sul comportamento al bordo. 
Siano u0, f0 le estensioni banali di u, f fuori daX∗r . Vogliamo dimostrare
che ∂u0 = f0 su X∗ e per questo utilizzeremo il seguente fatto generale.
Lemma 3.20 Sia X una varieta` hermitiana di dimensione n eM una iper-
superficie C1 chiusa in X. Sia dM la funzione distanza da M . Supponiamo
che ud
−1/2
M ∈ L2,locp,q−1(X) e f ∈ L2,locp,q (X) con 0 ≤ p ≤ n, 1 ≤ q ≤ n. Se
∂u = f in X \M , allora ∂u = f su X.
Dim : Dobbiamo dimostrare che∫
x
u ∧ ∂φ = (−1)p+q
∫
X
f ∧ φ
per ogni φ ∈ C∞0,(n−p,n−q)(X), lo spazio delle forme lisce, a supporto compat-
to, di tipo (n− p, n− q) su X. Introduciamo una famiglia di funzioni cutoff
χǫ ∈ C∞ tali che 0 ≤ χǫ ≤ 1, χǫ ≡ 1 su {dM ≥ ǫ}, χǫ ≡ 0 su {dM ≤ ǫ/2} e
|∂χǫ| ≤ C/ǫ su sptφ, 0 < ǫ < ǫ0. Per ipotesi∫
X
f ∧ χǫφ = (−1)p+q
(∫
X
u ∧ χǫ∂φ+
∫
X
u ∧ ∂χǫ ∧ φ
)
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e la tesi seguira´ una volta mostrato che
∫
X u ∧ ∂χǫ ∧ φ → 0 quando ǫ → 0.
Per Cauchy-Schwarz, abbiamo∣∣∣∣∫
X
u ∧ ∂χǫ ∧ φ
∣∣∣∣ ≤ (∫
dM<ǫ
d−1M |u|2dV
) 1
2
(∫
sptφ
dM |∂χǫ|2dV
) 1
2
‖φ‖∞
e, sempre per ipotesi, il primo termine tende a 0 se ǫ→ 0, mentre il secondo
termine e` limitato da (C2ǫ−1vol(spt(∂χǫ∧φ))) 12 . Inoltre vol(spt(∂χǫ∧φ)) ≤
C ′ǫ, dunque questo secondo termine ha una limitazione indipendente da ǫ.

Si ha r2 − ‖z‖2 ≤ cdbXr (z) vicino a bXr, quindi applicando il lemma a
u0, f0 con M = bXr, si ha che ∂u
0 = f0 su X∗. Inoltre
Lemma 3.21 Sia X∗r0 = X
∗ ∩ Br0 con 0 < r0 < r < e−1/2. Sia f ∈
L2p,q(X
∗
r ) con ∂f = 0, p + q < n, q > 0. Allora ∂u = f ha soluzioni in X
∗
r
che rispettino la stima del teorema 3.18 se e solo se ∂u0 = f ha soluzione
in L2p,q−1(X
∗
r \Br0) per qualche r0 < r.
Dim : La necessita` e` ovvia. Per provare la sufficienza, sia χ ∈ C∞0 (Xr)
con χ = 1 in un intorno di Xr0 . Sia f1 = f − ∂(1 − χ)u0). Allora f1 ∈
L2p,q(X
∗
r ), e` ∂−chiusa in X∗r ed e` a supporto compatto in X∗r . Dunque,
per la proposizione 3.19 esiste u1 tale che ∂u1 = f1 in X
∗
r e vale la stima
richiesta. La soluzione su X∗r e` allora u = u1 + (1− χ)u0. 
L’ultimo fatto da dimostrare e` la finitezza della codimensione dello spazio
dei dati per cui l’equazione si puo` risolvere. Tale dimostrazione e` semplice
nel caso in cui 1 ≤ q ≤ n − 2, in quanto in tal caso Hp,q(2)(X∗r \ Br0) e` di
dimensione finita (si veda [3]) e dunque la codimensione dello spazio delle f
in Zp,q per cui ∂u = f si risolve in L
2
p,q−1(X
∗
r \Br0) e` finita.
Nel caso in cui, invece, q = n− 1, il risultato vale nonostante Hp,q(2)(X∗r \
Br0) non sia di dimensione finita, ma per dimostrarlo si lavora sulla desin-
golarizzazione di X, mostrando che il risultato vale nello spazio L20,n−1 della
desingolarizzazione. Per i dettagli si veda [15, pp. 400-402]. 
Passiamo ora al secondo risultato locale, la cui dimostrazione ricalca il
primo, se non per alcuni particolari, dovuti al diverso segno di n− p− q.
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Teorema 3.22 Sia p+q > n. Data f ∈ L2p,q(X∗r ), con ∂f = 0 in X∗r , esiste
u tale che ∂u = f in X∗r con∫
X∗r0
‖z‖−2α|u|2dV ≤ C(α, r0)
∫
X∗r
|f |2dV
per ogni 0 < r0 < r, 0 < α < 1.
Dim : Siano
φ = a log ‖z‖2 − log
(
log
r2
‖z‖2
)
e ω = i∂∂φ. Come nel teorema precedente, avremo N−1 (o n−1) autovalori
pari a
a
‖z‖2 +
1
‖z‖2 log r2
‖z‖2
e un autovalore pari a
1
‖z‖2
(
log r
2
‖z‖2
)2
ed otterremo le stesse stime sugli autovalori vicino al bordo e vicino all’ori-
gine.
Con gli stessi argomenti, possiamo mostrare che f ∈ L2p,q(X∗r , ω, φ). Ap-
plicando poi il lemma 3.17, otteniamo una soluzione u ∈ L2p,q−1(X∗r , ω, φ) di
∂u = f , ortogonale a ker ∂ ∩ L2(X∗r , ω, φ) e per cui vale la stima∫
X∗r
|u|2ωe−φdVω .
∫
X∗r
|f |2dV
Ripetendo gli argomenti della precedente dimostrazione, si ottiene una stima
sui compatti di X∗r , che fornisce la tesi. .
Ora, enunciamo i risultati di globalizzazione, senza scendere nel dettaglio
delle dimostrazioni, che si possono trovare in [15, pp.405-410].
Teorema 3.23 Sia f ∈ L2p,q(X∗r ) con ∂f = 0 in X∗r e sia p+q 6= n. Se q > 0
e p+ q ≤ n−1, si assuma inoltre che esiste u ∈ L2p,q−1(X∗r0) tale che ∂u = f
con 0 < r0 < r. Sia ψ ∈ C∞(Xr), ψ = 0 su Xr0 e ψ plurisubarmonica
fuori da Xr0 . Allora esistono costanti positive C, k0 tali che per ogni k ≥ k0
esiste uk tale che ∂uk = f in X
∗
r e∫
X∗r
|uk|2e−kψdV ≤ C
∫
X∗r
|f |2dV
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Dim : Affrontiamo prima il caso p + q < n. Si costruisce una metrica
ω simile a quella dei due teoremi precedenti e la si incolla con la metrica
ambientale h, ottenendo h0 che coincide con ω su X
∗
r1 con r1 < r0 e con
h fuori da X∗r0 ; si definisce una nuova funzione φ0 che coincida con φ (da
cui si ottiene ω) in X∗r1 e con χ0‖z‖2 fuori da X∗r0 (χ0 e` da determinare in
seguito).
Si dimostra innanzitutto che, se c’e` una soluzione in L2p,q−1(X∗r0 , h), allora
ce ne´ una anche in L2p,q−1(X
∗
r0 , h0, φ0). Si costruisce poi φk = φ0 + kψ e si
dimostra che
‖G‖2φk ≤ C ′(‖∂G‖2φk + ‖∂
∗
G‖2φk
per ogni G ∈ Dom∂ ∩ Dom∂∗ ⊂ L2p,q(X∗r , h0, φk) con G|X∗r0 ⊥ N , dove si
pone N = ker ∂ ∩ ker ∂∗ e indichiamo con ∂∗ l’aggiunto di ∂ rispetto al
prodotto scalare
∫
X∗r
〈u, v〉h0e−φkdVh0.
Sia
F = {f ∈ L2p,q(X∗r , h0, φk), ∂f = 0 su X∗r con f |X∗r0 ⊥ N}
Utilizzando la stima su ‖G‖2φk e [25], si ha che per f ∈ F esiste u ∈
L2p,q−1(X
∗
r , h0, φk) tale che ∂u = f su X
∗
r e∫
X∗r
|u|2h0e−φkdVh0 ≤ C
∫
X∗r
|f |2h0e−φkdVh0
Usando argomenti simili a quelli adoperati per i risultati locali, otteniamo
che ∫
X∗r
|f |2h0e−kφdVh0 ≤ Ck
∫
X∗r
|f |2hdVh
Concludendo, per ipotesi esiste una soluzione in L2p,q−1(X
∗
r0 , h) e dunque
una in L2p,q−1(X
∗
r0 , h0, φ0); ma allora f |X∗r0 ⊥ N , quindi f ∈ F . Dunque
otteniamo u ∈ L2p,q−1(X∗r , h0, φk) che soddisfa le richieste.
Nel caso p+q > n, si utilizza la stessa funzione φ della dimostrazione del
teorema 3.22. Si costruiscono allo stesso modo la metrica h0 e la funzione
φ0; poiche´ lontano da 0 ω e` quasi isometrica a h, e` anche quasi isometrica
a h0 e dunque si dimostra che la soluzione di ∂v = f in L
2
p,q(X
∗
r , ω, φ) sta
anche in L2p,q(X
∗
r0 , h0, φ0) ed e` soluzione inX
∗
r0 . Da qui, applicando i risultati
precedentemente citati (che rimangono comunque validi), si ottiene la tesi.

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Con lo stesso tipo di tecniche si puo` dimostrare anche il seguente risul-
tato.
Teorema 3.24 Siano X uno spazio complesso n−dimensionale e D un do-
minio relativamente compatto in X tale che D\Xreg = A e` un insieme finito
{a1, . . . , am}. Posto D∗ = D\A; si consideri su X∗ una metrica hermitiana
compatibile con le immersioni locali. Allora, data f ∈ L2p,q(D∗) con ∂f = 0
in D∗ e p + q < n, l’equazione ∂u = f si risolve in L2p,q−1(D
∗) se e solo se
si risolve in L2p,q−1(Vi \ {ai}) per qualche intorno Vi di ai, per i = 1, . . . ,m.
Inoltre, si avra` una stima globale∫
D∗
|u|2d−2A (log(1 + d−1A ))−4dV ≤ C
∫
D∗
|f |dV
se e solo se si ha∫
V \A
|u|2d−2A (log(1 + d−1A ))−4dV ≤ C
∫
D∗
|f |dV
con V =
⋃
i Vi.
Si ha, infine, il seguente risultato.
Teorema 3.25 Siano X uno spazio di Stein, D un dominio relativamente
compatto in X e D∩Xsing = A insieme finito. Sia D∗ = D\A. Si supponga
che D sia Stein e sia ρ ≥ 0 una funzione strettamente plurisubarmonica in
un intorno di D con ρ−1(0) = A. Allora per ognif ∈ L2p,q(D∗) tale che
∂f = 0, p+ q > n, esiste una soluzione di ∂u = f in D∗ che soddisfa∫
D∗
|u|2d(z,A)−2αdV ≤ C(α)
∫
D∗
|f |2dV
per ogni 0 < α < 1 e con C(α) > 0 costante.
Capitolo 4
Forme e correnti metriche
In quel che segue, presentiamo l’approccio di [2], in cui si definiscono i concet-
ti di corrente e di forma differenziale per uno spazio metrico. Alcuni risultati
fondamentali saranno solo enunciati e per la dimostrazione si rimanda a [2].
4.1 Richiami di teoria geometrica della misura
In questa sezione, esponiamo a grandi linee i concetti di base della teo-
ria classica delle forme differenziali e delle correnti; per maggiori dettagli,
rimandiamo ai testi classici sull’argomento, ad esempio [11].
4.1.1 Forme differenziali
Sia Y una varieta` differenziabile di dimensione n. Un k-vettore nel punto
x ∈ Y e` un elemento di ∧k TxY ; un campo di k-vettori e` una sezione regolare
di
∧k TY .
Similmente un k-covettore nel punto x ∈ Y e` un elemento di ∧k T ∗xY e
un campo di k−covettori (o k-forma) e` una sezione regolare di ∧k T ∗Y .
Un vettore v ∈ ∧k TxY (o un covettore ω ∈ ∧k T ∗xY ) si dice semplice se
e` esprimibile come prodotto esterno di 1−vettori (o 1−covettori).
Se
ω =
∑
|I|=k
ωIdx
I v =
∑
|I|=k
vI
∂
∂xI
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si pone
〈ω, v〉 =
∑
|I|=k
ωIv
I
Supponiamo ora che Y sia una varieta` riemanniana con un prodotto
scalare g e sia
n∑
r,s=1
grsdx
r ⊗ dxs
la prima forma fondamentale di (Y, g). Sia v ∈ ∧k TxY . Allora, per ogni
multiindice I si pone
vI = vi1···ik = gi1s1 · · · gikskvs1···sk
Le vI cos`ı ottenute sono i coefficienti di un k−covettore. La norma di v e`
definita da
|v| =
∑
|I|=k
vIv
I
1/2
Similmente, per ω ∈ ∧k T ∗xY , definiamo
ωI = ωi1···ik = gi1s1 · · · gikskωs1···sk
dove (gij) e` l’inversa di (gij). La norma di ω e` quindi definita come
|ω| =
∑
|I|=k
ωIω
I
1/2
La massa di un k−vettore v ∈ ∧k TxY e` definita da
‖v‖ = inf
{∑
α
|vα| | vα e` semplice e v =
∑
α
vα
}
e allo stesso modo la comassa di un k−covettore ω ∈ ∧k T ∗xY e` data da
‖ω‖ = sup{〈ω, v〉 |v e` semplice e |v| ≤ 1}
Osservazione : Valgono le seguenti proprieta`
1. ‖v‖ = sup{〈ω, v〉 | ‖ω‖ ≤ 1};
2. le norme ‖ · ‖ e | · | sono equivalenti sia sui vettori che sui covettori;
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3. se k = 1, allora dalla definizione di comassa segue che
‖ω‖ = |ω| =
∑
j
ωjω
j
1/2
inoltre, se k = n− 1, si ha
‖ω‖ =
∑
j
ωjω
j
/12
4. ‖ · ‖ = | · | su vettori e covettori semplici.
Le definizioni precedenti si estendono in maniera naturale ai campi di
vettori e covettori. Dato un campo di vettori v su Y diciamo massa di v il
numero
‖v‖ = supx ∈ Y ‖v(x)‖
e similmente
‖ω‖ = sup
x∈Y
‖ω(x)‖
si dice comassa della k−forma ω su Y .
La derivata esterna di una k−forma ω (o differenziale o bordo) e` data
da
dω =
∑
|I|=k
n∑
j=1
∂ωI
∂xj
dxj ∧ dxI
La norma flat di una k−forma e` definita come
‖ω‖flat = sup
x∈Y
max{‖ω(x)‖, ‖dω(x)‖}
Massa, comassa e norma flat possono essere definite anche su un sottoin-
sieme compatto K di Y ; verranno allora indicate con ‖ · ‖K e ‖ · ‖flat,K .
In quanto sezioni delle potenze esterne dei fibrati tangente e cotangente,
a campi di vettori e covettori si applicano i concetti di push forward e di
pullback rispettivamente, in modo naturale.
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4.1.2 Correnti
Sia Dk(Y ) lo spazio delle k−forme su Y a supporto compatto, dotato della
topologia usuale; una k−corrente su Y e` un funzionale lineare e continuo
T : Dk(Y ) → C; k e` detta dimensione di T , n − k e` detto grado di T . Lo
spazio di tutte le k−correnti sara` indicato con Dk(Y ).
Il differenziale o bordo di T e` la (k − 1)−corrente definita da1
dT (ω) = T (dω)
per ogni ω ∈ Dk−1(Y ).
Sia S la famiglia di sottoinsiemi C di Y chiusi e tali che se x ∈ Y \ C,
allora esiste un intorno U di x tale che T (ω) = 0 per ogni k−forma ω tale
che spt(ω) ⊂ U . Se T 6= 0, allora S 6= ∅.
Il chiuso ⋂
C∈S
C
e` detto supporto di T e indicato con sptT . L’insieme delle k−correnti T a
supporto compatto su Y sara` indicato con Ek(Y ).
Se f : Y → Y ′ e` una mappa regolare tra varieta` differenziabili eT e`
un ak−corrente su Y tale che f |sptT e` una mappa propria, allora possiamo
definire l’immagine diretta di T tramite f come segue. Sia ω ∈ Dk(Y ′) una
k−forma e sia χ ∈ C∞0 (Y ) tale che χ ≡ 1 in un intorno di spt(T )∩f−1(sptω);
allora il numero complesso T (χf∗ω) non dipende da χ e ω 7→ T (χf∗ω)
definisce una k−corrente su Y , chiamata appunto immagine diretta di T
tramite f e denotata con f♯T . Si ha d ◦ f♯ = f♯ ◦ d.
Se f ∈ C0(Y ), f ≥ 0, definiamo
‖T‖(f) = sup{T (ω) | ω ∈ Dk(Y ) e ‖ω(x)‖ ≤ f(x)}
se ‖T‖(f) < +∞ per ogni f ∈ C00(Y ), diciamo che la corrente T ha massa
localmente finita.
1In quanto segue utilizzeremo il simbolo d per indicare il bordo di forme, correnti e
insiemi topologici, per evitare confusione con il simbolo ∂, che ha altro utilizzo in analisi
complessa.
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Se ‖T‖(1) < +∞, T ha massa finita. Allora f 7→ ‖T‖(f) e` una misura
di Radon con densita` d‖T‖ tale che
‖T‖(f) =
∫
Y
fd‖T‖
per ogni funzione f continua su Y . Per il teorema di Radon-Nikodym esiste
‖T‖−quasi ovunque un campo di k−vettori T che abbia ‖T‖−quasi ovunque
massa unitaria, sia semplice e si abbia
T (ω) =
∫
Y
〈ω,T〉d‖T‖
per ogni ω ∈ Dk(Y ).
Se T ha massa finita, definiamo la massa di T come
M(T ))
∫
Y
d‖T‖ = sup{T (ω) | ω ∈ Dk(Y ) e ‖ω‖ ≤ 1}
se invece T ha massa localmente finita, definiamo la massa di T per ogni K
compatto in Y come
MK(T ) =
∫
K
d‖T‖ = sup{T (ω) | ω ∈ Dk(Y ) e ‖ω‖K ≤ 1}
4.1.3 Correnti normali, rettificabili e norma flat
Una k−corrente T di massa localmente finita e` detta localmente normale
se il suo bordo dT ha massa localmente finita; per ogni K compatto di Y
definiamo la seminorma
NK(T ) =MK(T ) +MK(dT )
Lo spazio delle k−correnti T tali che sptT ⊆ K eNK(T ) < +∞ si indica con
Nk,K(Y ); similmente, lo spazio delle k−correnti T tali che NK(T ) <∞ per
ogni K compatto in Y (ovvero delle correnti localmente normali) si indica
con Nk,loc(Y ).
Se poi T e dT hanno entrambe massa finita, T si dice normale; sullo
spazioNk(Y ) delle k−correnti normali si definisce la normaN(T ) =M(T )+
M(dT ).
Esempio 1: Sia V una sottovarieta` differenziabile chiusa di dimensione k
della varieta` riemanniana Y . Allora
[V ] : ω 7→
∫
V
ω
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e` una k−corrente. Se il k−volume di V e` finito, [V ] ha massa finita e
M([V ]) = volk(V ). Se invece V e` una sottovarieta` con bordo B, si ha
d[V ] = [dV ] = [B]; [V ] e` dunque normale se e solo se B ha misura Hp−1
finita.
Esempio 2: Sia α ∈ Dn−k(Y ). Allora
[α] : ω 7→
∫
Y
α ∧ ω
definisce una k−corrente. Per il teorema di Stokes, si ha
d[α] = (−1)n−k+1[dα]
Una k−catena poliedrale P e` una somma formale∑j∈Z njσj dove nj ∈ Z
e σj : ∆k → Y sono mappe lipschitziane dal k−simplesso standard orientato
∆k; ad ogni k−catena poliedrale P localmente finita e` associata una corrente
di integrazione [P ]:
[P ] : ω 7→
∑
j∈Z
nj
∫
σj(∆k)
ω
Sia Pk(Y ) il gruppo di correnti di integrazione associate a k−catene polie-
drali localmente finite, sia Pk,K(Y ) il sottogruppo di correnti di integrazione
a supporto contenuto in K.
La chiusura di Pk(Y ) nella norma di massa si indica con Rk(Y ) e i
suoi elementi si dicono correnti rettificabili ; la corrente [V ] dell’esempio 1 e`
rettificabile.
Se T e dT sono entrambe correnti rettificabili, allora T si dice corrente
intera. L’insieme delle k−correnti intere si indica con Ik(Y ); similmente si
definisce Ik,K(Y ), per K compatto di Y .
Osservazione : Le correnti rettificabili possono anche essere definite co-
me chiusura nella norma di massa delle correnti di integrazione su somme
formali a coefficienti interi di sottovarieta` C1.
Osservazione : Una corrente T e` rettificabile se e solo se esistono un
insieme rettificabile E ed un campo di m−vettori HmxB−sommabile η tali
che η sia semplice, |η(x)| sia un intero, Tanm(E, x) sia associato a η(x) e si
abbia
T (ω) =
∫
B
〈ω(x), η(x)〉dHm
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La seminorma duale flat di una k−corrente T su un compatto K e`
definita da
‖T‖K,flat = sup{|T (ω) | ‖ω‖K,flat ≤ 1}
Se ‖T‖K,flat < +∞, allora sptT ⊂ K e` compatto e
‖dT‖K,flat ≤ ‖T‖K,flat
Si puo` dimostrare che
‖T‖K,flat = inf{MK(T − dS) +MK(S) | sptS ⊂ K}
(per Hahn-Banach tale estremo inferiore e` effettivamente raggiunto). La
chiusura nella seminorma duale flat di Nk,K(Y ) si indica con Fk,K(Y ); l’u-
nione su K di tali spazi si indica con Fk(Y ) ei suoi elementi sono detti
k−catene flat.
Le k−catene flat intere a supporto in K sono le correnti T della forma
T = R + dS con R ∈ Rk,K(Y ) e S ∈ Rk+1,K(Y ); l’insieme di tali catene si
indica con Fk,K(Y ) e l’unione di tali spazi su K si indica con Fk(Y ). I suoi
elementi sono detti k−catene flat intere.
Ricordiamo che, se T ∈ Fk(Y ) e sptT ⊂ M con M sottovarieta` di Y ,
allora T = i∗S con S ∈ Fk(M) e i :M → Y l’inclusione; inoltre, se sptT ⊂ A
e Hk(A) = 0, allora T = 0.
4.1.4 Decomposizione di Dolbeault
Sia X una varieta` complessa di dimensione complessa n; allora lo spazio
Dk(X) delle k−forme ammette la decomposizione di Dolbeault
Dk(X) =
⊕
p+q=k
Dp,q(X)
Per dualita`, lo spazio Dk(X) ammette la decomposizione duale
Dk(X) =
⊕
p+q=k
Dp,q(X)
Un elemento di Dp,q(X) si dice corrente di bimensione (p, q) e di bigrado
(n− p, n− q); data una k−corrente T , esiste un’unica scrittura T =∑Tp,q
di essa come somma di correnti di bidimensione (p, q).
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T e` a valori reali se e solo se T p,q = Tq,p.
Ovviamente, abbiamo anche una decomposizione dell’operatore di bordo
(sia per le forme che per le correnti):
d = ∂ + ∂
Si avra`
∂ : Dp,q(X)→ Dp+1,q(X) ∂ : Dp,q → Dp,q+1(X)
e similmente per le correnti
∂ : Dp,q(X)→ Dp−1,q(X) ∂ : Dp,q → Dp,q−1(X)
Esempio 3: Sia V ⊂ X una sottovarieta` analitica complessa di dimensione
pura p. Allora la misura H2p di V e` localmente finita per il teorema di
Lelong, dunque V definisce una corrente in R2p(X) ∩Dp,p(X) data da
[V ] : ω 7→
∫
Vreg
ω
Si ha d[V ] = [dV ] = 0, come si puo` vedere in [23, Prop. 1.6].
L’esempio precedente puo` essere generalizzato, considerando p−catene
olomorfe, ovvero somme a coefficienti interi localmente finite del tipo
T =
∑
j∈Z
nj[Vj ]
dove nj ∈ Z e Vj e` una sottovarieta` analitica complessa irriducibile di
dimensione pura p in X per ogni j.
Ricordiamo il teorema di struttura di Harvey e Schiffman [23] che afferma
che ogni corrente d−chiusa, localmente rettificabile, di bidimensione (p, p)
su una varieta` complessa X con H2p+2(sptT ) = 0 e` una p−catena olomorfa.
Se poi X e` Stein e T1, T2 sono due correnti rettificabili a supporto compatto
di bidimensione (p, p) con lo stesso bordo, allora T1 = T2.
4.2 Forme e funzionali metrici
Sia (X, ρ) uno spazio metrico. Sia Lip(X) = Lip(X; ρ) lo spazio vettoriale
delle funzioni lipschitziane a valori reali rispetto alla distanza ρ e sia Lipb(X)
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il sottospazio delle funzioni lipschitziane limitate. Denoteremo con Lip(f)
la costante di Lipschitz di f ∈ Lip(X).
Consideriamo, per 0 ≤ k, lo spazio vettoriale
Lk(X) = Lipb(X)⊕ Lip(X)⊕k
Gli elementi di Lk(X) sono detti k-forme metriche su X e spesso si usa per
essi la notazione
(f, ξ1, . . . , ξk) = fdξ1 ∧ . . . ∧ dξk
Definiamo alcune operazioni su queste forme metriche.
Prodotto esterno Date due forme metriche (f, ξ1, . . . , ξk) e (g, η1, . . . , ηh),
poniamo
(f, ξ1, . . . , ξk) ∧ (g, η1, . . . , ηh) = (fg, ξ1, . . . , ξk, η1, . . . , ηh)
Differenziale esterno Definiamo la mappa d : Lk(X)→ Lk+1(X) come
d(f, ξ1, . . . , ξk) = (1, f, ξ1, . . . , ξk)
Pullback Data una mappa lipschitziana ψ : X → Y tra spazi metrici,
definiamo l’operatore
ψ♯ : Lk(Y )→ Lk(X)
mediante
ψ♯(f, ξ1, . . . , ξk) = (f ◦ ψ, ξ1 ◦ ψ, . . . , ξk ◦ ψ)
Osserviamo che, se X,Y sono iperbolici nel senso di Kobayashi, ogni
mappa olomorfa ψ : X → Y e` Lipschitziana e dunque, in particolare, l’in-
clusione di un sottospazio iperbolico in uno spazio iperbolico iY : Y → X
e la mappa di desingolarizzazione π : X˜ → X di uno spazio iperbolico X
inducono mappe i♯Y e π
♯.
Una funzione T : Lk(X) → R e` detta un funzionale metrico k−dimen-
sionale su X se
1. T e` subadditivo in ogni variabile
2. T e` positivamente 1−omogeneo in ogni variabile.
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Ricordiamo che L : V → R si dice subadditivo se |L(x+y)| ≤ |L(x)|+ |L(y)|
e positivamente 1−omogeneo se |L(λx)| = λ|L(x)| per ogni λ ≥ 0.
L’insieme dei funzionali metrici k−dimensionali si indica con MFk(X).
A volte si usa anche la notazione MF 2n−k(X) e si dice che T ∈MFk(X) =
MF 2n−k(X) ha grado 2n− k.
Massa Un funzionale T ∈ MFk(X) si dice di massa finita se esiste una
misura di Borel finita µ su X tale che
|T (f, ξ1, . . . , ξk)| ≤
k∏
j=1
Lip(ξj)
∫
X
|f |dµ (4.1)
La minima misura µ che soddisfa questa relazione si dice massa di T e si
indica con ‖T‖.
Poiche´ Lipb(X) e` denso in L
1(X, ‖T‖), che contiene B∞(X) (ovvero le
funzioni di Borel limitate), ogni funzionale T di massa finita puo` essere esteso
unicamente a un funzionale su B∞(X)⊕Lip(X)⊕k che rispetta la (4.1), con
la misura ‖T‖.
Si ha la seguente caratterizzazione della massa di un funzionale.
Proposizione 4.1 Sia T ∈ MFk(X); allora T e` di massa finita se e solo
se
• esiste una costante M ∈ [0,∞) tale che
∞∑
i=0
|T (fi, ξi1, . . . , ξik)| ≤M
ogni volta che
∑
i |fi| ≤ 1 e Lip(ξij) ≤ 1;
• f 7→ T (f, ξ1, . . . , ξk) e` continua su successioni monotone equilimitate,
ovvero successioni (fh) tali che (fh(x)) e` monotona per ogni x ∈ X e
sup{|fh(x)| : x ∈ X, h ∈ N} <∞
Se valgono queste due condizioni, ‖T‖(E) e` la minima costante M per cui
e` soddisfatta la prima e ‖T‖(B) e` dato, per un sottoinsieme boreliano B di
X, da
‖T‖(B) = sup{
∞∑
i=0
|T (χB , ξi1, . . . , ξik)|}
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dove la somma e` su tutte le partizioni di Borel (Bi) di B e tutte le k−uple
di mappe ξij 1−lipschitziane.
Per la dimostrazione si veda [2, Proposition 2.7].
Se T ha massa finita, definiamo il supporto di T come spt(T ) = spt(‖T‖).
Differenziale Se T ∈MFk(X), definiamo dT ∈MFk−1(X) come
dT (ω) = T (dω) ∀ ω ∈ Lk−1(X)
Restrizione Siano T ∈ MFk(X) e ω = (g, η1, . . . , ηh) ∈ Lh(X). Definia-
mo un funzionale Txω in MFk−h(X) mediante
Txω(f, ξ1, . . . , ξk−h) = T (fg, η1, . . . , ηh, ξ1, . . . , ξk−h)
Push-forward Sia ψ : X → Y una funzione lipschitziana tra spazi metri-
ci. Definiamo l’operatore ψ♯ :MFk(X)→MFk(Y ) mediante
(ψ♯T )(f, ξ1, . . . , ξk) = T (ψ
♯(f, ξ1, . . . , ξk)) = T (f ◦ ψ, ξ1 ◦ ψ, . . . , ξk ◦ ψ)
Osserviamo che, per costruzione, il differenziale e il push-forward com-
mutano, ovvero ψ♯(dT ) = dψ♯(T ).
Inoltre, la massa si comporta bene rispetto alla restrizione e al push-
forward:
‖Txω‖ ≤ sup |g|
h∏
i=1
Lip(ηi)‖T‖
‖ψ♯T‖ ≤ [Lip(ψ)]kψ♯‖T‖
4.3 Correnti metriche
Un funzionale metrico k−dimensionale T ∈ MFk(X) e` detto k−corrente
metrica se
1. T e` multilineare
2. T ha massa finita
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3. (continuita`) se ων = (f, ξν1 , . . . , ξ
ν
k) converge a ω = (f, ξ1, . . . , ξk)
puntualmente e Lip(ξνj ) ≤ C per ogni ν ∈ N e 1 ≤ j ≤ k, allora
T (ων)→ T (ω)
4. (localita`) T (f, ξ1, . . . , ξk) = 0 ogni volta che per qualche j la funzione
ξj e` costante in un intorno di {f 6= 0}.
Il sottospazio delle k−correnti metriche si indica con Mk(X).
Teorema 4.2 Sia T ∈Mk(X), allora
1. T e` alternante in (ξ1, . . . , ξk)
2. (funzione composta) data ψ = (ψ1, . . . , ψk) ∈ [C1(Rk)]k, con ∇ψ limi-
tato e posto ξ = (ξ1, . . . , ξk) si ha
T (fdψ1(ξ) ∧ . . . ∧ dψk(ξ)) = T (f det∇ψ(ξ)dξ1 ∧ . . . ∧ dξk)
3. (prodotto) date f, ξ1 ∈ Lipb(X) si ha
T (fdξ1 ∧ . . . ∧ dξk) + T (ξ1df ∧ . . . ∧ dξk) = T (1d(fξ1) ∧ . . . ∧ dξk).
Per la dimostrazione si veda [2, Theorem 3.5].
Come per i funzionali metrici, possiamo estendere in modo unico le cor-
renti metriche con funzionali su B∞ ⊕ Lip(X)⊕k; i funzionali ottenuti in
questo modo rispettano ancora le quattro proprieta` delle correnti metriche
e l’alternanza.
Esempio Un primo esempio di correnti metriche puo` essere ottenuto dal-
l’integrazione di funzioni L1. Siano X uno spazio complesso singolare e
g ∈ L1(X), allora definiamo la corrente [g] ∈ M2n(X) (con dimC X = n)
come
[g](f, ξ1, . . . , ξ2n) =
∫
X
gfdξ1 ∧ . . . ∧ dξ2n =
∫
X
df det(∇ξ)dx
per ogni f ∈ B∞(X) e ξ1, . . . , ξ2n ∈ Lip(X). La misura e` intesa essere
localmente quella di Lebesgue su Cn, al di fuori dell’insieme delle singolarita`
che ha misura nulla.
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[g] e` un funzionale multilineare e locale, continuo per la w∗−continuita`
del determinante jacobiano e con massa che ha densita` |g| rispetto alla
misura di Lebesgue.
Esempio Piu` in generale, data una (2n − k)−forma α = (g, η1, . . . , η2n−k)
sulla varieta` X, possiamo definire una k−corrente come segue
[α](f, ξ1, . . . , xik) =
∫
X
fg det(∇(π, η)dx
La multilinearita` e la localita` sono ovvie, la continuita` segue dagli stessi
argomenti dell’esempio precedente; la massa di [α] e` maggiorata facilmente
da
|g|
2n−k∏
i=1
‖∇ηi‖dx
tramite la disuguaglianza di Hadamard; quest’ultima espressione e` local-
mente finita in quanto α e` una forma metrica, quindi |g| e` limitata, come
ogni ‖∇ηi‖
Esempio Sia M una sottovarieta` reale liscia di X con volume Hk−finito.
Allora essa definisce una k−corrente metrica:
[M ](f, ξ1, . . . , ξk) =
∫
M
fdξ1 ∧ . . . ∧ dξk
Per un aperto coordinato (di un atlante C∞) U di X in cui M ∩U = {x1 =
. . . = x2n−k = 0}, si puo` scrivere
[M ]xχU (f, ξ1, . . . , ξk) =
∫
M∩U
f
∂ξ1, . . . , ξk
∂x2n−k+1 · · · x2ndx2n−k+1 ∧ . . . ∧ dx2n
e dunque vediamo che anche [M ] e`, su ogni aperto coordinato, locale e
multilineare, continuo per la gia` citata proprieta` del determinante jacobiano
e di massa finita; infatti d‖[M ]xU‖ = HkxM ∩ U . Vedremo nella prossima
sezione che questo implica continuita` su tutto X e, nel caso in cui Hk(M) <
+∞, implica anche la finitezza della massa di [M ]
Se indichiamo con Xreg la parte non singolare dello spazio complesso X,
possiamo considerare il legame tra gli spaziMk(X) eMk(Xreg). Indicheremo
poi con Xsing = X \Xreg l’insieme dei punti singolari.
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Proposizione 4.3 Ogni corrente metrica T ∈Mk(X) induce una corrente
metrica TXreg ∈Mk(Xreg), data da
TXreg(g, η1, . . . , ηk) = T (g˜, η˜1, . . . , η˜k)
dove h˜ indica l’estensione a X della funzione lipschitziana h definita su Xreg.
D’altra parte, ogni k−corrente metrica su Xreg si estende unicamente a X.
Dim : Ovviamente, TXreg e` multilineare, subadditiva e positivamente omo-
genea; inoltre, e` facile vedere che ha massa finita. Rimangono da verificare
le proprieta` di continuita` e localita`.
Sia dunque {(g, ην1 , . . . , ηνk)}ν = {ων}ν ⊂ Lk(X) una successione di forme
metriche che converge a ω = (g, η1, . . . , ηk), di modo che Lip(η
ν
j ) ≤ C e
Lip(ηj) ≤ C per ogni ν e 1 ≤ j ≤ k; dunque η˜νj ≤ C e η˜j ≤ C.
Sia ora x0 ∈ Xsing. Allora
0 ≤ |η˜νj (x0)− η˜j(x0)| ≤ |η˜νj (x0)− η˜j(x)|+ |η˜νj (x)− η˜j(x)|+ |η˜νj (x)− η˜j(x0)| ≤
≤ 2Cd(x0, x) + |ηνj (x)− ηj(x)| −→
j→∞
x→x0
0
con x ∈ Xreg.
Dunque η˜νj → η˜j su X puntualmente e dunque, poiche´ T (ω˜ν) → T (ω˜)
(in quanto T e` una corrente metrica), la proprieta` di continuita` vale anche
per TXreg .
Inoltre, sia ηj con 1 ≤ j ≤ k costante su un intorno di D = {g 6= 0}.
Siano D˜ = {g˜ 6= 0}, x ∈ D˜ \ D e W ⊂ D˜ un intorno aperto di x. Poiche´
ηj e` costante su W ∩D e W \D ⊂ Xsing che non e` denso in nessun punto
di X, anche l’estensione η˜j e` costante su W . Quindi la proprieta` di localita`
vale anche per la restrizione di T a Xreg.
L’ultima affermazione, infine, e` evidente: data T ∈Mk(Xreg), possiamo
definire
T˜ (f, ξ1, . . . , ξk) = T (f |Xreg , ξ1|Xreg , . . . , ξk|reg)
che e` ovviamente una k−corrente metrica. 
In generale, con la stessa dimostrazione della proposizione precedente, si
avra`
4.3. CORRENTI METRICHE 97
Proposizione 4.4 Sia A un sottoinsieme boreliano di X, denso in X. Al-
lora ogni T ∈ Mk(X) induce un’unica TA ∈ Mk(A), definita come sopra.
Viceversa, ogni T ∈Mk(A) si estende in modo unico a tutto X.
Avendo esteso il dominio della prima componente a B∞(X) possiamo
notare che la restrizione a Xreg di una corrente di T e` proprio TxχXreg .
Conveniamo di indicare con TA la restrizione TxχA.
Correnti su un sottospazio Sia X uno spazio metrico e Y un suo sot-
tospazio, l’inclusione i : Y → X induce il push-forward i♯ : Mk(Y ) →
Mk(X). Ora, una corrente T ∈ Mk(X) sta nell’immagine di i♯ se e solo
se T (f, ξ1, . . . , ξk) si annulla quando almeno uno degli ξj e` costante su un
intorno di {f |Y 6= 0} o quando f |Y ≡ 0.
Quindi, in questo caso T = i♯T0 e T0(g, η1, . . . , ηk) = T (g˜, ξ˜1, . . . , ξ˜k),
dove h˜ ∈ Lip(X) e` un’estensione di h ∈ Lip(Y ).
Osservazione : La corrente [M ] definita prima e` ovviamente nell’immagine
di i♯ :Mk(M)→Mk(X); infatti se ξi si annulla su {f 6= 0} ∩M la derivata
di ξi rispetto alle coordinate locali di M e` nulla e dunque il determinante
che compare nella scrittura locale di [M ] e` nullo.
Correnti normali Una k−corrente metrica T ∈ Mk(X) si dice normale
se il suo differenziale dT e` una (k − 1)−corrente metrica. Il sottospazio
delle k−correnti normali si indica con Nk(X). Osserviamo che dT e` sempre
un funzionale metrico, multilineare, che rispetta le proprieta` di continuita` e
localita`. Quindi l’unica condizione da imporre affinche´ una corrente metrica
T sia normale e` che dT abbia massa finita.
Esempio Calcoliamo il bordo della corrente [α] definita sopra.
d[α](f, ξ1, . . . , ξk−1) = [α](1, f, ξ1, . . . , ξk−1)
=
∫
X
gdf ∧ dξ1 ∧ . . . ∧ dξk−1 ∧ dη1 ∧ . . . ∧ dη2n−k
Applicando la formula per la derivata del prodotto si puo` riscrivere il secondo
membro come ∫
X
d(fg) ∧ dξ ∧ dη −
∫
X
fdg ∧ dξ ∧ dη
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ora, se X e` senza bordo, si ha, per il teorema di Stokes, che il primo termine
e` nullo e dunque
d[α](f, ξ) = −
∫
X
fdg ∧ dξ ∧ dη = (−1)k+1
∫
X
fdξ ∧ dg ∧ dη
Ovvero
d[α] = (−1)k+1[dα]
Dunque, d[α] ha massa localmente finita se e solo se g ha gradiente quasi
ovunque limitato.
Esempio Ovviamente, il bordo della corrente [M ] e` dato dal teorema di
Stokes e corrisponde all’integrazione sul bordo topologico di M . Quin-
di d[M ] = [dM ]; ammesso che tale bordo abbia volume Hk−1−finito, la
corrente [M ] e` normale.
Enunciamo ora una caratterizzazione delle correnti normali di dimensio-
ne massima. Per la dimostrazione rimandiamo a [2, Theorem 3.7].
Teorema 4.5 (Correnti normali in Rk) Per ogni T ∈ Nk(Rk) esiste ed
e` unica g ∈ BV(Rk) tale che T = [g]. Inoltre, ‖dT‖ = |Dg|, dove Dg e`
la derivata nel senso delle distribuzioni di g e |Dg| ne indica la variazione
totale.
4.4 Teorema di confronto con le correnti classiche
Siano X una varieta` differenziabile con una distanza ρ e T ∈ Mk(X). Fis-
siamo un ricoprimento aperto {Uj}j di X tale che ogni Uj sia relativamente
compatto ed esistano diffeomorfismi lipschitziani φj : Uj → Vj ⊆ Rn.
Sia {χj}j una partizione dell’unita` tale che sptχj ⊆ Uj . Allora si ha
T =
∑
j
Txχj =
∑
Tj
Per ogni j, otteniamo allora la corrente metrica (φj)♯Tj , elemento diMk(Vj),
che si estende naturalmente a Sj ∈Mk(Rn), con sptSj ⊆ Vj .
Si ha il seguente risultato
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Teorema 4.6 Ogni T ∈ Mk(Rn) a supporto compatto induce una corrente
di Federer-Fleming T˜ definita da
T˜ (ω) =
∑
α∈Λ(n,k)
T (ωαdxα1 ∧ . . . ∧ dxαk)
per ogni campo di k−covettori liscio ω : Rn → ∧k Rn con supporto compatto.
Dim : Per la proprieta` di continuita` delle correnti metriche, T˜ e` continua
nel senso delle distribuzioni e dunque e` una corrente di Federer-Fleming.
Inoltre vale
|T (ω˜)| ≤
∫
Rn
∑
α∈Λ(n,k)
|ωα(x)|d‖T‖(x) ≤ c
∫
Rn
‖ω(x)‖d‖T‖(x)
e dunque M(T˜ ) ≤ cM(T ), ovvero T˜ ha massa finita nel senso di Federer-
Fleming. 
Sia ora ω una k−forma su X. La forma ωj = (φ−1j )∗(ω|U ) e` definita su
Vj. Definiamo ora la corrente di Federer-Fleming T˜ su X ponendo
T˜ (ω) =
∑
j
S˜j(ωj)
ovvero
T˜ =
∑
j
(φ−1j )♯(S˜jxχVj )
dove S˜j e` la corrente di Federer-Fleming indotta dalla corrente metrica Sj.
D’altra parte, si ha anche il seguente risultato, per la cui dimostrazione
rimandiamo a [2, Theorem 11.1].
Teorema 4.7 Sia Fk(·) lo spazio delle correnti di Federer-Fleming di di-
mensione k con massa finita che possono essere approssimate, nella norma
flat, da correnti normali. Allora, per ogni T ∈ Fk(Rm), esiste T˜ ∈Mk(Rm)
con supporto compatto tale che M(T˜ ) ≤ M(T ), di modo che la mappa qui
definita T 7→ T˜ sia l’inversa della precedente, ristretta alle correnti normali.
Con argomenti simili ai precedenti, anche questo risultato si estende alle
varieta` differenziabili. I risultati precedenti possono anche essere espressi in
una forma locale, seguendo quanto esposto nella sezione 5 di [27].
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4.5 Estensione del dominio
Nel seguito, X puo` essere inteso come varieta` differenziabile reale o come
spazio analitico complesso; in questo secondo caso, considereremo solo la
sua parte regolare, grazie alla proposizione 4.3.
Obiettivo di questa sezione e` di estendere una corrente metrica definita
solo su forme con particolari richieste sui coefficienti a tutte le forme in
Lk(X), dimostrando che tale estensione esiste, e` unica ed e` una corrente
metrica.
Nel seguito, G sia una sottoalgebra di C0 che contenga C∞. Indichere-
mo con G(U) le funzioni su U che appartengono a G e con Gk(U) lo spa-
zio B∞(U) ⊕ G(U)⊕k; un elemento di Gk(U) sara` detta k−forma su U a
coefficienti in G.
Ovviamente, Gk(U) e` denso in Lk(U), per argomenti standard di appros-
simazione, in quanto C∞ ⊂ G.
Proposizione 4.8 Siano U ⋐ V ⋐ X e φ : V → Cn carta. Allora ogni
f ∈ Lipb(U) puo` essere approssimata su U da elementi fn di G(U) in modo
che Lip(fn)→ Lip(f).
Dim : Sia g = f ◦ φ−1 e siano ϕǫ dei mollificatori C∞ su Cn. Si ha che
gǫ = g ∗ ϕǫ sono approssimanti regolari di g su φ(U) e ovviamente D(gǫ)
tende a D(g).
Riportando tutto su U , si ottiene che fǫ = gǫ ◦ φ sono elementi di G(U),
approssimanti f su U e che
D(fǫ) = D(gǫ)D(φ) −→ D(g)D(φ) = D(f)
Poiche` U e` relativamente compatto, le convergenze sono uniformi e quindi
Lip(fǫ)→ Lip(f). 
Proposizione 4.9 Siano T ∈Mk(X), {Uj}j∈N un ricoprimento localmente
finito di aperti relativamente compatti e supponiamo che esista, per ogni Uj ,
una misura µj tale che
|T (ω)| ≤
k∏
i=1
Lip(ξi)
∫
Uj
|f |dµj
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per ogni ω = (f, ξ1, . . . , ξk) ∈ Gk(Uj). Allora l’estensione banale di µj ad
una misura su X e` una maggiorazione per la massa di TxχUj .
Dim : Siano ω ∈Mk(X) e j ∈ N; allora esiste una succesione (ων)ν∈N ⊂ Gk
tale che
ων −→ ω uniformemente su Uj
Siano, esplicitamente,
ω = (f, ξ1, . . . , ξk) ω
ν = (f, ξν1 , . . . , ξ
ν
k)
Inoltre e` possibile, per la proposizione 4.8 fare in modo che
Lip(ξνi ) −→ Lip(ξi)
per ogni i. Dunque
|TxχUj (ων)| ≤
k∏
i=1
Lip(ξνi )
∫
Uj
|f |dµj
passa al limite:
|TxχUj (ων)| −→ |TxχUj (ω)|
e
k∏
i=1
Lip(ξνi )
∫
Uj
|f |dµj −→
k∏
i=1
Lip(ξi)
∫
Uj
|f |dµj
Quindi
|TxχUj (ω)| ≤
k∏
i=1
Lip(ξi)
∫
Uj
|f |dµj
Ovvero µj maggiora la massa di TxχUj . 
Lemma 4.10 Siano T ∈ Mk(X), U ⋐ X aperto e siano (ωi)i∈N, (τ i)i∈N
successioni in Gk(U) convergenti ad elementi di Lk(U) e tali che (ωi−τ i) −→
0 puntualmente su X. Allora (T (ωi)− T (τ i)) −→ 0.
Dim : Siano
ωi = (f, ξi1, . . . , ξ
i
k) τ
i = (f, ηi1, . . . , η
i
k)
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e costruiamo le forme metriche
αi1 = (f, η
i
1, ξ
i
2, . . . , ξ
i
k)
. . .
αij = (f, η
i
1, . . . , η
i
j , ξ
i
j+1, . . . , ξ
i
k)
. . .
αik−1 = (f, η
i
1, . . . , η
i
k−1, ξ
i
k)
Allora si avra`
T (ωi)− T (αi1) = T (f, ξi1 − ηi1, ξi2, . . . , ξik)
T (αij−1)− T (αij) = T (f, . . . , ηij−1, ξij − ηij, ξij+1, . . . , ξik) 2 ≤ j ≤ k − 1
T (αik−1)− T (τ i) = T (f, ηi1, . . . , ηik−1, ξik − ηik)
Quindi, poiche´ ciascuna delle forme che compaiono come argomento al mem-
bro destro tende ad una forma con una componente nulla, tutte queste
differenze si annullano al limite. Sommando, si ottiene
T (ωi)− T (τ i) = T (f, ξi1 − ηi1, ξi2, . . . , ξik) + . . .
+T (f, . . . , ηij−1, ξ
i
j − ηij, ξij+1, . . . , ξik)
+ . . .+ T (f, ηi1, . . . , η
i
k−1, ξ
i
k − ηik) −→ 0
che e` la tesi. .
Lemma 4.11 Sia T un funzionale metrico k−dimensionale di massa finita
su X e sia {Uj}j∈N un ricoprimento localmente finito di aperti relativamente
compatti, con partizione dell’unita` associata {φj}. Allora∑
j∈N
Txφj(ω) = T (ω)
Dim : Osserviamo innanzitutto che, grazie alla finitezza della massa di T ,
la serie che compare al membro sinistro e` assolutamente convergente.
Sia ω = (f, ξ1, . . . , ξk) e consideriamo le due successioni
 ν∑
j=0
ℜ(φjf), ξ1, . . . , ξk

ν∈N

 ν∑
j=0
ℑ(φjf), ξ1, . . . , ξk

ν∈N
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entrambe sono monotone ed equilimitate nella prima componente e, chia-
mandole αν e βnu, si ha, per la proposizione 4.1, che
T (αν) + iT (βν)→ T (Re
∑
j∈N
φjf, ξ1, . . . , ξk) + T (iIm
∑
j∈N
φjf, ξ1, . . . , ξk)
che e` T (ω). Ma ovviamente T (αν)+ iT (βν) =
∑ν
j=0 Tj(ω), da cui la tesi. 
Proposizione 4.12 Sia T un funzionale metrico k−dimensionale di massa
finita su X e sia {Uj}j∈N un ricoprimento localmente finito di aperti rela-
tivamente compatti, con partizione dell’unita` associata {φj}. Allora T gode
della proprieta` di continuita` se e solo se ne gode Tj = Txφj per ogni j ∈ N.
Dim : Data una successione
ων = (f, ξν1 , . . . , ξ
ν
k ) −→ν ω = (f, ξ1, . . . , ξk)
convergente puntualmente con Lip(ξνi ) ≤ C, si ha
|Tj(ωnu)| ≤ Ck
∫
Uj
φj |f |d‖T‖
e
∞∑
j=0
Ck
∫
Uj
φj |f |d‖T‖ = Ck
∫
Uj
|f |d‖T‖
per il teorema di convergenza monotona. Osserviamo inoltre che, grazie al
lemma 4.11 ∑
j∈N
Tj(ω
ν) = T (ων)
∑
j∈N
Tj(ω) = T (ω)
per ogni ν ∈ N.. Dunque
lim
ν→∞
T (ων) = lim
ν→∞
∑
j∈N
Tj(ω
ν) =
∑
j∈N
lim
ν→∞
Tj(ω
ν) =
∑
j∈N
Tj(ω) = T (ω)
dove lo scambio tra sommatoria e limite e` possibile per il teorema di conver-
genza dominata: le funzioni fν : j 7→ Tj(ων) sono dominate dalla funzione
g(j) = Ck
∫
Uj
φj|f |d‖T‖, che e` sommabile su N, come visto. 
Teorema 4.13 Sia T un funzionale su Gk(X), che sia multilineare, di mas-
sa finita, continuo e locale su Gk(U) per ogni U ⋐ X. Allora T si estende
in modo unico ad una k−corrente metrica su Lk(X), che continuiamo ad
indicare con T .
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Dim : Sia ω ∈ Lk(X). Consideriamo un ricoprimento localmente finito di
aperti relativamente compatti {Uj}j∈N, con associata partizione dell’unita`
{φj}j∈N e poniamo Tj = Txφj . Fissato j ∈ N, sia (ων)ν∈N una successione
in Gk(X) che converge su Uj a ω, di modo che Lip(ξνi ) −→ Lip(ξi). Poniamo
Tj(ω) = lim
ν→∞
Tj(ω
ν)
Innanzitutto, si ha, per ν abbastanza grande,
|Tj(ων)| ≤
k∏
i=1
Lip(ξνi )
∫
Uj
|φjf |d‖T‖ ≤
k∏
i=1
(Lip(ξi) + ǫ)
∫
Uj
|φjf |d‖T‖
e dunque la successione (Tj(ω
ν))ν∈N e` limitata in C. Siano allora νi e µi sue
sottosuccessioni convergenti; si ha
ωνi − ωµi −→
i
0
e dunque
Tj(ω
νi)− Tj(ωµi) −→
i
0
per il lemma 4.10. Quindi il limite esiste ed e` unico. Con lo stesso ra-
gionamento, se τν e` un’altra successione in Gk(X) che converge a ω su Uj
(anche senza la condizione sulle costanti di Lipschitz), si ha che limν Tj(τ
ν) =
limν T (ω
nu); dunque Tj(ω) e` ben definito.
Ora, per la proposizione 4.9, tale estensione Tj ha massa finita su Uj ,
percio` la serie
∑
j Tj(ω) converge assolutamente e possiamo porre
T (ω) =
∑
j∈N
Tj(ω)
Osserviamo che tale risultato non dipende dal ricoprimento scelto, in quan-
to, dati due ricoprimenti, basta considerare un raffinamento comune ed
utilizzare la assoluta convergenza per riordinare la serie.
Ovviamente, T ha massa finita (maggiorata dalla massa di T su Gk(X)),
sempre per la proposizione 4.9; anche la multilinearita` di T e` semplice.
Sia ora ω = (f, ξ1, . . . , ξk) con ξ1 ≡ c ∈ C su {f 6= 0}; per un fissato j, e`
possibile approssimare ω su Uj con una successione (ω
ν)ν∈N tale che
ων = (f, c, ξν2 , . . . , ξ
ν
k )
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di modo che Tj(ω
ν) = 0 per ogni ν. Dunque Tj(ω) = 0 e quindi T (ω) = 0.
Ovvero, T ha la proprieta` di localita`.2
Infine, dimostriamo la continuita` di Tj. Sia (ωi)i∈N una successione in
Lk(X) che converge a ω ∈ Lk(X). Costruiamo delle successioni (ωνi )ν∈N in
Gk(X) tali che, su Uj , si abbia
ωνi −→ν ωi
con ‖ωνi − ωi‖∞ ≤ 2−ν (la norma ‖ · ‖∞ e` il massimo delle norme infinito su
U j delle componenti) e con la convergenza delle costanti di Lipschitz.
Allora,
‖ωii − ω‖∞ ≤ ‖ωii − ωi‖∞ + ‖ωi − ω‖∞ −→
i
0
in quanto su Uj, ωi converge uniformemente a ω per compattezza. Dunque
ωii −→
i
ω e per la definizione dell’estensione di Tj
Tj(ω) = lim
i→∞
Tj(ω
i
i)
in quanto ωii ∈ Gk(X). Ma ovviamente ‖ωii − ωi‖ −→
i
0 e se poniamo
τ i = ωii − ωi = (0, ξi1, . . . , ξik) avremo che2 Lip(ξih) −→i 0; quindi, con la
stessa costruzione del lemma 4.10, otteniamo che
|Tj(ωii)− Tj(ωi)| ≤ K
(
Lip(ξi1) + . . .+ Lip(ξ
i
k)
) −→
i
0
con K ∈ R costante positiva. Dunque si ha
lim
i→∞
Tj(ωi) = lim
i→∞
Tj(ω
i
i) = Tj(ω)
Applicando ora la proposizione 4.12 si ha la tesi. 
4.6 Scrittura in coordinate
Dedichiamo questa sezione ad alcuni risultati che chiariscono il comporta-
mento delle correnti metriche in presenza di coordinate locali, ad esempio
nel caso in cui X sia una varieta` differenziabile oppure uno spazio complesso.
Per il lemma 4.14 e per la proposizione 4.15 si veda anche [27, Theorem 2.5].
2Definendo opportunamente ωνi : per ogni i esiste ν(i) tale che la massima differenza
tra le costanti di Lipschitz di una componente sia minore o uguale a 2−i.
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Lemma 4.14 Siano g1, . . . , gk ∈ C1,1(V ), con V ⋐ Cn, e siano π1, . . . , π2n
lipschitziane da U ⋐ X in V . Sia
DI(g) = det
(
∂g1 . . . gk
∂πi1 . . . πik
)
dove I = (i1, . . . , ik) multiindice. Allora, per ogni T ∈Mk(U), si ha
T (1, g1(π), . . . , gk(π)) =
∑
|I|=k
T (DI(g), πi1 , . . . , πik)
Dim : Notiamo che, se π ∈ Lip(R), si ha
T (1, πm) = T (π, πm−1) + T (fπm−1, π)
e dunque, per induzione, si ottiene che T (1, πm) = T (mπm−1, π). Quindi,
per linearita`, se g ∈ C[x], si ha che
T (1, g(π)) = T (g′(π), π)
Similmente, per multilinearita` si ottiene
T (1, πj1i1 . . . π
jm
im
) =
m∑
l=1
T (jlπ
jl−1
il
π(l), πl)
con π(l) =
∏
h 6=l π
jh
ih
. Quindi, ancora per multilinearita`, se g ∈ C[x1, . . . , x2n]
si ha
T (1, g(π1, . . . , π2n)) =
2n∑
m=1
T
(
∂g
∂xm
, πm
)
Ripetendo il ragionamento per ogni componente, si ottiene la tesi per i
polinomi gi in C[x1, . . . , x2n].
Ora, per ogni g ∈ C2(V ) esiste una successione di polinomi pj tale che
pj → g, Dkpj → Dkg e Dk,lpj → Dk,lg uniformemente sui compatti di V per
ogni k, l ∈ {1, . . . , 2n} (si veda ad esempio [8, p. 57]); dunque la continuita`
di T e un argomento di regolarizzazione danno la tesi per gi ∈ C1,1(V ). 
Proposizione 4.15 Sia dimR Xreg = 2n, allora T ≡ 0 per ogni T ∈Mk(X)
con k > 2n.
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Dim : Sia U ⋐ Xreg un aperto su cui esiste una carta φ : U → R2n e sia
ω = (f, ξ) ∈ Lk(U). Ovviamente, ξ = ξ˜ ◦ φ, in quanto φ = (φ1, . . . , φ2n)
sono coordinate locali. Se
J = det
(
∂ξ˜i
∂φj
)2n
i,j=1
si ha allora
T (ω) = T (fJ, φ1, . . . , φ2n, ξ2n+1, . . . , ξk) =
2n∑
m=1
T (fJ
∂ξ2n+1
∂φm
, φ, φm, . . . , ξk)
in ogni addendo a destra compare due volte la funzione φm e quindi, per
l’alternanza delle correnti, ogni tale addendo e` nullo.
In conclusione
T (ω) = 0 ∀ω ∈ Lk(U)
ovvero T ≡ 0 su ogni U ⋐ Xreg, quindi su Xreg, quindi su X. .
Cerchiamo ora di ottenere una scrittura in coordinate delle correnti me-
triche; ci poniamo quindi in Rn ed utilizziamo le coordinate globali x1, . . . , xn.
Ovviamente, i risultati ottenuti di seguito possono essere tutti riformulati
in versione locale, considerando un aperto coordinato U nella parte regolare
di uno spazio analitico.
Sia T ∈ Mk(Rn); per I multiindice di lunghezza n − k, diciamo che J
e` complementare di I se I ∩ J = ∅ e I ∪ J = {1, . . . , n}. Considereremo
solo multiindici crescenti, di modo che ad ogni sottoinsieme di {1, . . . , n}
corrisponda un solo multiindice e quindi il complementare di un multiindice
sia unico. Indichiamo con ǫ(I) il segno della permutazione (1, . . . , n) 7→
(I, J) con J complementare di I; si ha ǫ(I) = (−1)k(n−1)ǫ(J) dove I, J sono
complementari e k e` la lunghezza di I.
Indichiamo inoltre con xI la (n − k)−upla (xi1 , . . . , xin−k). e con dxI la
k−forma (1, xI).
Per ogni I di lunghezza n−k, definiamo TI ∈Mn(Rn) prima sulle forme
(f, x1, . . . , xn) come
TI(f, x1, . . . , xn) = ǫ(I)T (f, xJ)
Per una n−forma generica (f, π1, . . . , πn) a coefficienti C1,1 si utilizza il
lemma 4.14.
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TI e` ovviamente un funzionale multilineare, locale, di massa finita sulle
forme a coefficienti C1,1; in generale, pero`, non possiamo dire nulla sulla
sua continuita`. Se abbiamo che anche l’assioma di continuita` e` soddisfatto,
possiamo applicare il teorema 4.13 e definire la corrente TI su Ln(R
n).
Una condizione sufficiente e`, ad esempio, che ogni TI risulti normale;
in tal caso, infatti, abbiamo la continuita` delle sue restrizioni ad aperti
relativamente compatti, sfruttando [2, Proposition 5.1], nella quale, per il
caso di coefficienti limitati (come accade su un relativamente compatto), non
e` necessaria la continuita` del funzionale. Grazie alla stima fornita da tale
proposizione segue immediatamente la continuita`.
Definiamo inoltre, per ogni f ∈ C00(Rn), la distribuzione
T I(f) = TI(f, x1, . . . , xn)
La mappa cos`ı definita risulta una distribuzione in quanto e` ovviamente
lineare e
|T I(f)| ≤ K(T )‖f‖∞
dunque, ristretta allo spazio delle funzioni test, e` continua su di esso.
Proposizione 4.16 Si ha
T = (−1)k(n−1)
∑
|I|=n−k
TIxdxI
per ogni T ∈Mk(Rn) per cui sono definite le correnti TI .
Dim : Sia ω = (f, π1, . . . , πk) una forma metrica con πi ∈ C1,1; allora si ha
TIxdxI(ω) = ǫ(J)TI(fDJ(π), x1, . . . , xn) = ǫ(I)ǫ(J)T (fDJ (π), xJ )
e dunque
(−1)k(n−1)
∑
|I|=n−k
TIxdxI(ω) = (−1)k(n−1)
∑
|J |=k
(−1)k(n−1)T (fDJ(π), xJ )
che, per il lemma 4.14, e` proprio T (ω).
Un argomento di approssimazione dimostra la tesi. 
Alternativamente, in termini di distribuzioni T I , abbiamo il seguente
corollario, che segue immediatamente dalla proposizione 4.16, utilizzando la
definizione di T I .
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Corollario 4.17 Per ogni ω k−forma a coefficienti in C1,1 si ha
T (ω) = (−1)k(n−1)
∑
|J |=k
T I(fDJ(π))
per ogni T ∈Mk(Rn).
Ora, si supponga di fissare per ogni multiindice I di lunghezza n−k una
distribuzione SI ; in questo modo si puo` definire un funzionale multilineare
sulle k−forme a coefficienti C1,1 nel modo seguente:
S(ω) = (−1)k(n−1)
∑
|I|=n−k
SI(fDJ(π))
Tale funzionale S e` ovviamente locale e multilineare. Se poi le distribuzioni
SI sono misure finite, ha anche massa finita. Infine, se e` anche continuo,
definisce una corrente S su Lk, grazie al teorema 4.13. Come prima, un’ipo-
tesi sufficiente e` che le correnti associate ai coefficienti distribuzioni SI siano
normali.
Osservazione : : Con un semplice argomento di densita` nella norma di
massa, si puo` mostrare che il ragionamento fatto continua a valere anche nel
caso in cui le correnti TI (o SI per l’ultimo risultato) siano limite di correnti
normali in norma di massa, ovvero correnti flat. Il lavoro svolto in questa
sezione puo` quindi essere inteso come una esplicitazione in coordinate del
confronto tra correnti classiche e correnti metriche su Rn come era stato
accennato nella sezione 4.4.
110 CAPITOLO 4. FORME E CORRENTI METRICHE
Capitolo 5
Correnti metriche complesse
La caratteristica fondamentale delle forme e correnti complesse e` l’esistenza
della decomposizione di Dolbeaut in tipi (p, q); lo scopo di questo capitolo e`
dare una definizione accettabile di corrente metrica di tipo (p, q), di studiare
condizioni sufficienti all’esistenza di tale decomposizione e di dimostrarne in
tal caso l’unicita`.
In questo modo sara` possibile formulare il problema del ∂ per una qualche
classe di correnti metriche e dare esempi di soluzione di tale problema almeno
nel caso di Cn (e quindi di risolubilita` locale per varieta` regolari) e per
correnti (n, n− 1) su sottoinsiemi analitici di Cn.
D’ora in avanti considereremo spazi complessi X muniti di una distanza
ρ. Per il momento non specifichiamo di quale distanza si tratti, anche se
abbiamo in mente essenzialmente una delle tre seguenti situazioni:
• ρ e` la distanza indotta su X da un’inclusione di X come chiuso di una
varieta` complessa liscia Z;
• ρ e` la distanza di Kobayashi, nel caso in cuiX sia Kobayashi-iperbolico
(si veda [26]);
• ρ e` la distanza indotta dalla struttura ka¨hleriana, nel caso in cui X
sia uno spazio di Ka¨hler.
Ricordiamo che, per la proposizione 4.3, possiamo concentrare la nostra
attenzione sul comportamento delle correnti metriche sulla parte regolare di
X.
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I risultati di push-forward delle correnti e di pullback delle forme si
specializzano al caso degli spazi complessi considerando sempre mappe lip-
schitziane ma, per l’appunto, tra spazi complessi. Osserviamo che, se X,Y
sono iperbolici nel senso di Kobayashi, ogni mappa olomorfa ψ : X → Y e`
Lipschitziana e dunque, in particolare, l’inclusione di un sottospazio iperbo-
lico in uno spazio iperbolico iY : Y → X e la mappa di desingolarizzazione
π : X˜ → X di uno spazio iperbolico X inducono mappe i♯Y , (iY )♯ e π♯, π♯.
5.1 Correnti di tipo (p, q)
Tutto quello che abbiamo esposto finora rimane valido se invece dello spazio
Lip(X,R) consideriamo Lip(X,C). D’ora in poi, dunque, il simbolo Mk(X)
stara` ad indicare i funzionali metrici k−dimensionali
T : Lipb(X,C) ⊕ Lip(X,C)⊕k → C
che siano multilineari, di massa finita e che rispettino le proprieta` di conti-
nuita` e localita`.
Sia A la ∗−algebra unitaria generata da OX (quindi A contiene le fun-
zioni olomorfe e le funzioni antiolomorfe su X); in quanto segue supporremo
che A separi i punti di X.
Osserviamo che se U ⋐ X, allora
Lip(U) ∼= Lipb(U) ∼= Lip(U) ∼= Lipb(U)
Inoltre, ponendo A(U) = Lip(U) ∩ Γ(A, U), si ha che A(U) e` denso in
Lip(U): se f ∈ A, f e` limitata e dunque lipschitziana su U ; del resto A(U)
separa i punti di U ed e` una ∗−algebra con unita`, dunque per il teorema di
Stone-Weierstrass e` densa in C0(U), che contiene Lip(U).
Definizione 5.1 Una forma metrica a coefficienti analitici su U (o analitica
su U) e` un elemento dell’insieme Ak(U), definito da
Ak(U) = B∞(U)⊕A(U)⊕k
Data ω ∈ Ak(U), con ω = (f, v1, . . . , vk), indichiamo con f˜ la funzione
in B∞(X) che coincide con f su U ed e` nulla su X \ U . Inoltre, indichiamo
con v˜i una qualsiasi estensione lipschitziana di vi a tutto X.
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Ovviamente, avremo che, qualunque sia T ∈Mk(X), il funzionale
(f, v1, . . . , vk) 7→ T (f˜ , v˜1, . . . , v˜k)
non dipende dalle estensioni dei vi scelte e dunque possiamo indicare tale
valore con T (ω). Questo significa che possiamo identificare Ak(U) con un
sottoinsieme di Mk(X), anche se non canonicamente, fintanto che siamo
interessati solo all’azione delle correnti metriche.
Infine, osserviamo che poiche´ X e` paracompatto, possiamo trovare un
ricoprimento localmente finito di aperti relativamente compatti.
Si hanno, per A, gli stessi risultati di approssimazione ottenuti per G
nella sezione 4.5.
Proposizione 5.1 Siano U ⋐ V ⋐ X e φ : V → Cn carta. Allora ogni
f ∈ Lipb(U) puo` essere approssimata su U da elementi fn di A(U) in modo
che Lip(fn)→ Lip(f).
Dim : Sia g = f ◦φ−1 e siano ϕǫ dei mollificatori analitici su Cn. Si ha che
gǫ = g ∗ ϕǫ sono approssimanti analitiche di g su φ(U) e ovviamente D(gǫ)
tende a D(g).
Riportando tutto su U , si ottiene che fǫ = gǫ ◦ φ sono approssimanti
analitiche di f su U e che
D(fǫ) = D(gǫ)D(φ) −→ D(g)D(φ) = D(f)
Poiche` U e` relativamente compatto, le convergenze sono uniformi e quindi
Lip(fǫ)→ Lip(f). 
Proposizione 5.2 Siano T ∈Mk(X), {Uj}j∈N un ricoprimento localmente
finito di aperti relativamente compatti e supponiamo che esista, per ogni Uj ,
una misura µj tale che
|T (ω)| ≤
k∏
i=1
Lip(ξi)
∫
Uj
|f |dµj
per ogni ω = (f, ξ1, . . . , ξk) ∈ Ak(Uj). Allora l’estensione banale di µj ad
una misura su X e` una maggiorazione per la massa di TxχUj .
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Dim : Siano ω ∈Mk(X) e j ∈ N; allora esiste una succesione (ων)ν∈N ⊂ Ak
tale che
ων −→ ω uniformemente su Uj
Siano, esplicitamente,
ω = (f, ξ1, . . . , ξk) ω
ν = (f, ξν1 , . . . , ξ
ν
k )
Inoltre e` possibile, per la proposizione 5.1 fare in modo che
Lip(ξνi ) −→ Lip(ξi)
per ogni i. Dunque
|TxχUj (ων)| ≤
k∏
i=1
Lip(ξνi )
∫
Uj
|f |dµj
passa al limite:
|TxχUj (ων)| −→ |TxχUj(ω)|
e
k∏
i=1
Lip(ξνi )
∫
Uj
|f |dµj −→
k∏
i=1
Lip(ξi)
∫
Uj
|f |dµj
Quindi
|TxχUj (ω)| ≤
k∏
i=1
Lip(ξi)
∫
Uj
|f |dµj
Ovvero µj maggiora la massa di TxχUj . 
Ovviamente, se le µj si incollano dando luogo ad una misura finita µ,
questa stima la massa di T .
Definizione 5.2 Una forma metrica pura di tipo (p, q) su U ⋐ X e` una
forma metrica ω ∈ Ak(U) del tipo
(f, h1, . . . , hp, gp+1, . . . , gp+q)
tale che hj e` olomorfa per j = 1, . . . , p e gj e` antiolomorfa per j = p +
1, . . . , p+ q.
Indichiamo con Ap,q(U) l’insieme delle forme metriche pure di tipo (p, q)
su U .
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Lemma 5.3 Sia U ⋐ X e siano ω ∈ Ak(U), T ∈ Mk(X). Allora esistono
ωi ∈ Api,qi(U) con 1 ≤ i ≤ ck tali che
T (ω) =
ck∑
i=1
T (ωi)
Dim : Un elemento di A(U) e` della forma
m∑
j=1
gjhj
con gj ∈ O(U), hj ∈ O(U). Dunque per la multilinearita` possiamo ridurci
a trattare forme ω del tipo
ω = (f, g1h1, . . . , gkhk)
Ora, applicando ripetutamente la proprieta` del prodotto, possiamo scrivere
T (ω) come
k∑
i=0
∑
j∈Sk,i
T
(
(−1)|j|f
i∏
l=1
hj(l)
k∏
l=i+1
gj(l), gj(1), . . . , gj(i), hj(i+1), . . . , hj(k)
)
dove Sk,i sono le permutazioni di {1, . . . , k} tali che j(1) ≤ . . . ≤ j(i) e
j(i+ 1) ≤ . . . ≤ j(k).
La formula va interpretata nel modo ovvio nei casi i = 0 e i = k. Evi-
dentemente le forme metriche che compaiono sono pure di tipo (i, k − i).

Definizione 5.3 Sia T ∈Mk(X). T si dice di tipo (p, q), con p+q = k, se,
per ogni U ⋐ X, si ha T (ω) = 0 per ogni ω ∈ Ap′,q′(U) con (p′, q′) 6= (p, q).
Osservazione : Una corrente T ∈Mk(X) e` di tipo (p, q) se e solo se
T (f, ξ1, . . . , ξk) = 0
ogni volta che p + 1 tra le funzioni ξ1, . . . , ξk sono olomorfe se ristrette a
sptf ed ogni volta che q+1 tra le stesse funzioni sono antiolomorfe su sptf .
Lo spazio delle correnti metriche di tipo (p, q) verra` indicato conMp,q(X)
e i suoi elementi saranno detti correnti metriche di bidimensione (p, q) o,
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equivalentemente, verra` indicato conMn−p,n−q(X) e i suoi elementi saranno
detti correnti metriche di bigrado (n− p, n− q), con dimC X = n.
Esempio Sia α ∈ An−p,n−q(U), con U ⋐ X regolare, allora la corrente
[α] ∈Mk(U) e` di tipo(p, q); se infatti ω ∈ Ar,s(U) con r > p (il caso s > q e`
identico), avremo che
[α](ω) =
∫
U
α ∧ ω =
∫
U
φ ∧ dg1 ∧ . . . ∧ dgn−p ∧ dξ1 ∧ . . . ∧ dξr = 0
dove g1, . . . , gn−p sono le componenti olomorfe di α e ξ1, . . . , ξr sono quelle di
ω. L’integrale si annulla perche´ il prodotto wedge di almeno n+1 1−forme
olomorfe e` sempre nullo. Dunque [α] ∈Mp,q(U).
Esempio Se A ⊂ X e` un sottoinsieme analitico p−dimensionale, sappiamo
dal teorema di Lelong che, definendo [A] ∈M2p(X) come
[A](ω) =
∫
Areg
fdξ1 ∧ . . . ∧ dξ2p
otteniamo una corrente che ha massa localmente finita, in quanto il volume
di Areg e` limitato in un intorno di Asing. Inoltre, tale corrente e` di tipo (p, p),
con lo stesso argomento dell’esempio precedente. Tale corrente e` ovviamente
chiusa, in quanto dA = ∅, dunque d[A] = 0.
Si noti, grazie alla densita` di A(U) in C0(U) per ogni U ⋐ X, che le
restrizioni ad U di due correnti metriche di tipo (p, q) coincidono se coinci-
dono sulle forme metriche pure di tipo (p, q), come si ricava facilmente dal
lemma prima dimostrato.
Proposizione 5.4 Data una successione (T ν)ν∈N in Mp,q(X), tale che
T ν →
ν
T ∈Mk(X)
(in senso debole o forte) allora T ∈Mp,q(X).
Dim : Per semplicita` di notazione, consideriamo tutte le correnti metriche
come gia` ristrette ad un aperto relativamente compatto U . Sia ω ∈ Ap′,q′(U)
con (p′, q′) 6= (p, q); allora per definizione
T ν(ω) = 0
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e dunque
T (ω) = lim
ν→∞
T ν(ω) = 0
Quindi T ∈Mp,q(X).
Se invece T ν −→
ν→∞
T in senso forte, si ha
|(T ν − T )(ω)| ≤
k∏
i=1
Lip(ξi)
∫
X
|f |d‖T ν − T‖ ≤ CM(T ν − T ) −→
ν→∞
0
e dunque si ha convergenza anche in senso debole. 
Possiamo interpretare la proposizione precedente dicendo che Mp,q(X) e`
un sottospazio chiuso dello spazio di Banach (Mk(X),M(·)), dove M(T ) =
‖T‖(X) e` la massa di T .
Lemma 5.5 Se (p, q) 6= (p′, q′), allora Mp,q(X) ∩Mp′,q′(X) = {0}.
Dim : Sia {Ui}i∈N un ricoprimento aperto localmente finito di X composto
di aperti relativamente compatti; sia χUi la funzione indicatrice di Ui.
Supponiamo che T ∈ Mp,q(X) ∩Mp′,q′(X) e consideriamo Ti = TxχUi .
Quest’ultima sara` ancora in Mp,q(X) ∩Mp′,q′(X).
Dalla definizione di corrente di tipo (p, q), abbiamo che Ti e` nulla su
A(Ui), in quanto potrebbe non essere nulla solo su forme metriche pure di
tipo (p, q) che siano anche di tipo (p′, q′), il che e` impossibile se (p, q) 6=
(p′, q′).
Del resto, A(Ui) e` denso in Lip(Ui) e dunque Ti e` la corrente nulla.
Questo, unito al fatto che TxχUi∩Uj = (TxχUi)xχUj , porta ad affermare
che T e` la corrente nulla su X, da cui la tesi. .
Lemma 5.6 Siano (pi, qi) con i = 1, . . . ,m tali che pi + qi = k, pi 6= pl se
i 6= l e per cui esistano Ti ∈Mpi,qi(X) di modo che
T1 + . . .+ Tm = 0
Allora Ti = 0 per i = 1, . . . ,m.
Dim : Sia ω ∈ Api,qi e sia {Uj}j∈N un ricoprimento localmente finito di
aperti relativamente compatti. Allora
0 = T1(ω) + . . . + Tm(ω) = Ti(ω)
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infatti Tl(ω) = 0 se l 6= i. Dunque TixχUj si annulla su tutte le forme in
Api,qi(Uj), quindi suAk(Uj); per densita`, TixχUj e` la corrente nulla. Dunque
come prima si conclude che Ti e` la corrente nulla su X. 
Proposizione 5.7 Sia T ∈ Mk(X) e siano (pi, qi) per i = 1, . . . ,m con
pi + qi = k e pi 6= pl se i 6= l. Se
T = T1 + . . . Tm = S1 + . . . + Sm
con Ti, Si ∈Mpi,qi(X), allora Si = Ti.
Dim : Si applica il lemma 5.6 alla somma
(T1 − S1) + . . .+ (Tm − Sm) = 0
e si ha la tesi. 
Una scrittura del tipo T = T1 + . . . + Tm si dice decomposizione in
componenti (p, q).
Dunque, i sottospazi Mp,q(X) di Mk(X) si intersecano solo nell’origi-
ne e quindi la decomposizione di una corrente metrica k−dimensionale in
componenti (p, q), se esiste, e` unica.
Inoltre, i sottospazi Mp,q(X) sono chiusi e dunque anche la loro somma
diretta e` un sottospazio chiuso di Mk(X).
Esempio La corrente [α] con α ∈ Ak(U) puo` decomporsi in componenti
(p, q) utilizzando il lemma 5.3: se, per una generica corrente T ∈ Mk(U),
si ha T (α) =
∑
i T (αi) con αi ∈ Api,qi(U), fissata ω ∈ L2n−k(U), possiamo
vedere che
[α](ω) = ±[ω](α)
ma
[ω](α) =
∑
i
[ω](αi) = ±
∑
i
[αi](ω)
e, come osservato prima, [αi] ∈ Mn−pi,n−qi(U). Dunque questa e` la decom-
posizione in componenti (p, q) di [α].
Esempio Sia X una varieta` di Ka¨hler, con forma
ω =
i
2
∑
1≤j,k≤n
hijdzj ∧ dzk
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Allora, per ogni 0 ≤ p ≤ dimC X = n possiamo definire la (p, p) corrente
data da
[ωn−p](f, ξ1, . . . , ξ2p) =
∫
X
fdξ1 ∧ . . . ∧ dξ2p ∧ ωn−p
Volendo scrivere la forma che compare nell’integrale come un multiplo della
forma di volume, si trova
∑
σ∈Sp,p
∑
|I|=|J |=k
f
∂(ξσ(1) · · · ξσ(p))
∂zi1 · · · zip
∂(ξσ(p+1) · · · ξσ(2p))
∂zj1 · · · zjp
HIJ
H
ωn
n!
p!
dove H = det(hij), HIJ e` il minore ottenuto eliminando da (hij) le righe
i1, . . . , ip e le colonne j1, . . . , jp.
SiaH che HIJ sono localmente limitati e lontani da 0, in quanto la forma
ω e` non degenere su X.
Esempio Sia ora X uno spazio immerso in Cm. L’inclusione X ←֓ Cm
porta, sulla parte regolare Xreg, una forma di Ka¨hler ω; scriviamola come
ω =
i
2
∑
1≤j,k≤n
hijdzj ∧ dzk
dove zj sono coordinate complesse per Xreg. Possiamo ripetere la costru-
zione dell’esempio precedente, ottenendo la corrente [ωn−p]; abbiamo ora il
problema di mostrare che la massa e` localmente finita.
Osserviamo innanzitutto che e` possibile vedere X come un rivestimento
ramificato su Cn, ottenendo la forma di Ka¨hler su X come pullback sulla
parte regolare della forma di Ka¨hler su Cn; questo significa che H e` una
funzione limitata e lontana da 0 sui compatti.
Inoltre, ωn/n! e` la forma di volume su X, quindi ha integrale localmente
finito su X. Consideriamo x ∈ Xsing e sia U un suo intorno; a meno di
modificare leggermente le coordinate scelte, possiamo supporre che, in U ,
le sottovarieta` determinate dalla richiesta che zi1 , . . . , zip , zj1, . . . , zjp siano
costanti su di esse siano trasverse a Xsing. Su tali sottovarieta`, la forma di
volume e` esattamente
HIJdz
(I) ∧ dz(J)
dove dz(I) e` il prodotto wedge di tutti i differenziali dzk con k 6∈ I e simil-
mente dz(J). Dunque, l’integrale di tale forma su queste sottovarieta` e` finito
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e limitato in U , in quanto anche il volume di U e` finito e tali sottovarieta`
esauriscono U .
Infine, le funzioni ξi sono lipschitziane e dunque le loro derivate sono
limitate. In definitiva, l’integrale scritto e` localmente finito.
5.2 Decomposizione in tipi (p, q)
Vogliamo utilizzare il risultato principale della sezione 4.5, i.e. il teore-
ma 4.13, per dimostrare l’esistenza della decomposizione in correnti di tipo
(p, q) per le correnti metriche. A tal fine, si deve riadattare tale risultato
per correnti definite inizialmente solo sulle forme di Ak(U); tale modifica
non e` problematica, se si sostituisce, nella dimostrazione del teorema, la
proposizione 4.9 con la proposizione 5.2.
Il risultato finale a cui perverremo e` l’esistenza di tale decomposizione
nel caso di correnti metriche normali le cui componenti (p, q), definite ini-
zialmente su Ak siano anch’esse normali. Poiche´ pero` tale ipotesi si rende
necessaria solo per la continuita`, dimostreremo le restanti proprieta` nel caso
piu` generale in cui T ∈Mk(X).
Sia dunque T ∈ Mk(X) e sia U ⋐ X un aperto. Fissati p, q naturali a
somma k, per ogni ω ∈ Ak(U) si ha
ω =
(
f,
m1∑
i=1
hi1g
i
1, . . . ,
mk∑
i=1
hi1g
i
1
)
con hij , g
i
j ∈ O(U) e dunque definiamo Tp,q(ω) come
∑
I∈Nk
∑
σ∈Sp,q
(−1)|σ|T
f p∏
j=1
g
ij
σ(j)
k∏
j=p+1
h
ij
σ(j), hσ(1), . . . , hσ(p), gσ(p+1), . . . , gσ(k)

dove I = (i1, . . . , ik), Sp,q = {σ ∈ Sn|σ(1) < . . . < σ(p), σ(p + 1) < . . . <
σ(k)} e hij = gij = 0 se i > mj.
Adottiamo la convenzione che una funzione olomorfa h si rappresenta
come h·1, considerando la funzione costante 1 come antiolomorfa; similmente
si fa per le antiolomorfe.
Lemma 5.8 Tp,q e` locale, multilineare, alternante su Ak(U) per ogni U ⋐
X.
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Dim : Ovviamente, se ω = (f, v1, . . . , vk) ∈ Ak(U) e v1 e` costante su
{f 6= 0}, allora v1 = λ · 1, intendendo la funzione costante λ come olomorfa
e la funzione costante 1 come antiolomorfa (o viceversa). Dunque in ogni
addendo
T
f p∏
j=1
g
ij
σ(j)
k∏
j=p+1
h
ij
σ(j), hσ(1), . . . , hσ(p), gσ(p+1), . . . , gσ(k)

esiste m tale che σ(m) = 1 e quindi tra le ultime k componenti della forma
o compare h1 ≡ λ oppure g1 ≡ 1; ne segue che l’addendo e` nullo, perche´ T
e` locale.
Inoltre, Tp,q(f, vτ(1), . . . , vτ(k)), con τ ∈ Sk, e` somma di addendi del tipo
T
f p∏
j=1
g
ij
σ(τ(j))
k∏
j=p+1
h
ij
σ(τ(j)), hσ(τ(1)), . . . , hσ(τ(p)), gσ(τ(p+1)), . . . , gσ(τ(k))

ovvero di addendi del tipo
(−1)|τ |T
f p∏
j=1
g
ij
σ(j)
k∏
j=p+1
h
ij
σ(j), hσ(1), . . . , hσ(p), gσ(p+1), . . . , gσ(k)

e dunque
Tp,q(f, vτ(1), . . . , vτ(k)) = (−1)|τ |Tp,q(f, v1, . . . , vk)
ovvero vale l’alternanza.
Infine, la multilinearita` e` imposta dalla stessa definizione. 
Lemma 5.9 Su una carta locale U ⋐ X si ha
Tp,q(ω) =
∑
I,σ
T (fDI,σ(v), xI)
dove x1, . . . , xn sono coordinate olomorfe e xn+j = xj. Per ogni σ ∈ Sp,q ed
I = (i1, . . . , ik) con 1 ≤ i1 < . . . < ip ≤ n, n + 1 ≤ ip+1 < . . . < ik ≤ 2n,
definiamo
DI,σ = det
 (∂vσ(i)∂xij )pi,j=1 0
0 (
∂vσ(p+i)
∂xip+j
)qi,j=1

e
xI = (xi1 , . . . , xik)
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Dim : Basta applicare il lemma 4.14 ai singoli addendi che compaiono nella
definizione di Tp,q, sfruttare la multilinearita` del determinante e ricordare
che
∂gh
∂xi
= g
∂h
∂xi
se g e` una funzione antiolomorfa e xi e` una coordinata olomorfa (o viceversa).

Lemma 5.10 Tp,q rispetta la regola del prodotto su Ak(U).
Dim : Sia ω = (f, uw, v2, . . . , vk) ∈ Ak(U); allora, con la notazione del
lemma precedente,
DI,σ(uw, v2, . . . , vk) = uDI,σ(w, v2, . . . , vk) + wDI,σ(u, v2, . . . , vk)
quindi, sempre per il lemma precedente,
Tp,q(f, uw, v2, . . . , vk) = T (fu,w, v2, . . . , vk) + T (fw, u, v2, . . . , vk)
ovvero la tesi. 
Dai lemmi appena dimostrati si ricava, in analogia con la proposizione
4.15, il seguente risultato.
Proposizione 5.11 Sia dimC Xreg = n, allora T ≡ 0 per ogni T ∈Mp,q(X)
con p > n (o equivalentemente con q > n).
Dim : Sia U ⋐ Xreg e sia ω ∈ Ap,q(U). Allora ω = (f, h1, . . . , hp, g1, . . . , gq)
e supponiamo senza perdere di generalita` che p > n. Sia φ = (φ1, . . . , φn) :
U → Cn una carta olomorfa, da cui h = (h1, . . . , hp) = h˜ ◦ φ in quanto h e`
una funzione olomorfa. Sia
J = det
(
∂h˜i
∂φj
)n
i,j=1
allora
T (ω) = T (fJ, φ, hn+1, . . . , hp, g) =
n∑
m=1
T (fJ
∂hn+1
∂φm
, φ, φm, . . . , hp, g)
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ma, come prima, φm compare due volte in ogni addendo, quindi per alter-
nanza T (ω) = 0 per ogni ω ∈ Ap,q(U), quindi T (ω) = 0 per ogni ω ∈ Ak(U),
quindi per ogni ω ∈ Lk(U), se k = p+ q.
In conclusione, T ≡ 0 su ogni U ⋐ Xreg, quindi su Xreg, quindi su X. 
Ora possiamo procedere a dimostrare i risultati principali di questa
sezione.
Proposizione 5.12 Il funzionale Tp,q definito su Ak(U) come sopra ha
massa localmente finita.
Dim : Siano x1, . . . , x2n coordinate locali su U , con xn+j = xj. Applicando
il lemma 5.9, otteniamo che, per ω ∈ Ak(U), si ha
Tp,q(f, v1, . . . , vk) =
∑
σ
∑
I
T (fDI,σ(v), xi1 , . . . , xik)
Inoltre, dalla finitezza della massa di T si ricava
|T (fDI,σ(v), xi1 , . . . , xik)| ≤
∏
Lip(xi)
∏
Lip(vi)
∫
U
|f |d‖T‖
in quanto ‖∇′vi‖ ≤ ‖∇v‖ (e lo stesso vale per la parte antiolomorfa); dunque
supU ‖∇′vi‖ ≤ Lip(vi) (e similmente per la parte antiolomorfa). Pertanto
su U vale
d‖Tp,q‖ ≤
∏
Lip(xi)
(
n
k
)(
k
p
)
d‖T‖
ovvero, Tp,q ha massa localmente finita: infatti le costanti di Lipschitz delle
coordinate locali sono ovviamente limitate nell’intorno di un punto di Xreg;
se poi consideriamo X come sottoinsieme analitico di qualche Ck o come
spazio di Ka¨hler, possiamo scegliere delle coordinate compatibili con le rela-
tive metriche che realizzano un rivestimento ramificato di X su Cn e dunque
hanno costanti di Lipschitz limitate anche intorno a punti di Xsing. 
Proposizione 5.13 Se il funzionale Tp,q, definito in precedenza, ha bordo
di massa finita su Ak(U), allora e` continuo su Ak(U).
Dim :
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Come segue da [2, Proposition 5.1], possiamo ottenere la seguente stima
locale su U ⋐ X:
|Tp,q(f, ξ)−Tp,q(f, η)| ≤
k∑
i=1
∫
U
|f ||ξi− ηi|d‖dTp,q‖+Lip(f)
∫
U
|ξi− ηi|d‖T‖
(infatti, la dimostrazione di questa stima per f, ξi, ηi limitate non utilizza
la continuita`). Da questo segue immediatamente che Tp,q e` continua per
convergenza puntuale (e quindi uniforme per compattezza) di forme metriche
di Ak(U). 
Teorema 5.14 Ogni corrente metrica T ∈ Nk(X) per cui Tp,q abbia bordo
di massa finita per ogni p+ q = k, ammette una decomposizione in correnti
di tipo (p, q).
Dim : Siano p, q due naturali con somma k e sia {Uj} un ricoprimento
localmente di aperti relativamente compatti, ciascuno contenuto in una carta
U˜j in cui bUj sia regolare, e sia {φj} la partizione dell’unita` associata al
ricoprimento. Possiamo definire Tp,q su ogni Uj , per le forme in Ak(Uj), con
la formula riportata all’inizio della sezione. Su ogni Uj, il funzionale cos`ı
definito e` multilineare, locale e di massa finita; se poi ha bordo di massa
finita, e` anche continuo, dunque possiamo applicare il teorema 4.13 per
dimostrare l’esistenza di una corrente Tp,q ∈ Nk(X) che coincide con quella
definita da noi sulle forme in Ak(Uj). Tale corrente viene detta componente
di tipo (p, q) della corrente T .
Direttamente dalla definizione, si ricava che Tp,q(ω) = 0 se ω ∈ Ap′,q′(Uj)
con (p′, q′) 6= (p, q) e dunque la corrente Tp,q e` effettivamente di tipo (p, q).
Inoltre, dal lemma 5.3 si ricava che
T (ω) =
∑
p+q=k
Tp,q(ω)
per ogni ω ∈ Ak(Uj) e dunque, per densita`, per ogni ω ∈ Lk(X). 
Indicheremo con N ′k(X) la somma diretta dei sottospazi Np,q(X); notia-
mo che tali sottospazi non sono chiusi in norma di massa e dunque potrem-
mo estendere i risultati enunciati sopra al caso in cui le componenti (p, q) di
una corrente siano, anziche´ normali, limite nella norma di massa di correnti
normali, ovvero correnti flat.
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5.3 Operatori ∂ e ∂
Sia T ∈ Np,q(X) una corrente normale di tipo (p, q). Dunque, anche dT e` una
corrente, ovviamente di dimensione k−1, che avra` un’unica decomposizione
dT =
∑
p′+q′=k
Sp′,q′
Se ω = (f, ξ1, . . . , ξk−1) ha p+ 1 componenti ξi olomorfe, si ha
dT (ω) = T (dω) = T (1, f, ξ1, . . . , ξk−1) = 0
perche´ T e` una (p, q)−corrente; simimlente, se q + 1 tra le ξi sono antiolo-
morfe. Questo dice che Sp′,q′ = 0 se p
′ > p o se q′ > q; dunque gli unici casi
possibili sono p′ = p e q′ = q− 1 oppure p′ = p− 1 e q′ = q. Percio` abbiamo
dT = Sp,q−1 + Sp−1,q
e definiamo quindi
∂T = Sp−1,q ∂T = Sp,q−1
Per una generica corrente inN ′k(X), basta considerare la sua decomposizione
in correnti di tipo (p, q)
T =
∑
p+q=k
Tp,q
e porre
∂T =
∑
p+q=k
∂Tp,q ∂T =
∑
p+q=k
∂Tp,q
Osserviamo che, se ω = (f, ξ1, . . . , ξk−1) con f ∈ A, allora per T ∈ Np,q(X)
si ha
∂T (ω) =
∑
i
T (gi, hi, ξ1, . . . , ξk−1)
con f =
∑
i gihi, hi, gi ∈ OX . Similmente
∂T (ω) =
∑
i
T (hi, gi, ξ1, . . . , ξk−1)
Dalle relazioni d = ∂ + ∂ e d2 = 0, ricaviamo che
∂2 + ∂∂ + ∂∂ + ∂
2
= 0
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ma, se T ∈ Mp,q(X), si ha ∂2T ∈ Mp−2,q, (∂∂ + ∂∂)T ∈ Mp−1,q−1(X),
∂
2
T ∈Mp,q−2 e dunque per l’unicita` della decomposizione in correnti (p, q),
si deve avere
∂2T = 0 (∂∂ + ∂∂)T = 0 ∂
2
T = 0
per ogni T ∈Mp,q(X), dunque per ogni T ∈M ′k(X). Ovvero
∂2 = ∂
2
= 0 ∂∂ = −∂∂
Inoltre, i due operatori ∂ e ∂ si comportano bene sotto l’operazione di push
forward tramite applicazioni olomorfe. Infatti, se φ : X → Y e` olomorfa,
φ♯(Mp,q(X)) sta in Mp,q(Y ), dunque, se T ∈ Np,q(X), si ha che
d(φ♯T ) = φ♯(dT ) = φ♯(∂T ) + φ♯(∂T )
e` una decomposizione di d(φ♯T ) in una componente (p−1, q) ed una (p, q−1)
che sono, per definizione, ∂(φ♯T ) e ∂(φ♯T )
Osservazione : Se S, R sono correnti classiche associate a ∂T e ∂T tra-
mite i risultati della sezione 4.4 , allora esse coincidono sulle forme classiche
a coefficienti analitici con ∂T˜ e ∂T˜ ; quindi possiamo dire che la corrente
classica associata a ∂T e` ottenuta applicando l’operatore ∂ alla corrente
classica associata a T e similmente per il ∂. Questo, ovviamente, vale anche
nel passaggio da correnti classiche a correnti metriche.
5.3.1 L’equazione ∂u = f in Cn
Richiamiamo brevemente la costruzione di una soluzione a supporto com-
patto per il problema del ∂ in Cn.
Definizione 5.4 Dato
K =
n∑
j=1
Kj
∂
∂zj
un campo di vettori di tipo (0, 1) su Cn con coefficienti distribuzioni, si dice
∂−divergenza di K la distribuzione
∂iv(K) =
n∑
j=1
∂Kj
∂zj
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Sia f una corrente classica su Cn, a supporto compatto, di tipo p, q;
allora possiamo scrivere
f =
∑
I,J
fIJdz
I ∧ dzJ
con fIJ distribuzioni a supporto compatto su C
n e la somma intesa su tutti
i multiindici con |I| = n− p e |J | = n− q.
Definizione 5.5 Si definisce la convoluzione-contrazione di K con f la
corrente
K♯f =
∑
I,J
∑
j∈J
(Kj ∗ fIJ)σIJ (j)dzIdzJ−{j}
dove ∗ e` la convoluzione e σIJ(j) = (−1)|I|+k+1 con j = jk nel multiindice
J = (j1, . . . , jk).
K♯f e` una corrente di tipo (p, q + 1). Si ha il seguente lemma.
Lemma 5.15 Per ogni campo di vettori di tipo (0, 1) con coefficienti di-
stribuzioni e per ogni corrente u di tipo (p, q) a supporto compatto su Cn si
ha
∂(K♯f) +K♯(∂f) = ∂iv(K) ∗ f
Ovviamente, se ∂iv(K) = δ0 e ∂f = 0, dal lemma precedente si ricava
∂(K♯f) = f .
Sia quindi
KC(z) =
δ(z2, . . . , zn)
2πiz1
∂
∂z1
il nucleo di Cauchy sulla fibra in 0 della proiezione su (z2, . . . , zn) e sia
KBM (z) =
(−1)n(n−1)/2(n− 1)!
(2πi)n|z|2n
n∑
j=1
zj
∂
∂zj
il nucleo di Bochner-Martinelli.
E’ un fatto ben noto che
∂iv(KC) = ∂iv(KBM ) = δ0
ed inoltre KC♯f = KBM ♯f e` l’unica soluzione a supporto compatto del
problema ∂u = f con ∂f = 0 in Cn.
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Osservazione : L’ipotesi di supporto compatto e` dovuta alla necessita`
di definire la convoluzione tra distribuzioni; possiamo pero` abbandonarla
tramite un’esaustione di Cn con compatti.
Il risultato che ci interessa e` il seguente.
Proposizione 5.16 Se u e` una corrente classica a supporto compatto, la
convoluzione-contrazione di f con un campo di vettori K di tipo (0, 1) a
coefficienti distribuzioni e` una corrente normale.
Dim : Se f e` una corrente normale, i suoi coefficienti fIJ ammettono deriva-
te L1 nel senso delle distribuzioni; inoltre, per le proprieta` della convoluzione
e poiche´ f e` a supporto compatto, si ha
d(Kj ∗ fIJ) = K ∗ dfIJ
che sta in L1 in quanto convoluzione di funzioni L1. Dunque, anche i coeffi-
cienti di K♯f ammettono derivate L1 in senso distribuzionale e quindi K♯f
e` normale. 
Si ha immediatamente il seguente corollario.
Corollario 5.17 Se il dato del problema del ∂ e` una corrente normale,
allora la soluzione di tale problema ottenuta per convoluzione con KC o
KBM e` una corrente normale.
Utilizzando questo risultato ed i teoremi di confronto tra correnti metri-
che e correnti classiche della sezione 4.4, possiamo risolvere il problema del
∂ per correnti metriche normali.
Proposizione 5.18 Sia T ∈ Np,q(Cn) una corrente a supporto compatto
∂−chiusa; allora esiste un’unica corrente metrica normale S ∈ Np,q+1(Cn)
tale che ∂S = T .
Dim : Per i risultati della sezione 4.4 la corrente metrica T induce una
corrente classica T˜ su Cn, normale e ∂−chiusa, a supporto compatto, alla
quale possiamo applicare il corollario 5.17. Otteniamo cos`ı una corrente
classica S˜ normale e tale che
∂S˜ = T˜
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Ora, poiche´ S˜ e` normale, applicando ancora i risultati della sezione 4.4
otteniamo una corrente metrica S normale tale che
∂S = T
che e` la tesi. 
5.3.2 Correnti su spazi immersi in codimensione 1
Un primo caso di spazio singolare in cui possiamo applicare la teoria svi-
luppata in questo capitolo e` quello di un divisore di Cn, ovvero uno spazio
analitico immerso di codimensione 1.
Teorema 5.19 Sia X uno spazio analitico di dimensione n−1, per il quale
esiste un’immersione i : X → Cn. Sia T ∈ Np,q(X) a supporto compatto e
∂−chiusa; allora esiste U ∈ N locp,q+1(X) tale che ∂U = T .
Dim : La corrente T˜ = i♯T e` un elemento ∂−chiuso di Np,q(Cn). Per
proposizione 5.18, esiste S˜ ∈ Np,q+1(Cn) tale che
∂S˜ = T˜
Dunque, ∂S˜Cn\X = 0, in quanto il supporto di i♯T e` contenuto in X. Poiche´
X e` una ipersuperficie, Cn \ X e` una varieta` di Stein; si puo` allora dimo-
strare che, risolvendo opportunamente l’equazione di Cauchy-Riemann nelle
correnti classiche e sfruttando i risultati della sezione 4.4, possiamo trovare
R˜0 ∈ N locp,q+2(Cn \X) tale che
∂R˜0 = S˜Cn\X
Per la proposizione 4.4, R˜0 si estende ad una corrente R˜ su C
n; se dunque
poniamo U˜ = S˜ − ∂R˜, abbiamo che
∂U˜ = ∂S˜ − ∂2R˜ = T
ed inoltre, se sptf ∩X = ∅ per una funzione f ∈ B∞(Cn), allora
U˜(f, ξ) = U˜Cn\X(f, ξ) = S˜Cn\X(f, ξ)− ∂R˜0(f, ξ) = 0
dove ξ = (ξ1, . . . , ξp+q).
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Quindi sptU˜ ⊂ X. Allora esiste U ∈ N locp,q+1(X) tale che U˜ = i♯U e
dunque
i♯∂U = ∂i♯U = i♯T
ovvero
∂U = T
che e` la tesi. 
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