Unsupervised domain adaptation is a popular but challenging problem setting. Existing unsupervised domain adaptation methods are based on the single manifold assumption, i.e., data are sampled from a single low-dimensional manifold, and thus may not well capture the complex characteristic of the real-world data. In this paper, we propose to transfer knowledge across domains under the multiple manifolds assumption that assumes the data are sampled from multiple low-dimensional manifolds. Specifically, we develop a multiple manifolds information transfer framework (MMIT). The proposed MMIT aims to transfer the multiple manifolds information, which is represented by the data manifold neighborhood structure, with the the best adaptation capacity. To do so, we propose to couple the multiple manifolds information transfer with the domain distribution discrepancy minimization in the adaptation procedure. Experimental studies demonstrate that MMIT achieves the promising adaptation performance on various real-world adaptation tasks.
Various methods have been proposed for unsupervised domain adaptation, in which feature-based methods including subspace learning [29, 31, 33, 34] and deep feature learning [15, 20, 24, 32] have been shown very effective. The underlying rationale of featurebased methods is that, although two domains may differ considerably in the original feature space, there exists a 'good' feature representation shared by the two domains. Both subspace learning methods and deep learning methods aim to learn such a 'good' feature representation considering various data properties, e.g., distribution discrepancy [22] , geometric structure [34] , or secondorder statistic [26] .
Existing unsupervised domain adaptation methods [22, 29, 34] transfer the knowledge across domains under a single manifold assumption [23] . That is, the original feature space of different domains only contains a single low-dimensional manifold, and the data points are assumed to be sampled from such a manifold. The geometric information [4] of this manifold, i.e., the geometric structure of the original feature space in this case, is preserved in the adaptation procedure [22, 29] . However, the real-world data is complex and heterogeneous. They may well be drawn from multiple low-dimensional manifolds [27] (multiple manifolds assumption) that are embedded in the original feature space. For instance, an image contains several objects, and different objects might be described by different low-dimensional manifolds. A document may be regarded as the combination of several hidden topics, and each hidden topic corresponds to one low-dimensional manifold.
It makes major differences when knowledge is transferred under different assumptions. Under the single manifold assumption, existing methods [17, 29, 34] transfer the data geometric structure of the original feature space. The mechanism is to preserve the smoothness of the original feature space (i.e., the data points that are close to each other in the original feature space are likely to share a label) in the adaptation procedure. However, this mechanism may not be valid under the multiple manifolds assumption. When the data are sampled from multiple low-dimensional manifolds, which is a typical case in reality, close data points in the same low-dimensional manifold, rather than in the original feature space, are more likely to share a label. In this case, the data geometric structure to be transferred is significantly different from the one under the single manifold assumption.
We provide examples to further help understand the differences between these two assumptions. We first show an example in Figure  1 . Data points are lying in the original feature space R 3 , but come from two low-dimensional manifolds: line L and plane P. In R 3 , c is the nearest neighbor to a (a is on L and c is on P), and they have different labels. The single manifold assumption does not hold in this case. However, when considering neighbors in the same manifold, the nearest neighbor of a is b (both a and b are on L) that shares the same label as a. This justifies the multiple manifold assumption. In this case, it is much more preferred to preserve the neighborhood relationship of a and b, but not that of a and c in the adaptation procedure. Furthermore, we give a real-world example, i.e., sentiment analysis. Given a set of reviews of a product which are labeled by three sentiment classes (positive, neutral, and negative), different manifolds may correspond to different aspects (latent topics) of the product. For instance, manifold 1 may contain reviews that discuss if the product is worth the price; manifold 2 may be on the product functionality; manifold 3 may be on the appearance, etc. In each manifold, we have samples from all three classes. For the samples that fall within the same manifold (e.g., on the product appearance), it is natural to assume that positive samples are close to positive ones. In practice, we observe that datasets in unsupervised domain adaptation generally satisfy the multiple manifolds assumption, for instance datasets for multiple topic classification and datasets for multiple object classification. This motivates us to transfer knowledge under the multiple manifolds assumption, which is proven to be significantly effective as evidenced in our experiments.
In this paper, we introduce the multiple manifolds assumption to unsupervised domain adaptation, and propose a multiple manifolds information transfer (MMIT) framework. In MMIT, we propose to transfer knowledge across domains under the multiple manifolds assumption. Specifically, we assume that all the data are drawn from multiple low-dimensional manifolds embedded in the original feature space. Each data point is lying in one of the multiple lowdimensional manifolds, and it can well be reconstructed by its manifold neighbors, i.e., the neighbors lying in the same manifold as the data point. All the manifold neighbors of the data point as well as the corresponding contributions to the reconstruction, called manifold neighborhood structure, encode the manifold information of this data point. Our MMIT transfers the multiple manifolds information across domains by preserving the complete manifold neighborhood structure of all the data points in the adaptation procedure. To exploit the manifold neighborhood structure with the best adaptation capacity, we couple it with the distribution discrepancy minimization. By doing so, MMIT not only transfers the local data multiple manifolds information, but also aligns the global domain distributions. Note that MMIT is applicable for both subspace learning and deep feature learning. In this paper, we focus on the instantiation of MMIT in subspace learning. We also propose ideas on how to achieve MMIT in deep learning, but leave more details in the future studies.
We highlight contributions of this work as follows. (1) We introduce the multiple manifolds assumption to unsupervised domain adaptation. To the best of our knowledge, this is the first work that considers the multiple manifolds information in unsupervised domain adaptation. (2) We propose an MMIT strategy that couples multiple manifolds information preservation with distribution discrepancy minimization. Specifically, we instantiate MMIT in the subspace learning. (3) We conduct extensive experiments on various real-world datasets to verify the effectiveness of our methods.
RELATED WORK
Various subspace-based methods have been proposed for unsupervised domain adaptation. The main idea is to reduce domain distribution discrepancies through some appropriate feature mappings. PCA-based dimensionality reduction method [22] , is dedicated to learning the transfer components across domains. In [9] , Geodesic Flow Kernel (GFK) models the domain divergence by generating intermediate subspaces along the geodesic path on the Grassmann manifold. To address the computational issue of GFK, Fernando et al. [7] align the source and target subspaces directly. Further studies also consider important data properties in the feature learning. For instance, Transfer Joint Matching [18] reduces the distribution discrepancies by jointly matching features and reweighting instances. [26] aligns the second-order statistics of data from different domains. JGSA [34] conducts joint geometrical and statistical alignment.
Among different data properties, data geometric information is consistently attracting interests in the transfer field. Pan et al. [22] , propose an improved TCA, called SSTCA, that integrates locality preservation, label dependence, and distribution discrepancy minimization. Specifically, linear locality embedding [10] is applied to preserve data localities. In [28] , data similarity topology is preserved by a full squared Euclidean similarity matrix in the feature mapping. [16] develops a Graph Co-regularized Transfer Learning (GTL) method by combining the maximization of empirical likelihood and the preservation of geometric information. The geometric information is modeled by a p-nearest neighbors similarity matrix using cosine similarity. Shu et al. [25] learn locality preserving projections for both domains. Similar to GTL, a p-nearest neighbors similarity matrix using cosine similarity is constructed for the target domain. However, labels are used to represent the geometric information of the source domain in a supervised manner. The most recent subspace-based work, MEDA [29] , also uses the p-nearest neighbors similarity matrix to encode the data geometric information. It performs dynamic distribution alignment while preserving the data geometric information in the adaptation. MEDA has achieved comparable results with deep feature learning methods on some adaptation tasks. Although these methods have been shown empirically effective, they are based on the single manifold assumption. As elaborated in the introduction, this may jeopardize the adaptation performance due to the complexity and heterogeneity of the real-world data, and can be further improved by taking the multiple manifolds assumption into account.
Recently, deep feature learning methods have attracted increasingly interest in unsupervised domain adaptation as they can disentangle more discriminative and informative deep features across domains. [14] develops a deep adaptation network (DAN) to learn transferable features by aligning last three layers. Different with DAN, DTN [35] not only minimizes the marginal distribution of the features in each layer, but also minimizes the conditional distribution of the features in the last discriminative layer. Another work JAN [19] aligns the joint distributions of the features in all the layers directly. Different from the above methods that use maximum mean discrepancy to measure the domain divergence, domain adversial network [8] utilizes A-distance, and constructs an adversial layer. In [20] , Luo et al. design a framework that utilizes a domain adversarial loss to battle domain shift and then use a metric learning-based approach to apply the learned embedding to new tasks. Although generally more effective than subspace-based methods, many deep transfer learning methods are motivated from the subspace-based ones. Our proposed MMIT is applicable for both subspace learning and deep feature learning frameworks. In this work, we focus on the instantiation of MMIT in subspace learning, and leave details on its instantiation in deep learning in future studies.
PROBLEM SETTING AND PRELIMINARIES
In unsupervised domain adaptation, we are given a source domain D s with n s labeled instances, and a target domain D t with n t unlabeled instances. The feature spaces of the source and target domains are the same, but the feature distributions are different. We represent the source data matrix as X s ∈ R d×n s and its corresponding label vector as y s ∈ R 1×n s . Similarly, we denote the target data matrix as X t ∈ R d×n t , and the joint data matrix
To guarantee the multiple low-dimensional manifolds are not biased to one domain, we assume n s is comparable with n t . Our objective is to learn a latent subspace S ∈ R k , in which a model trained in the source domain can achieve a good performance for the prediction of target labels y t .
We propose to transfer knowledge under the following multiple manifolds assumption.
• Multiple Manifolds Assumption: The intrinsic dimension of data is smaller than the dimension of the original feature space, and the data are drawn from multiple underlying lowdimensional manifolds. Data points that are close to each other in the same low-dimensional manifold are likely to share a label.
Under this assumption, we define the following concepts:
• Manifold Neighbors: Given a data point x lying in one of multiple manifolds, e.g., M i , its manifold neighbors are those close data points also lying in M i . • Manifold Self-expressiveness: Each data point in a union of manifolds can be efficiently reconstructed by a combination of its manifold neighbors. • Manifold Neighborhood structure: The manifold neighborhood structure of a data point x consists of all the manifold neighbors of x and the corresponding combination coefficients to the reconstruction of x.
With these concepts, we use the manifold neighborhood structure to encode the multiple manifolds information embedded in X.
We then transfer the manifold neighborhood structure of X and simultaneously align X s and X t .
THE PROPOSED METHOD
In this section, we introduce our proposed Multiple Manifolds Information Transfer (MMIT) framework. Our MMIT consists of two fundamental elements: data multiple manifolds information transfer and domain alignment. They are coupled together to maximize the strength of the knowledge transfer carried by the data manifold neighborhood structure. Formally, if we denote f (·) as the feature mapping function to be learned, then MMIT learns the optimal f (·) as follows:
where the term M f (D s , D t ) transfers the multiple manifolds information, the term D f (D s , D t ) aligns the two domains, and the term R(f ) controls the complexity of the feature mapping f (·). Note that f (·) can be deep feature learning function or subspace learning function. In the following section, we focus on the subspace learning case.
Instantiation of MMIT in Subspace Learning
In the subspace learning, f (·) can be a transformation matrix W ∈ R d×k that maps X from the original feature space
To transfer the multiple manifolds information through W, we propose to construct an affinity matrix A ∈ R n×n representing the complete manifold neighborhood structure of X. Each row of A encodes the manifold neighborhood structure of one data point. Specifically, for the i-th row of A, the nonzero element corresponds to the manifold neighbors of x i , and the nonzero value specifies the combination coefficients of the manifold neighbor in the reconstruction of x i . The combination coefficients are enforced to be consistent in the learning of W so that the manifold neighborhood structure of X are preserved in the adaptation. To do so, we propose to solve the following optimization problem:
where diaд(A) is a vector whose elements are the diagonal entries of A. The optimization problem (2) contains two crucial steps. The first step is to discover the manifold neighborhood structure as shown in the first line of (2). The key rationale of this step is that the sparse representation of a data point ideally corresponds to a combination of its manifold neighbors [5, 6] . The second step is to transfer the manifold neighborhood structure as shown in the second line of (2) . In this step, the combination coefficients are preserved in the learning of W. The mechanism is to preserve the smoothness of the multiple low-dimensional manifolds in the adaptation procedure.
Note that our aim is not to search the sparest A, but to exploit the one which can maximize the adaptation benefit. To do so, we propose to take a domain distribution discrepancy alignment step into account. Specifically, we use maximum mean discrepancy (MMD) [2] to measure the domain divergence, and minimize it in the learning of W. Formally, the empirical MMD is defined as:
is the feature mapping function that maps the data to a reproducing kernel Hilbert space. By using MMD as D f (D s , D t ) and integrating it with the optimization problem (2), we design the optimization problem of MMIT for the subspace learning case as follows:
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and R(f ), respectively. Note that the domain alignment term is the trace form of MMD [22] . By solving (3), we obtain the optimal W transferring the multiple manifold information with the best adaptation capacity.
To solve (3), we propose a Double-Loop Alternating Direction Method of Multipliers (DL-ADMM) method [3] . Our DL-ADMM includes two loops. The outer-loop is to iteratively optimize A and W, while the inner-loop happens in each optimization process of A. Specifically, for the k-th iteration of the outer-loop, we denote the optimization variables as (W k , A O k ). We now optimize these variables for the (k + 1)-th iteration. Firstly, we optimize A O k +1 by fixing W k . This is to solve the following optimization problem:
We use the optimal solution of (4) as A O k +1 . To solve (4), we introduce an auxiliary matrix Z ∈ R n×n into (4):
whose solution for A coincides with the solution of (4). Note that Diaд(A) is a diagonal matrix whose diagonal elements are the diagonal entries of A. To solve (5), we add to the objective function of (5) a penalty term corresponding to the constraint, and construct the following optimization problem:
Note that adding such a penalty term to (5) does not change its optimal solution. However, it makes the objective function convex in terms of the optimization variables, which allows to apply ADMM. We now derive the Lagrangian function of (6) by introducing a matrix ∆ ∈ R n×n of Lagrange multipliers to the constraint in (6) . We can write it as:
The inter-loop ADMM then consists of an iterative procedure to update A, Z, and ∆. Denote the inner-loop l-th iteration optimization variables as (A I l , Z l ) and the l-th iteration Lagrange multipliers as ∆ l , we obtain: (1) Z l +1 by minimizing L ′ with respect to Z, while (A I l ,∆ l ) are fixed. By setting the derivative of L ′ with respect to Z to be zero, we obtain:
From Eq. (8), we can see that Z l +1 can be obtained by solving an n × n system of linear equation.
(2) A I l +1 by minimizing L ′ with respect to A, while (Z l ,∆ l ) are fixed. The optimization problem with respect to A is a standard l 1 -norm optimization problem [1] and it has a closed-from solution:
where T µ (·) is the shrinkage-thresholding operator, and is defined as T µ (v) = (|v | − µ) + sдn(v). The operator (·) + returns the larger value between the argument and zero.
(3) ∆ l +1 with (A I l +1 ,Z l +1 ) fixed by using:
The inner-loop stops when the iteration converges or the number of iterations reaches maxInIter . Inner-loop convergence is achieved when ||A I l −Z l || 2 F ≤ ϵ and ||A I l −A I l −1 || 2 F ≤ ϵ, where ϵ is a predefined error tolerance. Then we use the obtained optimal A I opt in the innerloop as A O k +1 :
Next, we optimize W k+1 by fixing A O k +1 . This becomes to solve the following optimization problem:
This is a generalized eigenvalue problem, and we can obtain W k +1 by solving:
where 
Update ∆ l +1 using Eq. (10) ∆ l +1 = ∆ l + ρ(Z l +1 − A I l +1 ); 7:
l ← l + 1; 8:
If: If:
OutStop ← true; and W opt = W k +1 ; 16:
end if 17: end while 18: Calculate X ′ s and X ′ t using Eqs. (14):
Finally, we use the obtained optimal W opt in the outer-loop for adaptation. We map the source and target data to a latent subspace S using:
The proposed MMIT is summarized in Algorithm 1.
Regarding the hyper-parameters µ, ρ, α and β, we give the following instructions. The hyper-parameter µ is to weight the sparsity. As suggested in [11] , we set:
For ρ that weights the penalty term in ADMM, we use the default setting ρ = 1 as suggested in [3] . For α and β, we conduct sensitivity analysis.
Ideas of MMIT in Deep Learning
MMIT can also be applied to deep learning. We start with a formal formulation of deep transfer network [14, 19, 35] :
where f are hyper-parameters of the deep network, L is the discriminative loss, andd is the global transfer loss. We add M f term to Eq. (15) , and obtain
A possible instantiation of (16) is following the idea of the subspace learning that involves an affinity matrix A and MMD. Then, M f is similar to that of (2). We can still iteratively to do the optimization. Given A, we use the standard backpropagation to update f , and then we update A using similar steps in the subspace learning case. We leave more technical details for future works.
Discussions
We re-emphasize the core of our MMIT. Regarding the general MMIT framework as shown in eq. (1), the crucial component that makes MMIT significantly different from the existing works is the term M f (D s , D t ) that serves to disclose and transfer multiple manifolds information across domains. Specific to the instantiation of MMIT in subspace learning as proposed in Section 4.1, it is the affinity matrix A that plays a core role in introducing the multiple manifolds information to adaptation. Note that some existing works [17, 22, 29] also involve an affinity matrix (denoted as A ′ ) to represent the data geometric information in the adaptation procedure. However, our A significantly differs from A ′ in the two aspects. Firstly, A encodes the data geometric structure of each lowdimensional manifold, while A ′ only encodes the data geometric structure of the original feature space. More specifically, for x i , the i-th row of A is represented by x i 's manifold neighbors, i.e., x i 's neighbors that lie in the same low-dimensional manifold with x i , while that of A ′ is represented by x i 's neighbors in the original feature space. Secondly, A is jointly learned with W and iteratively updated to achieve the best adaptation capability. However, A ′ is pre-calculated offline and fixed in the adaptation. We have done ablation studies to show the effectiveness these two aspects to adaptation in the experiments. Moreover, we highlight that, instead of explicitly computing the multiple manifolds {M i ∈ R d i } N i=1 (obtaining multiple manifolds is not our goal) using A as spectral-clustering methods [13, 27] do, we directly use the local neighborhood information from multiple manifolds encoded in A to learn a latent subspace S for the adaptation purpose (This is our goal!). Thus, we do not need to know the exact number of the manifolds. Although we eventually map to "a single latent subspace", this "single latent subspace" does not mean "a single manifold". In fact, we are using "multiple manifolds information" because the local neighborhood information from different manifolds is encoded in A and we use A in the learning of the latent subspace.
EXPERIMENTS
In this section, we first evaluate our MMIT by comparing with several state-of-the-art subspace-based domain adaptation methods on three real-world benchmark datasets . We also study the properties of MMIT, and analyze the neighbor-class relationship in different spaces. We then conduct ablation studies to analyze the effect of the individual element in MMIT for transfer. Finally, we conduct the sensitivity analysis for the hyper-parameters. Specifically, we test our MMIT on 3 real-world benchmark datasets. 20-Newsgroups [30] is a text dataset that consists of about 20,000 documents. The documents are characterized by count features, and come from four top topics: computer (C), recording (R), science (S), and talk (T). Each topic has four subtopics. Top topics are regarded as labels and subtopics are used to form related domains. For instance, given two top topics C and R, we use top topic C as the positive label and top topic R as the negative label. Two subtopics under C and R are selected to form one domain, and another two subtopics form another domain. By pairing up the two domains, we have two tasks: CR-1 and CR-2.
Office-Caltech10 [9] is an image dataset for domain adaptation. Images are from four domains: C (Caltech-256), A (Amazon), W (Webcam), and D (DSLR). These four domains share the same 10 objects, but have different data size. In our experiment, we construct four domain adaptation tasks where the source and target domains have comparable data size, namely C-A, A-C, W-D, and D-W. Following [9] , We use the SURF features. COIL1-COIL2 [18] is also a widely used dataset for object recognition. Two domains, COIL1 and COIL2, share 20 objects. Each of them has 720 images, and each image is 32 × 32 pixels with 256 gray levels per pixel. The images in two domains are taken in different directions, and thus are drawn from different distributions. We construct two adaptation tasks: C 12 and C 21 .
We compare MMIT with various subspace-based methods including: TCA [22] , GFK [9] , SA [7] , TJM [18] , GTL [17] , COR [26] , JGSA [34] , and MEDA [29] . As suggested by [9] , we utilize the Nearest Neighbor (NN) classifier as the base classifier since it does not require tuning cross-validation parameters. Moreover, in subspacebased UDA methods, the intrinsic subspace dimension k is an important hyperpaprameter to be determined. Since it is heuristic to set a specific but empirical k for each domain adaptation task, we utilize Maximum Likelihood Estimator [12] to determine the dimensionality of the subspace in all the methods for fair comparison. For all the baselines, we use the default hyper-parameters specified by authors.
Comparison Results
The comparison results of MMIT with the baselines on the three datasets are shown in Table 1 . We also list the average result of all the tasks. The winners are highlighted in bold, and the runner-ups are highlighted in bold and italic.
From Table 1 , we can see that all the subspace-based methods work better than the no-transfer baseline NN in terms of the average accuracy on the three datasets. It demonstrates the effectiveness of the subspace-based methods for unsupervised domain adaptation. Regarding all the subspace-based methods, MMIT is a clear winner among all the methods on the average performance of all the tasks. Specifically, MMIT achieves the best result in 14 out of 18 adaptation tasks. Compared with JGSA, which is the best baseline in terms of the average performance, MMIT achieves 5.02% improvements. These demonstrates that MMIT is very effective in various adaptation tasks. As the major difference of MMIT from the others is that it transfers the multiple manifolds information, this indicates the effectiveness of introducing the multiple manifolds assumption to unsupervised domain adaptation. In sum, all the comparison results show the superiority of MMIT to the other state-of-the-art unsupervised domain adaptation baselines.
To further verify the effectiveness of the multiple manifold assumption in MMIT, we investigate the neighbor-class structure in different spaces. For each target instance, we first discover its p-nearest source neighbors (p = 1, 2, ..., 10) in the original feature space R. We then extract its p-nearest source manifold neighbors in the corresponding low-dimensional manifold M i . Finally, we collect its p-nearest source neighbors in the learned latent subspace S. If a source neighbor has the same class as the target instance, we weight it as 1, otherwise we weight it as 0. Consequently, we obtain 3 neighbor-class matrices, i.e., C R , C M i , and C S ∈ R n t ×10 . The i-th row of a neighbor-class matrix is a binary vector encoding the class relationship of the i-th target instance with its nearest source neighbors (from 1 to p). We utilize D-W as an example to analyze these 3 matrices. The other tasks have similar trends. Figure 2 shows the heatmaps of the 3 matrices. From Figure 2 (a), we observe that there are many white spaces, which means most of the source neighbors have different class from the corresponding target instance. Thus, the prediction performance is unsatisfactory. However, we observe that the black spaces are becoming denser in Figure 2 (b), which may lead to a higher chance of correct predictions for the target instances. This indicates close points in the same manifold are more likely to share a label than those in the original feature space. Therefore, transferring knowledge under the multiple manifolds assumption are more effective than transferring knowledge under the single manifold assumption. We further observe that Figure 2 (c) achieves the densest black spaces. It is because MMIT also incorporates MMD to align domains, and thus the latent subspace is learned by the multiple manifolds information with the best adaptation capacity.
Ablation Studies of MMIT
In this section, we further investigate the adaptation performance of MMIT by conducting ablation studies. Note that, in Section 4.3, we highlight the two saint features of the affinity matrix A used in MMIT, namely, the introduction of the multiple manifolds information and the joint learning with the new feature representations. To investigate how these two features affect the adaptation performance, we design a two-stage intermediate MMIT variant, that decouples the learning of A and W. More specifically, we separate the optimization problem (3) into the following two sub-problems: sub-problem (1):
and sub-problem (2):
The sub-problem (1) pre-learns A, and then sub-problem (2) uses the learned A to explore the latent subspace for adaptation. We denote this two-stage MMIT as TS-MMIT. Note that TS-MMIT transfers the sparest A that may be not with the best transfer capacity. To show the benefits of using multiple manifold assumption to adaptation, we compare TS-MMIT with TCA. Note that TCA also follows the similar two-stage strategy. However, it pre-computes an affinity matrix A ′ encoding the neighborhood information of the original feature space, and then use A ′ for the new feature representation learning. It can be clearly seen that TCA differs from TS-MMIT on the usage the geometric information of the original feature space, instead of the multiple low-dimensional manifolds.
To demonstrate the benefits of coupling A and W in a joint learning manner, we compare TS-MMIT with MMIT. We also take the no-transfer baseline, NN, as a reference. The comparison results on the three datasets are shown in table 2.
As can be seen from the results, MMIT is the best, followed by TS-MMIT, TCA, and lastly NN. Specifically, we observe that TS-MMIT achieves much better average result than TCA (with 3.95% improvements) and NN (with %20.76 improvements). This again indicates the superiority of transferring the geometric structure of the multiple low-dimensional manifolds than that of the original feature space. Moreover, MMIT further boosts the result of TS-MMIT with %2.83 improvements. The improvements indicate that the coupled learning strategy can obtain an A with a better adaptation capacity than the decoupled ones. Recall that our purpose is to maximize the adaptation performance, but not to obtain the multiple low-dimensional manifolds (this can be well done by applying clustering algorithms on the A obtained from the subproblem (1)). This further supports the necessity of using the joint learning of A and W, as in MMIT, to adaptation. All the comparison results show the effectiveness of the two saint features in MMIT to unsupervised domain adaptation. 
Sensitivity Analysis
In this section, we conduct sensitivity analysis with respect to α and β. Figure 3 shows the average results of all the tasks with α and β varying in different ranges. It can be seen that only the multiple manifolds information transfer term alone (β = 0) still achieves improvements compared with the result of no-transfer, 55.74%. This illustrates that transferring the multiple manifolds information individually already benefits domain adaptation. We also observe that the best results appear when α ∈ [0.01, 0.1] and β ∈ [500, 1000]. It shows that integrating the multiple manifolds information transfer with the domain alignment further boosts the adaptation performance. In our experiments, we empirically set α as 0.01 and β as 1000 for all the tasks.
CONCLUSIONS
In this paper, we develop a multiple manifolds information transfer (MMIT) framework for unsupervised domain adaptation. We propose to preserve the manifold neighborhood structure of data under the multiple manifolds assumption, and simultaneously reduce the distribution discrepancies of different domains. Experimental results have shown the superiority of MMIT to other state-of-the-art unsupervised domain adaptation methods. MMIT achieves 5.02% improvements to the best baseline JGSA. We also verify the effectiveness of using multiple manifolds assumption to domain adaptation by inspecting the neighbor-class structure in different spaces. Ablation studies demonstrate the effectiveness of the two saint features of MMIT in the instantiation of achieving multiple manifolds information transfer. All the experiments show us MMIT is an effective and promising strategy for unsupervised domain adaptation.
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