In this paper, we give some completable 2-step nilpotent Lie algebras and obtain some of their structural properties.
Introduction
It is well known that nilpotent Lie algebras have played an important role over the last years both in the domain of algebra and in the domain of differential geometry. However, the systematic study of nilpotent Lie algebras is very difficult. So one often focuses on some important classes of nilpotent Lie algebras. In recent years a new class of nilpotent algebras called completable nilpotent Lie algebras was found during the study of complete Lie algebras (center is zero and all derivations are inner). Although some completable nilpotent Lie algebras, as nilpotent Lie algebras of maximal rank and Heisenberg algebra, were found, there are many completable nilpotent Lie algebras unknown. So looking for completable nilpotent Lie algebras is still an important task. In this paper we give some completable 2-step nilpotent Lie algebras and obtain some of their structural properties.
Throughout this paper, all nilpotent Lie algebras discussed are finite dimensional and over the complex field C.
Preliminary
The definition of complete Lie algebra was given by Jaconbson in 1962 [4] . However, in 1951, Schenkman [21] proved that the last term of the derivation tower of the Lie algebra with trival center was complete, and the holomorph of abelian Lie algebra was complete too. As suggested by the derivation tower theorem, complete Lie algebras occur naturally. However, only in recent years Meng and Wang have developed a general theory on complete Lie algebras [5, [9] [10] [11] [12] [13] 22, 23] . In particular, Ref. [12] shows that if a solvable Lie algebra L is complete, then L = H + N, where H is the maximal torus subalgebra of L, N is the maximal nilpotent ideal of N, and adH | N is a maximal torus on N (a maximal abelian subalgebra of Der N which consists of semi-simple linear transformations). Naturally we call N a completable nilpotent Lie algebra.
For any nilpotent Lie algebra N, if H is a torus on N, define the bracket in H+N by [h 1 + y 1 , h 2 + y 2 ] = h 1 (y 2 ) − h 2 (y 1 ) + [y 1 , y 2 ], where h i ∈ H, y i ∈ N, i = 1, 2, then H+N is a solvable Lie algebra.
Definition 1 [22] . Let H be a maximal torus on nilpotent Lie algebra N. If solvable Lie algebra H+N is a complete Lie algebras, then N is called a completable nilpotent Lie algebra.
Theorem 1 [22] . Lemma 1 [19] . If N is a nilpotent Lie algebra, the two following assertions are equivalent:
(1) {x 1 , x 2 , . . . , x n } is a minimal system of generators; (2) {x 1 + N 2 , x 2 + N 2 , . . . , x n + N 2 } is a basis for the vector space N/N 2 .
Remark 1.
In this case, let U = x 1 , x 2 , . . . , x n be the vector space spanned by {x 1 , x 2 , . . . , x n }. Then N = U+N 2 , and N is called nilpotent Lie algebra of type n. We denote n = type(N). By Mostow's theorem (Theorem 4.1 of [14] ), all maximal tori on N are mutually conjugated (i.e., for any two maximal tori H 1 and H 2 , ∃θ ∈ Aut N such that θ(H 1 )θ −1 = H 2 ). So the dimension of a maximal torus on N is an invariant of N called the rank of N (denote by rank(N)). N is called a nilpotent Lie algebra of maximal rank if type(N) = rank(N).
We have known from [12] that all nilpotent Lie algebras of maximal rank are completable nilpotent Lie algebras.
Let H be a maximal torus on N. Then N can be decomposed into a direct sum of root spaces with respect to H: N = α∈H * N α . The number mult(α) := dim N α is called the multiplicity of root α. Definition 2 [19] . Let H be a maximal torus on N. One calls H -msg a minimal system of generators which consists of root vectors for H. Theorem 2 [18] . Let H be a maximal torus on N, and {x 1 , x 2 , . . . , x n } an H -msg,
is a completable nilpotent Lie algebra if and only if the following conditions hold:
is the center of N, and N 0 is the zero root space;
where
Definition 3 [6] . A nilpotent Lie algebra N is called quasi-cyclic if N has a subspace
If N is a quasi-cyclic nilpotent Lie algebra, it is clear that there exists a derivation I such that I | U s = s · id (where id denotes an identity map). Hence if H is a maximal torus on N and I ∈ H , then H (U i ) ⊆ U i (as H is abelian), and there is no zero root space in the root space decomposition of N with respect to H. Since all maximal tori are mutually conjugated, there is no zero root space in the root space decomposition of N with respect to any maximal torus.
Obviously, a 2-step nilpotent Lie algebra (i.e., N 2 = 0, N 3 = 0) is quasi-cyclic.
Definition 4.
Let {x 1 , x 2 , . . . , x n } be a minimal system of generators of nilpotent Lie algebra N. The related set of x i is defined to be the set G( 
where (y 1 y 2 · · · y n ) t is transpose of matrix (y 1 y 2 · · · y n ), and A is an n × n invertible matrix. In particular, if mult( 
Main results
In this section, all Lie algebras discussed are 2-step nilpotent Lie algebras. According to Theorem 1, we restrict ourselves to the following situation: Lie algebras N is indecomposable (i.e., N cannot be decomposed into direct sum of its ideals).
Obviously indecomposability of N implies that C(N) = N 2 . Then by Lemma 3,
Some completable nilpotent Lie algebras
Let {x 1 , x 2 , . . . , x n } be a minimal system of generators of N. 
Lemma 5. If a linear transformation h of N satisfies
Since I ∈ H , ∀h ∈ H , the matrix of h relative to the basis S is diag(M 1 , M 2 ), where M 1 is an n × n matrix.
Note that [h 0 , h] = 0, i.e.,
and
. By Theorem 2, N is a completable nilpotent Lie algebra.
Theorem 3. A quasi Heisenberg algebra is a completable nilpotent Lie algebra.
Proof. By Lemma 4, quasi Heisenberg algebra N has a (1, 1, . . . , 1)-msg: {x 1 , x 2 , . . . , x 2n }. We may assume that [x 2i−1 , x 2i ] / = 0, 1 i n. By Lemma 5, it is easy to know that there exists an h 0 ∈ Der N such that the matrix of h 0 relative to {x 1 , x 2 , . . . , x 2n } is diag(1, −1, 2, −2, . . . , n, −n). By Lemma 6, N is a completable nilpotent Lie algebra.
By Lemma 2, the following two propositions are obvious. In order to prove this theorem, we first prove the following lemma.
Proposition 1. For any
. . .
where I s is an s × s identity matrix, t = p + 2l.
The indecomposability of N implies that rank(A) = s > 0. Let
where P is a permutation matrix, and E is an invertible matrix. We have
By (2) D 2 ) , where a s+2 , a s+3 , . . . , a n ).
where B = B 1 B 2 t and B 1 is an s × l submatrix of the matrix B.
. Consider the action of h on the both side of (3). We have 
Comparing (3) with (4), we have a ij = 0, i = j. So A 1 is a diagonal matrix, i.e., M 1 is a diagonal matrix. Because h is a derivation, M 2 is also a diagonal matrix.
The same argument as for the matrix A 1 in the above shows that K 1 is a diagonal matrix. By Theorem 2, N is a completable nilpotent Lie algebra.
Remark 2.
The proof of Lemma 7 shows that N = N 1 + N 2 , where N 1 and N 2 are spanned by {x 1 , x 2 , . . ., x p+1 } and {x p+2 ,x p+3 ,. . . ,x n }, respectively, and [N 1 , N 2 ] = 0. Obviously N 1 is a nilpotent Lie algebra of maximal rank and N 2 is a quasi Heisenberg algebra. a (p, 1, . . . , 1)-H -msg. By Lemma 2, ∃θ ∈ Aut N such that 
In the proof of Proposition 3, actually we already proved the following proposition. 
Proposition 4. If
N = N 1 + N 2 = N 1 + N 2 , where N 1 , N 1 are principal maximal, N 2 , N 2 are quasi Heisenberg algebras, and [N 1 , N 2 ] = [N 1 , N 2 ] = 0, then N i ∼ =N i , i = 1, 2.
Isomorphism theorem
Let {x 1 , x 2 , . . . , x n } be a minimal system of generators of N, and
We may assume that {z 1 , z 2 , . . . , z l−r } is a basis of N 2 . Then we have
Definition 9. The matrix (A I r ) as above is called a related matrix of N with respect to {x 1 , x 2 , . . . , x n }.
. If (A I r ) is a related matrix and rank(B) = r, then there exists an invertible matrix E such that EB = (A I r ).
Proof. Let B = (B 1 B 2 ), where B 2 is an r × r matrix. If rank(B 2 ) < r, then there exists an invertible matrix E such that the last row of EB 2 is zero. As (A I r ) is a related matrix means that {z 1 , z 2 , . . . , z l−r } is a basis of N 2 , (EB 1 EB 2 )(z 1 z 2 · · · z l ) t = 0 implies that the last row of matrix EB is zero, i.e., rank(B) < r, a contradiction. Hence rank(B 2 ) = r. rank(B 2 ) = r means that there exists an invertible matrix E such that EB 2 = I r , i.e., EB = (K I r ). As {z 1 , z 2 , . . . , z s } is a basis of N 2 , K = A, i.e., EB = (A I r ).
Lemma 10. If (A I r ) is a related matrix of quasi Heisenberg algebra N, then for any two monomial matrices K and D, (KAD I r ) is also a related matrix of N.
Proof. Let {x 1 , x 2 , . . . , x 2n } be a (1, 1, . . . , 1)-msg of N. We may assume that
Then for any two monomial matrices K and D, we have
Obviously K 1 and D 1 are also monomial matrices. Let
where t = 2n − 2r.
As K 1 and D 1 are monomial matrices, {y 1 , x y , . . . , y 2n } is a (1, 1, . . . , 1)-msg, and
. . . 
If (A I r ) and (B I r ) are related matrices of N 1 and N 2 , respectively, then we have the following theorem. (1, 1, . . . , 1)-H 2 -msg. By Lemma 2, we have
Theorem 5. N 1 is isomorphic to N 2 if and only if there exist invertible matrix E and monomial matrix K such that E A I r K = B I r .

Proof. (⇒):
where K 0 is a monomial matrix. Then we have 
and K is also a monomial matrix. Hence
By Lemma 9, we have E(A I r )K = (B I r )
, where E is an invertible matrix.
Let ψ : N 1 → N 2 be a linear correspondence satisfying:
As K 1 is a monomial matrix, we have 
Since E(A I r )K = (B I r ), we have
This implies that ψ is a linear map, and so ψ is an isomorphism.
If N = N 1 + N 2 + · · · + N k is a Heisenberg decomposition, letN be a subalgebra of N such that
By the proof of Theorem 5 we have the following two propositions. 
Proposition 5. Let M and N be two quasi Heisenberg algebras. If
M ∼ =N, then M ∼ =N . Proposition 6. Let M = M 1 + M 2 + · · · + M k and N = N 1 + N 2 + · · · + N k be
Heisenberg decompositions of M and N, respectively. If ψ :M →N is an isomorphism, and dim
Obviously a monomial matrix is a product of a permutation matrix and an invertible diagonal matrix. So there exist a permutation matrix P and an invertible diagonal matrix D such that M = DP . Let
We have As there are only twenty-four 4 × 4 permutation matrices, by the theory of systems of linear equations, it is easy to know that (5) 
Remark 6. Proposition 7 shows that there are infinitely nonisomorphic classes in nilpotent Lie algebras which are of type H (2, 4) . If N has a (p, 1, . . . , 1)-msg, p > 1, then by Lemma 7, N has a (p, 1, . . . , 1) -
]} is a basis of N 2 . We may assume that
is a related matrix of N. As
we have the following lemma.
Lemma 11. If
is a related matrix of N, then for any monomial matrices M 1 , M 2 and M 3 ,
is also a related matrix of N.
Let N 1 , N 2 be of type P (n, m, p, s), and
be a related matrix of N 1 with respect to {x 1 , x 2 , . . . , x n }, and
be a related matrix of N 2 with respect to {y 1 , y 2 , . . . , y n }. a (p, 1, . . . , 1)-H 2 -msg. By Lemma 2, we have
Proof. (⇒):
By the proof of Proposition 3, we know that A =diag(a 11 , A p , K 0 ), where A p is an p × p invertible matrix, and K 0 is a monomial matrix. Then we have
and K is a monomial matrix. Then
By Lemma 9, there exists an invertible matrix E 1 such that
i.e.,
we have
This implies that ψ is a linear map, so ψ is an isomorphism.
By Lemma 11, we have the following results: • If N is of type P (5, 2, 2, 1), its related matrix is (1 0 1).
• If N is of type P (7, 2, 2, 1), its related matrix is 1 0 1 0 1 0 0 1 .
• If N is of type P (7, 2, 2, 2), its related matrix is 1 0 1 0 0 1 0 1 .
• If N is of type P (7, 3, 2, 1), its related matrix is (1 0 1 1).
• If N is of type P (9, 2, 2, 1), its related matrix is  • If N is of type P (9, 2, 2, 2), its related matrix is  • If N is of type P (9, 3, 2, 1), its related matrix is • If N is of type P (9, 4, 2, 1), its related matrix is (1 0 1 1 1) .
By Theorem 6 and the theory of systems of linear equations, we have the following proposition. 
Remark 7. Proposition 8 shows that there are infinitely nonisomorphic classes in nilpotent Lie algebras which are of type P (9, 3, 2, 1). {x 11 , x 12 , . . . , x 1,2n 1 , . . . , x k1 , x k2 , . . . , x k,2n k , z 1 , z 2 , . . . , z r }, where 
Derivation algebra of quasi Heisenberg algebra
, and the symbol [a] denotes the greatest integer not exceeding a, 
As N i ∩ N j = 0, z i and z j are linearly independent. Then ∃u / = v, 1 u, v r, such that a ju a iv − a iu a jv / = 0. By (7), we have
Case 3: There exists exactly one of i, j not exceeding r, such as i r and j > r. Then
So we have
As z i and z j are linearly independent, then ∃u
We now prove that D k+1,k+1 = diag(λ, λ, . . . , λ r ). 
where A 1 is an s × p matrix. Eq. (8) As S i is isomorphic to the sp(2n i , C), S is a semisimple Lie algebra. Obviously N 0 is an abelian Lie algebra. By Theorem 8.6 of [9] , we have the following.
Theorem 7.
If N is a quasi Heisenberg algebra, then Der N = S+T+N 0 is a complete Lie algebra.
