Robust blind deconvolution is a challenging problem -in particular if the bandwidth of the wavelet is quite narrow (say around 2 octaves). The principal problem is to estimate the phase of the wavelet with sufficient accuracy.
Introduction
The objective of blind deconvolution is to retrieve the reflectivity series r without knowledge of the amplitude or phase spectrum of the wavelet w. Blind deconvolution differs therefore from conventional deconvolution in that we do not make a priori assumptions about the wavelet phase as is routinely done in, e.g., predictive deconvolution or spectral equalisation [7] . Wiggins [8] introduced the first blind deconvolution algorithm based on kurtosis maximisation. Convolving any white reflectivity series with an arbitrary wavelet renders the outcome more Gaussian [1] . Maximisation of the kurtosis recovers the original reflectivity series since the kurtosis measures the deviation from Gaussianity. The technique can handle non-minimum phase wavelets since kurtosis is a fourth-order statistic and higher-order statistics retain phase information -contrary to conventional algorithms based on second-order statistics such as predictive deconvolution and spectral equalisation. Wiggins' algorithm and variants attracted significant attention till the mid 80s when it was found that it had several shortcomings. It tends to emphasise the largest reflector at the expense of all others and it is unstable for very bandlimited data [9, 5] . In particular if the principal frequency is larger than the wavelet passband (i.e., roughly less than 1.5 octaves of bandwidth) then the Wiggins algorithm breaks down. Current industry practice assumes therefore a minimum phase wavelet throughout the entire processing stream and applies a frequency independent phase rotation at the very end to account for any non-minimum phase components. The optimum phase rotation is still determined using the kurtosis [4, 5] . In particular with the advent of the MEMS sensors, bandwidth is much less of a problem nowadays then it was 20 years ago thus advocating to revisit the ideas behind the original blind deconvolution algorithms. Any successful criterion should however be robust in the presence of noise and be able to handle bandlimited data. We present such a criterion based on a modification of the mutual information rate. It uses a two-step procedure. First we estimate the wavelet and then deconvolve it from the observed traces using Wiener filtering.
Blind deconvolution criterion
In the deconvolution problem we assume that the observed trace x is the result of the convolution of the wavelet w with the reflectivity series r plus some superposed noise n, that is, x = w r + n. The objective is to find a filter g such that the outcome y is as close as possible to the original reflectivity series r. Thus, y = g x ≈ r. Because of the presence of the noise, the reflectivity series r cannot be recovered perfectly and a compromise needs to be achieved between noise amplification and successful recovery. If the wavelet w is known then the Wiener filter g w achieves the optimum trade-off. In the frequency domain it is given by G w = W * /(|W | 2 + σ 2 n ) with σ 2 n the noise variance. The mutual information rate is the optimum deconvolution criterion for noiseless data [6] . It estimates the whiteness of the outcome y using statistics of all orders. Unfortunately for noisy bandlimited data it boosts the noise outside the passband of the wavelet leading to unacceptable results [3, 2] . The same problem occurs for conventional deconvolution techniques based on second-order statistics (e.g., predictive deconvolution and spectral equalisation). We appeal therefore to bandpass filtering after deconvolution to remove the unwanted frequency components. This is effective but inefficient and leaves the subjective choice of what is signal and noise to the interpreter. A better alternative is to estimate the wavelet within its passband and apply Wiener filtering thereafter. It can be shown that the mutual information rate C mir can be decomposed as
with H neg (y) the negentropy, S yy the power spectrum of the outcome y and σ y its variance [2] . The negentropy measures the nonGaussianity of the outcome using statistics of all orders. It can thus be interpreted as a generalisation of the kurtosis which is based on fourth-order statistics. It can identify the frequency dependent phase of the wavelet making it indispensable. The second term is related to the (second-order) whiteness of the outcome. It approaches zero if the power spectrum S yy becomes constant for all frequencies, thus enforcing the outcome y to be white also outside the passband of the wavelet w. This amplifies the noise.
The second term is therefore problematic since it is very noise prone. A better alternative is to match the measured power spectrum S xx of the observation x to a predicted one given an estimated waveletŵ and noise levelσ n . The theoretical power spectrum S xx is given by S xx ( f ) = |W | 2 + σ 2 n since both the reflectivity and noise are white and the variance of the reflectivity series is assumed to be one for simplicity. In other words we can change the problem of finding an optimal filter g such that C mir (y = g x) is minimal into the problem of estimating a waveletŴ and noise levelσ n such that S xx /(|Ŵ | 2 +σ 2 n ) = 1 or at least constant. Therefore we replace S yy in (1) by S xx (|Ŵ | 2 +σ 2 n ) −1 yielding
where we used the fact that σ 2 y = S yy d f . The deconvolution outcome y w is here obtained by Wiener filtering using the estimated waveletŵ and noise levelσ n . The first and second term in (1) are scale invariant. Therefore we cannot estimateŴ andσ n jointly but we can estimateŴ only up to a multiplicative constant and then derive the optimalσ n . SubstitutingŴ =Ŵ /σ n into (2) leads to
The noise level is then obtained usingσ 2
d f , and the Wiener filter becomes
The rescaled output y w in (3) is estimated using the rescaled Wiener filter G w using y w = g w x. The recovered reflectivity y may be rescaled to have unit variance by dividing it byσ n . The factor d 2 n in (4) is put at d n = 1 for conventional Wiener filtering but can be increased for improved damping of noisy frequencies -naturally at the expense of losing some desired signal. The negentropy is estimated using H neg (y) = 1 2 log(2πσ y ) − H(y) with H(y) the entropy of outcome y. The latter is computed using the kernel estimator of [6] . The negentropy is scale invariant. Hence H neg (y w ) = H neg (y w ). Criterion (3) is minimised using a quasi-Newton scheme. The desired waveletŵ is described in the time domain where it has a short duration. Its frequency representation is obtained via a discrete Fourier transform.
Simulations
To illustrate the performance of the new deconvolution criterion we create 2 s long superGaussian reflectivity series (sampled at 2ms) and convolve these with a bandlimited wavelet. The wavelet is composed of two superposed Ricker wavelets with principal frequencies of respectively 20 and 40 Hz and phase angles of 45 and 20 degrees, yielding 2.07 octaves and the bandwidth divided by the peak frequency is 1.56. This is a relatively narrow bandwidth. The Wiggins algorithm breaks down if the latter ratio approaches one [5] . All simulations have superposed white Gaussian noise. We define the signal-to-noise ratio SNR as the standard deviation of the signal divided by that of the noise. The algorithm is initialised using a 74 ms zero-phase wavelet. Its amplitude spectrum is determined from the observed noisy data. Fig 1a displays the resulting observed trace with and without noise for SNR = 3, and Fig  1c the original reflectivity series. Wiener filtering using the true wavelet and the blind deconvolution output are very similar (Fig 1b) except that the latter contains more high-frequency noise. Figure 2a shows the amplitude spectrum of both the true and estimated wavelets and the true and estimated noise level, and Fig 2b the estimated and true wavelet in the time domain. Both the shape and phase of the wavelet has been quite accurately estimated except for the high frequency part, which in turn has affected the deconvolution output (Fig 1b) . Some high-frequency noise has leaked into the estimated wavelet. The correlation coefficient between the true and estimated wavelet is 0.96. Figure 2c displays finally the amplitude spectra of the observed noisy trace, the results after Wiener filtering using the known and estimated wavelet and a damped version [d n = 1.5 in equation (4)] . Fig 2c shows clearly that the erroneous high-frequencies visible in the estimated wavelet (Figs 2a and 2b) have degraded the quality of the recovered reflectivity series. Too much high-frequency content has been boosted compared with the optimal Wiener result. Increasing the damping coefficient d n reduces these high frequencies and thus improves the deconvolution output. The correlation coefficients between the optimal Wiener result with known wavelet and respectively the undamped and damped results using the estimated wavelets are respectively 0.76 and 0.86. Increasing the damping constant d n reduces the effect of high-frequency noise but eliminates also the contribution of some of the desired low-amplitude signal. Alternatively it is possible to apply bandpass filtering on the deconvolution output or on the estimated wavelet before Wiener filtering -like it is conventionally done after spectral equalisation or predictive deconvolution. How well does the algorithm perform under various noise conditions? We performed a series of Monte Carlo tests composed of 1000 simulations each where we varied the signal-to-noise ratio between 1 and 4. Both the reflectivity series and the superposed noise are adapted in each simulation. 
Conclusions
Robust blind deconvolution of noisy bandlimited data is a challenging problem. Most blind deconvolution algorithms assume theoretically noiseless data and a large wavelet passband leading to poor performance on seismic data. As a result, industry practice assumes a minimum phase wavelet throughout the entire processing stream and applies a frequency independent phase rotation at the very end to account for any non-minimum phase components. The mutual information rate is the optimal blind deconvolution criterion for noiseless data. The proposed modification leads to a robust deconvolution criterion. The resulting two-step inversion technique estimates first the wavelet and deconvolves it then from the observed data using Wiener filtering. We estimate the phase of the wavelet using the negentropy while ensuring that its amplitude spectrum is matched to that of the observations. The new criterion has good performance even for low signal-to-noise ratios and relatively narrowband wavelets (around 2 octaves). The new criterion has good performance even for low signal-to-noise ratios.
