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Abstract
In this paper, a class of boundary value problems associatedwith high-order partial functional differential equationswith distributed
deviating arguments is investigated. Some oscillation criteria of solutions to the problem are developed. Our approach is to reduce
the multi-dimensional oscillation problem to a one-dimensional oscillation one by employing some integral means of solutions and
introducing some parameter functions. One illustrative example is considered.
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1. Introduction and lemmas
The study of oscillatory behavior of solutions of partial functional differential equations is of both theoretical and
practical importance. Some applications involving population dynamics with spatial migrations, chemical reactions,
control systems, combinatorics can be found in the monograph [18]. Various results on the oscillatory behavior of
partial functional differential equations have been developed over the last couple of decades. For more details, we refer
reader to the monograph [1], the papers [4–8,20,19] for the cases with deviating arguments and [11–17] for the cases
with distributed deviating arguments. We note that there are very few known results on the oscillatory problem for the
boundary value problem of high-order partial functional differential equations, especially the cases with distributed
deviating arguments. In this paper, we consider the following high-order neutral-type partial functional differential
equations
m
tm
[u + c(t)u(x, t − )] = a0(t)u + a1(t)u(x, t − ) −
∫ b
a
q(x, t, )u[x, g(t, )] d(),
(x, t) ∈ × R+ ≡ G, (E)
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subject to the following boundary condition
u = 0, (x, t) ∈ × R+, (B)
where  and  are positive constants, m is an even positive integer,  is the Laplacian operator in Rn, R+ = [0,∞),
u=u(x, t), is a bounded domain inRn with a piecewise smooth boundary . The integral of Eq. (E) is a Stieltjes one.
The objective of this paper is to obtain the oscillatory criteria of solutions to the boundary value problem given by
(E) and (B). Our approach is to reduce the multi-dimensional oscillation problem to an one-dimensional oscillation
problem by employing some integral means of solutions and introducing some parameter functions.
We assume throughout this paper that the following conditions (H) hold.
(H1) a0(t), a1(t) ∈ C(R+, R+);
(H2) q(x, t, ) ∈ C(¯× R+ × [a, b], R+);
(H3) g(t, )∈C(R+ × [a, b], R) is nondecreasing with respect to t and , g(t, ) t for ∈ [a, b], and lim
inf t→∞,∈[a,b]{g(t, )} = ∞;
(H4) () ∈ ([a, b], R) is nondecreasing.
Deﬁnition 1.1. A function u ∈ C2(G) ∩ C1(G¯) is said to be a solution of the boundary value problem (E) and (B),
if it satisﬁes Eq. (E) in the domain G and the boundary condition on the boundary.
Deﬁnition 1.2. A solution u(x, t) of the boundary value problem (E), (B) is said to be oscillatory in the domain G if
for any positive number t there exists a point (x0, t0) ∈ × [t,∞) such that the condition u(x0, t0) = 0 holds.
Since the integral of Eq. (E) is Stieltjes one, Eq. (E) includes the following equations:
m
tm
[u + c(t)u(x, t − )] = a0(t)u + a1(t)u(x, t − ) −
n∑
i=1
qi(x, t)u[x, gi(t)],
(x, t) ∈ × R+ ≡ G.
(E′)
To obtain the main results of this paper, we need the following lemmas.
Lemma 1.1 (see Kiguradze [3]). Let y(t) be a positive and n times differentiable function onR+. If y(n)(t) is constant
sign and not identically zero on any ray [t1,∞) for t1 > 0, then there exists a ty t1 and integer l (0 ln), with n+ l
even for y(t)yn(t)0 or n + l odd for y(t)yn(t)0; and for t ty , y(t)yk(t)> 0, 0k l; (−1)k−ly(t)yk(t)> 0,
lkn.
Lemma 1.2 (see Philos [9]). Suppose that the conditions of Lemma 1.1 is satisﬁed, and
yn−1(t)yn(t)0, t ty .
Then there exists constant  ∈ (0, 1) and M > 0 such that for sufﬁciently large t
|y′(t)|Mtn−2|yn−1(t)|.
Lemma 1.3 (see Hardy et al. [2]). If X and Y are nonnegative, then
X − XY −1 + (− 1)Y 0, > 1,
X − XY −1 − (1 − )Y 0, 0< < 1,
where the equality holds if and only if X = Y .
2. Oscillatory criteria
It is well known [10] that the smallest eigenvalue 1 of the following Dirichlet problem:
u + u = 0 in (x, t) ∈ × R+, (2.1)
u = 0 on (x, t) ∈ × R+ (2.2)
is positive and the corresponding eigenfunction 	(x) is positive in x ∈ .
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Associated with a solution u(x, t) of the boundary value problem (E), (B), we deﬁne
U(t) =
∫

u(x, t)	(x) dx. (2.3)
Theorem 2.1. Assume that 0c(t)1 and (d/dt)g(t, a) exists. If there exists a function
(t) ∈ C′(R+, (0,∞))which
is nondecreasing with respect to t, such that∫ ∞
t1
[

(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d() − 2(

′(s))2
M
(s)[g(s, a)]n−2g′(s, a)
]
ds = ∞, (2.4)
then every solution of the boundary value problem (E), (B) is oscillatory in G, where Q(t, ) = minx∈ {q(x, t, )}.
Proof. Assume that there exists a nonoscillatory solution u(x, t) of the boundary value problem (E), (B), and
u(x, t)> 0. By the condition (H3), there exists a t1 > > 0 such that g(t, ), (t, ) ∈ [t1,∞) × [a, b], and
u(x, t − )> 0, u[x, g(t, )]> 0, u(x, t − )> 0 for (x, t) ∈ × [t1,∞), (x, t, ) ∈ × [t1,∞) × [a, b].
Multiplying both sides of Eq. (E) by 	(x), and integrating with respect to x over the domain , we have
dm
dtm
[∫

u	(x) dx + c(t)
∫

u(x, t − )	(x) dx
]
+
∫

∫ b
a
q(x, t, )u[x, g(t, )]	(x) d() dx
= a0(t)
∫

u	(x) dx + a1(t)
∫

u(x, t − )	(x) dx. (2.5)
Using Green’s formula, we have∫

u	(x) dx =
∫

(
	(x)
u
n
− u	(x)
n
)
d+
∫

u	(x) dx = −1
∫

u	(x) dx, (2.6)
∫

u(x, t − )	(x) dx = −1
∫

u(x, t − )	(x) dx, (2.7)
in which 1 is the smallest eigenvalue of the Dirichlet problem given by (2.1) and (2.2). Noting that∫

∫ b
a
q(x, t, )u[x, g(t, )]	(x) d() dx =
∫ b
a
∫

q(x, t, )u[x, g(t, )]	(x) dx d()

∫ b
a
Q(t, )
∫

u[x, g(t, )]	(x) dx d(), (2.8)
and combining (2.5)–(2.8), for t t1, we have
dm
dtm
[∫

u	(x) dx + c(t)
∫

u(x, t − )	(x) dx
]
+
∫ b
a
Q(t, )
∫

u[x, g(t, )]	(x) dx d()
 − 1a0(t)
∫

u	(x) dx − 1a1(t)
∫

u(x, t − )	(x) dx. (2.9)
From (2.3) and (H1), we have
dm
dtm
[U(t) + c(t)U(t − )] +
∫ b
a
Q(t, )U [g(t, )] d()0, t t1. (2.10)
Setting
z(t) = U(t) + c(t)U(t − ), (2.11)
Eq. (2.10) can be written as
z(m)(t) +
∫ b
a
Q(t, )U [g(t, )] d() = 0.
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From the assumption of c(t) and Q(t, ), we have z(t)U(t)> 0 and z(m)(t)0. At the same time, we can further
prove z(m−1)(t)0, t t2. Furthermore, from Lemma 1.1, there exists a t3 t2 and a odd number l, 0 lm − 1, and
for t t3, we have
z(i)(t)> 0, 0 i l, (−1)i−1z(i)(t)> 0, l im − 1.
By choosing i = 1, we have z′(t)> 0. Since z(t)x(t)> 0, z′(t)0, we have z[g(t, )]z[g(t, ) − x
[g(t, ) − ], and thus
z(m)(t) +
∫ b
a
Q(t, )z[g(t, )]{1 − c[g(t, )]} d()0. (2.12)
Since g(t, ) is nondecreasing in , we have g(t, a)g(t, ), t > t0,  ∈ [a, b], thus z[g(t, a)]z[g(t, )]. Then
(2.12) can be written as
z(m)(t) + z[g(t, a)]
∫ b
a
Q(t, ){1 − c[g(t, )]} d()0, (2.13)
where t t1. Letting
w(t) = 
(t) z
(m−1)(t)
z[g(t, a)] , (2.14)
then w(t)0 for t t1, and
w′(t) = 

′(t)

(t)
w(t) + 
(t)z
(m)(t)
z[g(t, a)] −

(t)z(m−1)(t)z′[g(t, a)]g′(t, a)
z[g(t, a)]2 .
From z(m)(t)0, according to Lemma 1.2, we obtain
z′[g(t, a)]M[g(t, a)]m−2z(m−1)(t). (2.15)
Thus
w′(t) − 
(t)
∫ b
a
Q(t, ){1 − c[g(t, )]} d() + 

′(t)

(t)
w(t) − M[g(t, a)]
m−2g′(t, a)w2(t)

(t)
. (2.16)
Taking
X =
√
M[g(t, a)]m−2g′(t, a)

(t)
w(t), Y = 

′(t)
2
√

(t)M[g(t, a)]m−2g′(t, a)
,
from Lemma 1.3, we obtain

′(t)

(t)
w(t) − M[g(t, a)]
m−2g′(t, a)

(t)
w2(t) [

′(t)]2
4M[g(t, a)]m−2g′(t, a)
(t) .
Hence
w′(t) − 
(t)
[∫ b
a
Q(t, ){1 − c[g(t, )]} d() − 2
M[g(t, a)]m−2g′(t, a)
(

′(t)

(t)
)2]
. (2.17)
Integrating both sides from t1 to t, we have
w(t)w(t1) −
∫ t
t1
[

(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d() − 2[

′(s)]2
M[g(s, a)]m−2g′(s, a)
(s)
]
ds.
Letting t → ∞, from (2.4), we have limt→∞w(t)=−∞, which leads to a contradiction with w(t)0. This completes
the proof of Theorem 2.1. 
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Theorem 2.2. Assume that 0c(t)1 and (d/dt)g(t, a) exists. Moreover, suppose that there exists functions
(t) and
(s) ∈ C′(R+, (0,∞)) in which 
(t) is nondecreasing with respect to t, and the function H(t, s), h(t, s) ∈ C′(D,R),
in which D = {(t, s)|ts t0 > 0}, such that
(H5) H(t, t) = 0, t t0; H(t, s)> 0, t > s t0.
(H6) H ′t (t, s)0, H ′s(t, s)0.
(H6) − ([H(t, s)(s)]/s) − H(t, s)(s)(
′(s)/
(s)) = h(t, s).
If
lim sup
t→∞
1
H(t, t0)
∫ t
t0
[
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d()
− 
(s)|h(t, s)|
2
4MH(t, s)(s)[g(s, a)]m−2g′(s, a)
]
ds = ∞, (2.18)
then every solution of the boundary value problem (E), (B) is oscillatory in G.
Proof. Assume that the boundary value problem (E), (B) has a nonoscillatory solution u(x, t). Without loss of
generality, assume that u(x, t)> 0, (x, t) ∈  × R+. The case for u(x, t)< 0 can be considered in the same method.
Proceeding as the proof of Theorem 2.1, we have u(x, t − )> 0, u[x, g(t, )]> 0, u(x, t − )> 0 for (x, t) ∈
× [t1,∞), (x, t, ) ∈ × [t1,∞) × [a, b], and
w′(t) − 
(t)
∫ b
a
Q(t, ){1 − c[g(t, )]} d() + 

′(t)

(t)
w(t) − M[g(t, a)]
m−2g′(t, a)

(t)
w2(t).
Multiplying the above inequality by H(t, s)(s), for tsT , and integrating from T to t, we have∫ t
T
w′(s)H(t, s)(s) ds −
∫ t
T
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d() ds
+
∫ t
T

′(s)

(s)
w(s)H(t, s)(s) ds
− M
∫ t
T
H(t, s)(s)
[g(s, a)]m−2g′(s, a)w2(s)

(s)
ds. (2.19)
Thus, we have∫ t
T
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d() ds
H(t, T )(T )w(T ) −
∫ t
T
[
−[H(t, s)(s)]
s
− H(t, s)(s)

′(s)

(s)
]
w(s) ds
− M
∫ t
T
H(t, s)(s)
[g(s, a)]m−2g′(s, a)w2(s)

(s)
ds
H(t, T )(T )w(T ) +
∫ t
T
|h(t, s)w(s)| ds − M
∫ t
T
H(t, s)(s)
[g(s, a)]m−2g′(s, a)w2(s)

(s)
ds. (2.20)
Taking
X =
√
MH(t, s)(s)[g(s, a)]m−2g′(s, a)

(s)
w(s),
Y =
√

(s)
2MH(t, s)(s)[g(s, a)]m−2g′(s, a) |h(t, s)|,
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from Lemma 1.3, we obtain for t > T  t0 that
|h(t, s)w(s)| − MH(t, s)(s) [g(s, a)]
m−2g′(s, a)w2(s)

(s)
 
(s)|h(t, s)|
2
4MH(t, s)(s)[g(s, a)]m−2g′(s, a) . (2.21)
Furthermore, from (2.20) and (2.21), we have∫ t
T
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d() ds −
∫ t
T

(s)|h(t, s)|2
4MH(t, s)(s)[g(s, a)]m−2g′(s, a) ds
H(t, T )(T )w(T )H(t, t0)(T )w(T ), t > T  t0. (2.22)
Thus
1
H(t, t0)
∫ t
t0
[
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d()
− 
(s)|h(t, s)|
2
4MH(t, s)(s)[g(s, a)]m−2g′(s, a)
]
ds
= 1
H(t, t0)
[∫ T
t0
+
∫ t
T
] [
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d()
− 
(s)|h(t, s)|
2
4MH(t, s)(s)[g(s, a)]m−2g′(s, a)
]
ds
 1
H(t, t0)
∫ T
t0
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d() ds + (T )w(T )

∫ T
t0
(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d() ds + (T )w(T ).
Letting t → ∞, we have
lim sup
t→∞
1
H(t, t0)
∫ t
t0
[
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d()
− 
(s)|h(t, s)|
2
4MH(t, s)(s)[g(s, a)]m−2g′(s, a)
]
ds

∫ T
t0
(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d() ds + (T )w(T )
<∞,
which leads to a contradiction with (2.18). This completes the proof of Theorem 2.2. 
Remark 2.1. In Theorem 2.2, by choosing (s) = 
(s) ≡ 1, we have the following corollary.
Corollary 2.1. Assume that the conditions of Theorem 2.2 hold, and
lim sup
t→∞
1
H(t, t0)
∫ t
t0
[
H(t, s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d()
− |h(t, s)|
2
4MH(t, s)[g(s, a)]m−2g′(s, a)
]
ds = ∞,
then every solution of the boundary values problem (E), (B) is oscillatory in G.
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Remark 2.2. From Theorem 2.2 and Corollary 2.1, we can obtain various oscillatory criteria by different choices of
the weighted function H(t, s). For example, choosing H(t, s) = (t − s)m−1, ts t0, in which m> 2 is an integer,
then h(t, s) = (m − 1)(t − s)(m−3)/2, ts t0. From Corollary 2.1, we have
Corollary 2.2. If there exists a (d/dt)g(t, a) and an integer m> 2 such that
lim sup
t→∞
1
(t − t0)m−1
∫ t
t0
[
(t − s)m−1
∫ b
a
Q(s, ){1 − c[g(s, )]} d()
− (m − 1)
2
4M(t − s)2[g(s, a)]m−2g′(s, a)
]
ds = ∞,
then every solution of the boundary value problem (E), (B) is oscillatory in G.
Theorem 2.3. Assume that 0c(t)1 and (d/dt)g(t, a) exists. Let the functions H(t, s), h(t, s), 
(s) and (s) be
the same as in Theorem 2.2. Moreover, suppose that
0< inf
s t0
{
lim inf
t→∞
H(t, s)
H(t, t0)
}
∞, (2.23)
and
lim sup
t→∞
1
H(t, t0)
∫ t
t0

(s)|h(t, s)|2
H(t, s)(s)[g(s, a)]m−2g′(s, a) ds <∞. (2.24)
If there exists a function A(t) ∈ C([t0,∞), R) such that
lim sup
t→∞
∫ t
t0
(A+(s))2[g(s, a)]m−2g′(s, a)
(s)
(s)
ds = ∞, (2.25)
and for every T  t0
lim sup
t→∞
1
H(t, T )
∫ t
T
[
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d()
− 
(s)|h(t, s)|
2
4MH(t, s)(s)[g(s, a)]m−2g′(s, a)
]
dsA(T ), (2.26)
where A+(s) = max{A(s), 0}, then every solution of the boundary value problem (E), (B) is oscillatory in G.
Proof. Assume that the boundary value problem (E), (B) has a nonoscillatory solution u(x, t). Without loss of
generality, assume that u(x, t)> 0, (x, t) ∈  × R+. The case for u(x, t)< 0 can be considered in the same method.
Proceeding as in the proof of Theorem 2.2, we have (2.20) and (2.22). Then for t > T  t0, we obtain
lim sup
t→∞
1
H(t, T )
∫ t
T
[
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d()
− 
(s)|h(t, s)|
2
4MH(t, s)(s)[g(s, a)]m−2g′(s, a)
]
ds(T )w(T ).
Thus by (2.26), we have
A(T )(T )w(T ), T  t0, (2.27)
and
lim sup
t→∞
1
H(t, t0)
∫ t
t0
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d() dsA(t0). (2.28)
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Letting
F(t) = 1
H(t, t0)
∫ t
t0
|h(t, s)w(s)| ds,
G(t) = M
H(t, t0)
∫ t
t0
H(t, s)(s)[g(s, a)]m−2g′(s, a)w2(s)

(s)
ds
for t > t0, then by (2.20) and (2.28), we obtain
lim inf
t→∞ [G(t) − F(t)]
(t0)w(t0) − lim sup
t→∞
1
H(t, t0)
∫ t
t0
H(t, s)(s)
(s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d() ds
(t0)w(t0) − A(t0)
<∞. (2.29)
Now, we can claim that∫ ∞
t0
(s)[g(s, a)]m−2g′(s, a)w2(s)

(s)
ds <∞. (2.30)
In fact, suppose to the contrary that∫ ∞
t0
(s)[g(s, a)]m−2g′(s, a)w2(s)

(s)
ds = ∞. (2.31)
By (2.23), there exists a positive constant  satisfying
inf
s t0
{
lim inf
t→∞
H(t, s)
H(t, t0)
}
> > 0. (2.32)
On the other hand, by (2.31), for any positive number  there exists a t1 > t0 such that∫ t
t0
(s)[g(s, a)]m−2g′(s, a)w2(s)

(s)
ds 
M
, t t1,
and so for all t t1
G(t) = M
H(t, t0)
∫ t
t0
H(t, s)(s)[g(s, a)]m−2g′(s, a)w2(s)

(s)
ds
= M
H(t, t0)
∫ t
t0
H(t, s) d
[∫ s
t0
(u)[g(u, a)]m−2g′(u, a)w2(u)

(u)
du
]
 M
H(t, t0)
∫ t
t1
(
−H(t, s)
s
)[∫ s
t0
(u)[g(u, a)]m−2g′(u, a)w2(u)

(u)
du
]
ds
 

1
H(t, t0)
∫ t
t1
(
−H(t, s)
s
)
ds
= 

H(t, t1)
H(t, t0)
. (2.33)
From (2.32), we have
lim inf
t→∞
H(t, t1)
H(t, t0)
> > 0,
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and thus there exists t2 t1, such that H(t, t1)/H(t, t0)> > 0 for all t t2. Therefore, by (2.33), G(t) for t t2,
and since  is a arbitrary constant, we conclude that
lim
t→∞ G(t) = ∞. (2.34)
Then, consider a sequence {tn}∞n=1, tn ∈ (t0,∞) and limt→∞tn = ∞, such that
lim
t→∞ [G(tn) − F(tn)] = lim inft→∞ [G(t) − F(t)].
According to (2.33), there exists a constant M, such that for all sufﬁciently large n
G(tn) − F(tn)M .
It follows from (2.34) that limn→∞G(tn) = ∞, and thus
lim
n→∞ F(tn) = ∞. (2.35)
Then, we have for n sufﬁciently large
F(tn)
G(tn)
− 1 − M
G(tn)
> − 1
2
,
that is F(tn)/G(tn)> 12 for all n sufﬁciently large. This and (2.35) imply that
lim
n→∞
F 2(tn)
G(tn)
= lim
n→∞
[
F(tn)
G(tn)
]
F(tn) = ∞. (2.36)
On the other hand, by Hölder’s inequality, we have
F(tn) = 1
H(tn, t0)
∫ tn
t0
|h(tn, s)w(s)| ds

{
M
H(tn, t0)
∫ tn
t0
H(tn, s)(s)[g(s, a)]m−2g′(s, a)w2(s)

(s)
ds
}1/2
×
{
1
MH(tn, t0)
∫ tn
t0

(s)|h(tn, s)|2
H(tn, s)(s)[g(s, a)]m−2g′(s, a)
ds
}1/2
= [G(tn)]1/2 ×
{
1
MH(tn, t0)
∫ tn
t0

(s)|h(tn, s)|2
H(tn, s)(s)[g(s, a)]m−2g′(s, a)
ds
}1/2
and therefore
F 2(tn)
G(tn)
 1
MH(tn, t0)
∫ tn
t0

(s)|h(tn, s)|2
H(tn, s)(s)[g(s, a)]m−2g′(s, a)
ds
for all large n. It follows from (2.36) that
lim
n→∞
1
H(tn, t0)
∫ tn
t0

(s)|h(tn, s)|2
H(tn, s)(s)[g(s, a)]m−2g′(s, a)
ds = ∞,
which implies that
lim sup
t→∞
1
H(t, t0)
∫ t
t0

(s)|h(t, s)|2
H(t, s)(s)[g(s, a)]m−2g′(s, a) ds = ∞,
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which contradicts (2.24). Hence (2.30) holds. Thus, it follows from (2.27) that∫ ∞
t0
(A+(s))2[g(s, a)]m−2g′(s, a)
(s)
(s)
ds
∫ ∞
t0
[(s)w(s)]2[g(s, a)]m−2g′(s, a)
(s)
(s)
ds
=
∫ ∞
t0
(s)[g(s, a)]m−2g′(s, a)w2(s)

(s)
ds
<∞
which contradicts (2.25). This completes the proof of Theorem 2.3. 
Remark 2.3. In Theorem 2.3, by choosing (s) = 
(s) ≡ 1, we have the following corollary.
Corollary 2.3. Assume that the conditions of Theorem 2.3 hold, and for every T  t0
lim sup
t→∞
1
H(t, T )
∫ t
T
[
H(t, s)
∫ b
a
Q(s, ){1 − c[g(s, )]} d()
− |h(t, s)|
2
4MH(t, s)[g(s, a)]m−2g′(s, a)
]
dsA(T ),
where A+(s) = max{A(s), 0}, then every solution of the boundary value problem (E), (B) is oscillatory in G.
Remark 2.4. Similar to Corollary 2.2, we can obtain the following corollary from Corollary 2.3.
Corollary 2.4. Assume that the conditions of Theorem 2.3 hold, and
lim sup
t→∞
1
(t − t0)m−1
∫ t
t0
1
(t − s)2[g(s, a)]m−2g′(s, a) ds <∞.
If there exists an integer m> 2 and function A(t) ∈ C(R+, R) such that
lim sup
t→∞
∫ t
t0
(A+(s))2[g(s, a)]m−2g′(s, a) ds = ∞,
and for every T  t0
lim sup
t→∞
1
(t − t0)m−1
∫ t
T
[
(t − s)m
∫ b
a
Q(s, ){1 − c[g(s, )]} d()
− m − 1
4M(t, s)2[g(s, a)]m−2g′(s, a)
]
dsA(T ),
where A+(s) = max{A(s), 0}, then every solution of the boundary value problem (E), (B) is oscillatory in G.
To demonstrate the effectiveness of the results obtained, we consider the following boundary value problem:
4
t4
[
u +
(
1 − 1
2
u
(
x, t − 
2
))]
= u + 2u
(
x, t − 3
2

)
− 1
4
∫ 
0
u(x, t + ) d, (E1)
subject to the following boundary condition:
u(0, t) = 0, u(, t) = 0, t0, (B1)
where m = 4, a = 0, b = , = /2, = 32, a0(t) = 1, a1(t) = 2, c(t) = 12 , q(x, t, ) = 14 , and g(t, ) = t + . It is
clear that the conditions of Corollary 2.2 are satisﬁed. Therefore, every solution of the boundary value problem (E1),
(B1) is oscillatory in (0, ) × (0,∞). In fact, u(x, t) = sin x cos t is such a solution.
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