Introduction
The earliest study of universal forms should be credited to Lagrange with his famous four-square theorem over the integers. This result has been since revisited and re-proved using other approaches than Lagrange's original method. As pointed out in J. Conway's paper "Universal Quadratic Forms and the Fifteen Theorem" [1] , many number theoretists including Ramanujan have expressed interest in identifying universal quadratic forms. By using different techniques they have shown many results about quadratic forms over Z.
The earliest study of this question could be attributed to L.J. Mordell [2] , however his work was focused on real fields. The first attempt at studying quadratic forms over imaginary algebraic integers, is perhaps Niven's work about the representation of certain Gaussian integers as sums of two squares [3] . However, imaginary fields proved themselves to be a very tough challenges, and I have been unable to track down any scholarly articles (or otherwise) pertaining to universal forms over them.
On the other hand, real quadratic fields have shown themselves to be more docile, at least in the case of ternary forms. "Ternary universal integral quadratic forms over real quadratic fields" [4] by Chan, Kim and Raghavan contain a great overview of existing results and techniques pertaining to the problem. For the case of quaternary quadratic forms over such fields, Clark, Hicks, Thompson and Walters [5] have completed a very complete research paper using techniques from the geometry of numbers.
In this paper, I decided to re-visit the challenge of finding a universal form over Z[i] and I have shown that in fact at least one exists. By "universal form", we mean a form f with gaussian integer coefficients in gaussian integer variables which represent all gaussian integers [6] . Indeed, I speculate that only my use of purely algebraic arguments has allowed me to do so and it is very unlikely any other methods would have led to the desired results. Moreover, this work required me to think carefully about the structure of Z[i] and how to circumvent the problems caused by the unit group instead of trying to adapt to it.
About Gaussian Integers
While Z[i] is known to be a unique factorization domain, and even Euclidean, it is extremely difficult to reproduce any of the arguments used in the case of Z. Many of these limitations come from two places: the unit group and the lack of well-ordering.
My first challenge is to eliminate the problems associated with the presence of the unit group. To do so, I first claim that any z ∈ Z[i] can be expressed as:
where . This "uniqueness" is no longer the uniqueness as understood in algebraic number theory but a perfect copy of the uniqueness of factorization that holds in Z. We shall call Π ′ the set of canonical prime elements of
This set Π ′ can also be well-ordered (this also implies that any of the subsets of Π ′ can be well-ordered, a fact that we will make use of later). This is done as follows: let p and
One can directly verify that this is indeed a well-ordering of Π ′ . I shall now introduce an additional mapping that will be used throughout this work:
One can immidiately notice several properties of ν:
Some Preliminary Results
From here on, we shall only use canonical prime elements. Using norms, we shall partition the set of all canonical primes Π ′ as follows:
is solvable if and only if p belongs to
Proof. Let us look at the following modular equation:
The solvability of the above equation is equivalent to i being a quadratic residue modulo p.
Let us show that if a solution existed, then p was an element of A. Let x 0 be a solution to the congruence x 2 0 ≡ i mod p. Then:
However by Fermat's little theorem, (x 
which is only possible if N (p) ≡ 1 mod 8. Which concludes the first part of the proof.
is a field, we can apply the same arguments as those used to identify quadratic residues in Z, except amended by Fermat's little theorem for Gaussian integers [7] to obtain the result.
Lemma 2. The equation
The above implies that r x0 and r y0 are a solution of x 2 + iy 2 = pz with a corresponding new z ′ 0 . Should they not be relatively prime, we reduce by their greatest common divisor. By using the triangle inequality for C we obtain:
, from which follows that any prime divisor of z ′ 0 preceeds p.
Proof. A is well-ordered by the considerations we outlined in the section 2. Suppose that theorem 1 holds for all p 1 , ..., p n from A and does not hold for p n+1 .
Suppose we found a solution (X 0 , Y 0 , Z 0 ) such that X 
which in turn yield the following simultaneous congruences:
By multiplying the congruences we obtain:
Which in turn we can factor and obtain:
This last equation tells us that at least one of the factors must have been divisble by p ′ . Let us now return to the original equation and factor z 0 = p ′ z ′ 0 to reflect this fact:
now let us multiply the above equation through by p ′ :
However this equation factors as follows:
and by the indentity in (11) we can conclude that a reduction by d (d ≡ 0 mod p ′ and (d, p n+1 ) = 1) is possible, leading us to the following substitution:
which in turn satisfy:
Since we reduced by d, ν(z Proof. Theorem 3 is a direct consequence of the Niven-Mordell theorem. Say N (p) = q where q is obviously prime and q = x 2 + y 2 where x and y are unique up-to signs and permutations, a consequence of Fermat's fundamental theorem. Since q ≡ 5 mod 8, x = a and y = 2b where (a, 2b) = 1 and ab ≡ 1 mod 2 (another possibility was x = 2b and y = a subject to the same constraints). We can therefore conclude that p was actually p = a + 2bi (or 2b + ai) and therefore the Niven-Mordell theorem applies, which concludes the proof of theorem 3. 
Proof. Since any z ∈ Z[i] can be expressed as z = i s z ′ where all primes contained in z ′ are from Π ′ it is sufficient to show that x 2 + iy 2 + z 2 + iw 2 expresses any canonical prime element. The argument that this expression will represent z ′ follows from corollary 1. Theorem 1 guarantees this for p ∈ A, theorem 3 guarantees this for p ∈ C and by a simple check it also holds for (1 + i). One should notice that multiplying the expression x 2 + iy 2 + z 2 + iw 2 by elements of the unit group does not change it, which completes the proof.
Ramanujan's Forms
Interestingly, if we restrict the arguments y and w to the complex line (1 − i)t, and x and z to the real line, we will obtain one of Ramanujan's forms, explicitly: x 2 + 2y 2 + z 2 + 2w 2 , where x, y, z, w ∈ Z [8] . By imposing other similar restrictions on x, y, z and w, we obtain the forms [1, 2, 1, 8] , [1, 2, 4, 2] , [1, 2, 4, 8] , raising the question regarding the connection between imaginary forms and forms over real fields.
