WEAVERϩϩ has no backward links in its form-production network and yet is able to explain the lexical and mixed error biases and the mixed distractor latency effect. This refutes the claim of B. Rapp and M. Goldrick (2000) that these findings specifically support production-internal feedback. Whether their restricted interaction account model can also provide a unified account of the error biases and latency effect remains to be shown.
Nooteboom (in press) referred to by Rapp and Goldrick (2004) , or whether it is under voluntary control, as I assumed on the basis of the available evidence (Roelofs, 2004) . Either way, the feedback does not happen production-network internally, which is the critical point.
The second major point of my comment (Roelofs, 2004) was that extant production-internal feedback accounts of the mixed error bias and the mixed distractor latency effect are incompatible. Rapp and Goldrick (2004) disputed this claim. According to them, in the context of the mixed error effect, the activation of a mixed neighbor (e.g., calf in naming a cat) will be higher than that of a semantic neighbor (e.g., dog). This is because production-internal feedback from the form of cat activates the lemma of calf but not the lemma of dog, which makes erroneous selection of calf for cat more likely than erroneous selection of dog for cat. The situation in a picture-word interference experiment was argued to be different. Here, the issue was said to be which distractor (CALF or DOG) is most likely to increase the activation of the target (the lemma of cat) and therefore to reduce the time needed for its selection. Production-internal feedback from the form of the distractor CALF activates the lemma of cat, whereas feedback from the distractor DOG does not, which reduces the semantic interference of CALF compared with DOG in planning to say "cat."
The problem with this account, however, is that the lemma of cat also activates the form and, through feedback, the lemma of calf (assumed to explain the mixed error effect) when CALF is presented as distractor. Consequently, the level of activation of the lemma of calf is enhanced compared with the activation of the lemma of dog in planning to say "cat," both in the context of the mixed error effect and in the picture-word interference situation. Given this, it remains unclear why mixed items yield more competition and hence a larger number of errors than items that are semantically related only, whereas mixed distractors yield less competition and hence shorter latencies than distractors that are semantically related only. Thus, the challenge remains to show that production-internal feedback explains both the error bias and the latency effect.
In conclusion, WEAVERϩϩ has no backward links in its production network and yet is able to account for the lexical and mixed error biases and the mixed distractor latency effect. This refutes the claim of Rapp and Goldrick (2000) that the error biases and latency effects specifically support production-internal feed-back. Whether the RIA model of Rapp and Goldrick (2000) can provide a unified account of the error biases and latency effects remains to be shown.
