aries as a model-based segmentation procedure. This enSegmentation of (noisy) images containing a complex ensem-hances the quality of segmentation, as not only local image ble of objects is difficult to achieve on the basis of local image information is used, but also the global shape of the object information only. It is advantageous to attack the problem as captured in the model. This can be used to guarantee of object boundary extraction by a model-based segmentation closed boundaries even if for some part of the boundary procedure. Segmentation is achieved by tuning the parameters the image information does not indicate an edge.
INTRODUCTION
grid [12] . Model-based segmentation procedures are often used Segmentation of (noisy) images containing a complex in medical imaging as the images in general are very comensemble of objects is difficult to achieve on the basis of plex, but characterized by a priori bounds on the shape and local image information only. If a generic model of the position of the objects. Examples are found in numerous object is available, we can pose extraction of object bound-references. In [2] , ellipses are used as a model to find the left ventricle in a cardiac scintigram using a generalized Hough transform. An elliptical model is also the basis of of parameterizations of example boundaries. A model con-segmentation procedure is to find the parameter vector p opt such that v(t; p opt ) locates the object of interest in an sisting of a collection of characteristic points, connected to each other by means of springs, is used in studying optimal way.
The optimality of the solution is based on a global objecdeformations of the stomach [4] .
In machine vision, active snakes [1, 3, 11 ] are in common tive function H(p) which is the line integral over the template v(t; p) of some local objective function h(t; p): use as flexible models. They allow for incorporation of a priori knowledge about corners in the contour as well as for knowledge-guided prohibited regions in the image or H(p) ϭ ͵ t h(t, p) ʈvЈ(t)ʈ dt.
(1) for regions in the image to which the snakes should be attracted. However, as will be made precise in the next
In general, the function h is based on image information, section, active snakes as proposed in the references only combined with information derived from the template pause an implicit model. An exception is the method for rameters and a priori known shape limits of the objects. snakes in [6] in which the curve is explicitly modeled using Given an initial guess p 0 , the template is deformed by B-splines. Another set of explicit models used in computer tuning the parameters to find p opt . If a priori information vision are super quadrics. These have been applied in the on the parameters is present, p 0 is the average over the segmentation of range images [9] .
learning set as described in the introduction. Otherwise, All methods, except [2] , find the segmentation result in p 0 is created interactively, or by a straightforward coarse an iterative manner starting from an initial guess on the segmentation algorithm. object boundary. In the iteration, for the various models,
The segmentation procedure boils down to a (usually different criteria based on the shape of the object and the nonlinear) maximization problem; find the local maximum image data are in use as objectives.
of H(p) in the neighborhood of the initial guess p 0 : The contributions in this paper are twofold. First, we consider the use of gradient vector fields derived from the image data through Gaussian smoothed derivatives p opt ϭ arg max
to accurately locate the object boundary, whereas other methods use gradient magnitude only. The practical results
This procedure should be discriminated from the use of in this paper use the model proposed in [10] . However, active snakes [1, 3, 11] . In these procedures, the curve is not the use of gradient vector fields in model-based segmentaexplicitly parameterized but, on the basis of an objective tion has general applicability. Second, we discover a shortfunction, conditions on the derivatives of the optimal curve coming of all methods which treat the x-and y-coordinates are derived. The latter is achieved by means of the calculus of a curve separately and propose a solution. Early results of variations. on these topics were presented in [13] .
Let v(t) again denote the curve of interest, but now This paper is organized as follows. In Section 2, we put without explicit parameterization. Then the active snakes the above-mentioned model-based segmentation in a more use an energy functional which in its general form is abstract framework and show the relations of our method given by to snakes. The new image objective function based on the image gradient vector field is introduced in Section 3. In Section 4, the particular template model used in this paper
is presented. The proposed solution to the problems of methods which treat the x-and y-coordinates of a curve where as before, h indicates a local objective function based separately is given in Section 5. Implementation of the on the image characteristics and the local properties of the method is discussed in Section 6. Results on artificial imcurve. This equation could be augmented with derivatives ages are given in Section 7, whereas results on real images of higher order if needed. From Eq. (3), the Eulerare found in Section 8. Section 9 concludes.
Lagrange equations are derived yielding the following differential equation:
BOUNDARY FINDING AS A GLOBAL OPTIMIZATION PROBLEM
In this introductory section, we recapitulate the principle and terminology of boundary finding as a global optimization problem.
Here H v denotes differentiation of H with respect to v.
Curve estimation now becomes solving the differential Let I(x, y) denote an image containing the object of interest and let v(t; p) be a deformable boundary template, equations for x and y given by Eq. (4) with initial conditions defined by the curve v 0 . parameterized by vector p. The goal of our model driven In [1, 3] , the following function h is used:
Here F(v) is an objective function based on the image characteristics encountered along v and the other terms are regulating the stretching and bending of the curve, respectively. The functions Ͱ and ͱ can be used to incorporate a priori shape information. Due to the complexity of the differential equations involved the methods in [1, 3] have to use discretized derivatives of v. This makes shape estimation, based on higher
FIG. 1. Geometrical interpretation of the objective function D(p).
order derivatives of v(t), inaccurate. A better approach is Two objects, F 1 and F 2 are schematically indicated by shaded areas. It is assumed that a gradient vector field ٌI is calculated where, at the followed in [6] , where the curve is approximated by analytiboundary of each object, the gradient is a function of the corresponding cal B-splines and the analytical parameters are used in object only. The vector n is the unit size normal of the deformable iteratively solving Eq. (4). For all the methods presented, template v(t). The dot product of the gradient and the normal is the size the local objective in Eq. (5) must be such that the differen-of the projection of the gradient on the line with direction equal to the tial equations given by Eq. (4) are decoupled for x and y. normal. At position 1 the local objective is positive, whereas at position 2 the contribution is negative.
As will appear later, this limits their use.
In this paper, we follow the approach given by Eq. (2). We will use the Fourier parameterized model for p (see Section 4). The function h will be based on the gradient consider the dot product of this vector with the image direction in the image at every point of the boundary tem-gradient. For the case considered, the dot product yields plate and on a measure regulating the smoothness of the positive contributions for the object located to the inside template.
of the template and negative contributions for the object located to the outside. Integrating the dot product of n
IMAGE OBJECTIVE FUNCTION
with the image gradient along the boundary template gives the objective function D(p), measuring the local corresponOur goal is to locate the edge of the object in the image. dence of the direction of the normal and the direction of Thus, we concentrate on the image gradient ٌI(x, y). In the gradient, weighted by the magnitude of the gradient. the literature, at this point, only the magnitude of the The geometrical interpretation of the objective function is gradient is taken into consideration in the optimization [3, illustrated in Fig. 1 . 10]. This leads to the global objective function M(p) (an In practice, the gradient field ٌI(x, y) is estimated by instantiation of H(p) in Eq. (1)):
Gaussian smoothed derivatives, implemented as a convolution with a Gaussian differential filter set with scale param-
(6) eter defined as the standard deviation of the kernel. Thus, the data field ٌI and therefore the objective function are dependent on parameter : The magnitude of the gradient is a 2D scalar field. However, as is well known, more detailed information on the
(7) local image characteristics is present in the gradient as it is a 2D vector field. To illustrate, consider the case where two dark objects are located close to one another, each The sign of the objective function should be positive when with a contour of the same gradient magnitude. For the searching for a dark object and negative for a bright object. objective function M(p), the two objects locally yield an
Since n ϭ vЈ Ќ /ʈvЈʈ, where vЈ Ќ (t) ϭ ( yЈ(t), Ϫ xЈ(t)) t , the equal contribution and are equally likely to be included in objective function can be rewritten into the final path parameterized by p opt . So, it is undetermined where the resulting boundary will be drawn. Using the
(8) directional information of the gradient, we are able to make a distinction between the two objects, even if they are close, as the gradients point in opposite directions.
This image objective function, in principle, can also be used in the snake paradigm i.e., setting F(v) in Eq. (5) to To incorporate gradient direction in the image objective function, we place a unit vector n in the direction perpen-the integrand in Eq. (8). However, the Euler-Lagrange equations (Eq. 4) lead to a coupled system of differential dicular to the boundary template (pointing outward) and equations. Hence, the optimization method used in [3] to solve Eq. (4) is not applicable. We will therefore use the formulation as given by Eq. (2) and consequently use a different optimization method.
FOURIER PARAMETERIZED DEFORMABLE BOUNDARY TEMPLATES
To illustrate the use of the new image objective function we concentrate on the model as proposed in [10] . This is a very general model. It is based on the observation that for objects with closed boundaries the x-and y-coordinates of the template are periodic. Hence, a natural parameterization is by means of Fourier coefficients. The parameterization of the boundary v as function of the parameter t (where t ʦ [0, 2ȏ͘) is given by Given a closed curve v(t), its parameterization can be found using the Fourier transform:
In models that parameterize the x-and y-coordinates of the contour independently we are faced with the problem that smoothness of the coordinate functions is not a sufficient condition to prohibit cusps or self-intersections of the template. This is a consequence of ignoring the 2D
΅ shape of the template. For the Fourier parameterized templates, this is illustrated in Fig. 3 . It shows that limiting the number of harmonics K of the template does control the (10) smoothness of the coordinate functions but the template is not cusp-free. Smoothness and physical feasibility of In general, to reconstruct the curve v(t) exactly, one needs the contour are guaranteed for the trivial case K ϭ 2 an infinite number of harmonics (i.e., K ϭ ȍ). However, (ellipses) only. in practice a limited number of harmonics suffice. As the higher harmonics are associated with high frequencies, limiting the number of harmonics yields smoother boundary templates.
The geometric interpretation of the parameters describing the template is illusrated in Fig. 2 .
FEASIBLE TEMPLATES
The result p opt of the optimization should represent a smooth and physically feasible template. That is, the contour should:
The deformable template (cos t, sin t Ϫ 1/2 sin 2t) composed 1. contain no cusps; of only three harmonics. It illustrates that whereas the two coordinate functions are each smooth, the template is not, as it shows a cusp.
2. not be self-intersecting.
As a possible solution one may intuitively wish to apply Now, considering self-intersections of the template, we note that in the unconstrained case they appear in the Gaussian filtering to the coordinate sequences, rather than limiting the number of harmonics. However, straightfor-process of iterative optimization in two different ways.
First, given initial parameter vector p 0 , the template goes ward filtering of the coordinate sequences with a Gaussian kernel is known to yield self-intersections and cusps as through some parameter vector p 1 , creating a cusp, before reaching the ''optimal'' p opt . From p 1 and onward, the well [7] . In the reference, it is argued that to avoid cusps one should repeatedly filter the sequence with Gaussian template is self-intersecting at one point. Those self-intersections cannot occur by the above prohibition. The second kernels with small scale parameter. In this procedure one reparameterizes the curve by arclength after each filtering way occurs when the boundary intersects itself at least twice (for different values of t). Such a template can never step. It should be noted that taking into account arclength indeed considers the 2D nature of the curve. However, describe a true physical boundary of an object. Either those intersections indicate that the template is attached to edges this reparameterization prohibits the use of standard optimization techniques (as will be used in this paper), as the from different objects, or the boundary of the object is not followed in its natural order. Thus, these intersections parameters describing the curve will also be altered in this step.
provide a basis to split the template into two separate ones, or one simpler non self-intersecting template can be Another candidate solution is to use true 2D models like star-shaped curves; however, these models tend to be derived. So, after optimization, the template generated by p opt should be examined to determine whether it is selfmuch less general and hence only applicable in specific situations.
intersecting (where only the second way can occur) and handled based on which of the above mentioned cases ocThe approach followed in [10] uses probabilistic information on the parameters derived from many examples. curred. If such information is accurate, templates having cusps or self-intersecting templates have a very low probability of 6. IMPLEMENTATION occurring. Without accurate a priori information on the parameters, smoothness and physical feasibility have to be
We wish to compute the solution to the optimization enforced in a different way.
problem of Eq. (2). We first consider cusps in the boundary and add a
The image objective function D(p) is approximated by smoothness term to the objective function to prevent the evaluating the local objective function at N discrete points creation of cusps. The 2D shape of the object is captured (with uniform sampling of the parameter t). Computation in the curvature of the template. Now, let v(t 0 ) be the of the discrete points v(t i ) with t i ϭ 2ȏi/N is done using the position of a cusp. The curvature (t 0 ) of the template is fast Fourier transform of the coordinates [8] . Derivatives of infinitely large. Further, the change of curvature Ј(t 0 ) is the boundary template are obtained in similar way. The also infinitely large. We prefer to use a smoothness contri-points v(t i ) in general do not fall on gridpoints and therebution to the objective based on the curvature change as fore bilinear interpolation is used to estimate the gradient a mechanism to prevent cusps. In this way, regions of from the partial derivative images. The discrete formulahigh curvature in the boundary are still possible. As the tion of the image objective becomes smoothness objective should only regulate the shape of the object, not its size, the measure has to be made indepen-
dent of spatial scale. We arrive at independence by multiplication of the smoothness measure with the length of the boundary template. The resulting smoothness objective
The smoothness term is approximated by S(p) is given by
The final objective function H is a linear combination of the image objective D and the smoothness term S, with In these equations, Ј and vЈ are computed analytically a parameter Յ 0 regulating the relative importance of from the template parameter vector p. This should be the two: discriminated from the estimation of derivatives in [3] , where the derivatives are approximated using divided dif-
ferences.
In total, the discrete formulation of (2) is given by The value of is chosen problem-dependent.
FIG. 4.
The artificial images used in the experiment (256 ϫ 256 pixels). The object in image (a) is created using a Fourier deformable template with six harmonics and has grayvalue 150 on a background of grayvalue 100. In (b), the same object is present, but now containing a large hole with the same intensity as the background. Image (c) shows the initial boundaries where from experments start.
The boundary of the object in Fig. 4a is generated from p* opt ϭ arg max
(15) the template parameter vector p. As starting point for the algorithm, we rotate p with respect to the pont (a 0 , c 0 ) The solution to the nonlinear optimization problem is over an angle , resulting in the parameter vector p . This found using conjugate gradients [8] . To that end, one needs parameter vector is input to the optimization procedure. expressions for the derivative of the objective function The initial boundaries for the values of considered are with respect to parameter vector p. For an element p of shown in Fig. 4c . The goal is to retrieve the original object. the parameter vector describing the x-coordinate ( p ϭ a 0 , The solution q found by the algorithm and the paramep ϭ a k , or p ϭ b k ), the derivative of D(p) is given by ter vector p are compared in terms of how close the corre-(for clarity omitting the dependence of v on p and the sponding templates are in position. To do so, one has dependence on ) to find a correspondence between similar points on both contours. We arrive at a correspondence by first resampling the two curves such that the curves are parameterized by
arclength. Then, a fixed starting point on the first curve is taken and the corresponding starting point on the second curve is found by minimizing the overall distance between
points of corresponding index. The average difference in position between corresponding points serves as our meawith sure E() of positional error between the two curves p and q :
We ran the algorithm and evaluated the result for the seven different starting positions as given in Figure 4 . ReThe derivative of the smoothness term is easily found from sults are shown in Fig. 5 . Eq. (14) .
To verify robustness against noise, the image of Fig.  4a was subjected to additive Gaussian white noise with
EXPERIMENTS
standard deviation Ͳ between 0.0 and 50.0, ranging from no noise to a signal-to-noise ratio of 1. As the initial starting In this section, we evaluate the performance of the objeccurve, the curve rotated over an angle of ϭ Ϫ20Њ was tive function H on artificial data, in the next section we selected. Results are shown in Fig. 6 . give results on real data. For comparison we also give results with the magnitude objective function as in Eq. (6) 7.1. Discussion of the Experiments with the additional smoothness term of Eq. (11) (denoted by M ).
From Fig. 5a , it is concluded that for an image containing the object without a hole, the performance of the magniThe test images used are depicted in Figs. 4a and 4b. sented is much more robust against noise than any local method.
For reasonable amounts of noise, performance is equivalent to the noise-free case if a Gaussian kernel of moderate size is used. As a consequence, it seems important to establish the effect of Gaussian smoothing on the complexity in the image due to conflicting objects and how this influences the gradient computation and subsequent optimization.
RESULTS ON MEDICAL IMAGES
As a first example of the practical significance of directional information we consider the segmentation of the corpus callosum from an MRI image of the brain (Fig.  7a ). The selected image shows a notorious segmentation problem as the dark line separating the corpus callosum from the other image entities is very thin. Previous approaches to automated extraction found the corpus callosum by using a different objective function attracting the template to the black line rather than the edge of the object [10] . This leads to an overestimation of the actual area of FIG. 5. The average positional error E() (measured in pixels) between the original object boundary and the result of optimization: in (a) (b), for the object without a hole; in (c) (d), for the object with a hole (see Fig. 4 ). Input to the algorithm is the template resulting from rotation of the target boundary over an angle of degrees. The gradient of the image is calculated using a Gaussian kernel with scale parameter ϭ 3.0.
tude based objective M and the direction based objective H is approximately the same. For a large range of the rotation , the object is found correctly. At the extreme values of , the performance degrades dramatically. This is a direct consequence of the creation of cusps in the boundary template. Following the creation of a cusp, the template becomes self intersecting, resulting in large positional deviations. Incorporation of the smoothness term S clearly prevents the cusp creation as follows from Fig. 5b .
As a consequence of the increased complexity of the image in Fig. 4b , where only a small wall remains, performance of both objective functions degrades. However, over almost the entire range of considered, the method with directed gradient now outperforms the method using gradient magnitude only. This holds for other transformations like translation and scaling as well [14] .
Considering the results on noisy images (Fig. 6) , it is edge. In general we can say that the global method pre-applied, with the sign of the directional objective function used to find the epicardium (Fig. 9b) or the endocardium (Fig. 9c) . The two cases are distinguished by the fact that in the first case there is a light object on a dark background, whereas in the second case there is a dark object on a light background. Note that this is the only geometric a priori information in use, showing the generality of the method. The results show that the algorithm indeed is able to make the distinction between the two cases. Using the  FIG. 7 . An MRI image of the corpus callosum. (b) The initial bound-gradient magnitude only, those results can never be obary template represented using four harmonics.
tained without the use of a priori information. At best, the objective based on gradient magnitude finds one out of the two boundaries. the corpus callosum. Using directional information, we should be able to find the genuine edge.
The image used is part of a temporal sequence. The algorithm was applied to six images of the sequence. InitialIn general when applying the model based method to an image three choices have to be made, namely the num-ization is done on the first image by roughly indicating the boundary, one for the epicardium and one for the ber of harmonics of the model (K), the smoothing parameter and the scale parameter () of the Gaussian kernel endocardium. The resulting optimized boundaries were then used as the initial boundaries for the second image, used in estimating the image gradient. To illustrate the dependency on these parameters in segmentation of this and so on. The results are shown in Fig. 10 . They show that the Fourier deformable contour allows us to track particular image, we interactively defined an initial boundary and represented it using four harmonics (see Fig. 7b ). the endocardium and epicardium of the left ventricle in a sequence automatically. We applied our method with varying number of harmonics (K ϭ 4, 6, 8, 16), where at initialization the higher order
The time to analyze one image (or slice) is less than 30 s on a Sun sparc LX system, not yet suited for true harmonics not present in the initial four-harmonic template were set to zero. The smoothing parameter was also varied interactive segmentation. The time is, however, dependent on the shape of the object and the initial parameters, as ( ϭ Ϫ0.1, Ϫ0.01, Ϫ0.001, Ϫ0.0001). The image gradient was computed with a Gaussian kernel with ϭ 2.0. Results well as the complexity of the image. If the initial boundary is close to the final solution convergence is much faster. are shown in Fig. 8 .
From the figure a number of interesting observations can be made. First, we see that with appropriate smoothing 9. CONCLUSION (͉͉ Ն 0.001) the genuine edge of the corpus callosum is
In model-based segmentation, one optimizes an objecfound except for the case K ϭ 16, ϭ Ϫ0.1, where only tive function based on image information and the smoothpart of the boundary is found. With insufficient smoothing (͉͉ Յ 0.0001) and six or more harmonics, the contour gets too much freedom in its movement and is attached to the boundaries of other objects. A second observation is, as expected, that finding smooth object boundaries can be achieved in two different ways, either by limiting the number of harmonics or by adjusting the smoothing parameter. Limiting the number of harmonics has the advantage that the method is more robust and the choice of the smoothing parameter is less critical. On the other hand, with a high number of harmonics every small detail in the contour can be followed, at the cost of reduced robustness and a more noisy curvature function. For the particular example chosen, we feel that the best compromise between conciseness to the data and smoothness is yielded by the parameter combination K ϭ 6 and ϭ Ϫ0.001.
As a second example, we consider finding the endocar- (see Fig. 9a ). From there, the optimization algorithm is ness of the template to locate an object in the image in
The power of the method is best illustrated in Fig. 9 , where an initial template is placed in the middle of a small optimal way.
Methods proposed in literature concentrate on image wall. By using the directional information, the method is able to make the distinction between the inside and the objectives based on the magnitude of the gradient (for example, in [3, 10] ). However, as the gradient is a 2D vector outside of the wall. This is not possible with any of the other methods. field, more information is present. The method proposed in this paper, using a 2D gradient vector field derived from Boundary templates parameterizing the x-and y-coordinates of the template separately suffer from the possible Gaussian smoothed derivatives of the image data as image objective, utilizes this extra information.
introduction of cusps in the boundary. In 4. Y. Kita, Model-driven contour extraction for physically deformed priori information on the parameters is assumed to prevent objects-application to analysis of stomach X-ray images, in Proceedcusps. In this paper, we add a smoothness objective based after the boundary is found. It should be noted that prior 6. S. Menet, P. Saint-Marc, and G. Medioni, B-snakes: Implementation information on the parameters is no longer essential. Howand application to stereo, in Proceedings of Image Understanding ever, if such information is available and added as an extra Workshop, 1990, pp. 720-726. objective, the quality of estimation is further improved. 
