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ABSTRACT 
Pilot Symbol Assisted Modulation (PSAM) is a good method to compensate for 
the channel fading effect in wireless mobile communications. In PSAM, known 
pilot symbols are periodically inserted into the transmitted data symbol stream and 
the receiver uses these symbols to derive amplitude and phase reference.  
One aspect of this procedure, which has not received much attention yet, is the 
frame synchronization, i.e. the method used by the receiver to locate the time 
position of the pilot symbols. In this study, two novel non-coherent frame 
synchronization methods are introduced in which only the magnitude of received 
signal is used to obtain the timing of the pilot symbol. The methods are evaluated 
for both additive white Gaussian noise (AWGN) and frequency non-selective slow 
Rayleigh fading channels. 
One synchronization technique is derived by standard maximum likelihood 
(ML) estimation formulation, and the other is obtained by using maximum a 
posteriori probability (MAP) with a threshold test. Signal processing in the receiver 
uses simplifying approximations that rely on relatively high signal-to-noise ratio 
(SNR) as consistent with the reception of 16-QAM. Computer simulation has been 
used to test the acquisition time performance and the probability of false acquisition. 
Several lengths and patterns of pilot symbol sequences were tested where every 10th 
symbol was a pilot symbol and all other symbols were randomly selected data 
symbols. When compared with the other published synchronizers, results from this 
study show better performance in both AWGN and fading channels. Significantly 
better performance is observed in the presence of receiver frequency offsets. 
Moreover, this method leads to simpler analysis and is somewhat easier to 
implement. 
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Chapter 1    Introduction 
Today, the technology of synchronization has become a foundation of modern 
digital communications. However, in terms of technologies in 16th century, it was a 
really difficult job for Charles V to make two clocks agree to each other, although 
he was an intelligent and powerful man.  
“When Charles V retired in weariness from the greatest throne in the world to 
the solitude of this monastery at Yuste, he occupied his leisure for some weeks in 
trying to regulate two clocks. It proved very difficult. One day, it is recorded, he 
turned to his assistant and said: ‘To think that I attempted to force the reason and 
conscience of thousands of men into one mold, and I cannot make two clocks 
agree!’” (Ellis: The Task of Social Hygiene) [1].  
1.1 Introduction of Frame Synchronization 
Synchronization refers to the process of making two or more events occur at 
the same time [2]. Generally there are three levels of synchronization in a complete 
communication system: carrier synchronization, symbol synchronization and frame 
synchronization. 
Carrier synchronization, in radio communications, refers to the process of 
generating a reference carrier with frequency and phase that is close to the 
frequency and phase of a received noisy carrier [2]. The process of carrier 
synchronization begins with frequency and phase acquisition and continues with 
phase tracking. Frequency acquisition is a problem in mobile radio applications due 
to the Doppler Effect, which causes an offset in the frequency of the received 
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carrier. While received frequency varies slowly, it is more difficult to extract carrier 
phase from the distorted received signal, because carrier phase can vary rapidly. 
Symbol synchronization refers to the process of deriving timing signals at the 
receiver which indicate where, in time, the transmitted symbols are located. Symbol 
synchronization is one of the most significant functions performed at the receiver in 
a synchronous digital communication system. Because the data available to the 
receiver is always noisy and distorted, perfect timing information is hard to obtain 
in practice, although practical systems can come reasonably close. 
Once symbol synchronization is accomplished, the next synchronization level 
is frame synchronization. Frame synchronization is necessary in systems for which 
the unit of information is not a symbol, but rather a sequence of symbols. Such 
systems are, for instance, systems where the unit of information is a codeword, or a 
frame that consists of a number of symbols. In this case, it is clear that knowing 
where the symbols are is not enough. Further knowledge of the frame boundary is 
required. It is easily seen that achievement of frame synchronization automatically 
implies symbol synchronization, but the converse is not true. Therefore, one might 
attempt to achieve frame synchronization thus achieving symbol synchronization at 
the same time. Such an approach, although in theory results in good performance, 
has the disadvantage of requiring more complex processing than the approach of 
first achieving lower level synchronization before higher ones are achieved. In 
practice, the latter approach is almost always used. In a standard frame 
synchronization method, the transmitter inserts a special synchronization pattern at 
the start of every frame and, at the receiver, frame boundaries are located through 
the detection of these synchronization patterns. 
In this study we want to develop the frame synchronization technique to 
operate appropriately in wireless land mobile communication environments. It is 
required that this frame synchronizer works properly in wireless transmission 
channels when there is a range of frequency and phase errors. It is our purpose to 
improve the frame synchronizer’s tolerance to frequency and phase errors to avoid 
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providing another accurate carrier synchronizer as part of frame synchronizer. 
Carrier synchronization is assumed to be approximately recovered; however, a small 
frequency error exists. Symbol synchronization is assumed perfectly recovered 
before frame synchronization is investigated. Based on these assumptions, only 
frame synchronization approaches will be discussed in the subsequent chapters. 
1.2 Review of Frame Synchronization Techniques 
In recent decades, there has been much research on frame synchronization 
techniques. The widely used technique for providing frame synchronization in a 
binary signaling system is to insert a fixed binary synchronization pattern or 
“syncword” periodically into the data stream [3]. Based on the assumption that 
symbol synchronization has already been obtained, and the receiver obtains frame 
synchronization by locating the position of the syncword in the received data 
stream. Fig. 1.1 is a general frame structure illustrating this method. 
Syncword Data   Bits Syncword Data  Bits
N-Bit Frame
L Bits (N-L) Bits
 
Fig. 1.1   Block diagram of a general frame structure [3] 
In his pioneering work on frame synchronization, Barker [4] assumed that by 
passing the received signal through a “pattern recognizer”, which was simply a 
correlator that correlates consecutive L-digit segments of the received signal with 
the L-digit syncword, the segments that give the maximum correlation would be 
taken as the syncword and the location of the syncword is therefore identified. 
Subsequent to Barker’s work, Massey [5] derived the optimum maximum likelihood 
(ML) frame synchronization rule, the high and low SNR approximations of the ML 
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rule for the Gaussian noise channel with coherent BPSK modulation. This ML rule 
has much better performance than the correlation rule concluded by Barker. More 
importantly, Massey’s work showed that the high SNR approximation of ML rule 
yields a performance virtually indistinguishable from that of the optimum ML rule. 
Later, in [6], Lui and Tan extended Massey’s work from BPSK modulation to 
general M-ary phase–coherent and phase non-coherent signaling over the additive 
white Gaussian noise channel. They derived the optimum ML frame 
synchronization rule, high SNR ML rule, and correlation rule for the AWGN 
channel as well. Moon and Soliman [7] derived the ML frame synchronization 
method for a time variant AWGN channel with intersymbol interference (ISI). 
All the frame synchronization techniques reviewed above have been 
investigated assuming an AWGN channel. However, with the development and 
deployment of wireless mobile communication nowadays, the fading effect has 
become a significant and dominant phenomenon. In most wireless communication 
circumstances it degrades the transmitted signal much more devastatingly than 
Gaussian noise and makes the reception of the transmitted signal difficult.  
The rapid development of wireless mobile communication has stimulated a 
great deal of interest in fading channels. Also, research on frame synchronization 
techniques in a fading channel has attracted much attention. In [8], Robertson 
derived a maximum likelihood frame synchronization rule for the Rayleigh fading 
channel with coherent M-ary signaling. In his work, a simpler high SNR frame 
synchronizer sync rule performs as well as the optimal rules even at low SNR. In [9], 
Gansman presented two frame synchronization techniques for the Rayleigh fading 
channel and the AWGN channel. One frame synchronization rule is based on a 
standard maximum likelihood formulation and the other is a sequential testing 
algorithm.  
Given the importance of wireless mobile communications for cellular personal 
communication and wireless networking, it is important and necessary for us to 
focus on this aspect. As frame synchronization is a crucial part in these digital 
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communication processes, in this study we intend to develop frame synchronization 
techniques suitable for the land mobile wireless environment.  
1.3 Pilot Assisted Modulation  
A fundamental aspect of wireless communication systems is the reliability and 
integrity of the data that are being communicated. Ideally, the data that are being 
transmitted from a transmitter in a mobile radio communication system should be 
identical to the data, which are being received at a receiver. Practically, however, 
the data that are received at the receiver have often been corrupted with respect to 
the original data transmitted from the transmitter. Such data communication errors 
may be attributed to several factors. One especially typical and important effect 
among all factors is the fading. In the multi-path propagation scenario, the received 
signals usually are made up of a group of reflections from objects, and none of the 
reflected signal paths is any more dominant than the other ones. The different 
signals, which were reflected by different paths, arrive at receiver at slightly 
different times, with different amplitudes, and with different phases. Because there 
are many different signal paths, constructive and destructive interference can result 
in, namely, multi-path fading. Furthermore, this effect also prevents proper signal 
sampling and in turn negatively affects the bit error rate (BER), which is directly 
related to the signal quality of a transmission path assigned to a particular user. 
Rapid fading effect not only degrades the bit error rate (BER) severely, but also 
inhibits the use of multilevel modulation formats, such as QAM, a modulation 
format that has greater spectral efficiency. To overcome the impact of fading and to 
facilitate the use of QAM schemes, a good way is to estimate the channel fading 
signal and use this information to reverse the effect of fading. The estimation of 
fading signal can be achieved with the aid of a reference signal (or a pilot signal). In 
pilot signal assisted fading estimation, a pilot signal is transmitted along with the 
data signal. The receiver stores an original copy of the pilot signal. It compares the 
received copy of the pilot signal with the original copy to calculate the distortion 
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caused by fading and then to obtain the estimate of channel information. Such an 
approach is commonly used in today’ s wireless communications, where the 
motivation is to minimize the complexity of implementation and the time required 
to get a good channel estimate for receiver.  
There are two powerful pilot assisted approaches generally referred to in 
literatures to ensure adequate QAM operation in fading environment. They are 
called Pilot Tone Assisted Modulation (PTAM) and Pilot Symbol Assisted 
Modulation (PSAM). 
1.3.1 Pilot Tone Assisted Modulation (PTAM) 
In PTAM, as introduced in [10], pilot tones are inserted at nulls of the spectrum 
of the signal that carries the information. After propagation over the multi-path 
fading channel, each path has some Doppler shift and this generates frequency-
shifted versions of the original pilot tone. These received versions of the original 
pilot tone are different from each other because they have different frequency shifts 
and phase distortion. All these frequency-shifted versions of the pilot tone together 
form a spectrum that reflects the fading effect. Fading signal therefore can be 
extracted from the received signal by using a narrow bandpass filter with the 
passband located around each pilot tone. 
Pilot tone assisted modulation has been proposed by several authors [10 -13]. 
The tone provides the receiver with an explicit amplitude and phase reference for 
detection, and thereby suppresses the error caused by fading. However, it requires 
relatively complex signal processing and expands the spectral occupancy. 
1.3.2 Pilot Symbol Assisted Modulation (PSAM) 
In PSAM systems [14, 15], the transmitter periodically inserts known pilot 
symbols into data stream, from which the receiver derives its amplitude and phase 
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reference. As in PTAM, PSAM also suppresses the error caused by fading effect 
and enables multilevel modulation. However, it does so with no change to the 
transmitted pulse shape and has lower complexity. Extensive studies from [14 - 16] 
show that PSAM is a promising method to reduce fading effect in land mobile 
communications. A general block diagram of PSAM system adapted from [16] is 
illustrated in Fig. 1.2,  
     
Fig. 1.2   Block diagram of a general PSAM system [16] 
Known pilot symbols are periodically inserted into the data sequence prior to 
pulse shaping, and the composite signal is transmitted in the usual way over a 
channel characterized by fading and additive white Gaussian noise. The resulting 
frame structure is illustrated in Fig. 1.3.  
                                          
Fig. 1.3   Frame structure with pilot symbol inserted 
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After matched filter detection, the receiver splits the symbol samples into two 
streams. The reference branch decimates the samples to extract only those due to the 
pilot symbols, and interpolates these symbols to form an estimate of channel state. It 
then uses the estimate to scale and rotate a reference decision grid (such as a 16-
QAM grid), and feeds the modified decision boundaries to the data branch. 
1.4 Objective of Thesis 
Synchronization plays a very important role for the proper operation of a 
PSAM system [17]. One practical problem in designing a PSAM receiver is how the 
receiver can distinguish between pilot and data symbols, in other words, how the 
receiver can identify and locate the position of pilot symbols in distorted received 
signals. Because this technique of identifying pilot symbols is similar to the 
technique of frame synchronization in digital communications, we call this 
procedure as “ frame synchronization for PSAM” .  
Although many traditional frame synchronization techniques have been 
developed, frame synchronization for PSAM is often neglected in most literatures. 
Through literature search, we find the most applicable publication on this aspect is 
proposed by Prof. J. Gansman [9]. In his work, Gansman presented two frame 
synchronization techniques for PSAM based on coherent signal detection. 
Motivated by his original work, we think it is valuable to do further research on the 
frame synchronization algorithm and design an improved frame synchronizer for 
PSAM. Compared with the frame synchronization methods developed by Gansman, 
this work solves the problem in a different way and two novel frame 
synchronization approaches based on non-coherent detection have been developed. 
1.5 Thesis Organization 
This thesis is organized in 6 chapters. 
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Chapter 1 provides a brief history of frame synchronization techniques and an 
introduction of the PSAM system. The motivation and the objective of this thesis 
are presented as well. 
Chapter 2 describes the background theories that are important to this study. 
This chapter introduces the preliminary knowledge such as 16-QAM modulation 
scheme, band-limited Nyquist pulse shaping filter (squared root cosine filter), 
transmission channels and pilot symbol sequences. The detailed description of the 
fading channel provides a theoretical foundation for the development of frame 
synchronization techniques. 
Chapter 3 presents how the frame synchronization criteria are developed for 
this study. The non-coherent scheme is introduced first and then the maximum 
likelihood (ML) and maximum a Posteriori probability (MAP) frame 
synchronization techniques for an AWGN channel and a Rayleigh fading channel 
are presented. 
Chapter 4 provides a description of the prototype of the simulation system in 
Simulink® and shows how the performance is tested through computer simulations.  
Chapter 5 describes the simulation parameters and the performance of frame 
synchronizers is evaluated. Simulation results for both AWGN and frequency non-
selective Rayleigh fading channels are illustrated in figures. 
Chapter 6 presents the conclusions of this study based on the results obtained 
from computer simulations. It also identifies some directions for further study. 
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Chapter 2    Background Theory 
In this chapter, the essential background knowledge on modulation schemes 
and transmission channel models is presented. Pilot symbol assisted modulation 
(PSAM) and some pilot sequences are also introduced. 
2.1 16 State Quadrature Amplitude Modulation (16-
QAM) 
To transmit data and voice information from one location to another without 
physically connecting together, as in wireless mobility, it is important to choose a 
suitable modulation scheme to accomplish this purpose. A modulation scheme is a 
process that uses an information signal to alter some properties of a higher 
frequency carrier waveform. By modulating each information signal into a different 
carrier frequency, many information signals can be communicated between distant 
sender and receiver. Radio waves are used as the transmission medium between the 
sender and receiver. The choice of modulation and demodulation used for the radio 
communication system is dependent on the required information transfer rate, the 
available spectrum to convey the information, and the cost.  
There are many types of modulation formats used for the transportation of 
information. Three fundamental modulations techniques are used mostly: amplitude 
modulation (AM), phase modulation (PM) and frequency modulation (FM). In AM, 
the magnitude of carrier is varied according to the magnitude of message signal. 
While in PM and FM modulations, the angle of the carrier are varied with the 
magnitude of message signal and the magnitude of carrier is constant. 
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AM has many unique qualities with it. However, this form of communication is 
not used directly in mobile wireless communication system primarily because it is 
more susceptible to noise. However, a variant of AM, quadrature amplitude 
modulation (QAM) is recently used predominantly for the demand of higher 
bandwidth efficiency. The major difficulty of using bandwidth-efficient multi-level 
QAM schemes is that, over fading channels, the transmitted signal magnitude is 
attenuated and the phase is rotated by channel, which causes big trouble for signal 
reception. As introduced in Chapter 1, by using a PSAM system, the impact from 
fading can be reduced and it makes the use of QAM possible. In this study we 
choose 16-QAM as the modulation format. 16-QAM is one of the simpler forms in 
the QAM family and it provides more capacity by transmitting 4 bits per 
information symbol and hence it increases bandwidth efficiency relative to binary 
phase shift keying (BPSK) or quadrature phase shift keying (QPSK). A simple 
block diagram of a 16-QAM system is presented in Fig. 2.1. 
In the QAM system illustrated in Fig. 2.1, it is assumed that the input 
information is a stream of random binary bits. This bit stream is first mapped into I 
and Q QAM symbols. In a 16-QAM system, the binary bit stream is mapped into 4-
bit symbols and the square constellation using Gray coding is illustrated in Fig. 2.2, 
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Fig. 2.1   A typical QAM system  
Square Root 
Raised Cosine  
Filter 
Sampler 
Carrier 
Recovery 
90 o 
Symbol  
Timing  
Recovery 
Symbol to 
Bit  
De-mapping 
I 
Q 
Square Root 
Raised Cosine  
Filter 
Sampler 
Band-pass 
filter 
Bit to 
Symbol 
Mapping 
 
Transmitter  
Oscillator 
I
Q
Square Root 
Raised Cosine  
Filter 
90 o 
Square Root 
Raised Cosine  
Filter 
+ 
+ 
Input Data  
bits 
Output 
Data bits 
 13 
 
Fig. 2.2   16-QAM square constellation using Gray encoding [18] 
In this square 16-QAM constellation, each point represents a 4-bit symbol, 
which is constituted by two in-phase bits on I axis and two Quadrature bits on Q 
axis. On the quaternary quadrature components I and Q axis, Gray encoding is 
performed by assigning the bits 01, 00, 10, 11 to the levels 3d, d, -d, -3d, 
respectively.  
It is noted that in Fig. 2.2, the Hamming distance between any two neighboring 
code points is always one. For example, points 0101 and 0111 would have a 
Hamming distance 1. The Hamming distance between any two points other than 
neighboring points is larger than one. For example, points 0101 and 0011 would 
have a Hamming distance 2. This is a fundamental feature of Gray coding process 
so that when a received symbol is corrupted by noise and it is misinterpreted into a 
neighboring constellation point, it ensures the demodulator will only make a single 
bit error. This minimizes the error probability.  
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There are many possibilities for selecting 16-QAM constellations. In practice, 
this square constellation in Fig. 2.2 is widely used. According to the discussion of 
Proakis [20], this square constellation has the advantage of being easily generated as 
two PAM signals impressed on phase-quadrature carriers. In addition, they are 
easily demodulated. Compared with other commonly used 16-QAM constellations, 
this square constellation has higher minimum distance at the same average phasor 
energy and thus it is frequently used in an AWGN channel, where noise is the 
dominant channel impairment. 
In this study, random binary bits are used as the input information signal. The 
input data represent a discrete time, complex random process. Given the random 
characteristics of the input bit stream, each 4-bit symbol will fall on each point of 
this square 16-QAM constellation with equal probability. The probability density 
functions for each symbol are independent, identically distributed (i.i.d). As in [19], 
the mean and variance of constellation points are:        
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In frequency domain, the power spectrum of input data has a constant value of 
10d2 over (-1/2Ts, 1/2Ts), where Ts is the symbol time. 
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2.2 Nyquist Filtering (Square Root Raised Cosine Filter)  
Rectangular pulses are used as input data to the 16-QAM modulator because in 
the time domain, this pulse shape is convenient because it is wholly contained 
within its allocated interval and does not interfere with pulses in adjacent intervals. 
However, the frequency content of a rectangular pulse has a xx /sin  shape and the 
tails of the xx /sin  function decay very slowly, thus a very wide bandwidth is 
needed to ensure a rectangular pulse is transmitted without adjacent symbol 
interference. However, this is not applicable for most communication channels that 
are bandwidth-constrained. Therefore, if these rectangular pulses are not pulse 
shaped appropriately, it may cause severe intersymbol interference (ISI) with 
adjacent pulses. Hence, proper pulse shaping is important and this process is well 
known as Nyquist filtering. 
A comprehensive theoretical description of Nyquist filtering is provided in 
references [20], [25] and [26]. Hence here we restrict our discussion to a 
rudimentary introduction. An ideal linear low-pass filter (LPF) has a cut-off 
frequency of 2/sN ff = , where ss Tf /1=  is the symbol rate, sT  is the symbol 
interval duration and )2/(1 sN Tf =  is the so-called Nyquist frequency. Such a filter 
usually has a xx /)(sin  shaped impulse response with equidistant zero-crossings at 
the sampling instants sTn ⋅ . When sampled at the correct instants, this low-pass 
filter avoids intersymbol interference (ISI) between consecutive symbols.  
A particular pulse shape that satisfies the above-mentioned ideal low-pass filter 
characteristic and has been widely used in practice is the Nyquist raised cosine pulse. 
The raised cosine frequency characteristic is described by Proakis [20] and Barry 
[25] as      
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where Ts is the symbol duration, and β  is the roll-off factor which takes values in 
the range [0,1].  
The corresponding time domain impulse response of a raised cosine filter 
above is given as in [20]: 
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The raised cosine pulse spectral characteristics and corresponding pulses 
for 0=β , 0.5, and 1 are illustrated in Fig. 2.3. 
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                                                               (a) 
 
 
                                                               (b) 
Fig. 2.3   Nyquist pulse and raised cosine spectrum (adapted from [20]) 
Because of the smooth characteristics of the raised cosine frequency response, 
it is possible to design practical filters for the transmitter and the receiver that 
approximate the desired frequency response. In the special case that channel is ideal, 
we have  
             )()()( fGfGfX RTrc = .                                                              (2.3) 
where )( fGT  and )( fGR  are the filter frequency responses at the transmitter and at 
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the receiver respectively. In this case, according to optimum detection theory from 
[27], if the filter for receiver is matched to the filter for transmitter, we have 
                          
2)()()()( fGfGfGfX TRTrc == .                                         (2.4) 
ideally,  
                               .)()( 02 ftjrcT efXfG pi−=  
and )()( fGfG TR ∗= , where 0t  is some nominal delay that is required to ensure 
physical realization of the filter. Thus, the overall raised cosine Nyquist filter is split 
evenly into the cascade of two identical filters, a transmitter filter and a receiver 
filter, each characterized by a square root of raised cosine shape, as illustrated in Fig. 
2.1. In an ideal channel, i.e. no distortion and ISI, two square root raised cosine 
filters in combination have the same performance as one raised cosine filter. 
The frequency response of a square root raised cosine filter is given in [25] [26] 
and expressed as: 
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A finite impulse response (FIR) square root raised cosine filter in the time 
domain may be synthesized directly from the impulse response, which is also given 
in [25] as: 
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2.3 Transmission Channel  
Once I and Q baseband signals have been generated and filtered by the band-
limited Nyquist squared root raised cosine filter, they are modulated by an I-Q 
modulator with two quadrature carriers as illustrated in Fig. 2.1. This process allows 
these two signals to be transmitted and received over a single channel within the 
same bandwidth. 
The transmission channel is often the limiting factor that influences the 
performance of any communication system. The objective of this study is to develop 
frame synchronization techniques operating in the land mobile communication 
environment, thus mobile radio channel is the emphasis of our discussion. Two 
commonly used channel models are introduced in this section. They are the additive 
white Gaussian noise channel and the multi-path Rayleigh fading channel. The latter 
will be introduced in more detail, because it is the dominant case in a land mobile 
communication system. This channel model is fundamental to the development of 
frame synchronization criteria. 
2.3.1 Additive White Gaussian Noise Channel 
The simplest type of channel is the Gaussian channel. It is often referred to the 
additive white Gaussian noise (AWGN) channel. Basically, it is the noise generated 
in the receiver side if we assume that the transmitter is ideal and noiseless. This type 
of noise is assumed to have a constant power spectral density over the whole 
channel bandwidth and its amplitude probability density function (PDF) obeys the 
statistics of a Gaussian distribution.  
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Gaussian noise is very important in the analysis of communication system 
performance. The classical AWGN channel is always considered as the starting 
point to develop basic systems performance. Also, according to central limit 
theorem [22], even when there are a larger number of non-Gaussian independent 
noise sources, the mobile channel noise may still be approximated with a Gaussian 
distribution. This feature allows for simpler analysis of the communication system.  
2.3.2 Multi-Path Rayleigh Fading Channel 
In a mobile radio communication system, one of the most devastating 
phenomena is fading. Fading is the direct result of multi-path propagation where 
radio waves propagate along different paths before arriving at the receiver antenna. 
These radio waves may arrive at receiver after different delays, with different 
amplitudes, and with different phases. Because there are so many different received 
signal components, constructive and destructive interference results in fading. This 
sort of channel is called a multi-path fading channel, which is illustrated in Fig. 2.4. 
 
Fig. 2.4   A simple multi-path channel model 
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Thus, in a multi-path fading channel, when a signal pulse is transmitted, the 
mobile receives the superposition of many pulses. These multi-paths cause a wide 
fluctuation in the received signal magnitude, which makes reliable transmission of 
information a challenge. The received pulses shown on the Fig. 2.4 makes a good 
illustration, however, multiple received pulses are not the problem that is being 
addressed. The problem is the path length difference causes destructive interference 
and very small received signal. 
There are extensive introductions of multi-path fading channel in many text 
books such as [20], [24] and [27]. In the following subsections, rudimentary 
knowledge about the statistical characterization of multi-path fading channel is 
briefly presented. The definition of frequency non-selective, slow fading is given as 
well.  
2.3.3 Characterization of Fading Channel 
As mentioned previously, if an extreme short pulse, ideally an impulse is 
transmitted over a time-varying multi-path fading channel, the received signal might 
be a series of pulses as illustrated in Fig. 2.5.          
                
Fig. 2.5   Response of a time-variant multi-path fading channel to a pulse 
The time variations of the received pulses train appear to be unpredictable and 
random to the user of this multi-path channel. Thus it is important to characterize 
t t 
Transmitted pulse Received pulses 
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this channel statistically. For this purpose, first we examine the effects of the 
channel on a transmitted signal in general as: 
                   ])(Re[)( 2 tfjp cetsts pi= .                                                             (2.7) 
where Re[ ] means the real part of a complex signal, )(ts p  is the bandpass 
transmitted signal, )(ts  is the baseband input signal band-limited by the transmitter 
filter and cf  is the carrier frequency. Assuming that there are multiple propagation 
paths and associated with each path there are a propagation time delay )(tτ  and an 
amplitude attenuation factor )(ta . Both propagation delays and amplitude 
attenuation factors are time-variant because of changes in the structure of the 
medium in the wireless mobile communications system. Thus the received bandpass 
signal after multi-path propagation may be expressed as the sum of signals from 
different paths in the form of: 
                      [ ]∑ −=
n
npn ttstatx )()()( τ .                                                    (2.8) 
where )(tan  is the amplitude attenuation factor of the received signal in the thn  path 
and )(tnτ is the propagation time delay for thn  path. Substitution for )(ts p  from 
equation (2.7) into equation (2.8) yields the result 
   [ ] 



−=
−∑ )]([2)()(Re)( ttfj
n
nn
ncettstatx τpiτ .                                            (2.9) 
and therefore the equivalent low-pass baseband received signal is obtained as 
      [ ]∑ −= −
n
n
tfj
n ttsetatr
nc )()()( )(2 ττpi .                                                    (2.10) 
Since )(tr  is the response of an equivalent low-pass baseband channel to the 
equivalent low-pass baseband input signal )(ts , the equivalent low-pass channel can 
be described by using the time-variant impulse response as ),( th τ  and it is given as 
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      [ ])()(),( )(2 ttetath ntfj
n
n
nc τδτ τpi −= −∑ .                                                (2.11) 
When an unmodulated carrier at frequency cf  is transmitted, and if 1)( =ts  for 
all t, then the received signal in equation (2.10) reduces to 
      ∑∑ −− ==
n
tj
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n
tfj
n
nnc etaetatr )()(2 )()()( θτpi .                                           (2.12) 
where )(2)( tft ncn τpiθ = . Thus, it is clear that the received signal is composed of 
different time-variant vectors that have different amplitude factors and phases. 
Because the change of )(tan  and )(tnθ  is in a random manner, this multi-path 
propagation model in the above equation (2.12) results in severe signal fading when 
the random changing vectors add destructively. When this situation occurs, the 
received signal is very small or nearly zero. It is called fade. Due to the randomness 
of )(tan  and )(tnθ , the received signal )(tr  can be modeled as a random process 
too. We rewrite the fading channel response equation (2.11) to 
                      )]([)(),( )( ttetath ntj
n
n
n τδτ θ −= −∑ .                                             (2.13) 
This means the time-variant fading response ),( th τ  is a random process of variable 
t too. According to central limit theorem in [22], when there are a large number of 
paths, the )(tr  may be simplified to a complex-valued Gaussian random process. 
Thus the channel fading response is a complex-valued Gaussian random process 
based on t variable as well. 
The random process of multi-path channel fading can be modeled by several 
probability density functions [24]. Some of the most common models in the 
literatures are Rayleigh distribution and Rician distribution. For example, when the 
process is modeled as a zero mean complex-valued Gaussian process, the envelope 
of such a received signal is usually described by Rayleigh probability density 
function (PDF) and the channel is said to be a Rayleigh fading channel. This mostly 
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happens in urban areas, where there are multiple reflective paths and no direct path, 
i.e., no line-of-sight (LOS) between the transmitter and the receiver. While the 
process is modeled as a non-zero mean complex-valued Gaussian process, the 
envelope of such a received signal is statistically described by Rician probability 
density function (PDF) and the channel is said to be a Rician fading channel. This 
mostly happens in rural areas, where there is a direct path, i.e., line-of-sight (LOS) 
between transmitter and receiver [19]. 
Although in practice, there are more models than the two mentioned above [20], 
in this work we will model the fading process as a Rayleigh fading, since it is 
typical for the urban environment. 
2.3.4 Frequency Non-Selective Slow Fading 
When the transmitter, receiver and all other objects in the multi-path 
environment are fixed, the fading channel is time invariant. While all or some 
objects in this communication system are in motion, which is the most possible 
situation in wireless communication, the channel becomes time variant. Doppler 
shift is introduced in at least some of the signal paths when the length of a 
propagation path is changing.  
Radio waves with different Doppler shifts can combine destructively to cancel 
at one time and combine constructively at another time, and this produces a time-
variant channel fading. Simply, time-variant channel fading can be classified into 
fast and slow fading based on the normalized maximum fading rate df , which is 
described in [23] as: 
                                   
Bc
vf
B
ff cmd
αcos
== .                                                        (2.14) 
where mf  is the maximum Doppler shift, B is the bandwidth of the baseband signal, 
v is the velocity of the mobile user, cf  is the carrier frequency, α  is the arrival 
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angle of the path that has maximum Doppler shift, and c is the constant of light 
speed. Slow fading refers to fading rate df  << 1, which means the Doppler 
frequency shift is much smaller than the bandwidth of the signal. Typical fading rate 
for slow fading is less than 5% of the symbol rate according to Cavers paper [23]. 
The slow fading implies that the fading process may be regarded as a constant 
during at least one signaling interval.  
Channel fading can also be classified as frequency selective fading or 
frequency non-selective (flat) fading. As indicated in Proakis [20], if the maximum 
difference of any two path delays is mT  in a fading multi-path channel, the 
coherence bandwidth of the channel, denoted by )(
.cohf∆ can be expressed as 
m
coh T
f 1)(
.
=∆ . 
If the coherence bandwidth )(
.cohf∆ of the fading channel is less than the bandwidth 
of the transmitted signal, the channel is said to have frequency selective fading. In 
this case, the signal is severely distorted by the channel and may cause intersymbol 
interference. On the other hand, if the coherence bandwidth of fading channel is 
larger than the bandwidth of the transmitted signal, the channel is said to be 
frequency non-selective. In a frequency non-selective fading channel all frequency 
components in the transmitted signal undergo approximately the same attenuation 
and phase shift.  
According to Proakis [20] and Cavers [23], in such a frequency non-selective 
fading channel, the received signal appears to arrive at the receiver via a single 
fading path and therefore the received signal can be simplified as the multiplication 
of transmitted signal with a random process, which models the time-variant 
characteristics of the fading multi-path channel.  
It is necessary to note that in previous discussions, the noise term is missed. It 
is left out for the simplification of analysis. Also, unlike the signal, noise does not 
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necessarily propagate along multiple paths of the fading channel. Usually we think 
that it comes into the system at the front end of the receiver since most noise is 
thermal noise from electronic circuits. In this communications system, we assume 
additive white Gaussian noise (AWGN), which has a flat power spectrum, and shifts 
of the center frequency of it will not change its statistical properties. It is generally 
assumed that bandpass complex Gaussian noise has circular symmetry, i.e. the real 
and imaginary parts of random variable are independent with identical Gaussian 
distribution. The carrier frequency and phase offset will not change its statistical 
properties. Consequently, noise can be expressed as an additive term in the 
expression of received signal. Hence, we can first leave it out of our discussion and 
consider it at last.  
Given all the discussions above, the frequency non-selective and slow Rayleigh 
fading channel can be approximated into a multiplicative factor of the transmitted 
signal. Therefore, with the noise, the received signal can be expressed as          
                 )()()()( tntstctr += .                                                                (2.15) 
where r(t) is the baseband received signal, c(t) denotes the multiplicative fading 
distortion and its envelope has a Rayleigh distribution, s(t) is the transmitted 
baseband signal and n(t) is  the additive white Gaussian noise with zero mean and 
power spectral density N0. In this study, our development of frame synchronization 
will consider only this type of fading channel. The channel model also can be 
illustrated as in Fig. 2.6.   
               
Fig. 2.6   Transmission channel model 
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2.4 PSAM and Pilot Symbol Mapping 
Pilot symbol assisted modulation (PSAM) is used to ease the application of 
bandwidth-efficient QAM scheme in this study. As mentioned in Chapter 1, PSAM 
is effective to compensate the fading effect in land mobile communication and can 
make the use of multilevel modulation format QAM possible. A PSAM system 
block diagram is introduced in Chapter 1 and illustrated in Fig. 1.2. 
According to the PSAM system model in Fig. 1.2, known pilot symbol 
sequences are periodically inserted into the data sequence prior to pulse shaping, 
and the composite signal is transmitted over a channel characterized by frequency 
non-selective, slow fading and additive white Gaussian noise.  
After passing through matched filter detection, the received per-symbol 
samples are split into data and pilot paths, as seen in Fig. 1.2. The pilot path 
decimates the samples to extract the pilot symbols, and then interpolates the 
sequence of pilot symbols in order to derive a channel state estimation. Decisions 
are carried out against a decision reference grid that has been scaled and rotated 
according to the instantaneous channel estimate. 
In this PSAM system, a sequence of pilot symbols is inserted into the 16-QAM 
data symbol stream and then transmitted together with data symbols through the 
fading and noisy channel. A general PSAM frame structure is depicted in Fig. 2.7.  
        
Fig. 2.7   Frame structure for PSAM input signal 
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In Gansman’ s paper [9], frame synchronization techniques for PSAM were 
developed based on coherent detection. A 16-QAM modulated data set and an 8-
PSK pilot symbol set were combined together. Because in the coherent 
communications system, both phase and magnitude information of received data is 
needed to achieve the estimate of channel state, this algorithm is somewhat 
complicated. 
In contrast to a coherent communication system, a non-coherent receiver does 
not require the knowledge of the carrier phase and can tolerate small inaccuracies in 
the carrier frequency [25]. By using a non-coherent receiver, the magnitude of the 
information is transmitted without being affected by phase errors. If we apply this 
idea on frame synchronization, it is possible to design a frame synchronizer based 
on non-coherent detection that is independent of phase and frequency errors. To 
implement such a non-coherent frame synchronizer, a pilot symbol must be 
identified only based on its amplitude. Once you have identified the pilot symbols, 
you can use both their magnitude and phase information to obtain accurate estimate 
of channel state information. 
From the square constellation of 16-QAM in Fig. 2.8, we find that there are 
only three different levels of amplitude. This gives us an inspiration on how to 
identify the pilot symbols by transmitting a pattern in magnitudes. As discussed 
below, we use one of the several binary sequences for synchronization. As 
illustrated in Fig. 2.8, we select the innermost circle contain 16-QAM codes 0000, 
0100, 1000 and 1100 to represent logic 0 in the binary sequence. Similarly, we 
select any one of the symbol codes 0011, 0111, 1011 and 1111 from the outermost 
circle to represent logic 1 in the binary pilot sequence. 
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Fig. 2.8   Pilot symbol mapping into 16-QAM 
Since the pilot symbols can be looked as a subset of all 16-QAM symbols, a 
pilot sequence can be easily introduced into a sequence of 16-QAM data symbols. 
It is generally desirable to choose a pilot symbol pattern with good 
autocorrelation properties. Usually in the techniques of frame synchronization, 
special PN sequences, such as Barker sequences [26], are used for frame 
synchronization in digital communication systems. They are applied in Massey [5], 
Liu and Tan [6] and Moon [7]. In these papers, 7-bit Barker sequence (-1, -1, -1, 1, 
1, -1, 1), 13-bit Barker sequence (-1, -1, -1, -1, -1, 1, 1, -1, -1, 1, -1, 1, -1) and 13-bit 
Neuman-Hofman sequence (1, 1, 1, 1, 1, 1, -1, -1, 1, 1, -1, 1, -1) are used as 
syncword pattern in frame structures. The autocorrelation function of the pilot 
sequences (without ISI) is given by 
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where jX  is an individual code symbol taking values +1 or -1, for Nj ≤≤1  
and jNk −≤≤0 . The correlation values of the Baker sequences and the Neuman-
Hofman sequence have a high peak value at 0=j  and very low sidelobe values. 
In this study we will use 7-bit Barker sequence (BK7), 13-bit Barker sequence 
(BK13) and 13-bit Neuman-Hofman (NH13) sequence as in [5 - 7], and also 
introduce 11-bit Barker sequence (BK11) and a 15-bit PN (PN15) sequence as pilot 
sequences for the PSAM system. The 11-bit Barker code sequence and the 15-bit 
PN sequence also have good autocorrelation properties. We introduce these two 
sequences in order to investigate the performance of our system with more pilot 
sequences and find out in which case the performance of frame synchronizer works 
best. These pilot symbol sequences are listed in Table 1. 
 
Table 1:   List of Pilot Sequence 
Sequence Polar Binary Sequences 
BK7 [-1, -1, -1, 1, 1, -1, 1] 
BK11 [-1, -1, -1, 1, 1, 1, -1, 1, 1, -1, 1] 
BK13 [-1, -1, -1, -1, -1, 1, 1, -1, -1, 1, -1, 1, -1] 
N-H13 [1, 1, 1, 1, 1, 1, -1, -1, 1, 1, -1, 1, -1] 
PN15 [-1, 1, 1, 1, -1, -1, -1, -1, 1, -1, 1, -1, -1, 1, 1] 
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Chapter 3    Frame Synchronization  
In this chapter the mathematical relations for PSAM frame synchronization 
techniques in both AWGN and Rayleigh fading channels are presented. The 
requirements of design are first addressed, and it is followed by detailed discussions 
of how each requirement is accomplished. Two non-coherent frame synchronization 
approaches are proposed. One is a standard maximum likelihood (ML) formulation 
and the other is maximum a Posteriori (MAP) probability criterion. 
3.1 Design Considerations 
Pilot symbol assisted modulation (PSAM) is used to reduce the effect of 
channel fading in mobile communication. It tests the channel by periodically 
inserting known pilot symbols into the data stream. The receiver uses these pilot 
symbols to determine the channel state information. One of the most important 
aspects of this procedure is the method used by the receiver to locate timing position 
of the pilot symbols, i.e., frame synchronization.  
The purpose of frame synchronization for PSAM is to identify pilot symbols 
among received data symbols. Since in wireless mobile communications, the 
received signals are distorted by noise, multi-path fading effect and carrier 
frequency error, it is important that this frame synchronization design can manage 
all these distortions and to properly identify the position of the pilot symbols 
amongst the data symbols. 
As we have discussed, residual frequency errors are unavoidable even after 
good carrier recovery. Therefore, this design is also on improving the 
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invulnerability of frame synchronizer to the frequency error and avoiding the design 
of another superior carrier synchronizer inside this frame synchronizer. The frame 
synchronizer must have good performance in presence of a range of small frequency 
offsets. 
The PSAM system is applied to combat the fading effect, thus this frame 
synchronization design should also work well under fading conditions. Since the 
channel is linear (properties do not change with changes in the signal amplitude), 
the channel can be denoted by the multiplicative factor c(k). To obtain a good 
estimate of c(k) and use it to reverse fading effect could result in a complicated 
algorithm. Therefore, this frame synchronization algorithm should have minimum 
complexity and be simple to implement. 
3.2 Non-Coherent System 
In [9], Gansman’ s frame synchronization techniques for a PSAM system are 
designed based on coherent detection. Both amplitude and the phase of pilot 
symbols are used to estimate the fading process and this estimation is used to 
achieve coherent demodulation and data symbol decision. Although this coherent 
approach shows great performance in locating the pilot symbols, the algorithm is 
somewhat complicated. In order to reduce the complexity of the frame synchronizer 
as well as to improve the immunity to frequency offset, a non-coherent frame 
synchronization scheme is proposed in this study. 
As mentioned in Section 2.4, in a non-coherent system, information is 
transmitted independent of the absolute value of carrier phase; hence the receiver is 
not sensitive to any carrier phase and frequency error. In this PSAM system, the 
receiver only estimates the magnitude variation of received signal to obtain the 
frame synchronization. According to Fig. 2.9, this is not a problem for a 16-QAM 
scheme. We choose the symbols on the outermost circle of the 16-QAM square 
constellation or those on the innermost circle to be the pilot symbols. Thus, in this 
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frame synchronizer, pilot symbol and data information symbol are both selected 
from the same 16-QAM data set. This differs from the Gansman’ s work where pilot 
symbols are selected from 8 PSK data set and data symbols are transmitted using 
16-QAM [9].  
At the start of frame synchronization, the system is working in a partially 
functional state, in which only signal magnitude can be reliably transmitted and 
signal phase is not reliable. Therefore, it is reasonable to use only the reliable 
portion to achieve the time location of pilot symbols. One might think that a non-
coherent scheme is a waste of system capacity for only carrying the magnitude 
information, and thus the non-coherent design is inherently inferior to the coherent 
one. However, the non-coherent detection is only used for the frame synchronizer 
and detection of each data symbol still makes use of both magnitude and phase 
information in the whole PSAM system. 
According to equation (A.5) (see Appendix A), the sampled received signal 
with frequency error is given as 
                     )()()()( 02 knksekckr kTfj s += pi .                                                     (3.1)          
where 0f  is the frequency offset after carrier recovery. Taking the squared 
magnitude of the received signal, we obtain 
      
{ }
  
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2
2
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222 )()()()(Re2)()()( 0
TermTerm
kTfj
Term
knknksekckskckr s ++= ∗pi .                 (3.2) 
where Re[ ] indicates the real part of a complex signal. From equation (3.2), for the 
same value of c(k), s(k) and n(k), the receiver will have different values of |r(k)|2 
when different frequency offsets 0f  are applied. It seems that a non-coherent frame 
synchronizer, which is expected to perform equally on different frequency errors, is 
an impossibility. However, if we combine kTfj se 02 pi and )(kn∗  in second term of 
equation (3.2) together, we can think )(02 kne kTfj s ∗pi  as a frequency-shifted version 
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of noise )(kn∗ . Let )(' kn  denotes )(02 kne kTfj s ∗pi . This frequency shift transforms 
one random process to another random process. However, since n(k) is zero mean 
Gaussian noise with white spectrum, it can be proven that n(k) and )(' kn  have same 
power spectrum, i.e. they are statistically identical. Because 2'2 |)(||)(| knkn = , 
substitution of )(' kn  into equation (3.2) gives, 
             { } 2'222 )(')()()(Re2)()()( knknkskckskckr ++= .                         (3.3) 
Equation (3.3) shows that there is an equivalent combination of a receiver that 
has zero frequency error and a channel noise )(' kn  which can be used to replace the 
combination of the receiver that has a frequency error 0f  and a channel noise n(k). 
As n(k) and )(02 kne kTfj s ∗pi  are identical random process, it is implied that a scheme 
with a certain average performance on a receiver without frequency error will have 
the same average performance on a receiver with frequency error 0f  over the same 
ensemble of n(k). In other words, this non-coherent frame synchronization system is 
statistically immune to a range of carrier frequency error. 
3.3 Fading Estimation 
In the last section, we eliminated the effect of carrier frequency offset by using 
a non-coherent system and thus the equation (3.1) can be replaced with the 
equivalent equation as 
                      )()()()( knkskckr += .                                                                 (3.4) 
So the following problem is how to eliminate the fading effect of c(k). Channel 
fading estimation is considered as a major task of the frame synchronizer. In this 
non-coherent scheme, we only need to estimate the channel fading signal 
magnitude, which means the computation requirements are not as large as those in a 
coherent system. 
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Assume a mobile communication scenario where a mobile unit moves to a 
fixed end point along the different route with different speed repetitively. Each time 
a random signal s(k) is transmitted. The receiver records one sample for each run. 
This scenario has been repeated infinite times and finally we obtain a ensemble of 
all sample records r(k). Using the channel model in equation (3.4), the ensemble 
r(k) can be expressed as 
                       r(k) = c(k)s(k) + n(k) .                                                                  (3.5) 
where r(k), c(k), s(k) and n(k) are marked in boldface to indicate random process. 
Furthermore, since c(k), s(k) and n(k) are stationary random processes, r(k) is a 
stationary process too.  
The baseband power spectrum of |r(k)|2 adapted from [28] is developed in 
Appendix B and  given as 
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fffSfS δσσσσσσδσ +++++−=     (3.6)  
The first term in the equation above is a scaled version of the power spectrum 
of |c(k)|2, which is to be estimated in the following discussion, so we call it fading 
signal spectrum. The second term is called the noise term because it represents the 
variation in |r(k)|2 caused by s(k) and n(k). Finally, the third term represents a dc 
value, which is the dc component of the squared magnitude of the fading signal, 
|c(k)|2, in time domain. The power spectrum of the squared magnitude of received 
signal is illustrated as in Fig. 3.1. 
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Fig. 3.1 Components of the power spectrum for |r(k)|2 (with permission from [28]) 
where mf  is the maximum Doppler shift of the fading channel and the B is the 
bandwidth of  transmitted signal. 
Equation (3.6) shows that there is an additive relationship between the 
spectrum of |c(k)|2 and that of noise. This additive relationship is only for the 
squared magnitude of the received signal |r(k)|2, and this relationship implies that 
the components can be separated by proper linear filtering. From the spectrum of 
|r(k)|2 in equation (3.6) and Fig. 3.1, we find that the power spectrum of |c(k)|2 has a 
narrow band  and is located at lower frequency, therefore an estimation of  channel 
fading signal can be achieved by proper low-pass filtering of |r(k)|2. 
As illustrated in Fig. 3.1, the bandwidth of |c(k)|2 is mf4 , four times the 
maximum Doppler shift, while the bandwidth of noise is spread over the entire 
signal. For a frequency non-selective slow fading channel, if a typical maximum 
fading rate is stated in Chapter 2 as 5%, then the normalized bandwidth of |c(k)|2 is 
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20% (4 times 5%). This means by simply extracting the |c(k)|2 from |r(k)|2 using a 
low-pass filer, we obtain a reasonably low-noise estimate of the fading signal. 
3.4 Data Model 
In the PSAM system as illustrated in Fig. 3.2, the transmitter periodically 
inserts a specific pilot symbol into the data sequence at the interval of Lp symbols. 
With a specific sequence of N pilot symbols, this results in a combined pilot and 
data frame as illustrated in Fig. 2.7. The composite symbol sequence )(ks  is 
modulated by a square root Nyquist pulse, p(t), and then transmitted over a channel 
characterized by flat slow fading and additive white Gaussian noise channel. Pilot 
symbols have the same pulse shape as the data symbols. The transmitted signal has 
a complex envelope given by, 
 
          Fig. 3.2  PSAM transmitter and receiver structure [29] 
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                       ∑
∞
−∞=
−=
k
skTtpksts )()()( .                                                      (3.7) 
where )(ks is the input pulse signal, Ts is the symbol time, and p(t) is a unit energy 
pulse, which can be described in following equations: 
                       1)( 2 =∫∞
∞−
dttp                                                                   (3.8) 
                      ∫∞
∞−
∗
−= dttptpR p )()()( ττ .                                     (3.9) 
                       )()()( kkTRkR spp δ== .                                      (3.10) 
where )(τpR  is the autocorrelation function of the pulse waveform )(tp  and )(kδ  
is the  Kronecker delta function.  
For frequency non-selective fading, the delay spread of the channel is much 
less than the symbol duration, i.e. all of the multi-paths arrive at receiver 
approximately at the same time. Therefore, the channel has no inherent intersymbol 
interference (ISI) and the multi-path distortion can be combined into one 
multiplicative distortion process c(t) as we have discussed in Chapter 2. The 
received signal is then given by 
                       )()()()(' tntstctr += .                                                                 (3.11)  
where n(t) is the zero mean AWGN with one-sided power spectral density 2/0N . 
As discussed in Section 2.2, passing this signal through a matched filter )( tp −∗  that 
is matched to the pulse shape )(tp  in the transmitter yields 
                           )()(')( thtrtr ∗= .                                                                     (3.12) 
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where ∗  means the convolution operation and )()( tpth −= ∗ . Substituting equation 
(3.7) and equation (3.11) into (3.12), the output signal of the matched filter can be 
further given as 
                     ∫ ∞∞− −= τττ dthrtr )()(')(  
                            ∫∫ ∞
∞−
∗
∞
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∗
−+−= τττττττ dtpndtpsc )()()()()(  
                            )()()()()( tndtpkTpcks c
k
s +−−= ∫ ∑∞∞−
∞
−∞=
∗ ττττ .                     (3.13) 
and sampling this received signal at the symbol time snTt =  gives,  
          ∑ ∫∞
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k
css nndnTpkTpcksnr )()()()()()( ττττ .                         (3.14) 
where r(n) is the response of the matched filter and symbol sampler. For slow 
fading, c(t) is approximately constant over a symbol duration, so it may be pulled 
out of the integral. This yields 
            ∑ ∫∞
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∗ +−−=
k
css nndkTpnTpcksnr )()()()()()( ττττ .                       (3.15) 
According to the properties of the Nyquist pulse in equation (3.8) to (3.10), we have 
                  ∑∞
−∞=
+−≈
k
csp nnTnkRkcksnr )())(()()()( .                                           (3.16) 
when kn = , and because the property of noise does not change with these 
transformations, the equation (3. 16) is finally simplified to  
                   )()()()( knkckskr +=                                                                      (3.17) 
This model is not strictly valid when variation in the received signal produces ISI; 
however, it is appropriate for a wide range of scenarios [23]. 
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The synchronization structure developed later in this study is not limited to a 
specific fading process. In computer simulations the Rayleigh fading process is 
modeled as isotropic scattering, 
                  { } )2(02 dcknn fkJcc piσ=Ε ∗−                                                             (3.18) 
where )(0 •J  is the zeroth order Bessel function, 2cσ  is the variance of the fading 
component, and df  is the maximum fading rate as stated in Chapter 2. This process 
is simulated based on Jakes’  model [24].  
With this data model, the basic idea behind PSAM is quite clear. If the fading 
component )(tc  can be estimated accurately, then this channel state estimation can 
be used to counteract the fading effect and make the data decision more accurate. 
Frame synchronization is required in order to implement such a process. As in Fig. 
3.2, frame synchronization observes the received symbols and identifies the timing 
of the pilot symbols. Each pilot symbol gives a sample of channel state and these 
samples are then interpolated to form a continuous channel state estimation. This 
estimation is used to scale and rotate a reference decision grid and thus optimize the 
data output decision.  
3.5 Maximum Likelihood Frame Synchronization 
For a PSAM system, the frame synchronization must estimate the relative 
position of the first pilot symbol 0P  which corresponds to the start of a frame. 
Consider a full frame observation, x, having length NLL p ×=  with symbol index 
starting at 0,    
]...,...,,,[ 1,210 −= Ln xxxxxx . 
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Let µ be the index of the pilot symbol 0P  within the full frame, where µ is an 
integer in the range [0, L-1]. The beginning of the frame (i.e., pilot symbol 0P ) 
appears in any of the L positions in x with equal probability. Therefore, the 
maximum likelihood estimation is to search for the value of 
∧
µ   that maximizes the 
function )|( µxxf  as given by 
                      )|(
]1,0[
µµ
µ
xx
L
ML fargmax
−∈
∧
= .                                                            (3.19) 
where )|( µxxf  assesses the similarity between the known pilot sequence P and the 
N received pilot-spaced symbols denoted px  starting at position 
∧
µ  and expressed 
as  
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x                                                                           (3.20) 
The benefit of a precise estimate of channel fading signal is that, given channel 
state information, detection of pilot symbols could be achieved more easily and 
could be treated by using the traditional frame synchronization methods for AWGN 
channels. Assuming that we have perfect knowledge of channel fading signal, i.e. 
ignoring the error induced during the process of fading estimation, we can think of 
the fading channel as the combination of a hypothetical transmitter and a Gaussian 
noise channel. In this hypothetical transmitter, data symbols |s(k)| are first 
modulated by fading signal |c(k)|, then the modified signal |c(k)||s(k)| is transmitted 
over an AWGN channel. For simplicity, |c(k)| is first dropped out in developing the 
PDF of |r(k)|2. After the final expression is obtained, we substitute |c(k)||s(k)| for 
|s(k)|  and give suitable results for a fading channel. 
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3.5.1 Synchronization in AWGN 
Let r denote the complex received signal, s denotes the complex transmitted 
signal, and 0N  denotes the power spectral density of zero mean complex additive 
white Gaussian noise. Assuming the received signal is an N-dimensional vector and 
the components are assumed to be independent and identically distributed (i.i.d) to 
each other. It is well known that, for an AWGN channel [27], the joint conditional 
probability density function of the received signal is given as 
               1,1,0),|()|( 1
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For simplicity and convenience, we will denote the component ir  and is  by 
r and s  in the following discussion. After we obtain the desired probability density 
function of r, we will change it back with ir . Some of the mathematic development 
is found in [28]. 
 Let the component r  and s  be expressed in polar form as  
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Expressing equation (3.22) in polar form yields 
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Because pilot sequence is presented here in magnitude, our interest is the 
probability density function of |r| conditioned on |s|. Integrating equation (3.24) 
over )2,0( piθ ∈r  for a specific value ,4
piθ =s we obtain                 
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Let 
4
'
piθθ −= rr  and then rr dd θθ =' , also, because the cosine function in the 
above equation is a periodic function with a period of 2pi and the interval of the 
integral is also 2pi, 'rθ  and 4
piθ −r  have the same property as rθ . Thus equation 
(3.25) is simplified to     
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Using the modified Bessel function of the first kind and zero order from [30] 
                    ∫=Ι pi θθpi 20 )cosexp(2
1)( dxx .                                                       (3.27) 
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Substituting this modified Bessel function into the integral of equation (3.26) 
and let 
0
2
N
sr
x = , the probability density function under the signal phase equal to 
pi/4 becomes 
        
( )




Ι


 +−
==
0
0
0
22
0
2
exp
2))
4
,(|(
N
sr
N
sr
N
r
srf s
pipiθ .                       (3.28) 
In the similar way, we can show that the probability density functions for cases 
where phase θs is 3/4pi, -4/pi, and –3/4pi are as same as the form in equation (3.28). 
To derive the PDF of )|( srf , we need to consider all the symbols with the 
same magnitude but different phases in the 16-QAM constellation. For convenience, 
we represent the constellation below in Fig. 3.3, 
                 
Fig. 3.3 Different magnitudes in a square16-QAM constellation 
 
I -
Q 
d 
d 
d 
d 3d -3d 
3d 
-3d 
 45 
Based on the assumption that all the symbols in 16-QAM constellation are 
equally likely to be sent, the probability of sending a symbol with a specific phase 
conditioned on same |s| is equal. For instance, for the innermost circle when |s| 
is d2 , as shown in the most inner circle on the constellation graph, the conditional 
probabilities for each possible phase are 
      


===


== dsPdsP ss 2|4
32|
4
piθpiθ  
                 


=−== dsP s 2|4
piθ
                                                    
               


=−== dsP s 2|4
3piθ
  
4
1
=  .                                                      (3.29) 
The PDF )|( srf  for the |s|= d2  is  
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For the outermost circle when |s| is d18 , the PDF )|( srf  for the |s|= d18  is   
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It is clear that for each circle in Fig. 3.3, with the different magnitudes in the 
square 16-QAM constellation, no matter the value of signal phase, the probability 
density function of )|( srf is  
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Changing the random variable in equation (3.32) from |r| into |r|2 and |s| into |s|2    
yields     
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Under high SNR, from [6] the modified Bessel function in equation (3.27) can 
be approximated as 
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So the modified Bessel function in equation (3.34) is approximated to 
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Thus, under high SNR, )|( srf  can be simplified to 
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And therefore )|( 22 srf can be approximated as 
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Equation (3.37) indicates that, under high SNR, the conditional probability 
function of the squared magnitude of the received signal |r|2 is similar to the 
Gaussian density distribution in terms of symbol magnitude |r|. Note that this 
Gaussian function is not expressed in |r|2. This function does not integrate to 1 and 
is therefore not, strictly speaking, a probability density function. However, it serves 
well in our study because this makes it very easy to simplify the computation and it 
approximates the conditional probability density function for a sequence of 
symbols. 
As mentioned in Chapter 2, in this pilot symbol assisted modulation system, an 
interleaved frame format is used and it is illustrated in Fig. 3.4. 
 
1 frame = N subframes = N x Lp symbols 
Fig. 3.4    Input signal structure for a PSAM system 
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Pilot symbols are represented by iP , where i  is the index of pilot symbol into 
the pilot sequence 110 ,......, −NPPP  . A subframe is consisted of a pilot symbol and 
1−pL  data symbols. One frame contains N subframes. N is the length of a pilot 
sequence. Thus one frame has total NLL p ×= symbols. One frame of received 
symbols is called a full frame observation. If we space Lp symbols apart from each 
other, then we have pilot-spaced observations of a full frame observation. There are 
N-1 different pilot-spaced observations in a full frame. In simulation, every pilot 
symbol is inserted into the first position of every subframe at the transmitter as 
shown in Fig. 3.4. 
To maximize the likelihood function, as in [31], the following notations are 
defined: 
P --- Pilot symbol sequence   
                 P ],...,,[ 21
2
1
2
0 −= NPPP  
dp --- Random data symbols spaced Lp symbols apart from each other when 
they appear in a full frame observation. The superscript p stands for the pilot-spaced.  
                 dp ],...,,[ 21
2
1
2
0 −= Nddd  
rp --- The pilot-spaced observation, which is the collection  of symbols within a 
full received frame starting at the 1st position and spaced apart from each other by 
pL symbols.  
                 rp ],...,,[ 21
2
1
2
0 −= Nrrr  
Note that the elements in P must be the symbols located on the outermost circle 
or the innermost circle defined in the 16-QAM constellation. Both rp and dp are 
obtained by sampling the symbol stream at the pilot symbol spacing Lp.  
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Therefore, by equation (3.21) and equation (3.37), we can express the joint 
conditional probability density function of N-dimensional pilot-spaced random 
variable rp on N-dimensional pilot symbol P as  
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Then the frame synchronization problem of finding µ  , the index of the pilot 
symbol 0P  within the full frame, becomes, 
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where it is understood that pilot spaced sequence 210 ,, rrr  begins at the offset µ.  
The received symbol index piL+µ  is modulo L and the pilot spaced symbols “ wrap 
around”  within the observed full frame. 
By taking the logarithm of equation (3.39) and neglecting terms that are 
unrelated to P , we obtain the maximum likelihood criterion for the AWGN 
channel, 
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or it is expanded as 
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When viewed in N dimensional space, we select the received pilot-spaced 
sequence that has the minimum Euclidean distance to the pilot sequence.  
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3.5.2 Synchronization in Fading 
We now consider the frame synchronization problem in a Rayleigh fading 
channel. As discussed in the beginning of Section 3.5, we assume a transmission 
model where data symbols |s(k)| are first modulated by fading signal |c(k)|, then the 
modified signal |c(k)||s(k)| is transmitted over AWGN channel. This gives the same 
received signal as if data signal has been transmitted over a fading and noisy 
channel and this is consistent with data model (equation 3.17). Thus, the probability 
density function suitable for fading, noisy channel is given as  
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In the similar way, as in the development of maximum likelihood metric for the 
AWGN channel, we give the maximum likelihood metric for the Rayleigh fading 
channel as 
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or it is expanded as 
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In next chapter, Simulink® models are used to test the performance of both 
frame synchronizers with various pilot symbol sequences. The models implement 
the ML decision criteria above - an “ argmax”  structure indicates the most likely 
position of pilot symbol 0P  within a window length of L .                
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3.6 Maximum A Posteriori Probability Frame 
Synchronization 
In order to design a frame synchronizer to make a good decision on the location 
of pilot symbols based on the pilot-spaced observation of received signal rp, we 
consider a rule based on the computation of the posterior probabilities defined as 
P(P|rp). This decision criterion is based on selecting the pilot symbol corresponding 
to the maximum of the set of the posterior probabilities {P (pilot symbol was 
transmitted|rp)}. Accordingly this criterion is called maximum a Posteriori 
probability (MAP) criterion. 
Using Bayes’  formula in [22], the posterior probabilities may be expressed as 
                                )(
)()|()|( p
p
p
r
PPr
rP f
Pff = .                                                 (3.43) 
where )|( Prpf is the conditional probability density function (PDF) of the pilot-
spaced observation of the received signal rp given pilot symbol sequence P, and 
)(PP  is the a priori probability of the pilot signal being transmitted.  
3.6.1 Synchronization in AWGN 
Using the notations of rp, P, and dp defined in section 3.5.1, the MAP 
formulation (3.43) may also be expressed as 
         )(
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where the pilot spaced received signal rp may consist of pilot symbols P, data 
symbols dp and in some cases Ps, which is the shifted version of pilot symbol 
 52 
sequence P and can be expressed as ],,,,[ 21
2
0
2
1
2
1
2
−−+= aNaa PPPPP sP . All 
the elements of the vectors in equation (3.44) are the squared magnitude of pilot-
spaced observations. Before the development of this MAP decision criterion, we 
need to define several probabilities firstly. Since 0P , the first symbol of a pilot-
spaced observation, can fall in any position within a full frame observation of length 
NLL p ×=  symbols with a uniform distribution, the probability of observing the 
pilot sequence is 
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The probability of observing a specific shifted pilot sequence is  
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And the probability of observing a specific data sequence dp is 
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where )( 2idP  is the prior probability of sending the squared symbol magnitude of 
|di|2. 
Dividing both numerator and denominator in the right side of equation (3.44) 
by the numerator gives 
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Maximization of the posterior probabilities is equal to the maximization of the 
equation above and is equivalent to the minimization of the first two terms in the 
denominator. Considering that for a pilot symbol sequence that is long enough, 
there will be many data sequences that are closer to pilot symbol sequence than 
shifted pilot sequences in terms of Euclidean distance in the multidimensional signal 
space. Therefore correct detection of pilot symbols relies more on using the decision 
metric to exclude data sequences close to the pilot sequence rather than the shifted 
pilot sequences. Thus, the second term in the denominator of equation (3.48) can be 
ignored reasonably and rearranging the equation (3.48) gives 
             )()|(
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f
dAll
∑
=−    .                                             (3.49) 
Inverting the equation (3.49) gives  
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Thus the maximization of posteriori probability )|( prPf  is equal to the 
maximization of the right side of equation (3.50). 
The denominator in the equation above requires calculation over the set of all 
possible data symbols, which may be a terrible task for large frames. To further 
reduce computation, we notice that contributions from each term in the summation 
are not equal. The data symbol sequence that is closest to the pilot-spaced 
observation rp will contribute most significantly to the sum operation. We call this 
term the dominant term pdomd , and use the dominant term as an approximation to the 
sum, i.e., sequence pdomd  generates the maximum value for the expression  
)()|( ppp ddr Pf  among all possible data sequences. This approximation gives good 
performance in high SNR conditions. Thus the right side of equation (3.50) is 
further reduced to  
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In order to calculate this posteriori probability, there is only one remaining 
question: how to determine the dominant data sequence pdomd . Since elements in 
p
domd  are assumed to be independent random variables and in additive white 
Gaussian channel, we use the hard decision of data sequence s to replace it and 
calculate the likelihood ratio in equation (3.51). This is because the hard decision is 
supposed to be the data sequence closest to the received sequence, hence contributes 
predominately to the sum of all data sequence as pdomd  does. We expand the 
abovementioned expression as      
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Replacing the dominant data sequence pdomd  with hard decision s and combining 
equation (3.38), the likelihood ratio (3.51) is finally given as 
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Therefore, our next concern is that how to obtain the hard decision sequence s. 
As illustrated in Fig. 3.4, there are three levels of data symbol magnitude on the 
square 16-QAM constellation. The squared magnitude of these symbols are 
,2 2d 210d  and 218d  respectively. We define following hypotheses as 
H0: |s|2 = 22d  was transmitted, 
H1: |s|2 = 210d  was transmitted, 
H2: |s|2 = 218d  was transmitted. 
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Let R denote the squared magnitude of the observed symbols 2r . The 
posteriori probabilities )|( 0 RHP , )|( 1 RHP  and )|( 2 RHP  are obtained in similar 
way as  
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It is assumed that the 16 symbols in the square 16-QAM constellation are 
equally likely to be transmitted, the probabilities of the three hypothesis are: P(H0) 
= P(H2) =1/4  and P(H1) = 1/2. Since )(RRf  is a common denominator in the 
above three equations and only the relative values between three hypothesis are 
interested, these three a posteriori probabilities can be changed to 
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These a posteriori probabilities diminish very quickly in high SNR conditions 
when the observation is far from the hypothesis value (i.e., the squared magnitude 
of the transmitted signal). This means that when an observed received signal 
magnitude value is between two adjacent hypothesis values, the third one has very 
little influence to the detection probability. Thus this three-hypothesis can be 
simplified to two threshold test. The first threshold test is between H0 and H1 when 
the observed value is less than 210d . The second threshold test is between H1 and H2 
when the observation is more than H1. The case where the observed values equals 
H1 can be arbitrarily combined with either threshold test, the probability to combine 
with either of them is 1/2. These thresholds can be obtained by following step: 
If the a posterior probability )()|( 00 HPHf R R > )()|( 11 HPHf R R , we select 
H0 as the transmitted signal; otherwise, we select H1, it may be expressed as 
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But, from equations (3.57) and (3.58), 
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Replacing R  with r , the magnitude of received observation, thus equation 
(3.60) may be expressed as 
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Or equivalently, 
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Similarly, if the posteriori probability )()|( 11 HPHf R R > )()|( 22 HPHf R R , 
we select H1 as transmitted signal; otherwise, we select H2.Comparing the ratio of 
these two probabilities,  it can be derived in same process as we used to derive 
equation (3.63), so the other threshold can be expressed as 
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Therefore these two thresholds are listed below as 
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It is interesting to note that in order to compute these thresholds; we need the 
knowledge of value of power spectral density of additive Gaussian noise, or, 
equivalently, the signal-to-noise ratio SNR. Also, we note that the thresholds apply 
to the magnitude of the receiver observation instead of squared magnitude of the 
 58 
received observation. This is because the independent variables in the posteriori 
probabilities are expressed in the magnitude of the received observation. To 
illustrate the use of equation (3.65), let consider a simple example. Assuming that d 
is equal to 1 and SNR is 20 dB, the thresholds in (3.65) are                 
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And the thresholds value can be demonstrated in Fig. 3.5 as 
           
Fig. 3.5  Thresholds illustration 
Using this two-threshold tester, the hard decision of data sequence is obtained 
to server for the maximization of the posteriori possibility. Expanding equation 
(3.53) with conditional probability in an AWGN channel gives 
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Taking the logarithm of the above equation, dropping constants and collecting 
terms gives the MAP synchronization criterion in the AWGN channel: 
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3.6.2 Synchronization in Fading 
The thresholds expressions in equation (3.65) need to be modified to be 
suitable for the fading channel model. As we have discussed in the data model, we 
can replace data symbol d with |c|d, however, by this way, |c| will appear in the 
denominator of the threshold equations. Because |c| is the estimate of fading signal, 
estimation errors may cause it to take zero or negative value. Since |c| is a 
magnitude and cannot be a negative value, we set |c| to be very close to zero but 
lager than zero when it is estimated as a negative value or zero in simulation. By 
doing this restraint, we can always have positive estimation of fading signal |c|. 
Adding the fading signal |c| into threshold functions and the MAP frame 
synchronization criterion (3.68), we have the suitable metric of MAP for Rayleigh 
fading channel, 
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This asymptotic function is a function of pilot-spaced observations and an 
“ argmax”  structure is used to indicate the most likely position of pilot symbol 0P  
within a window length of L . 
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Chapter 4    Simulation Implementation 
In this chapter, Matlab/Simulink®, computer simulation software for this study 
is briefly introduced. Then the system simulation models are described from top to 
bottom levels in hierarchy.  
4.1 Simulink® Introduction 
In this study, Simulink® was chosen as the simulation software to test the 
performance of frame synchronization scheme. Simulink is a program that runs as a 
companion to MATLAB®. As a very popular simulation software, Simulink is 
widely used in industry and academia. 
Simulink® is used to model, simulate, and analyze systems that change over 
time [32]. These systems are usually dynamic systems such as electrical circuits, 
braking systems, and many other mechanical systems. Simulink supports linear and 
nonlinear systems modeled in continuous time, discrete time, or a hybrid of the two. 
These systems can also be multirate. Simulink provides a graphical user interface 
(GUI) for building models as block diagrams which means the models can be drawn 
as we do with pencil and paper. Compared with previous simulation programs such 
as C and C+ languages that require complicated programming and debugging to 
formulate equations, it is easier to model these equations with Simulink by using its 
block libraries. Models in Simulink are hierarchical and they can be built by using 
both top-down and bottom-up approaches. The system can be viewed at a high level, 
and then the increasing levels of model detail can be seen by double-click blocks to 
go down through the levels. 
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Generally, simulating a dynamic system is a two-step process with Simulink. 
First, a graphical model of the system is created by using integrated blocks. The 
model depicts the time-dependent mathematical relationships among the system's 
inputs, states, and outputs. Then, Simulink is run to simulate the behavior of the 
system over a specified time span. The simulation results can be viewed while 
Simulink is running. Because MATLAB and Simulink are integrated together, the 
models can be simulated, analyzed, and revised in either environment. 
Although running Simulink sometimes means more machine time and higher 
demands to the power of the computer, when compared with the human time spent 
on building and debugging models in other program languages, Simulink is still an 
economical choice. The cost of human time is high and computers continue to 
become more powerful and cheaper. 
4.2 System Overview 
In this simulation system, our simulation model is built by top-down hierarchy. 
The block diagram of Fig. 4.1 shows the top-level of the simulation models. 
      
Fig. 4.1  System structure (top level) 
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At the top level of the simulation system structure, a signal is first generated 
and modulated in the transmitter and then transmitted over a frequency non-
selective, slow and noisy fading channel. On the receiver side, assuming perfect 
symbol timing, the received signal is first processed through a matched filter and 
then sampled by the symbol sampler. These sampled discrete received signals go 
into the non-coherent frame synchronizer to be processed and then the 
corresponding statistical performance evaluations are calculated. Please note that in 
simulation we use baseband linear modulation and avoid the stages of high 
frequency carrier modulation and carrier recovery, therefore we can simplify the 
Simulink structure and make the simulation analysis easier. However, the carrier 
frequency and phase error cannot be neglected. Because, even after good carrier 
recovery, there is still some residual frequency error and this error will rotate the 
received signal and distort the received signal severely. In the subsequent discussion, 
the effect of frequency offset will be simulated and the impact of this error to the 
performance of frame synchronization algorithms will be tested.  
4.2.1 Transmitter Overview 
The first block in the top level system structure is the transmitter block. In the 
transmitter there are two general parts: the input signal generator and the Nyquist 
pulse shaping filter (square root raised cosine filter). A discrete uniform distributed 
random data sequence and a specific pilot sequence are generated in the signal 
generator first and are mapped into the 16-QAM data set respectively by using a 16-
QAM mapper. These two sequences then interleave together and form the input 
frame structure as introduced in Fig. 3.4, in which every pilot symbol is located in 
the first position in every subframe. This serial sequence is input into the system as 
the raw input signal for the whole simulation. Since the data sequence and pilot 
sequence are all mapped by a 16-QAM mapper, they are all discrete complex 
signals. The Simulink block diagram for the transmitter is illustrated in Fig. 4.2.  
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Fig. 4.2 Simulink block diagram of transmitter 
The “ random integer”  block generates uniformly distributed integer data in the 
range of [0, M-1], where M is the M-ary number. In this transmitter we use 16-
QAM, so M = 16. The 16-QAM constellation of the random data simulated by 
Simulink is shown as follows in Fig. 4.3, 
 
Fig. 4.3 Constellation 16 QAM from Simulink 
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In this square 16-QAM constellation, the distance between symbols is 
normalized to minimum 1. As illustrated in Fig. 4.4, there are three different levels 
of magnitude according to the constellation of 16-QAM. According to the 
discussion of pilot symbol mapping in Chapter 2, logic 1 in the pilot sequence is 
mapped to an outermost symbol, and Logic 0 in the pilot sequence is mapped to an 
innermost symbol. 
 
Fig. 4.4 Mapping of pilot sequence into 16-QAM symbols from Simulink 
In the simulation process, we use 7-bit Barker code, 11-bit Barker code, 13-bit 
Barker code, 13-bit Neuman-Hoffman sequence and 15-bit PN sequence as pilot 
sequences. These sequences are combined with random 16-QAM data symbols. The 
insertion rate of pilot symbol is 1/10, which means pilot symbol is inserted every 10 
symbols and the first symbol in each subframe is pilot symbol. For example, for 
pilot sequence 7-bit Barker code (-1, -1, -1, 1, 1, -1, 1), the length of a full frame 
observation is 70107 =×  symbols. A composite sequence of un-shaped symbols 
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from the signal generator is illustrated in Fig. 4.5. Pilot symbols occur at interval of 
10 symbols and are indicated by a dot.  
  
 
Fig. 4.5 Pilot (BK7) + Data composite input signal 
The composite signal is first filtered by a band-limiting Nyquist filter. The 
baseband Nyquist pulse filtering is achieved by using a square root raised cosine 
(SRRC) filter.  This Simulink block diagram is illustrated in Fig. 4.6 
 
Fig. 4.6 Pulse shaping block 
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In this transmitter SRRC filter, the input signal is linearly modulated and 
upsampled by a factor of 16, the roll-off factor is set to 0.5. The output of SRRC 
filter is then ready to be transmitted over the communication channel. The 
quadrature signal of Fig. 4.5 is passed through the SRRC filter of Fig. 4.6 to 
produce the “ Transmitter_Output”  and this is presented in Fig. 4.7. The in-phase 
signal is similarly processed. 
 
Fig. 4.7 Input signal and output of transmitter SRRC filter 
4.2.2 Channel Overview 
To simulate the effects of multi-path Rayleigh fading channel, the signal 
“ Transmitter_Output”  is used as the input of the channel block as illustrated in Fig. 
4.8.  
For the simplest case, we use the AWGN block in Simulink block library to 
simulate additive white Gaussian noise. The AWGN block in this simulation runs in 
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signal to noise ratio mode, i.e. Es/N0. SNR is defined by the ratio of the average 
power of input signal to the noise power.  
For the multi-path Rayleigh fading channel case, we will consider both fading 
and additive white Gaussian noise. Our channel is modeled as in equation 
)()()()( tntstctr += , where c(t) is the fading signal approximated as a 
multiplicative factor of the transmitted signal s(t), and where  s(t) is from the data 
set of 16-QAM and )(tn is the additive white Gaussian noise with zero mean and 
power spectral 0N . According to the channel model, additive Gaussian noise is 
added to the baseband signal after it first passes through the multi-path Rayleigh 
fading channel. There is a “ Multipath Rayleigh Fading Channel”  block in the 
Simulink blockset which processes complex-valued baseband signals. Within this 
block, the magnitude of channel gain obeys a Rayleigh distribution. In a multi-path 
channel, relative motion between the transmitter and receiver causes Doppler shifts 
in the signal frequency. In this block, the power spectral density (PSD) of the 
Rayleigh distribution is determined by the Jakes Model [24]. Using this block, we 
can set the number of paths, the maximum Doppler shift of the channel, magnitude 
gain of each path and different time delay of different path. The channel model is 
given in Fig. 4.8 
 
Fig. 4.8 Multi-path propagation channel 
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The ideal 16-QAM constellation is simulated and shown in Fig. 4.9 (a) and the 
received 16-QAM signal corrupted by a time-varying Rayleigh fading channel is 
shown in Fig. 4.9 (b).  
 
(a) 
 
(b) 
Fig. 4.9 16-QAM signal corrupted by multi-path Rayleigh fading 
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The fading channel rotates the 16-QAM constellation and the magnitude is also 
changed. In Fig. 4.9 (b), it is clear that transmitted signal is severely attenuated by 
fading effect. 
 
Fig. 4.10 16-QAM signal corrupted by AWGN channel 
Fig. 4.10 shows the received signal 16-QAM scatter plot over an AWGN 
channel with 20 dB SNR. With this amount of noise, there are still very clear 
boundaries between symbols. As the noise level increases, the symbols are blurred 
more and decision errors become more frequent. 
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Fig. 4.11 16-QAM signal corrupted by multi-path Rayleigh fading and AWGN 
In Fig. 4.11, Gaussian noise is added after the fading channel, and obviously 
the transmitted signal is corrupted more severely. 
As we have discussed in the beginning of Section 4.2, the residual frequency 
error of carrier recovery has great impact on the received signal. Carrier frequency 
offset is introduced before the received signal is processed in the receiver. 
According to equation (A.5), the received discrete signal with carrier frequency 
offset can be expressed as: )()()()( 02 knksekckr kTfj s += pi , where 0f  is the 
frequency offset. Small carrier frequency errors multiply with the output signal of 
transmission channel. Fig. 4.12 depicts this process, in which “ Channel_Output”  
can be either “ Channel_Output 1”  or “ Channel_Output 2”  in Fig. 4.8 depending on 
the channel model. By this way, the carrier frequency offset is emulated and 
introduced into simulation system, which makes the simulation system close to a 
real situation.  
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Fig. 4.12 Simulation of frequency offset 
The frequency offset rotates the output signal of the fading and noisy channel 
and makes reception of received signal a more challenging work. The effect of 
frequency offset can be viewed in the scatter output of the received signal. This is 
shown in Fig. 4.13. 
 
Fig. 4.13   Effect of fading and frequency offset to 16-QAM points 
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Comparing Fig. 4.13 with Fig. 4.11, clearly the signal was rotated by the frequency 
offset and phase information of received signal is changed because of the 
introduction of the multiplicative factor kTfj se 02pi . 
4.2.3 Receiver Overview 
The receiver consists of a matched filter and symbol sampler. As discussed in 
Chapter 2, a square root cosine filter (SRRC) is used in transmitter as a pulse 
shaping filter and then, correspondingly in the receiver another SRRC filter is used 
as a matched filter to demodulate the received signal from channel. The parameters 
in the receiver SRRC filter are set the same as the ones in the transmitter. Because 
the output signal of matched filter is at a much higher sample rate, we need a down-
sampler to recover the signals to the same symbol rate as the input signals. The 
down-sampling rate here is 16 times the input symbol rate. The block diagram of a 
receiver is shown in Fig. 4.14. 
 
Fig. 4.14 Simulink receiver block diagram 
4.2.4 Frame Synchronizer Overview 
The objective of this study is to develop a frame synchronization scheme to 
identify the time position of pilot symbols in the combined pilot and data signal. 
The frame synchronizer works in a non-coherent manner as discussed in Chapter 3. 
It ignores phase information of signals and simply detects the specified amplitude 
information. In Simulink, the frame synchronizer begins by taking the squared 
magnitude of the “ Receiver_Output”  in Fig 4.14, i.e., the incoming symbol samples. 
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The first part of the frame synchronizer is the channel fading estimation filter that 
roughly estimates the magnitude of the channel state information based on the 
received signal from “ Receiver_Output” . Symbols are transmitted with squared 
magnitude of 0.5, 2.5 and 4.5 and with probabilities of 0.25, 0.5 and 0.25 
respectively when they are transmitted randomly. Channel gain is estimated by 
taking the average symbol energy over a period that is less than the fading interval 
but large enough to mitigate the effect of random variation in the data. Note that 
uniform utilization of all 16-QAM states results in an average energy of 2.5 and that 
increased channel noise will also introduce a bias in the squared magnitude. This 
noise bias can be compensated if the SNR is known. By dividing by 2.5, the channel 
fading signal is normalized to unity. Squared magnitude samples are delayed by an 
amount that corresponds to the delay in estimation of channel fading signal. 
Delayed magnitude squared received signal samples and the channel fading estimate 
are fed into frame synchronizer together in order to apply the frame synchronization 
algorithms developed in Chapter 3. The timing position of pilot symbols is finally 
decided by the frame synchronization algorithms. 
       
Fig. 4.15  Simulink block diagram of non-coherent frame synchronizer 
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According to the previous introductions, we illustrate the complete simulation 
processes of two frame synchronization techniques (ML and MAP) in block 
diagrams Fig. 4. 16. and Fig. 4.17 respectively.    
 
Fig. 4.16 ML frame synchronization simulator  
It is pretty simple to implement maximum likelihood (ML) frame 
synchronization scheme since the mathematical expression is simple. The equations 
of maximum likelihood frame synchronization techniques is repeated here as 
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In a similar way, the simulation process of the MAP frame synchronizer is 
illustrated in the following Fig. 4.17: 
 
Fig. 4.17 MAP frame synchronization simulator 
The frame synchronizer starts with the low-pass channel fading estimation 
filter that roughly estimates the magnitude of the channel state information based on 
the received signal. Because uniform utilization of all 16-QAM states results in an 
average energy of 2.5, by dividing by 2.5 the channel fading signal is normalized to 
unity. Squared magnitude samples are delayed by an amount that corresponds to the 
delay in estimation of channel fading signal. For the development of MAP frame 
synchronization metric, the channel fading signal scales a quantizer and the 
quantizer gives hard decisions of received signal. These hard decisions have squared 
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signal squared magnitude samples, quantized hard decision samples and channel 
fading samples are placed into shift register of length NLp ×  with taps at interval of 
pL . The pilot spaced taps yield N element pilot-spaced vectors (N is the length of 
pilot sequence) that are used to calculate the maximum a Posteriori (MAP) 
probability frame synchronization algorithms with reference pilot symbol squared 
magnitude samples which are N element vectors as well. Note that as the registers 
are shifted, the received squared magnitude vector rp, whose notation is introduced 
in Chapter 3, will correspond to the pilot sequence, a shifted version of the pilot 
sequence, or most probably, a random data sequence. All the pilot-spaced shifted 
vectors are fed into the MAP synchronization mathematic metric. The location of 
the pilot symbol P0 can be decided then. This is the working process of MAP frame 
synchronizer. It is a little bit complicated compared with ML frame synchronizer, 
however, it is still simple to implement.  
The maximum a posteriori probability frame synchronization approaches in 
AWGN and Rayleigh fading channels are expressed as: 
( ) ( ) ( ) −−+−= ∑
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Pilot symbols can be identified using either of these two decision methods. 
Both decision methods are based on the high SNR approximation.  
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Chapter 5    Simulation Results and Discussions 
In this chapter, the simulated performances of the proposed frame 
synchronizers are examined. The chapter begins with a description of the simulation 
system and follows with how the parameters are set. The chapter concludes with 
performance evaluations. 
5.1 Simulation System Description 
The objective of this project is to develop frame synchronization techniques for 
a PSAM system. Although PSAM is mainly used in the wireless communication 
systems to mitigate fading effects, it is still insightful for us to also consider frame 
synchronization problems in an AWGN channel. In Chapter 3, we have developed 
the frame synchronization techniques for both AWGN and fading channels. It is 
also reasonable to include carrier frequency offset in the simulation system. 
Therefore, four channel situations will be tested in our simulations: (1) an AWGN 
channel without frequency offset, (2) an AWGN channel with small frequency 
offset, (3) a frequency non-selective slow Rayleigh fading channel without receiver 
frequency offset, (4) a frequency non-selective slow Rayleigh fading channel with 
small frequency offset. Similar to the mathematical development of the data model 
in Chapter 3, the matched filter and symbol sampler outputs corresponding to these 
channels can be expressed respectively as 
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        )()()( knkskr +=                                                                                  (5.1) 
        )()()( )2( 0 knksekr kfj += pi                                                                      (5.2) 
             )()()()( knkskckr +=                                                                           (5.3) 
        )()()()( )2( 0 knkskcekr kfj += pi                                                               (5.4) 
where s(k) is a pilot symbol or a data symbol, n(k) is the zero mean complex 
AWGN with variance N0,  f0 is a random small value frequency offset and the fading 
term c(k) is a zero mean complex multiplicative distortion whose magnitude has a 
Rayleigh distribution. The frequency offset, additive noise, data symbols and the 
multiplicative fading are statistically independent of each other. 
In the simulation process, data symbols are from the 16-QAM constellation 
data set. Pilot sequences are 7-bit Barker sequence (BK7), 11-bit Barker sequence 
(BK11), 13-bit Barker sequence (BK13), 13-bit Neuman-Hoffman (NH13) code and 
15-bit pseudo-random noise (PN) sequence (PN15), all of which have good 
autocorrelation properties. For these pilot sequences, the length of the frame format 
has 70, 110, 130 or 150 symbols respectively. The pilot insertion rate is Lp = 10 and 
the pilot symbols are placed in the first position of every subframe, as illustrated in 
Fig. 2.8. The fading channel is modeled by the Simulink integrated block 
“ Multipath Rayleigh Fading Channel” .  In Simulink, this block can define the 
number of paths, gain of each path, time delay and Doppler shift. The channel 
fading has zero mean and the variance is set to unity. Path delay is set to much less 
than the symbol time as is compliant with the definition of frequency non-selective 
fading. Fading rate is set to 1%, 2% and 5% of the symbol rate to test the 
performance under different fading conditions (in Gansman’ s work [9] only fading 
rate 1% is tested in simulation). In the whole simulation process, 100,000 trials (full 
frames) are run to test the statistical performance. In simulation, 1000 symbols 
(about 10 frames) were simulated prior to recording the performance data. This 
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“ start up”  time was to allow a reasonable estimate of c(t) prior to the performance 
analysis. 
5.2 Simulation Test Bench 
To facilitate verification of the performance of the frame synchronization 
design, we build a test bench which is illustrated in Fig. 5.1. 
 
Fig. 5.1 Test bench for simulation 
In this test bench, the input signal is generated for the transmitter, a reference 
signal is also needed to compare with the output of frame synchronizer decisions, 
and then the results processor collects the output of frame synchronizer to generate 
the desired simulation statistics and evaluate the performance of the frame 
synchronization design. 
In order to generate a reference signal at the receiver, a reference transmission 
system is built, which is almost the same as the simulation system model discussed 
in the beginning of Chapter 4 except that there is no distortion and noise. System 
delay must be taken account, therefore the reference transmission system has 
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exactly the same time delay as the simulation transmission system in every process 
and this ensures the simulation transmission system and reference transmission 
system are working in a synchronous mode. It is very simple to build such a 
reference transmission system. All that we need to do is just to copy and paste the 
simulation system model in the simulation bench and simplify it by deleting all the 
distortion caused by noise and fading.  
In this simulation test bench, the system in the simulation bench emulates a real 
land mobile communication condition, while in the reference bench it works in an 
ideal condition. Thus, the simplified frame synchronizer in reference bench can 
correctly detect the location of pilot symbol P0. 
The results processor compares the output of the frame synchronizer to that of 
the simplified frame synchronizer and counts the number of P0 symbols that are 
falsely detected during 100,000 full frame observations. The ratio of the number of 
falsely detected frames by frame synchronizer in the simulation bench to the number 
of total simulated frames from simplified frame synchronizer in the reference bench 
is thought as the probability of false acquisition. 
The probability of selecting the wrong time location of the pilot symbol is 
known as false acquisition. The probability of false acquisition vs. SNR will be 
examined in computer simulation and, since SNR is generally not known, a range of 
values are explored. As shown in test bench Fig. 5.1, the signal generator 
continuously generates a pseudo-random sequence until 100,000 full frame 
observations are received at the frame synchronizer. The transmitter of the 
simulation bench and the simplified transmitter of the reference bench work in a 
synchronous mode, so that they insert the same pilot symbol at exactly the same 
location in the symbol stream at the same time. For each full frame observation, the 
frame synchronizer generates an estimate of the location of pilot symbol P0. 
Once the probability of false acquisition is obtained, it is easy to calculate the 
mean time to acquisition vs. SNR. Mean time to acquisition is obtained based on 
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full frame observations and a verification stage that declares synchronization after 
two identical frame location estimates in succession. Assuming that has been 
adapted to c(t), the mean time to acquisition can be calculated using the 
mathematical expression adapted from [33] and it is given as 
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where pf LNLT ×==  is one full frame period, dp  is the probability of correctly 
detecting the true pilot symbol detection and fp is the probability of false alarm, i.e. 
detection of a non-pilot symbol instead of the true pilot symbol. 
5.3 Simulation Results and Performance Analysis 
5.3.1 Performance in AWGN Channel 
This study finds that the maximum likelihood (ML) synchronizers have good 
performance over a wide range of SNR (signal to noise ratio) in AWGN channels. 
Fig. 5.2 (a) illustrates the probability of false acquisition of ML frame synchronizer 
in the AWGN channel without frequency offset. The simulation results show that 
with the increase of the frame observation length, the probability of true pilot 
symbol detection increases, which is consistent with theoretical analysis. However, 
in this plot, NH13 is better than PN15 when SNR is equal to 8 dB. It is an 
unexpected result. But with the SNR is increased, PN15 shows stable and better 
performance than NH13 and it is still consistent with the theoretical analysis. To test 
the robustness of the synchronizer to frequency offset, we set frequency offset   f0 = 
0.02 fsy the same as the value used by Gansman in [9]. The probability of false 
acquisition in the AWGN channel with this frequency offset is shown in Fig. 5.2 (b). 
The performance of synchronizer has very little effect by this frequency offset. This 
is mainly due to the non-coherent scheme we proposed. The computed mean time to 
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acquisition under these two AWGN conditions are shown in Fig. 5.2 (c) and Fig. 
5.2(d) respectively. When the frame length is smaller, the synchronizer converges to 
synchronization faster. The computer simulation shows that although the proposed 
frame synchronization method assumes high SNR, it also works well in moderate 
SNR. 
The similar performance evaluations of the maximum a posteriori probability 
(MAP) frame synchronization technique are tested as we have done with the ML 
frame synchronization technique. 100,000 simulation trials are used to get desired 
statistical evaluations. Fig. 5.3 shows the probability of false acquisition of the MAP 
frame synchronizer under the AWGN channel without frequency offset. In this 
MAP frame synchronization metric, we use threshold detection to obtain the hard 
decision of data symbol first and then use this hard decision to help the detection of 
pilot symbols. Considering the range of SNR > 6 dB as appropriate for 16-QAM 
transmission, and comparing Fig. 5.2 with Fig. 5.3, we find that the simulation 
results of the MAP frame synchronizer show slightly better performance than those 
of ML.  
We further investigate the immunity of the non-coherent frame synchronization 
schemes to a range of frequency offsets up to 60% of the symbol rate. As introduced 
in Chapter 4, carrier frequency error happens after carrier recovery stage and 
because of the carrier frequency error; the receiver signal frequency is shifted. The 
mismatch between the shifted signal frequency and the band limits of the receiving 
square root cosine filter results in performance degradation. Our purpose is to 
examine the effect of carrier frequency error, not fading or noise. Therefore in the 
simulation process, SNR and fading factor are fixed and different values of carrier 
frequency error are used to investigate the performance degradation. 
Fig. 5.4 (a), (b) and (c) show the results of performance degradation in the 
AWGN channel, where SNR is set to 10 dB and the 11-bit Barker sequence is the 
pilot symbol sequence. In Fig. 5.4 (a), the probability of performance degradation of 
ML and MAP synchronizers is plotted based on the roll-off factor 0.5. Roll-off 
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factor has been introduced in Chapter 2. The acquisition performance degradation is 
obtained by dividing the probability of true acquisition under different carrier 
frequency offset values to the probability of true acquisition under zero frequency 
offset. This plot shows that in the presence of different frequency offset, MAP 
synchronizer has better performance than ML synchronizer. Fig. 5.4 (b) and (c) are 
the acquisition performance degradation of the ML and MAP frame synchronizers 
under different roll-off factors respectively. It is clear that from the simulation 
results, the large roll-off factor allows operation with large local carrier frequency 
error. 
5.3.2 Performance in Fading Channel 
The performance in the frequency non-selective slow Rayleigh fading channel 
is more complicated than the performance in the AWGN channel. However, based 
on the high SNR signal processing approximations, the frame synchronization 
criteria for fading channel, equations (3.42) and (3.69), are as easy to be 
implemented as those in the AWGN channel. The simulation results shown in Fig. 
5.5 (a) illustrate the probability of false acquisition of maximum likelihood (ML) 
synchronizer in Rayleigh fading channel when Doppler shift and SNR are known. 
The design parameters were fd = 0.01 of symbol rate, frequency offset  f0 = 0, and a 
range of different SNRs values are used to test the performance. The probability of 
false acquisition of ML synchronizer with carrier frequency offset which is set to 
2% of symbol rate is plotted in Fig. 5.5 (b). The performance of synchronization is 
poor under low SNR; however it becomes quite good in moderate to high SNR 
range due to the high SNR approximations. In Fig. 5.5 (c) and Fig. 5.5 (d), the mean 
times to acquisition calculated based on the probabilities of false acquisition from 
Fig. 5.5 (a) and (b) are illustrated as well. It is apparent that the longer the pilot 
sequence is used, generally the better the performance of correct pilot symbol 
detection, however the longer time is taken to converge to synchronization. 
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Similarly, the performance of MAP frame synchronizer in fading channel is 
investigated as well. The probability of false acquisition under Rayleigh fading 
channel without frequency offset  is depicted in Fig. 5.6 (a) and the probability of 
false acquisition with a small frequency offset  f0 = 0.02 fsy is depicted in Fig. 5.6 (b). 
In the simulation, the fading rate df  was set to 1% of the symbol rate. Mean times 
to synchronization vs. SNR are computed using equation (5.5) and plotted in Fig. 
5.6 (c) and (d) correspondingly.  
These two proposed frame synchronizers are working based on the pilot-spaced 
observation instead of the observation symbol by symbol, thus they are suboptimum 
synchronizers theoretically, however their performances to synchronization show 
that the pilot-spaced suboptimum synchronizers are working properly under 
moderate to high SNR range. Also, comparing the simulation results without 
frequency offset with those with frequency offset, it is clear that this small 
frequency offset f0 = 0.02 fsy has very little effect on the performance of the 
synchronizers and this is largely attributed to the non-coherent signal processing 
used in the development of the frame synchronization metrics. 
As discussed in the last section, the mismatch between the signal frequency 
shifted by carrier frequency offset and the band limits of the receiving square root 
cosine filter results in performance degradation of the frame synchronizer. The 
performance degradation due to carrier frequency offset is also tested in fading 
channel. 
In the fading channel verification, SNR is set to 10 dB and the fading rate is 
fixed and set to 1% of the symbol rate to be consistent with [9]. Fig. 5.7 (a), (b) and 
(c) show the acquisition performance degradation of ML and MAP frame 
synchronizers in fading channel, where 11-bit Barker sequence is used as the pilot 
symbol sequence. In Fig. 5.7(a), the probabilities of performance degradation of ML 
and MAP synchronizers are plotted where the performance is tested when a fixed 
roll-off factor is set to 0.5. The probability of performance degradation is defined 
same as it is in the AWGN channel, which is discussed in last section. Fig. 5.7 (b) 
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and (c) are the probability of performance degradation of the ML frame 
synchronizer and the MAP frame synchronizer under a range of roll-off factors 
respectively. The larger roll-off factor shows better tolerance to local carrier 
frequency error. Comparing the performance in the fading channel with the 
performance in the AWGN channel, it is obvious that in AWGN channel the frame 
synchronization system works better than in fading channel. It is easy to understand 
that, in the analysis of the performance of a communication system, AWGN is 
always used to give an upper bound performance, because the AWGN condition is 
the simplest case in wireless communication environment.  
In the above-mentioned simulations, the fading rates were all set to 1% of the 
symbol rate to be consistent with that in [9] in order to conveniently compare the 
performance of these two frame synchronization methods. However, it is important 
to consider other fading conditions to further test the robustness of our proposed 
frame synchronization techniques. In Fig. 5.8 and Fig. 5.9, the probability of false 
acquisition of the ML and the MAP frame synchronizers without carrier frequency 
offset under different fading rates is illustrated respectively. In these simulations, 
11-bit Barker sequence was used as pilot symbol sequence. Fading rates are set to 
1%, 2% and 5% of symbol rate respectively. These plots show that with the 
increasing of fading rate, the performance of frame synchronization becomes worse. 
The frame synchronizer with fading rate 5% failed. According to the definition of 
non-selective slow fading stated in Chapter 2, if the fading rate is too large, then the 
data model (equation (3.17)) used in this study is not valid anymore. Thus the frame 
synchronization algorithms developed based on this equation are not working 
properly. Also in larger Doppler shift situations, the transmitted signal are distorted 
more dramatically and this makes the performance of synchronization degrade very 
quickly. In such cases, high SNR is needed to improve the performance and more 
accurate fading estimation is required to compensate for the severe fading effect. 
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5.3.3 Comparisons to Existing Synchronizers 
In this section, Our ML and MAP synchronizers are compared through 
simulation to some existing synchronizers. They are the Gansman’ s ML frame 
synchronizer, the standard correlator and the non-coherent synchronizer of Liu & 
Tan [6]. The latter two are expressed respectively as,     
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where )( kxf is a data correction term which we have chosen to be the magnitude of 
received signal r  in our simulations. Fig. 5.10 compares the simulated 
performance of synchronizers in AWGN channels without frequency offset and 
shows that our synchronizers and Gansman’ s synchronizer perform much better 
than the standard correlator and Liu & Tan, where COR denotes the standard 
correlator. The standard correlator failed and Liu & Tan is ok in the AWGN 
channel. Our MAP is slightly better than Gansman and our ML synchronizer has 
slightly less performance than Gansman in the low SNR, but ours have better 
performance in the high SNR than Gansman. In each case, 11-bit Barker sequence 
was used as pilot symbol sequence. Fig. 5.11 shows the comparison of the 
performance of our ML and MAP frame synchronizers with Gansman with 
frequency offset = 0.02 of the symbol rate in an AWGN channel. It is obvious that 
our techniques are very robust under this frequency offset; however, Gansman’ s 
synchronizer fails in the presence of this frequency offset. This is mainly because 
the non-coherent scheme is applied in our study. Fig. 5.12 compares the 
performance of different synchronizers in fading channel with fading rate fd = 0.01 
of the symbol rate. Our proposed ML and MAP frame synchronizers and 
Gansman’ s synchronizer perform well, while the standard correlator (COR) and Liu 
& Tan failed in the fading environment. It is seen that Gansman’ s synchronizer has 
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better performance than ours in low SNR, and has slightly less performance when 
SNR becomes high. This mainly is attributable to the approximation rule used in the 
development of the frame synchronization criterions. In Gansman, a low SNR rule 
is applied, while in our study, a high SNR rule is used. 
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Fig. 5.2 (a) ML, false acquisition in AWGN channel without frequency offset 
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Fig. 5.2 (b) ML, false acquisition in AWGN channel with  
frequency offset = 0.02 fsy 
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Fig. 5.2 (c) ML, mean time to acquisition in AWGN channel without frequency 
offset 
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Fig. 5.2 (d) ML, mean time to acquisition in AWGN channel with  
frequency offset = 0.02 fsy 
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Fig. 5.3 (a) MAP, false acquisition in AWGN channel without frequency offset 
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Fig. 5.3 (b) MAP, false acquisition in AWGN channel with  
frequency offset = 0.02 fsy 
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Fig. 5.3 (c) MAP, mean time to acquisition in AWGN channel without 
 frequency offset 
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Fig. 5.3 (d) MAP, mean time to acquisition in AWGN channel with  
frequency offset = 0.02 fsy 
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Fig. 5.4 (a) AWGN performance degradation of ML and MAP synchronizers vs. f0 
0.0 0.1 0.2 0.3 0.4 0.5 0.6
0.0
0.2
0.4
0.6
0.8
1.0
ML frame Synchronizer:
 Roll-off factor=0.2
 Roll-off factor=0.35
 Roll-off factor=0.5
 Roll-off factor=0.75
 Roll-off factor=1
SNR = 10 dB
 
 
A
cq
u
isi
tio
n
 
Pe
rfo
rm
an
ce
 
D
eg
ra
da
tio
n
Ratio of Carrier Frequency Offset Over Symbol Rate
 
Fig. 5.4 (b) AWGN performance degradation of ML synchronizer vs. f0 
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Fig. 5.4 (c) AWGN performance degradation of MAP synchronizer vs. f0  
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Fig. 5.5 (a) ML, false acquisition in fading channel with 01.0=df  and 00 =f  
 
0 2 4 6 8 10 12 14 16
10-5
10-4
10-3
10-2
10-1
100
 
 
 ML-BK7
 ML-BK11
 ML-BK13
 ML-NH13
 ML-PN15
fd=0.01  f0=0.02 fsy
Pr
o
ba
bi
lit
y 
o
f F
al
se
 
A
cq
u
isi
tio
n
SNR(dB)
 
Fig. 5.5 (b) ML, false acquisition in fading channel with 01.0=df  and 
syff 02.00 =  
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Fig. 5.5 (c) ML, mean time to synchronization in fading channel  
with 01.0=df  and  00 =f  
0 2 4 6 8 10 12 14 16
0
200
400
600
800
1000
 ML-BK7
 ML-BK11
 ML-BK13
 ML-NH13
 ML-PN15
fd=0.01   f0=0.02 fsy
 
 
M
ea
n
 
Ti
m
e 
to
 
A
cq
u
isi
tio
n
 
SNR(dB)
 
Fig. 5.5 (d) ML, mean time to synchronization in fading channel  
with 01.0=df  and  syff 02.00 =  
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Fig. 5.6 (a) MAP, false acquisition of in fading channel with 01.0=df  and  00 =f  
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Fig. 5.6 (b) MAP, false acquisition in fading channel with 
01.0=df  and  syff 02.00 =  
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Fig. 5.6 (c) Mean time to synchronization of MAP frame synchronizers in fading 
channel no freq. offset 
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Fig. 5.6 (d) Mean time to synchronization of MAP frame synchronizers in fading 
channel with freq. offset 
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Fig. 5.7 (a) Performance of ML and MAP synchronizers in fading channel vs. f0 
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Fig. 5.7 (b) Performance of ML synchronizer in fading channel vs. f0 and  
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Fig. 5.7 (c) Performance of MAP synchronizer in fading channel vs. f0 and  
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Fig. 5.8 ML frame synchronizer under different fading rates 
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Fig. 5.9 MAP frame synchronizer under different fading rates 
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Fig. 5.10 Comparison of synchronizers in AWGN channel without carrier frequency 
offset and pilot sequence BK11 
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Fig. 5.11 Comparison of synchronizers in AWGN channel with frequency  
offset = 2% and pilot sequence BK11 
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Fig. 5.12 Comparison of synchronizers in fading channel with fd = 1% of the symbol  
rate and no frequency offset.  Pilot sequence is BK11 
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Chapter 6   Conclusions and Future Work 
6.1 Conclusions 
In this study, frame synchronization techniques for PASM were developed for 
both AWGN and frequency non-selective Rayleigh fading channels. Compared with 
Gansman’ s work [9], in which frame synchronization techniques were obtained 
based on the coherent detection, this study extends the work by introducing two 
non-coherent frame synchronization approaches that are tolerant to the frequency 
offset. In this non-coherent approach, only the magnitude of the received signal is 
used to obtain the timing of pilot symbols.  
One frame synchronization approach is based on a maximum likelihood (ML) 
estimation algorithm. The other frame synchronization approach is maximum a 
Posteriori probability (MAP) criterion depending on threshold detection. Both 
synchronization methods are computed based on pilot-spaced observations. The 
models implement the ML and the MAP decision criteria - an “ argmax”  structure 
indicates the most likely position of the pilot symbol 0P  within a window length of 
L . 
Signal processing in the receiver uses simplifying approximations that rely on 
relatively high SNR as consistent with the reception of 16-QAM. Computer 
simulation has been used to test the probability of false acquisition, the mean time to 
acquisition and the performance degradation for both AWGN and fading channel 
conditions. Several different lengths and patterns of pilot symbol sequences were 
used to investigate these synchronizers’  performances where every 10th symbol was 
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a pilot symbol and all the other symbols were randomly selected 16-QAM data 
symbols.  
The simulation results show that proposed MAP frame synchronizer has better 
performance than ML synchronizer in all cases. With the increase of the length of 
one full frame, i.e. the different pilot sequences are used, the performance of 
synchronization becomes better. However, the longer the frame length, the slower 
the synchronizer converges to synchronization and the mean time to acquisition is 
longer correspondingly. Compared with the simulation results of some other 
existing synchronizers, results from this study show somewhat better performance 
in both AWGN and fading channels. The standard correlator fails in the AWGN and 
fading channel no matter if there is frequency offset or not. The Liu & Tan 
synchronizer is good in the AWGN channel, but failed in fading conditions. 
Gansman’ s synchronizer works well in AWGN and fading channels when there is 
no frequency offset. Gansman’ s synchronizer has better performance than ours in 
lower SNR conditions and ours has better performance than his in higher SNR 
conditions. This is due to the difference between the approximations rules used to 
develop the frame synchronization criteria. In Gansman’ s method, the low SNR rule 
was used, while in our methods, the high SNR rule was used. The frequency offset 
is limited primarily by the bandwidth of transmitter and receiver Nyquist filters. 
While all the other synchronizers failed in the presence of frequency offset, our 
proposed synchronizers have significantly better performance in presence of larger 
carrier frequency offsets. This is due to the non-coherent system proposed in this 
study. Moreover, our methods lead to simple analysis and these methods are 
somewhat simpler to implement. 
6.2 Future Work  
The work presented in this thesis shows a novel scheme of frame 
synchronization for PSAM. However, it is by no means the definitive work on this 
 105 
study. In this section, a number of suggestions on future work based on this study 
include: 
• PSAM frame structure design: 
In this study, it is noted that pilot symbols in the PSAM frame structure are 
uniformly inserted and spaced. Hence, non-uniformly spaced pilot symbol frame 
structure could be explored in future to see that how non-uniform pilot symbols 
inserted frames will change the receiver structure, how they will affect the frame 
synchronization performance and if an optimum structure exists for the PSAM 
system. 
• Low SNR approximation Rule 
Another aspect that is worth serious investigation is the alternative 
approximation rule, the low SNR approximation rule. In this study, we used high 
SNR approximation rule to obtain our simple frame synchronization criterions. 
However, main difficulty in applying a low SNR approximation rule is that the 
resultant expressions are not similar to a Gaussian distribution, which prevents 
effective simplification in the subsequent development. Therefore it could result in a 
more complicated mathematical expression than the high SNR approximations rule. 
• The effect of symbol timing error 
In this study, symbol synchronization is assumed to be perfectly recovered 
before the investigation of frame synchronization. However, in real communication 
systems, symbol timing errors exist and become worse in low SNR conditions. It is 
important to further investigate the effect of this error to the performance of frame 
synchronizer by simulation and mathematical means. 
• Frame synchronization evaluations: 
A few minor extensions can be made to the frame synchronization evaluation. 
First it could be extended to a Rician fading model. Second it could be extended to 
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consider additive noise which is not white. However, it could be a difficult problem 
to deal with, because it is hard to simplify the non-white noise to an easy model. 
• PSAM in frequency selective fading: 
Typical PSAM system is used in frequency nonselective fading channels where 
the delay spread is small so the different multi-paths can be combined into one 
multiplicative distortion process. If the delay spread is large, intersymbol 
interference is induced and some type of blind equalization technique is used instead 
of PSAM. Therefore, a good project would be extended the frame synchronization 
of PSAM to frequency selective channels and compare its performance to that of the 
blind equalization. 
• Implementation extensions: 
In this study, we used 16-QAM to simplify our analysis and implementation. 
However, according to the characterization of the square constellations 16-QAM 
scheme, we think this non-coherent method could be extended to other larger 
constellations, such as 64-QAM scheme. There are different levels of magnitude on 
the constellation of 64-QAM. Therefore it is possible to use the similar idea we 
applied in this study on how to define the pilot symbols, we can map the binary pilot 
sequence into 64-QAM data set and thus design a frame synchronization scheme 
based on 64-QAM format. 
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Appendix A: Fading Channel with Frequency and 
Phase Error 
The channel model in equation (2.15) is the simplest based on the assumptions 
made in Chapter 2. However, there is a quite significant problem neglected in the 
previous discussion. This problem is the local carrier frequency offset and phase 
error.  
Although good carrier recovery is assumed before the frame synchronization 
stage, it is not possible for a real communication system to have perfect carrier 
synchronization. It is hard to tune the local oscillator in receiver exactly to match 
the oscillator in transmitter, because both oscillators in transmitter and receiver 
cannot be made exactly the same physically, and thus the frequencies generated by 
both oscillators are not exactly the same. Therefore it is difficult for the receiver to 
coherently demodulate the received signal precisely. To account for the effect of 
carrier frequency offset and phase error in the frame synchronization scheme, it is 
necessary to include it in the channel model.  
According to the 16-QAM receiver in Fig 2.1 (b), the received signal can be 
conveniently expressed as 
             ]);()(Re[)( 2)( tfjtj ceetatstx piθτ= .                                                (A.1) 
where Re[A] means the real part of a complex signal, x(t) is the bandpass received 
signal, s(t) is the complex continuous time baseband signal, and factor )();( tjeta θτ  
is the continuous time expression of the multiplicative fading distortion 
corresponding to the discrete time expression in equation (2.13), cf  is the carrier 
frequency at the transmitter. 
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After coherent demodulation and low-pass square root raised cosine receiver 
filter, the baseband signal is obtained as 
                          
)2()( 0);()()( φpiθτ += tfjtj eetatstr .                                                (A.2) 
where 0f  is the frequency offset of carrier recovery and φ  is a constant phase error 
which is uniformly distributed over [0, pi2 ]. Note that both 0f  and φ  are slow time 
varying signals, they are approximated by constants because the variations are 
negligible compared to that of the channel fading.  
According to the discussion in Section 2.3.2, the statistical model of fading is 
considered as Rayleigh fading, which means that envelope of );( ta τ  has a Rayleigh 
probability density distribution (PDF) and phase )(tθ  is uniformly distributed over 
[0, 2]. Since the phase error φ  has the same uniform probability density 
distribution over [0, 2] as that of )(tθ , the sum of these two random variables 
φθ +)(t  also has uniform probability density distribution because the summation of 
phases is modulo of pi2 . The sum of )(tθ  and φ  is denoted as )(ˆtθ . Thus, equation 
(A.2) changes to  
                 
tfjtj eetatstr 02)(
ˆ);()()( piθτ= .                                           (A.3) 
The baseband fading channel is denoted by c(t) in the channel model (equation 
2.15) and here we use c(t) to replace )(ˆ);( tjeta θτ  for channel fading. Adding the 
Gaussian noise that is ignored initially for the simplicity of analysis, the received 
baseband signal finally becomes 
            )()()()( 02 tntsetctr tfj += pi .                                                       (A.4) 
The continuous time baseband received signals are then sampled by the symbol 
sampler and fed into frame synchronizer to be processed to identify the timing 
position of pilot symbols.  
 114 
In the beginning of this thesis, it is assumed that symbol timing is perfectly 
recovered. In Section 2.3, we have discussed the fading channel is assumed to be 
frequency non-selective and slow fading for this study, therefore it can be 
approximated as constant during one symbol period. Hence the continuous time 
fading signal can be approximated as a discrete time function, which has constant 
value during a symbol interval and only changes its value at symbol boundaries. To 
derive the discrete expression of the received samples, the frequency offset 
represented by 0f  is assumed to be small and within limits that is determined by the 
square root raised-cosine filter and symbol sampler [9]. When the frequency offset 
is very small compared with symbol rate, during each symbol interval, the phase 
change is negligible. Thus we can approximate the frequency offset as discrete 
phase change that occurs at the boundaries between symbols. Based on all these 
assumptions and approximations, the discrete received signal after symbol sampler 
can be expressed as 
              )()()()( 02 knksekckr kTfj s += pi .                                                (A.5) 
where c(k) is the discrete time approximation of the multiplicative fading distortion 
c(t), Ts is the symbol time.  
It is noted that although the c(k) is assumed to be circular symmetric, and so is 
kTfj sekc 02)( pi , however, kTfj se 02pi  and c(k) can’ t be combined together and easily 
simplify the product to c(k) as in the discussion of  the phase offset. This is because 
that kTfj sekc 02)( pi  shifts the power spectrum of c(k) and represents another random 
process that is distinct from the original random process. 
The equation (A.5) is important for the non-coherent detection scheme 
discussion and is important for the performance evaluation in the computer 
simulations. 
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Appendix B: Power Spectrum of the Squared 
Magnitude of Received Signal 
In this appendix, the power spectrum of the squared magnitude of the received 
signal |r(k)|2 is developed. Some assumptions are introduced before detailed 
development: 
• c(k), s(k) and n(k) represent fading signal, transmitted signal and noise 
respectively. They are baseband complex stationary random processes and 
can be expressed  in complex forms as 
)()()( kjckckc QI += , )()()( kjsksks QI += ,  )()()( kjnknkn QI += . 
where I denotes the in-phase components and Q denotes the quadrature 
components. The in-phase and quadrature components of a baseband 
complex random process have independent and identical distribution (i.i.d). 
• c(k), s(k) and n(k) have variance 1, 2sσ  and 2nσ  respectively. In this study, 
fading signal c(k) is modeled as a Rayleigh fading, which is a zero-mean 
complex-valued random process and its variance is normalized to unity. s(k) 
is from the 16-QAM data symbol set, which has zero mean as discussed in 
Section 2.1. Noise term n(k) is the zero-mean additive white Gaussian noise 
throughout the study. Therefore c(k), s(k) and n(k) are all zero-mean random 
process and each component random process, i.e. in-phase component or 
quadrature component, is zero mean. Thus we obtain 5.0)()( 22 == QI cEcE , 
222 5.0)()( sQI sEsE σ== , and 222 5.0)()( nQI nEnE σ== . 
• s(k) and n(k) are independent identical distributed (i.i.d) random variables for 
different values of k. This implies that their power spectrums are constants 
over the frequency range of bandwidth. 
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Besides above assumptions, the following notations are defined to simplify the 
discussion. 
{ }22 )()(E)(2 lkrkrlR
r
−=   Denotes the autocorrelation of 2)(kr  
{ }22 )()(E)(2 lkckclRc −=   Denotes the autocorrelation of 2)(kc  
{ }22 )()(E)(2 lkskslRs −=   Denotes the autocorrelation of 2)(ks  
{ }22 )()(E)(2 lknknlRn −=  Denotes the autocorrelation of 2)(kn  
and ))((and))((),)(( 222222 knEksEkcE nsc === σσσ  denote the variance of 
signal c(k), s(k) and n(k) correspondingly.  
Before starting with the discussion of 2)(kr , we need to know )(2 lRc , )(2 lRs  
and )(2 lRn . According to the definition of autocorrelation function, for a complex-
valued stationary process c(k) 
    { })()(
2
1)( lkckclRc −Ε= ∗  
       
{ })]()([)]()([
2
1 lkjclkckjckc QIQI −−−+Ε=  
       
{ }{ })]()([)]()([)]()([)]()([
2
1 lkckclkckcjlkckclkckc IQQIQQII −−−+−+−Ε=  
       
{ })()([)()(
2
1 lRlRjlRlR cIcQcQcIcQcI −++=  
        = )(lRcI ,                                                                                                       (B.1) 
where )(lRcI and )(lRcQ are autocorrelation functions of the in-phase component 
)(kcI  and the quadrature component )(kcQ  respectively; )(lR cQcI  and )(lR cIcQ  are 
the cross-correlation of these two components. The results of (B.1) is obtained 
based on the assumption that )(kcI and )(kcQ are independent, identically 
distributed, zero-mean Gaussian random process.   
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Therefore, the autocorrelation function of  2)(kc  is given as 
{ }22 )()()(2 lkckclRc −Ε=  
           
{ })]()([)]()([ 2222 lkclkckckc QIQI −+−+Ε=  
           
{ })()()()()()()()( 22222222 lkckclkckclkckclkckc IQQIQQII −+−+−+−Ε=  
           
{ } { } { })()()()()()(2 222222 lkckclkckclkckc IQQIII −Ε+−Ε+−Ε=  
                   
{ } { } { })()(2)()(2 2222 kckclkckc QIII ΕΕ+−Ε=             
                   
2
2
2
12)(2 2 


+= ccI lR σ  
                   .
2
1)(2 2 += lRcI                                                                                 (B.2) 
Equation (B.2) is obtained based on the assumptions that 12 =cσ  and the in-phase 
and the quadrature components are i.i.d. and zero mean.                                
According to Papoulis in [22], if random variable v is a normal stationary 
process with zero mean and autocorrelation )(τvR , and 2)0( vR σ=v , for another 
random process z = v2, the autocorrelation of z is expressed as      
                  ).(2)0()()( 222 τττ vvvz RRRR +==                                                    (B.3) 
So we have 
                       ).(2)0()( 222 lRRlR cIcIcI +=                                                         (B.4) 
Substituting (B.4) into (B.2) gives 
                                     1)(4)( 22 += lRlR cIc                                                         (B.5) 
and when 0=l ,  we get 2)0(2 =cR .  
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In the similar way, the autocorrelation function for 2)(ks  and 2)(kn  are given 
as 
       
{ }22 )()(E)(2 lkskslRs −=  
                 
{ })]()([)]()([E 2222 lkslksksks QIQI −+−+=  
                 
{ })()()()()()()()(E 22222222 lkslslkskslkskslksks IQQIQQII −+−+−+−=  
          
22 )
2
1(2)(2 2 ss lR σ+=  
          
[ ] 422
2
1)(2)0(2 ssIsI lRR σ++=  
          
4
2
24
2
1)(
2
14
2
1
slss l σδσσ +


+=  
          
44 )( sls l σδσ += .                                                                                  (B.6) 
and  
       
{ }22 )()()(2 lknknElRn −=  
           
44 )( nln l σδσ += .                                   (B.7) 
In equation (3.3), the squared magnitude of received signal 2)(kr  is expressed 
as 
                    
[ ])()()(Re2)()()()( 2222 knkskcknkskckr ∗++= ,                     (B.8) 
and thus the autocorrelation of 2)(kr is expressed as 
{ }22 )()()(2 lkrkrElR
r
−=  
           
[ ]{ }{ )()()(Re2)()()( 222 knkskcknkskcE ∗++=  
              
[ ]{ }})()()(Re2)()()( 222 lknlkslkclknlkslkc −−−+−+−−× ∗   
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{ }{ { }
  
11
222222 )()()()()()(
−
−+−−=
Term
lknknlkskslkckcE     
                  
{ } { }
  
21
222222 )()()()()()(
−
−−+−+
Term
knlkslkclknkskc   
                    
2
)]()()(Re[)]()()(Re[4
Term
lknlkslkcknkskc −−−+ ∗∗
      
                  
[ ]{ }
  
3
222 )()()()()()(Re2
Term
lknlkslkcknkskc −+−−+ ∗   
                  
[ ]{ }}
  
4
222 )()()()()()(Re2
Term
knkskclknlkslkc +−−−+ ∗ .                   (B.9) 
Term 3 and Term 4 in the above equation equal to zero after being taken 
ensemble average, because the random processes s(k) and n(k) are zero mean. Term 
2 is expanded using the real and imaginary parts of random signal as 
{ })]()()(Re[)]()()(Re[4 lknlkslkcknkskcE −−− ∗∗   
{ }{ )()()()()()()()()()()()(4 knkskcknkskcknkskcknkskcE QQIQIQIQQIII ++−=  
   
{ )()()()()()( lknlkslkclknlkslkc IQQIII −−−−−−−×    
   
}})()()()()()( lknlkslkclknlkslkc QQIQIQ −−−+−−−+  
{ )()()()()()(4 lknlkslkcknkskcE IIIIII −−−=  
    )()()()()()( lknlkslkcknkskc IQQIQQ −−−+  
    )()()()()()( lknlkslkcknkskc QIQQIQ −−−+  
    
})()()()()()( lknlkslkcknkskc QQIQQI −−−+  
{ )()()()()()(4 lRlRlRlRlRlR nIsQcQnIsIcI +=  
    
})()()()()()( lRlRlRlRlRlR nQsQcInQsIcQ ++  
)()()(16 lRlRlR nIsIcI= ,                                                                                      (B.10) 
 120 
In the above equation, )(kcI , )(ks I  and )(knI  are in-phase components of 
complex c(k), s(k) and n(k) respectively; )(kcQ , )(ksQ  and )(knQ  are quadrature 
components. Let )(lRxy denote the autocorrelation function for the y components of 
x signal, where x represents c, s or n and y represents I or Q. For instance, )(lRcI is 
the autocorrelation function for the in-phase component of fading signal c(k). If we 
further assume s(k) and n(k) are white random processes with variance 2sσ  and 2nσ  
respectively, and c(k) has unit variance, then B.10 can be further reduced to 
 )(2)()()(16 22 llRlRlR lnsnIsIcI δσσ= ,                                                        (B.11) 
Term 1-1 is equal to 
])([])()[()()()( 44442222 nlnslscnsc lllRlRlRlR σδσσδσ +++=+ ,                 (B. 12)                                       
Term 1-2 in B.9 can be simplified to 
{ } { }{ }222222 )()()()()()( knlkslkclknkskcE −−+−  
{ } { } { }222 )()()(2 knEksEkcE=  
222 ns σσ= ,                                                                                                    (B.13) 
Substituting equations (B.11), (B.12) and (B.13) into equation (B.9), the 
expression of )(2 lR
r
 is finally given as 
)(22])([])()[()( 2222444422 llllRlR lnsnsnlnslscr δσσσσσδσσδσ +++++=  
42242244 2)(]2)0([)( 22 nnslnnsscsc lRlR σσσδσσσσσ +++++=  
( ) ( ) .)(22]1)([ 222422442 nslnnsssc llR σσδσσσσσ +++++−=                         (B.14) 
Taking Fourier transform on both sides of (B.14), we obtain the power 
spectrum of 2)(nr as 
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).()()22()]()([)( 22242244 22 fffSfS nsnnsscsr δσσσσσσδσ +++++−=   (B.15) 
This equation plays a key role in development of the fading signal estimation in 
Chapter 3. The spectrum of  |r(k)|2 is illustrated in Fig. 3.1. 
Taking discrete time Fourier transform of (B.5), i.e. the autocorrelation of 
|c(k)|2 , we obtain the power spectrum of |c(k)|2, 
{ }
).()()(4
)()()(4
1)(4F)( 22
ffSfS
ffSfS
lRfS
cc
cIcI
cIc
δ
δ
+∗=
+∗=
+=
                                                             (B.16) 
where F[A] means the Fourier transform of A and the symbol ∗  represents the 
convolution operation. Equation (B.15) shows that the power spectrum of |c(k)|2 is 
made of two components, covariance spectrum and a spectral line at  f = 0. The 
covariance spectrum is a self-convolution of the power spectrum for c(k) and it 
represents the variation in |c(k)|2. Due to the convolution operation, the bandwidth 
of spectrum )()( fSfS cc ∗ is twice the bandwidth of )( fSc . That means the highest 
frequency components in |c(k)|2 is two times of the maximum Doppler shift in c(k), 
and this is due to the nonlinear effect of the square law device. The spectral line at 
dc frequency indicates the mean value of |c(k)|2.  
 
 
