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Abstract
There are many approaches is use today to either prevent
or minimize the impact of inter-query interactions on a
shared cluster. Despite these measures, performance is-
sues due to concurrent executions of mixed workloads still
prevail causing undue waiting times for queries. Analyz-
ing these resource interferences is thus critical in order to
answer time sensitive questions like who is causing my
query to slowdown in a multi-tenant environment. More
importantly, dignosing whether the slowdown of a query
is a result of resource contentions caused by other queries
or some other external factor can help an admin narrow
down the many possibilities of performance degradation.
This process of investigating the symptoms of resource
contentions and attributing blame to concurrent queries is
non-trivial and tedious, and involves hours of manually
debugging through a cycle of query interactions.
In this paper, we present ProtoXplore - a Proto or
first system to eXplore contentions, that helps administra-
tors determine whether the blame for resource bottlenecks
can be attibuted to concurrent queries, and uses a method-
ology called Resource Acquire Time Period (RATP) to
quantify this blame towards contentious sources accu-
rately. Further, ProtoXplore builds on the theory of
explanations and enables a step-wise deep exploration
of various levels of performance bottlenecks faced by a
query during its execution using a multi-level directed
acyclic graph called Proto-Graph. Our experimental
evaluation uses ProtoXplore to analyze the interac-
tions between TPC-DS queries on Apache Spark to show
how ProtoXplore provides explanations that help in
diagnosing contention related issues and better managing
a changing mixed workload in a shared cluster.
1 Introduction
There is a growing demand in the industry for autonomous
data processing systems [10]. Some critical roadblocks
need to be addressed in order to make progress towards
achieving the goal of automation. One of these road-
blocks is in ensuring predictable query performance in a
multi-tenant system. “ Why is my SQL query slow?” This
question is nontrivial to answer in many systems. The au-
thors have seen firsthand how enterprises use an army of
support staff to solve problem tickets filed by end users
whose queries are not performing as they expect. An end
user can usually troubleshoot causes of slow performance
that arise from her query (e.g., when the query did not
use the appropriate index, data skew, change in execution
plans, etc.). However, often the root cause of a poorly-
performing ‘victim query’ is resource contention caused
by some other ‘culprit queries’ in a multi-tenant system
[36, 12, 13, 5, 9]. Diagnosing such causes is hard and time
consuming. Today, cluster administrators have to manu-
ally traverse through such intricate cycles of query inter-
actions to identify how resource interferences can cause
performance bottlenecks.
Should the solution be prevention, cure, or both? Fea-
tures like query isolation at the resource allocation level
provide one approach to address the problem of unpre-
dictable query performance caused by contention. For
example, an admin tries to reduce conflicts by partition-
ing resources among tenants using capped capacities [3],
reserving shares [17] of the cluster, or dynamically regu-
lating offers to queries based on the configured scheduling
policies like FAIR [32] and First-In-First-Out (FIFO). De-
spite such meticulous measures, providing performance
isolation guarantees is still challenging since resources
are not governed at a fine-granularity. Moreover, the al-
locations are primarily based on only a subset of the re-
sources (only CPU in Spark [35], CPU and Memory in
Yarn [31]) leaving the requirements for other shared re-
sources unaccounted for. For example, two queries that
are promised equal shares of resources get an equal op-
portunity to launch their tasks in Spark. However, there
are no guarantees on the usages of other resources like
memory, disk IO, or network bandwidth for competing
queries. For instance, if a task uses more resources due
to skewed input data on a single host, this can result in
higher resource waiting times for tasks of other queries
on this host compared to others.
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However, in practice, an approach based solely on pre-
vention will not solve the problem. Real-life query work-
loads are a mix of very diverse types of queries. For exam-
ple, long-running ETL (Extract-Transform-Load) batch
queries often co-exist with short interactive Business In-
telligence (BI) queries. Analytical SQL queries are sub-
mitted along with machine learning, graph analytics, and
data mining queries. It is hard to forecast what the re-
source usage of any query will be and to control what mix
of queries will run at any point of time. In addition, the
end users who create and submit the queries may have
very different skill levels. All end users may not be skilled
enough to submit well-tuned queries. Thus, a practical ap-
proach to provide predictable query performance should
supplement ‘prevention’ techniques with techniques for
‘diagnosis and cure’.
Our Contributions: This paper focuses on the latter.
We present ProtoXplore, - a Proto or first system
to eXplore the resource interferences between concur-
rent queries that provides a framework to attribute blame
for contentions systematically. ProtoXplore’s foun-
dations are based on the theory of providing explanations.
While there have been several attempts to drill-down to
the systemic root causes when a query slows down, we
believe that ProtoXplore is a first attempt towards us-
ing symptoms of low-level resource contentions to ana-
lyze high-level inter-query interactions. Specifically, we
make the following contributions: (a) Blame Attribu-
tion: We use the Blocked Times [26] values for mul-
tiple resources (CPU, Network, IO, Memory, Schedul-
ing Queue) to develop a metric called Resource Ac-
quire Time Penalty (RATP) that aids us in computing
blame towards a concurrent task.(b) Explanations us-
ing Proto-Graph: We present a multi-level Directed
Acyclic Graph (DAG), called Proto-Graph, that en-
ables consolidation of RATP and blame values at differ-
ent granularity. (c) Web-based UI for deep explo-
ration: Our web-based front-end (to be demonstrated in
SIGMOD’18 [8]) allows users to explore ProtoXplore
and find answers for detecting: (i) hot resources, (ii) slow
nodes, (iii) high impact causing culprit queries, and (iv)
high impact receiving victim queries..
Our experiments evaluate ProtoXplore using
TPCDS queries on Apache Spark. The results of our user-
study [1] shows how ProtoXplore helps user of differ-
ent expertise to reduce debugging effort significantly.
1.1 Related Work
Prevention of Interferences: Approaches like [3, 32]
help an admin control resource allocations in a cluster
executing mixed workloads. Techniques like resource
reservations[17] or dynamic reprovisioning[22] isolate
jobs from the effects of performance variability caused by
sharing of resources. Our on-going research focuses on
prescriptive mechanisms using online explanations gener-
ated from ProtoXplore to avoid interferences.
Diagnosis and Cure: Figure 1 presents a summary of
how our work compares to the following approaches:
(1) Monitoring Tools: Cluster health monitoring tools
like Ganglia [7] and application monitoring tools like
Spark UI [11] and Ambari [2] provide an interface to in-
spect performance of queries.
Table 1: Comparison of ProtoXplore with other ap-
proaches
(Category) Re-
lated Work
OLAP
Work-
loads
Detect
Slow-
down
Detect
Bottle-
necks
Blame
Attri-
bution
Data-
flow
Aware
(1) Ganglia,
Spark UI,
Ambari
✓ ✓
(2) Starfish,
Dr. Elephant,
OtterTune
✓ ✓ ✓
(3) PerfXplain,
Blocked Time,
PerfAugur
✓ ✓ ✓
(3) Oracle
ADDM, DI-
ADS
✓ ✓ ✓ ✓
(4) CPI2 ✓ ✓CPU ✓
(4) DBSherlock ✓ ✓ ✓
ProtoXplore✓ ✓ ✓ ✓ ✓
(2) Configuration recommendation: More recent tools
like Starfish[20], Dr.Elephant[6], and OtterTune[30] an-
alyze performance of dataflows and suggest changes in
configuration parameters. While these approaches helps
in identifying and fixing problems in configurations, it is
hard to predict how these system-wide changes will affect
the resource interferences from inter-query interactions in
an online workload.
(3) Root Cause Diagnosis tools: Performance diagnosis
has been studied in the database community [19, 15, 33],
for cluster computing frameworks [24, 26], and in cloud
based services [27]. The design of ProtoXplore is
based on several concepts introduced in these works:
(a) Database Community: In ADDM [19], Database
Time of a SQL query is used for performing an im-
pact analysis of any resource or activity in the database.
ProtoXplore furthers this approach to provide an end-
to-end query contention analysis platform while also en-
abling multi-step deep exploration of contention symp-
toms. ProtoXplore’s multi-level explanations ap-
proach is motivated from DIADS [15]. They use Anno-
tated Plan Graphs that combines the details of database
operations and Storage Area Networks (SANs) to provide
an integrated performance diagnosis tool. They, however,
do not consider any factors related to the impact of these
queries in affecting the values of low-level metrics. We
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believe that this is really important to do an accurate im-
pact analysis. The problem addressed in DIADS is not
related, but our multi-level explanation framework bears
similarity to their multi-level analysis. Causality based
monitoring tools like DBSherlock [33] use causal mod-
els to perform a root cause analysis. DBSherlock ana-
lyzes performance problems in OLTP workloads, whereas
ProtoXplore focuses on performance issues caused by
concurrency in data analytical workloads. (b) Cluster
Computing: PerfXplain is a debugging toolkit that uses
a decision-tree approach to provide explanations for the
performance of MapReduce jobs. ProtoXplore con-
siders dataflow dependencies and workload interactions
to generate multi-granularity explanations for a query’s
wait-time on resources. Blocked Time metric [26] em-
phasizes the need for using resource waiting times for per-
formance analysis of data analytical workloads; we use
this pedestal to identify the role of concurrent query ex-
ecutions in causing these blocked times for a task. (c)
Cloud: PerfAugur [27] identifies systemic causes for
query slowdown. Finding the root cause for slowdown
is not the focus of ProtoXplore. Our motivation is to
enable an admin dignose whether and why this slowdown
is a result of resource contentions caused by other queries
or some other external factor.
(4) Blame Attribution:
CPI2 [36] uses hardware counters for low-level profil-
ing to capture resource usage by antagonist queries while
the CPI (CPU Cycles-Per-Instruction) of the victim query
takes a hit. Since this approach does not capture multi-
resource contentions at application-level, it suffers from
finding poor correlations when queries impact on other
resources. Blame attribution has also been studied in the
context of program actions [18]. The purpose and appli-
cation addressed in ProtoXplore is totally different.
(5) Other work on explanations in databases: The field
of explanations has been studied in many different con-
texts like data provenance [16], causality and responsi-
bility [25], explaining outliers and unexpected query an-
swers [32, 28], etc. The problem studied and the methods
applied in this paper are unrelated to these approaches.
Roadmap. In Section 2 we describe the key challenges
in analyzing dataflows, multi-resource contentions and at-
tributing blame in a shared cluster. We present our blame
attribution process in Section 4. We describe the construc-
tion of Proto-Graph in Section 6. Our experimental
and user-study results are in Section 8, and finally con-
clude with on-going and future work in Section 9.
2 Challenges
In this section, we review some challenges for blame at-
tribution and discuss the motivation behind our work.
Example 2.1 Consider the dataflow DAG of a query Q0
in Figure 1 comprising stages s0, s1,⋯, s5. The stage s5
is the final or root stage, whereas the leaves s0, s1, s2
Figure 1: Dataflow DAG of an example query Q0.
scan input data. The stage s3 can start only when all of
s0, s1, s2 are completed. Suppose an admin notices slow-
down of a recurring query Q0 shown in Figure 1 in an ex-
ecution compared to a previous one, and wants to analyze
the contentions that caused this slowdown. The admin can
use tools like SparkUI [11] to detect that tasks of stage s1
took much longer than the median task runtime on host
(i.e., machine) X , and then can use logs from tools like
Ganglia [7] to see that host X had a high memory con-
tention. Similarly she notices that s5 was running on host
Y that had a high IO contention. Further, the admin sees
that stage r3 of another query Q1 was executing concur-
rently with only stage s5 of Q0, while stages u5, u7, u9 of
query Q2 were concurrent with both s1 and s5.
Challenge 1. Assessing Performance bottlenecks:
Use of blocked time [26] alone to compare impact due to
resource contentions can be misleading.
Suppose both the target stages s1 and s5 spent the same
time waiting for a resource (say, CPU); the impact of con-
tention faced by them could still differ if they processed
different sizes of input data. Identifying such dispropor-
tionality in wait-times can help an admin diagnose victim
stages in a dataflow .
Challenge 2. Capturing Resource Utilizations:
Low-level resource usage trends captured using hardware
counters cannot be used towards blame attribution for
queries.
Approaches like capturing the OS level resource utiliza-
tions [36] require computing the precise acquisition and
release timeline of each resource using hardware counters,
and associating them with the high-level abstract task en-
tities. This is non-trivial especially for resources like net-
work (as requests are issued in multiple threads in back-
ground) and IO (requests are pipelined by the OS).
Figure 2: Example overlap of resource usage between
Task1 and Task2. Notice the multiplexing between the
tasks for compute time.
Challenge 3. Capturing Resource Interferences:
CPU Time stolen from concurrent queries is inadequate
to capture multi-resource contentions.
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As shown in Figure 2, tasks can use and be also blocked
on multiple resources simultaneously [26] resulting in
multi-resource interferences between concurrent tasks.
As a result, metrics like stolen time [9] cannot be used
as is to quantify blame as it is used only in the context
of identifying processes that steal CPU time. Capturing
time stolen for multiple resources simultaneously requires
a more involved metric for blame attribution.
Challenge 4. Avoiding False Attributions:
Overlap Time between tasks of a query does not necessar-
ily signal a contention for resources between them.
Today, admins consider only the % overlap between con-
current queries to assign blame, which may lead to faulty
attributions. For example, even if stage s5 of Q0 had to-
tal overlap with IO-intensive tasks of Q2, this contention
may not have impacted s5 owing to its minimal IO activ-
ity (later stages in data analytical queries typically process
less data).
Challenge 5. Analyzing Contentions on Dataflows:
Dataflow dependencies and parallel stage executions
make it harder to diagnose the root cause of overall query
slowdown.
In the above example, stages s1 and s5 of Q0 (in dark
red) were a victim of contention, but there is no easy way
for the admin to know which of these stage of Q0 was
responsible in its overall slowdown. Additionally, diag-
nosing whether Q1 or Q2 (and which of their stages) is
primarily responsible for creating this contention is hard.
Motivation: There are several intricate possibilities even
in this toy example, whereas there may be long chains of
stages running in parallel in a real production environment
making this process challenging. Today admins have lim-
ited means to analyze the impact due to query-interactions
apart from looking at individual cluster utilization logs,
specific query logs, and manually identifying correlations
in both. This forms the motivation of our work.
3 System Overview
ProtoXplore is a system that helps us address the
above challenges using our methodology for blame at-
tribution and our graph-based model used for consolida-
tion of blame. It enabes users to detect contentions on-
line while the queries are executing, or perform a deep
exploration of contentious scenarios in the cluster offline.
Figure 3 shows an overview of ProtoXplore’s archi-
tecture.
In Step (1), an admin uses tools like Spark UI [11]
to monitor the execution of queries and then identifies a
set of queries to be analyzed. Target query and target
stages: Any query in the system can be a potential source
or a target of contention. Each of the queries chosen for
deep exploration in ProtoXplore is termed as a tar-
get query Qt, its stages as target stages, and its tasks as
Figure 3: ProtoXplore System Architecture
target tasks. ProtoXplore currently provides an in-
terface to analyze contentions faced by (i) all stages in the
longest path of execution, (ii) any single stage, and (iii) all
stages in the target query(our default option).
Source query and source stages: We refer to other con-
currently running queries Qs that can possibly cause con-
tention to a target query Qt as source queries (if the
stage(s) of Qs are waiting in the scheduler queue or run-
ning concurrently with the stage(s) of Qt). Stages of Qs
are source stage, and its tasks are source tasks. Finally,
we refer to source queries that cause multi-resource con-
tentions for several concurrent queries with high impact
as aggressive queries.
Once the user submits target queries to ProtoXplore
in step (3), the Proto-Graph Graph Constructor
builds a multi-level graph as described in Section 6 for
these queries (Step (4)). In addition, users can configure
the resources or hosts for which they want to analyze the
contentions. For example, users can diagnose impact of
concurrency on only scheduler queue contentions, or CPU
contention on a subset of hosts, or source queries submit-
ted by a particular user etc. For each task of a target stage,
ProtoXplore computes the RATP and blame metrics
as described in Section 4. The Blame Attributor mod-
ule then consolidates these values for stages, as shown in
Step (5), which are then used to update the node and edge
weights of the graph subsequently. The Explanations
Generator updates a degree of responsibility (DOR) met-
ric for each node, which is then used by the Blame Anal-
ysis API to generate explanations at various granularities
(step (6)). Specifically, we generate three levels of expla-
nations for a query’s slowdown due to resource interfer-
ences, namely Immediate Explanations (IE), Deep Expla-
nations (DE), and Blame Explanations (BE) that lets users
identify sources of contentions at resource, host and query
levels respectively. These explanations are then consumed
in Step (7) by the Rule Generator to output heuristics for
the admin (like alternate query placement, dynamic pri-
ority readjustment for stages and queries). The details of
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rule generation is out of scope of this paper and is focus of
our ongoing research; a preliminary implementation with
basic rules can be found in the demo paper [8]. In step (8),
these rules are stored for the admin to later review and
apply to the cluster scheduler. The web-based interface
presents a dashboard to the admin to visualize cluster and
query performance statistics, contention summary graphs
for a selected workload, hints in selection of target queries
for analysis, top-k sources of impact to the selected target
queries, and the corresponding Proto-Graph [8]. Next,
we discuss the theory behind our Blame Attributor mod-
ule.
4 Blame Attribution
In order to address the challenges 1-4 described in Sec-
tion 2, we develop a metric called Resource Acquire Time
Penalty (RATP) that helps us formulate the blame towards
concurrent tasks.
4.1 Resource Acquire Time Penalty (RATP)
In a δτ interval, let the time spent by a target task tt to
acquire RAδτtt,r,h units of resource r on host h be:
T δτtt,r,h = WTδτtt,r,h + CTδτtt,r,h (1)
where, WTδτtt,r,h is the time spent blocked or waiting for
the resource and CTδτtt is the time spent consuming it in
this interval. For the remaining section, we assume that
the resource r and host h are fixed, so we omit r, h in the
subscripts and other places for simplicity where it is clear
from the context.
Definition 4.1 We define the Resource Acquire Time
Penalty (RATP) for tt for resource r on host h in interval
δτ as:
RATP δτtt = (WTδτtt + CTδτtt )
RAδτtt
(2)
4.2 Slowdown of a task
In the δτ interval, let the capacity of a host h to serve a
resource r be C units/sec (note: r, h superscripts omitted).
Thus, the total used capacity by all consumers of resource
r is bounded by the system capacity C, expressed as:
C = Ctt + C1 + C2 + ⋅ ⋅ ⋅ + Cn + k∑
1
Cki + l∑
1
Cui (3)
where, Ctt is the capacity used by target task tt;C1,C2, . . . Cn are the individual used capacities by n other
concurrent tasks; whereas Cki and Cui represents capaci-
ties used by other k known and l unknown causes. The
minimum time required to acquire resource r on this host
can then be expressed as RATPδτ = 1
C
sec/unit. Thus,
slowdown of task tt due to unavailability of resources is:
Definition 4.2 Slowdown Stt of a task tt in interval δτ
between time τ and τ + δτ is defined as
Sδτtt = (RATPδτtt − RATPδτ)
RATPδτ
(4)
where, RATPδτtt is computed as per Equation 2.
Intuitively, it is the deviation from the ideal resource ac-
quire time on that host. Therefore, the slowdown corre-
sponds to the blame that can be attributed to unavailability
of resources which can be attributed to other tasks running
concurrently with tt on h during its execution, or on other
quantities as shown in Equation 3, giving us:
Sδτtt = ( n∑
1
βδτst→tt)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
p1
+ k∑
1
βδτki→tt + l∑
1
βδτui→tt´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
p2
(5)
Here βδτss→ts is the blame assigned to each of the n concur-
rent tasks executing on the same host during task tt’s ex-
ecution. Wait-times for resources are sometimes also due
to processes that are part of the framework but not a valid
symptom of interferences between tasks. (e.g., garbage
collection for CPU, HDFS replication for network). These
processes impact all concurrent tasks alike for the specific
resource. βδτki→tt gives the blame value assigned to other
known non-concurrency related causes that result in task
tt’s wait-time. Finally, slowdown could be due to a vari-
ety of other causes which are either not known or cannot
be attributed to any concurrent tasks. βδτui→tt captures this
value of slowdown due to systemic issues.
4.3 Slowdown due to Concurrency
The slowdown defined in p2 of Equation 5 is the best case
slowdown for using resource r on host h in the absence of
any interferences due to concurrency. We now derive p1
of Equation 5. First we discuss a simpler case, when there
is a full overlap of tt with concurrently running tasks to
present the main ideas. Then we discuss the general case
with arbitrary overlap between st and tt.
4.3.1 Full overlap of tt with concurrent tasks
Rewriting Equation (3) using RATP values to account for
capacities used by running tasks (omitting the known and
unknown causes) in interval δτ :
1
RATPδτ
= 1
RATPδτtt
+ 1
RATPδτ1
+ 1
RATPδτ2
+ ⋅ ⋅ ⋅ + 1
RATPδτn
Multiplying by RATPδτtt and subtracting 1 on both sides
yields,
RATPδτtt − RATPδτ
RATPδτ
= RATPδτtt
RATPδτ1
+ ⋅ ⋅ ⋅ + RATPδτtt
RATPδτn
The left hand side above is the increase in RATP of tar-
get task and thus represents its slowdown Sτtt given by
(Definition 4.2)
Sδτtt = [ ∑
st∈ n
RATPδτtt
RATPδτst
] (6)
Each term on the right hand side of the above equation
is contributed by one of the source tasks concurrent to task
tt, and corresponds to blame attributable to a source task
st in this interval, that is, βτst→tt = RATPτttRATPτst .
5
4.3.2 Partial overlap with concurrent tasks
The above derivation works for a time interval in which all
concurrent tasks have a total overlap with tt. In practice,
they overlap for different length of intervals as can be seen
from Figure 4. As a result, we cannot use Equation (6)
directly to attribute blame to a source task st. To derive
blame for this scenario, we divide the total duration T =
ttend − ttstart of task tt’s execution time in δτ intervals
such that in each δτ time-frame the above Equation (6)
holds.
Let S1,S2, . . . ,Sm be the slowdown in each of the
m = T
δτ
intervals of the task’s execution. This gives us
the mean slowdown of tt as (Ttt is the execution time of
tt):
Smean = δτ
Ttt
∑
k∈mSk
Substituing the value of slowdown Sk in the kth interval
using Equation (6),
Smean = δτ
Ttt
∑
k∈m ∑st∈θk RATP
k
tt
RATPkst
where, θk is the set of source tasks that are concurrent in
the kth interval with task tt.
In order to understand the contribution of each source task
towards the mean slowdown, the double summation can
be rearranged as.
Smean = ∑
st∈θ ∑k∈m′ RATP
k
tt
RATPkst
δτ
Ttt
where, for each st, m′ is the number of intervals from
time ttstart to ttend in which st overlaps with tt. The
outer sum is now on the set of all tasks, θ, that had an
overlap with tt.
The above equation in the limiting case is:
Smean = ∑
st∈θ [∫ o
end
st,tt
ostartst,tt
RATPtt
RATPst
dt
Ttt
] (8)
where, oendst,tt - o
start
st,tt is the overlap time between tasks
tt and st. The integral inside the summation is the total
blame towards a source task st, giving us the definition of
blame:
Figure 4: An example overlap between concurrent tasks.
Proposition 4.3 The blame βδτss→tt for the contention
caused by a task st of a source query to the task tt of
a target query on host h for resource r in interval τ to
τ + δτ can be expressed as
βδτst→tt = 1
Ttt
[∫ oendst,tt
ostartst,tt
RATPδτtt
RATPδτst
dδτ] (9)
where, oendst,tt, o
start
st,tt denote the ending and starting points
of the overlap time between tasks tt and st (on host h),
and Ttt is the total execution time of task tt.
5 Implementation
In this section, we discuss how we derive blame in prac-
tice, the supported resources for analyzing blame, and the
metrics support we have instrumented in Spark.
5.1 Blame Formulation using Blocked Time
A task continues to execute even when its resource request
is not completely fulfilled (especially for IO and Net-
work) [26]. This is because these resources are pipelined
to it by background application threads or by the OS.
Hence a source task’s real impact (attributable blame) is
only to the extent that the target task is blocked for the
resource. This adjustment is also important to predict the
expected speed up of target task more accurately. If an ad-
min decides to kill a source task because of its contention
then he can only expect an improvement proportional to
target task’s blocked time (not its entire resource acqui-
sion time). The blocked time WTδτtt,r,h values (see Equa-
tion 1) are also relatively more easier to capture as shown
in [26]. We thus define an adjusted RATP for a task tt as:
RATP-blocked δτtt = WTδτtt
RAδτtt
(10)
For the source task though, we continue to use the en-
tire interval δτ as time spent to acquire RAδτst units of re-
source instead of its blocked time. This lowers the at-
tributable blame further but allows us to account for those
sources whose blocked time may not be available (espe-
cially terms of p2 in Equation 5) For clarity, we represent
this as max RATP which for a source st is as:
RATP-max δτst = δτ
RAδτst
(11)
The blame value we use is therefore:
β-blocked δτst→tt = 1
Ttt
[∫ oendst,tt
ostartst,tt
RATP-blocked δτtt
RATP-max δτst
dδτ] (12)
As blocked time in an interval is bound by the total in-
terval length, β-blocked δτst→tt ≤ βδτst→tt.
5.2 Handling Known Causes:
A query may experience slowdown due to myriad rea-
sons like systemic issues (executors getting killed, ex-
ternal processes, etc), the query’s own code (used the
wrong index, change in query plan, etc.) and many more.
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The wait-time for every resource can be attributed to any
of these issues besides concurrency. On the other hand,
concurrenct executions may have additional indirect con-
sequences like slowdown of a task due to increase in
garbage collection time owing to a previously executed
resource-intensive task, etc. Research in the area of di-
agnosing such known and unknown systemic causes for
performance degradation is well established [24, 33, 21],
which is out of the scope of discussion of this paper. Al-
though ProtoXplore’s primary focus is to account for
the βδτst→tt term, it also comes pre-configured for attribut-
ing blame to select known causes like JVMGCTime (cpu),
HDFS repartitioning (IO) and RDD storage (Memory)
etc. ProtoXplore also allows adding known causes via
its feedback module where users with domain knowledge
and prior experience with ProtoXplore can configure
support for them. ProtoXplore also avoids false attri-
bution by using catch-all term for unknown causes as we
show next.
5.3 Avoiding False Attributions:
Our quantification of blame β-blocked st→tt enables us
to distinguish between legitimate and false sources of
contention owing to the following characteristics: (i)
Since the blame is computed only for periods where tt
is blocked for resource r during the overlap period, the
blame on st is zero if tt’s wait-time is zero during the
overlap. (ii) If both st and tt are not waiting for the same
resource in the overlapping time (see Challenge 4), st
does not qualify for blame. Blame attribution using mere
overlap time can miss this subtlety. (iii) Finally, slowdown
could be due to a variety of other causes which are either
not known or cannot be attributed to any concurrent tasks.
To handle these cases, ProtoXplore creates a synthetic
unknown source query in the framework. We assume that
such a query overlaps with all tasks of every query on ev-
ery host of execution. For every resource, we then keep a
track of the system-level resource used values (currently
ProtoXplore is configured for IO bytes read/written
and network bytes read resources) during each execution
window. We compute the total-unaccountable-resource
by subtracting the resource acquired values for all tasks
running during that window from the system-level metric.
The blame attributed to this unknown source is then com-
puted by using the RAδτst = total-unaccountable-resource
in the RATP-max δτst computation of Equation 12.
5.4 Supported Resources
The values of resource acquired RAδτtt for most resources
like input or output bytes, shuffle bytes read, etc., and
some wait-time metrics like fetch-wait-time, shuffle-write-
time and scan-time for a task are available through Spark’s
default metrics. For additional metrics (denoted with a su-
perscript ∗ against them) and time-series data we added
instrumentation to Spark and built per-host agents (for
system metrics). In each window of data collected during
task tt’s execution, we consider contention for the follow-
ing resources on host h:
• Network: We compute RATPnetwork using the Network
Wait Time (NWT) or fetch-wait-time metric from Spark.
The value of resource acquired RAnetwork is the shuffle
bytes read metric in that window.
• Memory: To capture the contention for process-
managed memory , we compute (i) RATPstorage−mem
using storage memory wait time (SMWT∗) and storage
memory acquired∗, (ii) RATPexec−mem using execution
memory wait time (EMWT∗) and execution memory ac-
quired∗ metrics.
• IO: We compute the RATP for IO Read RATPio−read us-
ing scan-time and bytes read in the scan operation. For
IO Write, its RATPio−write is given using shuffle-write-
time and shuffle-bytes-written metrics in Spark.
• CPU: Apart from above resources, a task’s execution
can wait due to other reasons like os scheduling wait
,acquiring locks/monitors, priority lowering etc. We
capture (a) monitor and lock wait time metrics from
JMX (b) garbage collection wait time from spark ex-
isting metrics and (c) attribute all other wait time to os
scheduling delay. We deal with garbage collection spe-
cially by creating a synthetic GC query in our model
as a possible source of contention. This query is mod-
eled to have a single long running task on each execu-
tor. This task is assumed to block all other tasks during
the duration of its execution. We also attribute the re-
maining unaccounted wait time in an interval to the OS
scheduling wait time. As the blame due to a concurrent
task is based on RATP ratios, any error in this way of
accounting for scheduling wait is minimized to a large
extent. Finally for each of the above CPU-impacting
wait-times, we use the value of executor-cpu-time as the
resource acquired.
5.5 Frequency of Metrics Collection:
For each task tt, we added support to collect the time-
series data for its wait-time and the corresponding data
processed metrics at the boundaries of task start and fin-
ish for all other tasks st concurrent to tt. Figure 5 shows
the four cases of task start end boundaries concurrent to
target task tt. That is, instead of collecting the timeseries
data at regular δτ intervals as shown in Figure 4, we cap-
ture it only for concurrency related events that can have
an impact on a task’s RATP values. Note that with this
approach, the extent of each δτ depends on the frequency
of arrival and exit of concurrent tasks, thus enabling us to
capture the effects of concurrency on a task’s execution
more accurately.
However, if the arrival rate of concurrent tasks is low,
this can affect the distributions of our metric values. To
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Figure 5: We collect metrics data at concurrent task start
and end boundaries.
address this, we also record the metrics at heartbeat inter-
vals in addition to above task entry and exit boundaries.
On the other hand, for workloads consisting of tasks with
sub-second latency, our approach gives more fine-grained
windows for analysis. Section 8 compares the impact of
both the approaches on the quality of our explanations.
6 iQC-Graph
In the previous section, we discussed our methodology
to assign blame towards a concurrent task st for causing
contention to a target task tt. As seen previously, a query
typically consists of a dataflow of stages where each stage
is composed of multiple parallel tasks. In order to con-
solidate blame caused or faced by a query, we construct
Proto-Graph, a multi-layered directed acyclic graph.
6.1 Levels in Proto-Graph
We now describe the levels in Proto-Graph (the full
pseudo-code for constructing it can be found in [23] due
to space constraints). Level 0 and Level 1 contain the tar-
get queries and target stages respectively – these are the
queries or stages that the admin wants to analyze. On
the other end of Proto-Graph, Level 6 represents all
source queries, while Level 5 contains all source stages,
which are the queries and stages concurrently running
with the target queries. Note that it is important to sep-
arate the queries and their stages in two different levels at
both ends of Proto-Graph- this is to diagnose impacts
from and to multiple stages of a query.
The middle three levels – Levels 2, 3 and 4 (described
shortly) – keep track of causes of contentions of different
forms and granularity that enable us to connect these two
ends of Proto-Graph with appropriate attribution of
responsibility to all intermediate nodes and edges. Levels
2, 3, and 4 answer the impact questions described above
respectively.
6.2 Vertex Contributions
For each node u in the graph, we assign weights, called
Vertex Contributions denoted by VCu, that are used later
for analyzing impact and generating explanations. Specif-
ically, VCu measures the standalone impact of u toward
the contention faced by any target query vertex in Level-0.
The VC values of different nodes are carefully computed
at different levels by taking into account the semantics of
respective nodes. For Level 0 target query, Level 5 source
stage, and Level 6 source query vertices, we currently set
VCu = 1 for all nodes u in each level. Our admin inter-
face allows to configure these based on the requirements
of the workload, e.g. assign higher weights to queries from
certain users, or SLA-driven queries. For the Level 1 tar-
get stage vertices, we set this to the cumulative CPU time
(i.e., the work done) by stage s in order to assign higher
impacts through stages that get more work done. We now
describe Levels 2-4, and show how we compute these val-
ues for them.
Level 2 - Track Resource Level Contentions: For each
target stage in Level 1, we add five nodes in Level 2 cor-
responding to each of the resources, namely scheduling
slots, CPU, network, IO and memory. From Equation 2,
the RATP of a task tt for resource r during its execution
from time tstart to tend (integrate over all δτ intervals) on
host h (superscripts r, h ommitted) is:
RATPtt = ∫ τendtt
τstarttt
RATPδτtt dδτ (13)
For each node u in Level-2, we assign its V C`2u to be
the cumulative RATP for all tasks of this target stage vertex
in Level-1 as:
VC`2u =∑
tt
∫ τendtt
τstarttt
RATP
τ,r,h
tt dδτ (14)
Level 3 - Track Host Level Contentions: Level-3 un-
folds the components of wait time distribution of a target
stage further to keep track of the RATP-blocked values of
each stage for a specific resource on each host of its execu-
tion. First, we find all the hosts that were used to execute
the tasks of a particular target stage. Then, for everynode
in Level 2 corresponding to resource r, we add Pr × H
new nodes in Level 3, where Pr is the number of differ-
ent requests that can lead to a wait time for resource r,
and H is the number of hosts involved in the execution
of this target stage. For instance, the IO bottleneck of a
target stage can be explained by the distribution of time
spent waiting for IO READ and IO WRITE. Therefore, for
r = IO, Pr = 2, and for each host we add two nodes for
IO BYTES READ RATP and IO BYTES WRITE RATP
in Level 3. The Level-3 nodes for other resources are gen-
erated as discussed in Section 5.4.
The value of VC`3u is set similar to Equation 14 except
that the summation is done over all tasks of a target stage
(denoted as h − tasks) executing only on host h in ques-
tion.
VC`3u = ∑
tt∈h−tasks∫ τ
end
tt
τstarttt
RATP
τ,r,h
tt dδτ (15)
Level 4 - Linking Cause to Effect: For each node v in
Level 3 corresponding to a target stage, host h, and type
of resource request r, if the tasks of this target stage were
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executing concurrently with tasks belonging to P distinct
source stages on host h, we add P nodes u in Level 4
and connect them to v. The VC`4u of each node is then
computed from the blame attribution of all target stages
in Level 3 that it can potentially affect.
VC`4u = ∑
tt∈h−tasksβ-blocked
r,h
st→tt (16)
6.3 iQC-Graph by example
In example 2.1, suppose the user selects Q0 as the target
query, and wants to analyze the contention of the stages
on the critical path. First, we add a node for Q0 in Level
0, and nodes for s1, s3, s4, s5 in Level 1. Then in Level
2, for each of these stages, the admin can see five nodes
corresponding to different resources. Although both s1
and s5 faced high contentions, using Proto-Graph the
admin can understand questions such as whether the net-
work contention faced by stage s5 was higher than the IO
contention faced by stage s1, and so on.
Figure 6: Proto-Graph illustrating the details in Exam-
ple 6.3
Suppose only the trailing tasks of stage s1 executing
on host Y faced IO contention due to data skew. Us-
ing Proto-Graph, a deep explanation tells the user that
IO BYTES READ RATP on host Y for these tasks of s1
was much less compared to the average RATP for tasks
of stage s1 executing on other hosts. This insight tells the
user that the slowdown on host Y for tasks of s1 was not
an issue due to IO contention. If the user lists the top-k
nodes at Level-3 using our blame analysis API, she can
see that the network RATP for tasks of stage s5 on host X
was the highest, and can further explore the Level-4 nodes
to find the source of this disproportionality.
Since stage r3 of source queryQ1, and stages u5, u7, u9
of another source query Q2 were executing concurrently
on host X with stage s5 of Q0, the user lists the top-k
Level-4 vertices responsible for this network contention
for s5. The blame analysis API outputs stage u7 of query
Q2 as the top source of contention. Figure 6 shows some
relevant vertices for this example to help illustrate the lev-
els in Proto-Graph.
Discussion: Note that we consider the cumulative RATP
values for computing stage-level values (in Equation 14
and Equation 15). The other alternative approaches in-
clude considering max or average values for the tasks in a
stage; however, sum captures the total cluster time (sim-
ilar to the notion of Database Time in [19]) spent on wait-
ing for resources per unit data by each stage and, thus,
enables us to analyze the overall slowdown of a stage in
the cluster.
7 Explanations
In this section, we describe how the choice of a graph-
based model enables us to consolidate the contention and
blame values for generating explanations for a query’s pe-
formance.
7.1 Generating Explanations
The Explanations Generator module in ProtoXplore
uses the VC values to update two metrics, namely Impact
Factor (IF) and Degree of Responsibility (DOR). We set
the IF as edge weights and DOR as the node properties.
Impact Factor (IF): Once the Vertex Contributions VCu
of every node u in Proto-Graph is computed to esti-
mate the standalone impact of u on a target stage, we com-
pute the Impact Factor IFuv on the edges (u, v). This en-
ables us to distribute the overall impact received by each
child node v among its parent nodes u-s. For instance,
IFuv from a DE node u to an IE node v gives what frac-
tion of total impact on an IE node can be attributed to
each of its parent DE nodes. Figure 7 shows an example
of the impact received by node u1 from nodes v1, v2, v3.
Figure 7: Example computation of DOR from IF and VC
values.
The IF values of the edge weights are used to generate
explanations as follows:
An explanation in ProtoXplore takes the form:
Expl( tq, ts, res, res′, host, ss, sq, P)
where ,
tq denotes the target stage being explained by φ; ts
denotes the target stage being explained by φ; res∈ CPU,Memory, IO,Network,Scheduling; res’ is
the type of resource impacted (see Section 5.4); host is
the host of impact; ss is the stage of the concurrent query
that has caused impact; sq is the impacting source query;P is the cumulative weight of the path originating from
sq and ending at tq.
9
7.2 Contention Analysis using iQC-Graph
A top-k analysis lets user specify the number of top expla-
nations she is interested in. Additionally, ProtoXplore
consolidates the explanations further to aggregate respon-
sibility of each entity (queries, stages, resources and
hosts) towards the contention faced by every target query.
Degree of Responsibility (DOR): Finally we compute the
Degree of Responsibility DORu of each node u, which
stores the cumulative impact of u on a target query t. The
value of DORu is computed as the sum of the weights of all
paths from any node u to the target query node t, where
the weight of a path is the product of all IFvw values of
all the edges (v,w) on this path. If we choose more than
one query at Level 0 for analysis, a mapping of the values
of DOR toward each query is stored on nodes at Level 5
and 6. The computation of DOR of node v3 is illustrated
in Figure 7. It can be noted that since our framework
incorporates impacts originating from the synthetic ‘Un-
known’ source, it enables an admin to rule out slowdown
due to concurrency issues if the impact through this nodes
is high. Using DOR, users can perform the following
use-cases that enable deep exploration of contentions in a
shared cluster:
• Finding Top-K Contentions for Target Queries: For
any query in the workload, users can find answers for:
(a) What is the impact through each resource for its
slowdown? (b) What is the impact through each host for
a specific resource? and, (c) What is the impact through
each source query or source stage on a specific host and
resource combination?
• Detecting Aggressive Source Queries:
ProtoXplore allows the admin to do a top-
down analysis on a source query or source stage to
explore how it has caused high impact to all concurrent
queries. To detect such aggressive queries, we find the
(top-k) Level 6 nodes having the highest value of total
DOR toward all affected queries (recall that for each
source query, we keep track of the DOR value toward
each target query).
• Identifying Slow Nodes and Hot Resources: Perform-
ing a top-k analysis on levels 2 (resources) and 3 (hosts)
will yield the hot resource and its corresponding slow
node with respect to a particular target query. In order
to get the overall impact of each resource or each host
on all target queries, ProtoXplore provides an API
to (i) detect slow nodes, i.e., group all nodes in Level
3 by hosts, and then output the total outgoing impact
(sum of all IF values) per host, and (ii) detect hot re-
sources, i.e., - output the total outgoing impact per wait-
time component nodes in Level 2.
8 Evaluation
Our experiments were conducted on Apache Spark 2.2
[35] deployed on a 20-node local cluster (master and 19
slaves). Spark was setup to run using the standalone
scheduler in FAIR scheduling mode [34] with default
configurations. Each machine in the cluster has 8 cores,
16GB RAM, and 1 TB storage. A 300 GB TPC-DS [14]
dataset was stored in HDFS and accessed through Apache
Hive in Parquet [4] format. The SQLs for the TPC-DS
queries were taken from the implementations in [29] with-
out any modifications.
Workload: Our analysis uses a TPCDS benchmark
workload that models multiple users running a mix of data
analytical queries in parallel. We have 6 users (or tenants)
submitting their queries to their dedicated queue. Each
user runs queries sequentially from a series of randomly
chosen 15 TPCDS queries. When submitting to a queue,
the selection of queries is randomized for each user. The
query schedules were serialized and re-used for each of
our experiments to enable us to compare and contrast re-
sults across executions. During the experiments, our clus-
ter slots were 97% utilized and Ganglia showed around
36% average CPU utilization.
We now describe how ProtoXplore enables deeper
diagnosis of contentions compared to (a) Blocked-Time
Analysis (BTA): we use the values of blocked times for
IO and Network [26] and aggregate them at stage and
query levels, (b) Naive-Overlap: based on overlap times
of query runtimes (a technique popularly used by support
staff trying to resolve who is affecting my query tickets),
and (c) Deep-Overlap: we compute the cumulative over-
lap time between all tasks of a pair of concurrent queries.
(a) (b)
Figure 8: (a) Resource blocked times from ProtoXplore
and BTA approach; (b) Blocked times for IO, CPU and Net-
work.
8.1 Comparison with Baseline
For this experiment, we identify a target query Q43 from
our workload that was 178% slower compared to its un-
constrained execution (when run in isolation). Figure 8a
compares the bottlenecks observed (y-axis is on log scale)
with the BTA method vs the blocked times captured by
ProtoXplore for its impacted stages (other stages had
minimal blocked times to compare). In addition to the
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blocked times from network and IO, ProtoXplore ac-
crues additional blocked times that help to identify poten-
tial causes of slowdown for stages like 21 and 23. Fig-
ure 8b compares the relative per resource blocked times.
The network and CPU blocked time is significantly high
for stages 20 and 22. However, when we compare the
RATP’s for these stages using ProtoXplore, we see in
Figure 9a that the CPU RATP was much higher for mul-
tiple stages compared to their IO RATP, whereas the net-
work RATP was significantly low to even compare. If we
analyze the impact on each of these stages generated using
the explanations module, stage 20 received the maximum
impact through CPU compared to others. This detailed
analysis cannot be obtained from looking at BTA alone.
(a) (b)
Figure 9: (a) RATP for IO and CPU for high-impacting
stages, and (b) their DOR in impacting Q43.
Next, for assessing who is causing the above slowdown
to Q43, we compare our results with Naive-Overlap and
Deep-Overlap. For the overlap-based approaches, high-
est blame is attributed to query with most overlap. It
can be seen from Figure 10 that the top queries that over-
lap differ significantly between Naive-Overlap and Deep-
Overlap. The queries with minimal overlap shown in
Naive-Overlap (Q4 and Q27) have relatively more tasks
executing in parallel on the same host as that of target
query, causing higher cumulative Deep-Overlap. The out-
put from ProtoXplore is more comparable to Deep-
Overlap, but has different contributions. Especially for
Q11, where the tasks had a high overlap with tasks of
our target query Q43, the impact paths showed low path
weights between these end points. A further exploration
revealed that only 18% of the execution windows (cap-
tured via the time-series metrics), showed increments in
CPU and IO acquired values for Q11 for the matching
overlapping windows. Q11 itself was blocked for these re-
sources in 64% of the overlapping windows. Without the
impact analysis API of ProtoXplore, an admin will
need significant effort to unravel this.
8.2 Test Cases
The purpose of our second set of experiments is three-
fold to: (i) verify that ProtoXplore detects symptoms
of contentions induced in our workload and outputs newly
identified sources, (ii) demonstrate how ProtoXplore
achieves this for a running workload, and (iii) how we
(a) (b) (c)
Figure 10: Compare top-5 impacting queries between (a)
Naive-Overlap (b) Deep-Overlap and (c) ProtoXplore.
can perform a time-series analysis with ProtoXplore.
Our test-cases for induced resource contention scenarios
are summarized in Table 2. ProtoXplore detects con-
tentions for Spark’s managed memory, hence the test-case
of Memory-external is out of scope. Note, we were not
able to isolate contention only due to increased shuffle
data as it was always resulting in increasd IO contention
too owing to shuffle write. So induction of network con-
tention in our workload (sql queries) was not possible. We
now share our induction methodology and observations:
8.2.1 CPU-Internal
For this experiment, we use the same workload as before
(the schedules were serialized), and induce contention
query Qcpu−int shown in Listing 1 along with our target
query Q43. This query Qcpu−int exhibits the following
characteristics: (a) low-overhead of IO read owing to a
scan over two small TPCDS customer tables each con-
taining 5 million records stored in parquet format, (b) low
network overhead since we project only two columns, (c)
minimal data skew between partitions as the join is on
c customer sk column which is a unique sequential id for
every row and shuffle operation used hash-partitioning ,
and (d) high CPU requirements owing to the sha2 function
on a long string (generated by using the repeat function on
a string column). We now analyze the contentions of tar-
get query Q43 further. Note that our induction can affect
Q43 only to a certain extent owing to multiple aspects of
scheduling on a cluster, for example the concurrency of
tasks of Qcpu−int with tasks of Q43 is dependent on the
number of slots it can get under the configured scheduling
policy. Despite this, ProtoXplore is able to capture
Qcpu−int as one of the top sources in the concerned win-
dow as we show next.
Listing 1: Qcpu−int: CPU-Internal Induction query
wi th temp
( s e l e c t c1 . c f i r s t n a m e as f i r s t n a m e ,
sum ( sha2 (
r e p e a t ( c1 . c l a s t n a m e ,
4 5 0 0 0 ) , 5 1 2 ) ) as shasum
from c u s t o m e r c1 , c u s t o m e r c2
where c1 . c c u s t o m e r s k
11
Table 2: Summary of Induced Contention Scenarios
Test-Case Detail
CPU-Internal User-7 submits a CPU-intensive custom SparkSQL query just after Q43 starts.
CPU-External We inject a CPU-intensive custom query in a seperate Spark application instance.
IO-Internal User-7 submits a IO-intensive custom SparkSQL query at a random time.
IO-External A large 60GB file is read in 256MB block size on every host just after Q43 starts.
Memory-Internal User-7 caches web sales table just before Q43 starts.
= c2 . c c u s t o m e r s k
group by c1 . c f i r s t n a m e )
s e l e c t max ( shasum )
from temp
l i m i t 100 ;
Observations: Figure 11 shows that the CPU utilization
reaches almost 80% during our induction, much higher
than the 36% average utilization for our workload.
Figure 11: Ganglia snapshot showing CPU Utilization when
Qcpu−int was running.
Figure 12 shows the change in DOR values of the
source queries towards Q43. The live analysis windows
cpu live 1, cpu live 2, cpu live 3 and cpu live total show
the periods in which we invoke ProtoXplore to ana-
lyze contentions on Q43. The stacked bars show the rela-
tive contribution from each of the top-5 running sources,
and their heights denote the total contribution from these
five sources. Since we are analyzing contentions on only
Q43, the cpu live 1 window shows no contributions as
Q43 had not started yet. Qcpu−int was induced at the
end of window cpu live 2, hence no contribution from
Qcpu−int in this window. However, as seen in cpu live 3,
once we induceQcpu−int whenQ43 starts, its contribution
of 27% is detected.
Figure 12: DOR ofQcpu−int is about 27% towards queryQ43
during CPU induction.
The end-of-window analysis in cpu live total shows the
overall impact Q43 from all sources during its execu-
tion. Although Qcpu−int caused high contention to Q43
for a period, its overall impact was still limited (0.05%).
Details like this are missed by alternative approaches
like Naive-Overlap) and Deep-Overlap as shown in Fig-
ure 13. Moreover, an analysis with even Deep-Overlap
can mislead the user into attributing about 35% of re-
ceived impact to Q11, whereas, the actual impact output
by ProtoXplore shows less than 1% overall impact
from Q11.
(a) Naive Overlap (b) Deep Overlap
Figure 13: Impact from source queries.
8.2.2 IO-External
To induce IO outside of Spark, we read and dump a large
file on every host in the cluster after the workload stabi-
lizes (at least one query is completed for each user). Let
us call this query as IO − Other. The timing of induc-
tion was chosen such that it overlaps with the scan stage
of Q43. We created a 60GB file on each host and used the
command in 2 to read in blocks of size 256MB using the
below command:
Listing 2: IO −Other: IO-External Induction query
dd i f = ˜ / f i l e 6 0 G B of = / dev / n u l l bs =256
Observations: Figure 14 shows over 1600% aggregate
disk utilization for all nodes (19 slaves) in the cluster
during this period of contention. We analyze impacts
from sources for the following windows: (a) Q43 had not
started in io live 1, (b) io live 2 analysis was done for tar-
get query Q43 just before we induced IO − Other, (c)
io live 3 to io live 5 windows while IO −Other is run-
ning concurrently with Q43 (we omit showing io live 4
due to plotting space constraints), (d) Q43 finishes execu-
tion before io live 6 ,and (e) the io live total window to
analyze overall impact on Q43 from the beginning of the
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Figure 14: Ganglia snapshot showing aggregate IO utiliza-
tion during our external induction.
workload till the end. Figure 15 shows the relative con-
tributions from each of the concurrent sources, showing
that ProtoXplore detects the induced contention first
in io live 3 (shown in green), and outputs an increasing
impact during io live 4 and io live 5 when it peaks.
Figure 15: DOR of source queries towards query Q43
changes as the workload progresses.
8.2.3 Mem-Internal
Since we monitor contention only for the managed mem-
ory within Spark, our internal memory-contention test-
case caches a large TPCDS table (web sales) in mem-
ory just before Q43 is submitted. Let’s call this query as
Qmem−int.
Figure 16: Impact of induced internal memory contention
on Q43.
Observations: We now analyze the impact on Q43 for
the following four windows: (a) mem live 2 is the pe-
riod where both Q43 and Qmem−int had begun execu-
tion together (Q43 had not started in mem live 1), (b)
mem live 3 shows a window where some other queries
had entered the workload, and both Q43 and Qmem−int
were still running, (c) mem live 4 and mem live 5 are
the windows when Q43 was still running and Qmem−int
had finished execution, and (d) mem live total analyzes
the overall impact on Q43 from top-5 sources during its
complete execution window. WhileQ43 was running con-
currently with multiple other queries, Qmem−int causes
more than 40% share of the total impact received once it
begins as shown in Figure 16. Note that Q43 scans store
and store sales, whereas we cached web sales in our in-
duction query.
8.3 Frequency of Data Collection
In this experiment, we analyze the impact of varying the
frequency of collecting time-series data on the quality of
our explanations (i.e.DOR values of the sources) towards
a target query’s performance. Figure 17 shows that as the
intervals reduce from 10s-2s, the accuracy of the DOR val-
ues for all queries (calculated using vector distance) im-
proves and approaches to our ideal case of TE (task-event
and 2s interval collection). This value is highly sensitive
to the task median runtimes of the workload. For example,
a 8s heartbeat time-series collection can miss the impacts
on 6s tasks. Our task-event metrics collection approach,
thus, enables ProtoXplore to generate more accurate
blames. We next discuss the overheads associated with
this instrumentation.
Figure 17: Impact of varying intervals of metrics collection
on explanation DORs. (TE denotes the metrics collection at
task-event boundaries (Section 5.5) in addition to 2s logging.
8.4 Instrumentation
Figure 18c compares the runtime of our workload in Spark
with (grey) and without (blue) our instrumentation for
publishing time-series for the metrics listed in Section 5.4.
The heartbeat was set to 2s and task-event metrics collec-
tion was set to true - a scenario of maximum load that our
instrumentation can put.
Since every node in Levels 2, 3 and 4 corresponds to
a particular target stage, the subgraph formed by these
nodes for one target stage at Level 1 is disjoint from the
subgraph formed by the nodes for another target stage.
They are connected back at Level 5 if multiple target
stages execute concurrently with the same source stage.
This property enables us to construct the subgraphs from
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Figure 18: Time taken by the Graph Constructor (Part (a)) and the Explanations Generator (part (b)) modules in various
steps. Part (c) shows the overhead of our instrumentation on the runtime of queries in the workload.
Level 0 to Level 4 in parallel. Figure 18a shows the
time taken in parsing time-series data and creating our
data model, constructing graph, and times to update the
edge weights (IF) and node weights (DOR). Figure 18b
presents the times spent for different types of analysis al-
gorithms. From our experience, the runtime of this Graph
Constructor module dominates the overall latency of out-
putting explanations in ProtoXplore.
User-Study
Novice Skilled Expert
M P M P M P
Easy 28 80 0 100 0 75
Medium 14 40 0 66 16 60
Hard 16 70 0 66 33 66
Table 3: Percent correct answers - Manual (M) vs
ProtoXplore (P)
8.5 User Study
We performed a user study involving participation from
users with varying levels of expertise in databases, Spark
and in using system monitoring tools like Ganglia.
Briefly, we categorize our users based on their combined
experience in all three of these categories as (a) Novice
(e.g. undergrad or masters database student or users with≤ 1 yr experience), (b) Skilled (e.g. industry profession-
als with 1-3 yrs experience) and (c) Expert (e.g. DB re-
searcher or industry professionals with more than 3 yrs
experience). As such, we had 4 Experts, 2 Skilled and
4 Novice users. This web-based tool enabled the users
to analyze a pre-executed micro-benchmark to answer
an online questionnaire consisting of 10 multiple-choice
questions with mixed difficulty levels. We categorized
our questions as Easy, Medium and Hard based on the
number of steps involved and the time it took to answer
them manually by one of our Experts. At the begin-
ning of study, each user was randomly assigned 5 ques-
tions to be answered with manual analysis using exist-
ing monitoring tools [11, 7]. The users were then shown
the ProtoXplore user-interface (UI) to answer the rest
of the 5 questions. Each question was presented pro-
gressively and the time taken to answer it was recorded
in order to distinguish between genuine and casual par-
ticipants. Note that in the ProtoXplore UI, we pur-
posefully refrained from showing the users the final an-
swers generated by ProtoXplore; instead, we pre-
sented them with plots based on (a) the measured wait-
time and data processed values and (b) consolidated DOR
values at each level that aided the users in selecting their
answers using ProtoXplore tool. This activity enabled
us to match the answers generated from ProtoXplore
with those selected by our Expert users with manual anal-
ysis.
In total, users attempted 54% of our questions requir-
ing manual analysis since they gave up on the remain-
ing questions, whereas they answered 98% of the ques-
tions using ProtoXplore interface. They got 37% an-
swers correct with manual analysis, and 69% right us-
ing ProtoXplore. Table 3 summarizes the results
based on levels of expertise. It shows that using only
visual aids on impact values and resource-to-host RATP
heatmaps, the accuracy of selecting correct answers in-
creased for each type of user compared to manual anal-
ysis. One interesting observation from our user-study
is that once the users were finally given an opportunity
to compare and review their chosen answers with those
generated by ProtoXplore supplemented with a rea-
soning, they agreed to accept the output generated by
ProtoXplore for 90% of the mis-matched answers. In
our results, the time taken by the users in answering the
questions manually was about 19% lesser than the time
they took to answer using ProtoXplore UI. When we
explored further to understand this counter-intuitive re-
sult, we noticed that irrespective of user expertise, most
of them spent significant time in answering the first one or
two questions but then gave up on the answers too easily
for later questions. Whereas, they spent time in exploring
the ProtoXplore UI to attempt more answers.
9 Conclusion
Resource Interferences due to concurrent executions are
one of the primary and yet highly mis-diagnosed causes
of query slowdowns in shared clusters today. This paper
discusses some challenges in detecting accurate causes of
contentions, and illustrates with examples why blame at-
tribution using existing methodologies can be inaccurate.
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To this effect, we propose a theory for quantifying blame
for slowdown, and present techniques to filter genuine
concurrency related slowdowns from other known and un-
known issues. We further showed how our graph-based
framework allows for consolidation of blame and generate
explanations allowing an admin to explore the contentions
and contributors of these contentions systematically.
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