Abstract-We present a formulation of a fuzzy logic system (FLS) that can be used to construct nonparametric models of nonlinear processes, given only input-output data. In order to effectively construct such models, we discuss several design methods with different properties and features. We compare and illustrate systems designed with each one of the methods, using an example on the predictive modeling of a nonlinear dynamic (chaotic) system.
I. INTRODUCTION
F UZZY LOGIC SYSTEMS (FLS's) are nonlinear systems capable of inferring complex nonlinear relationships between input and output variables. The nonlinearity property is particularly important when the underlying physical mechanism to be modeled is inherently nonlinear. The system can "learn" the nonlinear mapping by being presented a sequence of input signal and desired response pairs, which are used in conjunction with an optimization algorithm to determine the values of the system parameters. This is one of the most commonly used learning paradigms, called supervised learning. Even if the process to be modeled is nonstationary, the system can be updated to reflect the changing statistics of the process. Unlike conventional stochastic models used to model such processes, FLS's do not make any assumptions regarding the structure of the process, nor do they invoke any kind of probabilistic distribution model, i.e., they belong to the general family of model-free, data driven, nonparametric methods.
Designing a FLS can be viewed as approximating a function, or fitting a complex surface in a (probably) high dimensional space. Given a set of input-output pairs, the task of learning is essentially equivalent to determining a system that provides an optimal fit to the input-output pairs, with respect to a cost function. In addition, the system produced by the learning algorithm should be able to generalize to certain regions of the multidimensional space where no training data was given, i.e., it should be able to interpolate the given input-output data. Within the framework of approximation, and interpolation theory, it is common among many approximation/interpolation Manuscript received August 29, 1996 ; revised February 18, 1997. This work was supported by the National Science Foundation under Grant MIP-9 419 386. This paper was recommended by Editor J. Choma, Jr.
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Publisher Item Identifier S 1057-7130(97) 07672-6. methods to generate the desired surface using a linear combination of basis functions (typically, nonlinear transformations of the input). As we will show in Section II, a FLS can be expressed as a linear combination of nonlinear functions.
There exists a variety of design methods, such as [1] - [3] , [5] , [7] - [9] , [14] , [15] , [18] - [28] , [30] , [31] , [37] , [39] , [41] , [45] , [46] , to name a few, that can be used to construct FLS's with different properties and characteristics. Some of these design methods are data intensive, some are aimed at computational simplicity, some are recursive (thus giving the FLS an adaptive nature), some are offline, and some are application specific. One of the most widely used methods for constructing FLS's, mainly because of its simplicity, is table-lookup. The one-pass (OP) method [43] , is a table-lookup method that allows us to generate fuzzy rules from given input-output pairs, by performing a simple OP operation on the given numerical and/or linguistic data. The generated fuzzy rules are collected into a common rulebase and combined using fuzzy set theory techniques to construct a final FLS.
The backpropagation (BP) algorithm is one of the main reasons that artificial neural networks have gained so much in popularity. It is a powerful training technique that can be applied to networks with feedforward structure, to turn them into adaptive systems. Since FLS's can be represented as layered feedforward networks [42] , the same concept of BP can be applied, to train all design parameters of the FLS. This can be very advantageous, especially in cases where there exists complex interaction between the explanatory variables of the system we are trying to model. Such systems are sometimes referred to as neuro-fuzzy systems.
In general, adaptive FLS's designed with recursive algorithms such as BP, can have several advantages over similarly designed nonlinear systems: 1) they can utilize information other systems cannot (such as linguistic, or expert information), so they can conceivably achieve a better solution; 2) they can be initialized using relevant expert information, so that the search space during optimization is constrained, which leads to faster convergence; and 3) in some applications, the parameters of a FLS have physical meaning, so that intuition and expertise allow us to appropriately select the values of many of these parameters, in which case only a few need to be updated during training.
As we will show in Section II, FLS's that use the height defuzzifier to map the final output fuzzy set to a crisp value, can be expressed as a linear combination of nonlinear basis functions. Since they are linear in the output space (i.e., the space of the consequent fuzzy sets), linear methods such as recursive least-squares [44] , or orthogonal least-squares [18] , can be used to optimally select the centers of the consequent fuzzy sets in a least-squares sense.
A very important issue in the design of FLS's is determining the number of basis functions, or rules necessary to adequately represent a given system. Given an initial set of basis functions, one wants to select the best possible subset of basis functions for an effective representation. The SVD-QR design procedure [35] enables us to obtain an estimate of the number of necessary basis functions, and then discard basis functions that don't have a significant contribution in the rulebase. In addition, it produces estimates of the centers of the consequent fuzzy sets that are optimal in a least-squares sense.
In Section II, we present an overview of general FLS's, and show how certain classes of FLS's can be expressed as a linear expansion of nonlinear basis functions. In Section III, we describe the problem used to compare different FLS design methods; these methods are presented in Section IV. In Section V, we present our conclusions. A FLS consists of four basic elements ( Fig. 1 ): the fuzzifier, the fuzzy rulebase, the inference engine, and the defuzzifier. The fuzzy rulebase is a collection of rules of the form of , which are combined in the inference engine, to produce a fuzzy output (in essence, the inference engine produces mappings from fuzzy sets to fuzzy sets). The fuzzifier maps the crisp inputs into fuzzy sets, which are subsequently used as inputs to the inference engine, whereas the defuzzifier maps the fuzzy sets produced by the inference engine into crisp numbers.
Fuzzy sets can be interpreted as membership functions that associate with each element of the universe of discourse, , a number in the interval :
The fuzzifier maps a crisp point into a fuzzy set . In the case of a singleton fuzzifier, the crisp point is mapped into a fuzzy set with support , where for and for , i.e., the single point in the support of with nonzero membership function value is . In the case of a nonsingleton fuzzifier, the point is mapped into a fuzzy set with support , where achieves maximum value at and decreases while moving away from . We assume that fuzzy set is normalized so that . Nonsingleton fuzzification is especially useful in cases where the available training data, or the input data to the fuzzy logic system, contain any kind of uncertainty (such as noise, or linguistic imprecision). Conceptually, the nonsingleton fuzzifier implies that the given input value is the most likely value to be the correct one from all the values in its immediate neighborhood; however, because of the presence of uncertainty, neighboring points are also likely to be the correct values, but to a lesser degree.
The shape of the membership function can be determined by the system designer, based on an estimate of the kind and quantity of uncertainty present. It would be the logical choice, though, for the membership function to be symmetric about , since the effect of noise is most likely to be equivalent on all points. Examples of such membership functions are 1) the Gaussian where the variance reflects the width (spread) of ; 2) triangular and, 3) where and are, respectively, the mean and spread of the fuzzy sets. Note that larger values of the spread of the above membership functions imply that a higher degree of uncertainty is anticipated to exist in the given data.
Each input to the FLS, after having been processed through the fuzzifier, will activate each rule in the rulebase to a (possibly) different degree. The fuzzy rules will produce output fuzzy sets which will then be aggregated, typically using -conorm operations, to produce the total output fuzzy set (2) where denotes a sequence of -conorm operations. Most engineering applications of FLS's require a crisp output, therefore the fuzzy set is mapped to a single point, , using a defuzzification operation :
Comparisons of several defuzzification methods based on their computational complexity, weight counting, plausibility, disambiguity, and continuity properties have been performed in [10] and [17] . In those studies, it was determined that the center-of-sums and height methods have more desirable overall properties than the remaining methods. A general way to express an -input single-output FLS with rules in its rulebase is as follows: (4) where denotes -norm operation; denotes a sequence of -norm operations; denotes union of points in the continuum; is a general defuzzifier that maps fuzzy sets in the output space to crisp points in ; is the membership function for the th antecedent of the th rule; is the membership function for the th input fuzzy set; and is the point that maximizes .
In the special case of the modified Height defuzzifier, ([32] , [33] ) (4) can be expressed as a fuzzy basis function (FBF) expansion (5) where denotes the center of the th consequent fuzzy set and is a constant proportional to the uncertainty in (e.g., could be chosen equal to the spread of ). Equation (5) is recognized as a nonsingleton fuzzy logic system (NSFLS), where (6) are the nonsingleton FBF's. In the absence of uncertainty (i.e., when the input fuzzy set becomes a single point), the NSFLS in (5) reduces to the singleton FLS (7) where the FBF's are now given by (8) In our treatment here, we will focus on the singleton FLS (7). For further details on NSFLS's and comparisons with singleton FLS's, see [29] and [32] - [35] .
III. PREDICTIVE MODELING OF CHAOTIC TIME SERIES
Many dynamical systems displaying the phenomenon of chaos fall under the classification of nonlinear oscillators [38] . The Van der Pol oscillator and the Duffing oscillator are some very well-known examples, whose dynamics have been widely studied. In the following sections, we will construct predictive models of a chaotic time series obtained as the solution of Duffing's equation [36] (9)
The approach we adopt here is based on determining a FLS as a model of the chaotic system (9), given past time-series data. The problem of constructing predictive models of chaotic systems is a challenging one, because of the low degree of correlation among consecutive time-series points. The solution of this problem is illustrative of how someone can utilize a nonparametric method such as a FLS to model an unknown system (e.g., a complicated "RC " circuit) treated as a black box. Fig. 2 depicts phase plane plots and amplitude spectra, as well as trajectories of the solution of (9), before and after transition to chaos. It is evident from these plots that after transition to chaos (i.e., when 0.15, 0.30, and 1) there is no apparent structure in the time-series data, in terms of periodic behavior. (9) while it is still periodic. The rightmost column depicts the system's behavior after transition to chaos.
IV. TRAINING METHODS
In this section, we give descriptions of a representative subset of methods for designing FLS's, and discuss the characteristics of each one. We apply all methods to the same problem, and compare their performance. We also examine how some design methods can be used in conjunction with others.
A. OP Method
The OP method (also known as the "Wang-Mendel Method" [6] ) is a simple design method that generates a set of IF-THEN rules by performing a OP operation on the given input-output data, and then combines the rules in a common rulebase, to construct a final FLS. Given a set of input-output pairs (10) where are inputs and is the output, we proceed as follows to construct a FLS: 1) Let and are labels from their corresponding sets . Then, the degree for the th rule, , is defined as (11) In the event of conflicting rules, the rule with the highest degree (11) is kept in the rulebase, and all other conflicting rules are discarded. 4) We generate a combined rulebase comprised both of numerically generated fuzzy rules (as described above) and linguistic information provided by experts. 5) After the combined rulebase is generated, we employ a defuzzification method (such as Center-of-Area, Centerof-Sums, Height defuzzifier), to obtain the crisp output of the FLS. We used the OP method to construct a FLS as a single step predictive model of the -component of the Duffing equation [see Fig. 3(a) ]. We solved (9) using a Runge-Kutta integration routine, and allowed 2000 points of the -component timeseries to elapse, for the transients to die out. Then, we used the next 400 points to design our system, and tested it on 200 out-of-sample points following the training segment. The OP designed system had 100 rules (obtained from the training segment), each with three input variables, (i.e., antecedents), 1, 2, 3, and one output (i.e., consequent)
. The output of the system was the predicted value of . The rules related ( 1, 2, 3) to at time points 1, 2, , from the 400 hundred training points. The out-of-sample mean-squared error, , was 0.0218, and the standard deviation of the out-of-sample residuals was 0.1474. The OP FLS gives reasonably good results; but, as is evident from Fig. 3(a) , it is not that accurate.
B. Recursive Least Squares
In order to achieve fast convergence rate while maintaining good approximation capability, we can design a recursive least-squares (RLS) FLS based on the general formulation (7) of a FLS as a linear expansion of nonlinear FBF's. The RLSdesigned FLS only updates the centers, , of the consequent fuzzy sets; therefore, overall performance depends on the successful selection of and , which remain constant during the adaptation procedure.
Let , and denote real-valued sequences. Let . Given the input-output pairs , the problem is to design a FLS such that (12) is minimized, where is a forgetting factor. Using a method such as the OP (see, also, [42] ), we construct a set of fuzzy rules of the same form as in Section II, and subsequently a FLS of the form of (7) . Collecting all in an -dimensional vector , and all in an -dimensional vector , we can write (7) in a vector form as (13) Since is linear in , the RLS algorithm [16] can be used to update the centers of the consequent fuzzy sets. The recursions for can be obtained by minimizing in (12) , given that is of the form in (7). If we let denote the FBF vector at time instant , the recursions are given by [34] , [42] (14) (15) (16) for
Matrix is initialized to , where is an identity matrix, and is a small positive constant. The initial value of , and the values of the fixed system parameters, can be selected from linguistic information, or from the OP method, so that the supports of the resulting membership functions cover the corresponding universes of discourse.
We employed an RLS-designed system with 100 rules (initially obtained from the OP method) and three inputs, , to produce single step forecasts of the -component of the Duffing equation (see Fig. 3(b) ). The out-of-sample mean-squared error for the RLS-designed system was , and the standard deviation of the residuals was . Fig. 4 depicts the pointwise residual errors produced by the OP designed FLS (dash-dotted line), and the pointwise residual errors produced by the RLS designed FLS. Clearly, performance of the RLS FL forecaster is better than that of the OP forecaster.
C. Back-Propagation (BP) Method
For the development of the BP training algorithm for updating the design parameters of a FLS, we focus on a system with Gaussian antecedent and consequent membership functions, product inference, and height defuzzification, for which:
Given an input-output training pair and , we wish to design a FLS in the form of (17) such that the following error function is minimized: (19) It is evident from (17) , that is completely characterized by , and . Using a steepest descent algorithm to minimize , it is straight forward to obtain the following recursions to update all design parameters of a FLS: (20) (21) (22) where denotes the th basis function. Equations (20)- (22) are referred to as a backpropagation algorithm because of their dependence on error . Singleton FLS's, and the BP update recursions can be generalized to the nonsingleton FLS case [34] ; nonsingleton FLS's can also be trained to account for uncertainty at the input, by training for a parameter proportional to the spread (or width) of the input fuzzy sets.
A 100-rule, three input BP-trained FLS, designed as a single step predictor of the -component of the Duffing equation [see Fig. 5(a) ], had out-of-sample mean-square error 0.000 48, and residual standard deviation 0.0219. The input and output variables were the same as the OP-and RLStrained FLS's, and the initial parameter values used in the BP algorithm were determined using the OP method. A total of 700 parameters [(2 per input 3 inputs 1 consequent center)
100 rules] were updated using the BP algorithm. For this data, the RLS FL forecaster outperformed the BP FL forecaster. This is not a surprising result, because even though all the design parameters of the BP trained FLS are updated, the BP algorithm converges (typically to a local minimum) much slower than the RLS algorithm. 
D. Singular-Value-QR Decomposition Method
In this section, we show that, by appropriate analysis of a FBF matrix , we can extract useful information about the FLS, so as to design systems with optimally selected 's that have minimal redundancy in their rulebase. The FBF matrix can be formed by evaluating each FBF , at points and then ordering them in an matrix . . . (23) where , , .
It is well known that if the rank of is less than , then the least-squares problem (24) has no unique solution. Several orthogonalization algorithms can be adapted to handle this [4] , but the only reliable way to treat rank deficiency is by the computation of the singular value decomposition (SVD) of [13] . Furthermore, the SVD provides a natural way to separate a space into dominant and subdominant subspaces. If we view the FBF matrix as a span of the input subspace, then the SVD decomposes the span into an equivalent orthogonal span, from which we can identify the dominant and subdominant spans [40] , i.e., we can identify which FBF's contribute the most to the system, and how many of them are needed to effectively represent the system. The FBF's that contribute the least can be discarded, and a reduced, parsimonious system can be designed. Note that the SVD approach only reorders the original FBF's to form a set of independent FBF's; thus, it preserves the meaning of linguistic information initially incorporated into the system. Let , and denote the rank of . The SVD of is given by [16] ( 25) where is an matrix of orthonormalized eigenvectors of is an matrix of orthonormalized eigenvectors of and denote the column vectors of and , respectively, and is the diagonal matrix , where denotes the th singular value of , and . The pseudoinverse of is given by [16] 
where . The optimal centers of the consequent fuzzy sets which represent the solution to (24) , can then be calculated, as (27) Out of the many vectors that solve the least-squares problem in the rank deficient case, the one defined by (27) is unique in that it simultaneously satisfies two requirements [12] : 1) it is optimal in a least-squares sense and 2) it has the smallest Euclidean norm.
Assuming that the numerical rank of is given by , the minimum norm solution for can be approximated by (28) where minimizes (29) and . Replacing with can be viewed as filtering out very small singular values, which is especially useful in cases where the FBF matrix is formed using noisy data. Small singular values are also associated with redundant factors with singular values larger than the ones due to noise, but considerably smaller than the largest singular value, . In such a case, it would not be desirable to construct a system such as which includes all redundant factors; instead, a system can be designed, where has nonzero components (i.e., may have less than components). The system can be viewed as reducing (or eliminating) the redundancy among the factors (FBF's) comprising the underlying model, as reflected in the initial FBF matrix determination. The location of the nonzero components of can be used to determine a subset of the initial FBF's, which are used to approximate the desired response .
Although several subset selection methods exist [4] , a singular value decomposition method is preferable in rank deficient problems [13] . Here, we use the following algorithm that is similar to the one in [11] , [13] to select a set of independent FBF's that minimize the residual error in a leastsquares sense.
(1) Determine a numerical estimate of the rank of the FBF matrix by calculating the singular value decomposition , and select .
(2) Calculate a permutation matrix such that the columns of the matrix in (30) are independent. The permutation matrix is obtained from the QR decomposition of the submatrix comprised of the right singular vectors, which correspond to the ordered most-significant singular values. (3) Approximate with where (31) so that , and minimizes (32) Given , and , the following algorithm computes a permutation matrix and a vector such that the first columns of are independent and (33) is minimized.
• Calculate the SVD of and save .
• Estimate numerical and partition (34) where , and . In many practical cases, is much larger than ; thus, can be chosen much smaller than the estimate of . • Determine such that is minimized. Although the SVD-QR design method provides optimal estimates of in a least-squares sense, it does not provide any estimates for the remaining parameters of a FLS. The backpropagation algorithm described in Section IV-C allows us to do that. Once backpropagation training is completed, the SVD-QR method can be used again with the updated parameters, to recalculate .
We employed the SVD-QR method to produce single step predictions of the -component of the Duffing equation [see Fig. 5(b) ]. We initially designed a FLS with 100 rules obtained from the OP method as in Section IV-A, and three input variables ; then, we used the SVD-QR design method to reduce the number of rules. The results are given in Tables I and II, for two different values of antecedent standard deviation. Observe, from Table I , that a 40-rule FLS achieves about the same performance as 100-rule FLS (when 0.5), and, from Table II , that a 20-rule FLS achieves about the same performance as a 100-rule FLS (when 1). Given the means of the antecedent membership functions, the antecedent standard deviations determine the overlap between consecutive antecedents. They therefore determine the smoothness of the interpolation, or approximation surface generated by the fuzzy system, and how well the antecedents cover their corresponding input space. From Tables I and II, we observe that for 100 rules, the system with smaller antecedent standard deviation, , performs better than the system with larger one, . But when the number of rules is reduced to five, the performance of degrades abruptly, whereas performs reasonably well, in comparison to the initial systems with all the rules included. This is due to the fact that for a small number of rules, the input space of is not sufficiently covered, whereas is still able to generate a smooth approximation surface. Fig. 6 (a) and (b) depicts the normalized sum of singular values corresponding to and , respectively. Because of the greater antecedent standard deviation, there exists a higher degree of overlap, and thus more redundancy in the rulebase of . Observe that after the fifth singular value, the contribution of the remaining singular values to the normalized sum is very small, whereas in the case of there still exist significant singular values after the fifth one. This implies that we can find a smaller subset of rules that could represent rather than . In another experiment, we designed an initial FLS with 100 rules and three inputs, again using the OP method, which was then updated using the BP method, and then further refined using the SVD-QR method. Table III summarizes the results for different number of rules, after employing the SVD-QR method. Observe, by comparing Table III to Tables I and II , that performance is usually better for a combined design than for just the SVD-QR design.
V. CONCLUSION
The ability of FLS's to produce accurate models of complicated systems is not surprising, since they can uniformly approximate any real continuous function on a compact set [33] . The uniform approximation theorem guarantees the existence of a FLS capable of approximating a given function to any degree of accuracy, but does not tell us how to obtain that system. However, since FLS's are trainable, we can begin with an initial system, which can be updated to come very close to the desired FLS. We have given a sample of the many training methods available for designing FLS's, and have shown that some of them can be used in conjunction with each other, to produce improved results. Selection of which design method to use should be based on the particular problem to be solved, and the advantages and disadvantages of each method. The OP method is a quick and simple way to design a FLS, when a very high degree of accuracy is not critical. It does however provide good insight about how a FLS can be set up, and it can be used to initialize more sophisticated design methods. When the system designer can provide fairly good choices for the antecedent parameters, the RLS design method can be used to estimate the centers of the consequent fuzzy sets. The RLS method converges very fast, and can be used to update a FLS in slowly varying nonstationary environments. In general, it can be viewed as an effective tool for designing very accurate fuzzy systems, especially when compared to the OP method.
Backpropagation trained FLS's also belong to the family of adaptive systems. They can be particularly useful in cases where complex interaction among independent variables necessitates training for all system parameters. Solutions arrived at by BP training can be conceivably better than solutions produced by other methods, but more often than not, they are only locally optimal (i.e., the algorithm becomes trapped at a local minimum on the error curve, and can never reach the global minimum). BP trained FLS's are typically slow to converge, and their overall performance depends on the initial values of the system parameters. However, as is evidenced by the examples presented in this paper, they can still be very useful in producing good models of complicated processes, or even in providing improved initial parameter values for another design method used in conjunction with BP.
The SVD-QR method is a very powerful method that allows us to design highly accurate and parsimonious FLS's, given little training data. Unlike the other training methods, the SVD-QR method can be used to: 1) obtain an estimate of the number of rules that have a significant contribution in the fuzzy model, given an initial set of rules; 2) select the best possible subset of rules from the initial set of rules; and 3) obtain an estimate of the vector containing the centers of the consequent fuzzy sets that is both optimal in a least-squares sense, and has the smallest Euclidean norm. The disadvantage of the SVD-QR method is that it cannot be used to adaptively update parameter estimates as new information becomes available.
It should also be noted that these training methods can be extended to design and train nonsingleton FLS's, which are a generalization of singleton FLS's.
