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Our goal is to calculate the expected number, EM, of extrema, i.e., maxima and 
minima, of the random polynomial, 
n j_ 
(1.1) f(x) = y£jak{Cnk)2 x
k , 
k = o 
in which the coefficients ak are independent normally distributed random variables with 
mean zero and variance one, and Cnk = n\/{k\(n-k)\}. We will show in Chapter 2 that this 
expected number can be represented as the following integral, 
(1.2) EM=-(n-1) 
K I, 
{n(n- l)x4 +2nx2 +2} 2 
(x2 + \){nx2 +1) 
dx. 
This integral is elliptic and its integrand is a rational function of x and the square 
root of a fourth degree polynomial in x. We will also derive in Chapter 2 an explicit 
representation of EM as a linear combination of complete normal elliptic integrals, 
(1.3) M = A{E3K(k) + E4Yl(y2,k) + E5U(/32,k)}, 
2 2 
in which K and II are the elliptic integrals, and k, /? , y , A, £3, £4, and £5 are certain 
simple and explicitly determined functions of n. Next, we will list formulas for k, /? , 
2 
y , A, £3, £4, and £5 as functions of p= l/(n -1) and as power series expansions in p. 
1 
We will use these power series to find a series for EM in the form 
2 
(1.4) EM=(n- 2)' + 
oo 
X 
r = 0 
Drp' 
We will furnish explicit formulas for Do, D\, and D2 in tenns of certain complete normal 
elliptic integrals. 
In Chapter 3 we will describe the computing techniques that can be used to 
calculate DM using equations (1.2), (1.3), and (2.58), which is equation (1.4), truncated 
after the term for which r — 2. The numerical results of these computations will be 
reported in Chapter 4, where we observe that equations (1.2) and (1.3) yield the same 
answers (as, of course, they should), and that equation (2.58) yields an approximation 
that becomes better as n increases. Finally, we will present in Chapter 5 the analysis 
needed to prove that the series (1.4) converges when n > 3. 
The study of the polynomial (1.1) was initiated in [4, p. 11-12], where the authors 
1/2 
showed that the mean number of real zeros of fix) is exactly n . Farahmand [5] later 
1/2 
showed that the mean number of extrema off(x) is asymptotic to n for large n. The 
results of this thesis constitute a significant improvement on [5]. A discussion of the real 
V2 
zeros, extrema, etc. of the polynomial (1.1), modified by omitting the factor (C„^) , can 
be found in [4], and in more detail in the treatises [1] and [6], all of which contain 
references to the original literature. 
CHAPTER 2 
FORMULAS FOR THE EXPECTED NUMBER OF EXTREMA 
Formula One 
We begin with the Kac-Rice formula [6, p. 28], 
M OO ? 2 
1 f (AnCn - B 
2 ) , 
(2.1) EM =— I L-5-5 n—!—dx, 
*J- An 
in which A„ =£((/'(x))2], B„ = £[{/'(*)/"(*))], C„ = and/W is the 
random polynomial defined in (1.1). The random coefficients ak in that polynomial 
satisfy the restrictions, 
E(ak ) = 0, £■(<?£2 )= 1, E(ahcik ) = 0 ifh^k. 


















k = 2 
n 
i' 
* = 2 
Q = > fc2(*-l)2CnJt*
2*-4 
In order to get explicit formulas for A„, and Cn, we use the Binomial Theorem 
r r2* L.nk X . 
k=0 
We next carry out the following algebraic and differential calculus steps. 
n 
^(X2+ l)'1 =2 ^\cnkX
2k- 
k = 1 
n 
dx 
(x2 +\)n = 2^ , kCnk x2k, 
k = 1 
^=1 
i.i_LA(^+1H=ÿt2C 
4xdx[ dxK ' j Z-t 
,2k -i 
, x2k'2 -A nk  ~ ■ 
Therefore, 
An = — — \xn[x
2+\Y]2x\ 
1 4x dx 1 V ' J 
= JL±\xi(xi+l)
nA\ 
2xdx[ K ’ J 
= A j 2x(x
2 + if'1 + x2(n - l)(x2 +1)"'2 2xj 
= rc(x2+l) {x2+l + (rc-l)x2} 
We have thus shown that 
(2.2) An=n(x- + l)
n'~(nx- +1). 








= nx(x2 + l)n_3{(« - 2)(nx2 + l) + (x2 + 1)«| 
= nx(x2 + l)”~3{(n2 -«)x2 +2(n -1)}. 
We thus see that 
(2.3) Bn = n{n - l)x(x
2 + 1)" “ 3 (nx2 + 2). 










kl^Vt2 (<:-l)2C,lt xn-\ 
k = 2 





and we find that 
Cn =^-~{n(n - l)x
2(x2 + 1 )n-\nx2 + 2)} 
2x dx 
= n(rc-l){(x2 +\)n~\nx2 + 2) + x2(n - 3)(x2 + l)"_4(nx2 +2) 
+ x2(x2 +1)"-3»} 
= n(n - l)(x2 + 1)" ~4{(x2 + \)(nx2 + 2) + (n - 3)x2 (nx2 +2) + nx2(x2 +1 
= n(n - l)(x2 + l)'1 _4{(n + n2 -3n + n)x4 + (n + 2 + 2n-6 + n)x2 + 2} 
= n{n-\){x2 + l)n_4{(«2 -n)xA + 4(«-l)x2 +2}. 
Therefore, 
(2.4) Cn =n(n - l)(x
2 + l)”_4{/z(« - l)x4 +4(n - l)x2 +2}. 
In order to calculate EM from equation (2.1), we need to know that equations 
(2.2), (2.3), and (2.4) imply that 
AnCn - Bn
2 =n2(n - l)(x2 + 1 )2n~6[n2(n - l)x6 +4n{n - l)x4 +2«x2 
+ n(n - l)x4 +4{n - l)x2 +2-(« - l)(«2x4 +4/ix2 +4)x2] 




K 1. (x2 + \)n~3[n(n - l))x4 +2nx2 +2\ n(x2 4- l)”_2(rtx2 + 1) -dx, 
(2.5) EM = —(n -1) 
K 
1 /• °° 
’] 
J 0 
[n(n - l)x4 + 2nx2 + 2] 
(x2 + l)(nx2 + l) 
-dx. 
Equation (2.5) is our first explicit formula for EM. 
7 
Formula Two 
Next, we will derive the explicit representation (1.3) of EM as a combination of 
complete normal elliptic integrals, e.g., 




in which K and fl are the elliptic integrals and k, fi , y , A, £3, £4, and E5 are certain 
functions of n, formulas for which are furnished below. 
To that end, we first deduce from (2.5) that 
(2.6) EM = 
I i i 
2(n-l)2 n 1 (rc-1)2 
K n 1 
-J-I 
n — 1 n(n — 1) 
o or+i) ( 2 n x +- 
-dx. 
V n 
If we introduce the symbols y, b, a, and p, defined so that 
2 4 i 2 4 y =x +bx +a , 
, 2 4 2 1 (2.7) Z? = -, a =— -, p = , 
n — 1 n(n-l) n 
we see that 




+ 1 )(x2-p)y' 
We observe that 
8 
(2.9) 
2 4 , 2 4 
y _ X +fct + 
(x2+l){x2 - p) x4 + (1 - p)x2 - p 
= 1 | (fr-l+/?)*2 +fl4 + p 
(x2-p)(x2+l) 
E, E, 
= 1 + -^ 2 > 
X - p X + 1 
in which the coefficients Ex and E2 are formed by the method of partial fractions, i.e., 
a4-b + \ 
P + 1 
a4 + p2 + pb 
7+i ' 
If we use (2.7), we find that 
£, = (« - 2)/(n -1), 
£2 =l/{n(n-l)}. 
If we insert (2.9) into the integrand of (2.8), we can see that 
(2.10) EM = 2--~ [J0 + E272], 
mi2 
in which 





(2.12) 7, - 
1 
dx 
o (* +D.V 




Now, we proceed to express 70 in terms of complete normal elliptic integrals. If 
we recall the definition of y, we see that 
7n = J dx 0,4 . 2 4.2 
(x +bx +a ) 
In order to transform our equations for 70, J\, and J2 we use the substitution 
0 ci 0 
x = atan —. Then dx =—sec2 — d6, and 
2 2 2 
7 n = J 
a 2 0 .Q — sec —d 9 
° f 
V 
4 4^.2 2 0 4 a tan —+ba tan —ha 
if 
sec2 — dd 
2a | . . I 







 r. 4e u -2 . 2e 2e sin —+ba sin —cos —+ cos — 







( 1 - cos # 
+ kz" 
2^1- cos 0 Y1 + cos 6 r + 
^ 1 + cos 0 Ÿ 
2 dG 
(l - 2 cos 0 + cos 2 #)+ 2 (1 - cos 2 0) + (1 + 2 cos 6 + cos 2 0) J2 
> r 2 de 
lo 2 + 2 cos 2 6 + ba ~2 (1 - cos 2 0)J2 
• r 2d 6 
lo (2 + ba~2 )+ (2 - ba~2 ) cos 2 0^ 
1 r 2 dO 
2a. lo (2 + ba~2 )+ (2 - ba~2)(1 - sin 2 0)]2 
' r d6 
2n% 
„ 
V2 4 2 
n _ 1 
— I (l-k2sin20) ~2dd 
2a ■0 àj 
in which 
(2.14) k2=-—b—. 
2 4 a2 
We can change the limits of integration to 0 and /z/2 by multiplying the integral by 2. 
Given that the complete normal elliptic integral of the first kind is [2, p. 9, Eq. 110.06] 
1 
1 
(2.15) K(k)= I (1 -k2 sin2 6) 2dG, 
0 
11 
we have now proved that 
(2.16) J0 - K(k)/ a. 
We next express J2 in terms of complete normal elliptic integrals. If we insert the 
2 




° (x2-p)(x4 + bx2 + a4)2 
If we use the same trigonometric substitutions as in the analysis for JQ, we find that 
J7 = r.\, 
1 dû 
2a I 2 2 6 - 
0 a tan p ,, , 2 ■ 2 m2 
2 (l-k sin Û) 
Through trigonometric manipulation, we discover that 
1 1 + cos 6 
a2 tan 
1 — — n (a2 - p)-(a2 + p)cosO 
2 
Then our integral becomes 
J0 = — 
1 + COS# dû 
2a J 0 (a - p)-(a2 + p)cosÛ 0 
(l-*2 sin2 6») “ 
2a H 
1 + cos 6 dû 
(a2 - p) - (a2 + p) cos 6 
(l-£2 sin2 #)2 
Furthermore, we find upon replacing #by ;r- #in the second integral, that 
(2.17) J2 =• 
LfT •/ 0 Q(0)(l-£2sin20) 
in which 
W)=2 
1 + COS# 1 - cos 9 
(a2 - p) - (a2 + p)cos9 (a2 - p) + (a 2 + p)cos9 
Ca2 - p) + (a2 + p)cos2 9 
(a2 - p)2 - (a2 + p)2 cos2 9 
1 
(« + P) 
1 + 
f 2 
a ~ P 
a2 + p 
+ 
^a2 - p 
a2 + p 
cos1 9 - 
( 2 N2 
a - p 
Ka
2 + P 
1 
(a + P) 
1 + 
( 2 ) a - p r 2a2 ï 
lfl2 + P LvJ 
4«2P ■ 2 a -sin 9 
(■a2 + p)2 
(2.18) Q(0) = - 
(a2 + p) 
1 + 
a' - p 
2p 
4«2p 
If we insert (2.18) into (2.17), we find that 
1 
(2.19) J2=- 





(a2 + p)2 
4a1 p 
13 
and Yl(/3 ,k) is the complete normal elliptic integral of the third kind [2, p. 10, Eq. 
110.08], 
(2.20) U(/3\k) = 
d6 
r 
(1 — /?2 sin 2 0){\-k2 s\n2 6)2 
We note that J\ is obtained from J2 when p is replaced by -1. Therefore, 









Now that we know the values of J0, Jj, and J2 in terms of complete normal 
elliptic integrals, we can express EM in those terms. We replace J0, J{, and J2 in (2.10) 
with the values (2.16), (2.21), and (2.19), respectively. Then we see that (1.3) is true, as 
asserted, if A, £3, £4, and E5 are defined so that 
5 I 




1 -a2 a2 + p 
EA = 
E* =- 




2p(a2 + p) 









= -2~ n (n-\) 2 (n + 1) , 
n -n + 2 1 
77MT2£JI 
\ 3/i-l n 
“o £3 
v"2-l y 
2 i I ’ 
(n -1)2 22 
-i2 
n(«-l) 






^ 2 ^2 
n(n -1) 
Equation (1.3), in conjunction with the formulas (2.23) through (2.29), and the definitions 
(2.15) and (2.20), is our second explicit formula for EM. 
Formula Three 
15 
In this section, we will find the first three terms of the expansion of EM as a 
^22 
power series in p. We start by finding formulas for kr, (3 , y , AE^, AE4, and AE$. We 
find the formulas in terms of p using equations (2.23) through (2.29) and the substitution 
n = (1 +p)/p. Although n is an integer, we will treat p as a complex variable. The 
resulting formulas are: 
(2.30) k2 = —-2 2 (1 + p)2, 
2 
-5 -1 
(2.31) /?2=~2 2 (3 + 2p)(\ + p) ", 
(2.32) yL = — 
^(1 + P)2 -22pj 
2Ip(l + p)2 
(2.33) A£3 =-2
4^r_1(l + p)4(l + 2/7)_1, 
(2.34) A£4=2 
4;r_1 (l + pÿ* (l + /? + 2p2)p_1 (l + 2p)_1 ~~~, 
(2.35) A£5 =2 
4^_1(l + p)^(3 + 2p)(l + 2p)_1 
2 2 -2 2 -2 
We can express fc , (3 , y >k y , A£3, pA2i4, and AE5 as power series in p. The 
resulting formulas are: 
^ 1 — 





2-2 2 p-2 2 p2 -\—, in which P0
Z = -^- —3-2 2, 
1 
,—2 







. l J . 
( 3 Ï ( i \ « r -3 X 
(2.39) k2 -y~2 =- 22 -2 P- 8-5-2
2 b2- 59-2 2 -20 





~4 (2.41) pM4 —2n 
f 7 N ( i \ 
1 + 





_ l ) l J _ 
-i 
~4 1 (2.42) A£5 = 2 K 
( 3 'l / 
( M 7 -22 +19 3 + 22 - (? + 
l ) 4 





As y2 is unbounded for small p, it is helpful to use the identity 
n(y2,fc)+n(yt2 -y~2 ,k)= K(k) + G, 




With the help of equations (2.30) and (2.32), we see that 
„ 2^(l + 2p)(l-p)V^(l + p)4 
2 Î ~ 1 + p + 2p~ + 22 p(l + p)2 
If we now use equations (2.33) and (2.34), we discover the very simple result that 
17 
1 - 1 
KEaG = {\-PŸ p 
2 = (n - 2)2 . 
Equation (1.3) now implies that 
(2.43) EM=(n-2ÿ + AE3K(k) + AE5Tl(j3
2,k)+ AE^K(k) -Tl[k2 ■ y~2,k)}. 
Our next task will be to derive power series in p for the elliptic integrals in (2.43). 
We will begin by recording the following equations [2, p. 282, Eq. 710.00; p. 282, Eq. 
710.02, p. 283, Eq. 710.12; p. 286, Eq. 733.00]: 
(244) dK - E{k) K{k) dE -£(*)-*(*> 
dy 2y(\-y) 2y ’ dy 2y 
(2 45) _ E(fc)~(l->pn(z,£) 311 _ zE(k) + (y-z)K(k) + (z2 -y)Yl(z,k) 
dy 2(1 -y)(y-z) ’ dz 2z(l -z)(z-y) 
2 2 
In these equations y = k~,z = j3 , and E{k) is the complete normal elliptic integral of the 
second kind [2, p. 10, Eq. 110.07] 
(2.46) E(k) = 
n 
l-/t2 sin2 6>) dO 
We can now derive formulas for the following derivatives: 
d2K _-2{\-2y)E{k) + {\-y)(2-'iy)K{k) 


























5z3 -2z2 -2z2y- zy 
+ 
4z (1-z) (z-yY 




(1 - z)2(y-z) 
K(k) 











2(2+y)£(fc)-2(l + y)E(*) 
3z‘ A=o 3y" 
33n ) -(8-13y+3y2)£(fc) + (l-y)(8-9yK(fc) 
dy~dz Jz= 0 
4y3(l-y)2 
19 








_ 2(8 + 3y + 4y2)K(k) - 2(8 + ly + 8y 2 )g(£) 
Jz=0 5r 
'2 
Each of the above formulas is a linear combination of K(k), E(k), and Tl(J3 , k) with 
coefficients that are simple functions of y and z, obtained by differentiating formulas 
(2.44) and (2.45). This is elementary, but the algebra is challenging, particularly for the 
derivatives when z = 0, for which several applications of L’Hôpital’s rule are required. 
We will use the subscript 0 to indicate that a function is evaluated when k = k0 and 


















V ^ 70 dy
: 
= 8(-20+13-22 )EQ - 8-22 +24n0, 
VdydzJ0 





= 32(84- 59•22)E0 + 32(13• 22 -8)K0 + 56(5-8-2
2)n0, 
yo 
in which KQ = A^(A:o). EQ = E(k0), and flo = U(/30 , k0). Each of these formulas is a linear 
*4, 
combination of KQ, EQ, and IIQ with coefficients in the ring Z[2 ]. Later in this paper, we 
will replace Ko, EQ, and Flo with their numerical values. 
































With the help of the power series for k and /? in equations (2.36) and (2.37), and the 
2 
derivatives at (J% , kd) in equations (2.48), we can derive the following power series 
K(k) = K0+- 
\( i) i 1 f I > 
1+22 














2 p0 + 
f 1 O 
22 +- 










Kn — 'S 
( n 
6-22 1AT0 -h 2 • 2 2 o 
4 rp 
[Y 1 ) i 









2 ,k) - 2AK~x 
(2.50) 





f 1 Ï 






( i > ( 9 + 6-22 E0 + 20 + 14-2
2 
^0 
1   L l   
16 
p2+-" 
We will use the subscript 1 to indicate that a function is evaluated when k = ko2 
and z = 0. Then we deduce from (2.47) that: 
(2.51) 
arn 




( J\ ( 
26 + 17-22 fc0 - 28 + 18-22 E0 
< ) V ) 
ra2rO 
dy3zA 
( I \ 
















( \\ ( 




185 + 128-22 
V 
( i V 
178 + 122 - 22 
L\ 
En~ 163 + 114■ 22 W0 




82 + 61 • 22 fe0 + 
/ 
78 + 55■22 












( a3n ^ 
dzdy4 A 
With the help of the power series (2.39) and (2.36) for k2 ■ y "2 and k2- ko2 and the 
\ 
A 
derivatives (2.51), we can derive the following power series 
K(k)-u(k2-r~2,k]=^2HK0-E0)p-^2 
23 
r ( 1 \ 
2 
16 — 22 
L V / 
Kn-1 






15 120 u 6 40 
Now we can multiply this power series by the power series (2.41) for pAE4, to find the 
power series 
A£4 (*) - n(^ 2 • r-2, *)}= 24 n~x [(ff0 - E0 ) 
(2.52) + < 













V J . 
( 1 A f 1 's 
221-148-22 +





V y l J . _ 
If we substitute the power series (2.49), (2.50), and (2.52) into (2.43), we find that 
(2.53) EM = («-2)2 +DQ + D\p+D2p 
in which 
(2.54) D0=2 H 3-2H4 jn0 
—








4 (15;r)- -<(7 + 4-22 )K0 -14£0 
The calculation of the following numerical values of KQ, EQ, and flo can be found in 
24 
Chapter 3. They are: 
(2.57) K0~ 1.63358630745, £0 ~ 1.51160287337, n0~ 1.60888693215. 
Using these values we can calculate numerical values for Do, D\, and D2: 
D0 ~ 0.2211890094, D, ~0.4098587334, D2~ -0.0030685195. 
Equation (2.53) with these numerical values for DQ, D[, and D2 is our third 
explicit formula for EM. In Chapters 3 and 4 we will calculate and tabulate the 
approximation 
I D, D-, 
(2.58) EM ~ (rc - 2)2 + D0 + —— + *— 
n- 1 (in-l)2 
when the parameter n ranges from 2 to 200. 
CHAPTER 3 
NUMERICAL CALCULATIONS 
Calculation of EM Using Simpson’s Rule 
Preliminaries 
It is not easy to use Simpson’s Rule to calculate the improper integral (2.5), 
because of the infinite limit of integration. The substitution, x = tan#, enables us to 
transform (2.5) into a proper integral with finite limits. 
When we set x = tan#, so that dx = sec2dd6= (1 + x2) d6, we deduce from (2.5) 
and the trigonometric identity, cos #= 1- sin"#, that 
EM 





Equation (3.1) is in a convenient form to apply Simpson’s Rule. 
C++ Computer Program 
We have written the following computer program in C++ to calculate the 
Simpson's Rule approximation to the integral (3.1) when n ranges from 2 to 200 (s = n +1 
ranges from 3 to 201). (The notation in the computer programs recorded here, is only 







const long double p = 3.1415926536/2; 
long double s, h, j 1, j2, i, t, q, trig, u, f; 
int n; 
s = 3; 
h=p/4; 







i = sqrt(2); 
t=h; 
q=4; 
while(t<p + h/2) 
{ 
//calculate F(t) 
trig = sin(t); 
u= trig * trig; 
f=sqrt((s-3) * u * ((s-2) * u + 2) + 2)/((s-2) * u + 1); 




jl = (i-f)*h*sqrt(s-2)/(3*p); 
h=h/4; 
}while(fabs(jl-j2) > le-09); 
cout«n«", 






Calculation of EM Using Embedded Functions in MapleV 
We created a program with the mathematical software MapleV that uses equation 
(1.3) to calculate EM. MapleV has the complete normal elliptic integrals embedded in its 
software. The MapleV program is as follows: 
For n from 2 by 1 to 200 do; 
Digits:=12; 
print(n); 
L:=evalf(2A(3/4)*PiA(-1 )*(n-1 )A(5/4)*nA(-1/4)); 
t:=evalf(-2A(3/2)*(n+1 )A(-1 )*nA( l/2)*(n-1 )A(-1/2)); 
f:=evalf(((nA2-n+2)/(2*(nA2-l)))-((-2A(3/2)*(n+1 )A(-1 )*nA( l/2)*(n-1 )A(-1/2))/2)); 
v:=evalf(((3*n-l)/(2*(nA2-l)))-((-2A(3/2)*(n+l)A(-l)*nA(l/2)*(n-l)A(-l/2))/2)); 












Calculation of the Elliptic Integrals KQ, EQ, and flo 
The complete normal elliptic integrals of the first, second, and third kind are 
recorded in (2.15), (2.46), and (2.20), respectively. It is known [2, p. 298, Eq. 900.00; p. 
299, Eq. 900.07] that 
oo 
(3.2) K{k)=^^ôp
2k2p ,|*|< 1, 
p = o 
(3.3) E(k) 
21-2p 1 1 
p-o 
(2 p)\ in which 6p =- 
2 2p(p!)2 
It is also known [2, p. 303, Eq. 906.05] that 
oo oo 
(3.4) ri(a2, k) = 8p8m + pa
2mk2p, |«| < 1, \k\ < 1. 
p = 0 m = 0 
Now we can calculate all three elliptic integrals using (3.2), (3.3), and (3.4), in 
which a2 and k2 are replaced by = 
( -3 \ 
1-3-2 2 2 2 and k0 =sin 
V87 
, respectively. 
The series are terminated when p and m are 15. We will calculate KQ and EQ in the same 
MapleV program, and flo in a separate MapleV program. 
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MapleV Program for flo 
Digits:=12; 
k:=evalf((sin(Pi/8))A2) ; 




for p from 0 by 1 to 15 do; 









After running the above programs, we discovered that: 
(3.5) KQ~ 1.63358630745, 
(3.6) £-0~ 1.51160287337, 
(3.7) n0= 1.60888693215. 
CHAPTER 4 
TABLE OF VALUES OF EM 
We calculated the expected number of extrema using C++ and MapleV programs 
with the strategies outlined in Chapter 3. We compared the results, which matched to at 
least nine significant digits. Recorded in the Table below are the common values of EM 
when n ranges from 2 to 200. 
With the help of the numerical values (2.57), we use (2.54), (2.55), and (2.56) to 
see that D0~ 0.2211890094, D{ ~ 0.4098587333, and D2 ~ -0.0030685195. We can now 
calculate and tabulate in column (a) of our Table, the approximate values of EM given by 
equation (2.58). 
n EM (a) 
2 1.00000000 0.6279792232 
3 1.43973018 1.4253512462 
4 1.77565418 1.7716812030 
5 2.05715432 2.0555127178 
6 2.30387134 2.3030380153 
7 2.52596178 2.5254815391 
8 2.72946912 2.7291673770 
9 2.91832660 2.9181247165 
10 3.09525979 3.0951181105 
11 3.26224743 3.2621441975 
12 3.42077874 3.4207011948 
13 3.57200710 3.5719473850 
14 3.71684703 3.7168000625 
15 3.85603785 3.8560002530 

































































































































































































































































































































































































































































































































































































CONVERGENCE OF THE SERIES FOR EM 
In this Chapter, we will show that the series in (1.4) is an analytic function of p 
when I pi < 1. Consequently, the series in (1.4) converges when I pi < 1, or when n>2. It 
is evident from equations (2.33), (2.34), and (2.35) that AE3, phE^, and A£5 are analytic 
functions of p when I pi < 1, except for a simple pole where p = -V2. We will show 
2 2-2 
presently that K(k), Tl(f3 , k), and n( k • y , k) are analytic functions of Ipl when I pi < 1. 
It is convenient to let X be the set of complex numbers that lie on the real interval 
[1, +00). Equations (2.15) and (2.20) imply that K(k) and Il(/? , k) are analytic functions 
2 2 
of their arguments when neither k nor /? is in X [3, p. 73-74, ex. 2], In the next few 
2 2 
paragraphs, we will show when I pi < 1 that (i) k is not in X, (ii) /? is not in X, and (iii) 
2 -2 
k ■ y is not in X. 
Suppose that p = oe'9, in which <7 = I pi < 1 and -n < 6 < TZ. Then 1 + p = vel<p, in 
2 V2 -1 
which v and ç are defined so that v = (1+ 2a cos# + a ) , cos<p = v (1+ a cos# ), simp = 
v Aa sind, -n <6<n. If (i) were false, it would follow from (2.30) that 
2k2 - 1 = -2'1/2(1 +p)1/2 = -(2v) ‘/2e m e [1, +00). 
This is impossible because coscp > 0, \<p\ < n/2, \(p!2\ < 7T/4, COS(^/2) > 0. Hence (i) is true. 
38 
39 
If (ii) were false, it would follow from (2.31) that 
0-3/2/Ql0 A -
1/2 2 r 1 \ -2 (3+2 ae )v e e [1, +co), 
3 cos(^/2) + 2a cos {# - (<p/2)} < 0. 
-Vï -Vi 
This is impossible because cos(<p/2) > 2 , cos {6 - {(p!2)} > -1, and 3-2 - 2a > 0. 
Hence (ii) is true. 
We define the symbol T so that r = {( 1 + p)!2}/z = (v/2) /2el<f>12. It follows from 
(2.30) that 2k2 = 1 - r, and from (2.32) that 2y2 = - (T — p) 2/(2xp). Asp = 2z — 1, we 
then find that k2 • ^’2 = 2r(2r2 - l)/(4r3 - 3r-l). We note that 
(4r3 - 3r — 1 ) = (r- l)(2t+l)2, 
1/ V4 
that r ^ 1 because p £ 1, and that z # - /2 because Re(r) = (v/2) cos(<p/2) > 0. If (iii) were 
2 3 
false, there would exist a number ^ in X such that 2z(2z - 1) = (4T - 3r -1) i.e., 
r) = 4r3(Ç - 1) - r(3Ç - 2) — Ç = 0. 
We observe that G(l, r) = - r - 1 ^ 0 because Re(r) >0. If Ç > 1, then G has a 
zero such that zfâ) > 1, because G(^, 1) = -2 and G(Ç, +oo) = +oo. The other two 
zeros, T2© and xfâ), of G are such that X2 + XT, = - x\ < 0 and 1213 = +^{4(Ç - 1)TI }>0. 
It follows that Re(t2) < 0, Re(T3) < 0, whether Z2 and 13 are complex conjugates or are 
real. We conclude that if G(Ç, r) = 0, then Re(r) < 0 or r > 1. The first alternative cannot 
occur because Re(r) > 0, and the second would imply that p = 2z — 1 > 1, whereas 
a < 1. Hence (iii) is true. 
40 
2 2 
It follows from equations (2.30) and (2.31) that k and /? are analytic 
-2 
functions of p when I pi < 1. Moreover, we infer from equation (2.22) that y is an 
2 2 2 Vi -Vi 2 
analytic function of a when a ^ 1, and from (2.7) that a =2 p(l+p) , so that a is 
2 
an analytic function of p when -p is not in X, and a = 1 if, and only if, p = 1. Therefore, 
-2 2 -2 
y and k ■ y are analytic functions of p when I pi < 1 [3, p. 34, 2.4], We conclude that 
2 2-2 K(k), Tl(f3 , k), and Yl(k • y ,k) are analytic functions of p when I pi < 1. 
2 
Thus, the products AE^K(k) and AE$TI(J3 , k) are analytic functions of p when 
I pi < 1, except for a simple pole where p = -V2. The residues of these products at that 
pole are -2TCAK(}/2) and 2KAK(}/2) respectively. Hence, AEiK(k) + AEsTl(/32, k) is an 
analytic function of p when I pi < 1; we have removed the removable singularity where 
p = -V2. 
We infer from the identity, K{k) = 1T(0, k), that K{k) — n( k2 • y'2, k) vanishes 
2-2 -1 when p = 0. Consequently, {K(k) - Il( k ■ y , k)}p is an analytic function of p when 
Ipl < 1. Moreover, it follows from (2.33) and (2.34) that the apparent pole where p = -V2 
2 -2 
of pA£4 is removable. Therefore, AE^{K(k) - FI( k ■ y , A:)} is also an analytic function 
‘/2 
of p when Ipl < 1. We can conclude from (2.43) that EM - (n - 2) is an analytic 
function of p when Ipl < 1, so that a series of the form (1.4) exists and converges when 
Ipl < 1 (hence when n > 2). 
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