In this paper we use a duality result between equations and coequations for automata, proved by Ballester-Bolinches, Cosme-Llópez, and Rutten to characterize nonempty classes of deterministic automata that are closed under products, subautomata, homomorphic images, and sums. One characterization is as classes of automata defined by regular equations and the second one is as classes of automata satisfying sets of coequations called varieties of languages. We show how our results are related to Birkhoff's theorem for regular varieties.
Introduction
Initial algebras provide minimal canonical models for inductive data types, recursive definition principles of functions and induction as a corresponding proof principle [7] . Over the last decade, coalgebras have emerged as a mathematical structure suitable for capturing infinite data structures and infinite computations [12] . Final coalgebras are the categorical dual of initial algebras. They represent infinite data or behavior defined by observations rather than constructors, and come equipped with corecursive definitions of functions and coinduction as a dual proof principle of induction [1] .
More generally, algebraic theories of free algebras are specified by equations. Dually, cofree coalgebras generalize final coalgebras, where coequations are used instead of equations. Intuitively, coequations can be thought of as behaviours, or pattern specifications [12] , that a coalgebra is supposed to exhibit or adhere to. By Birkhoff's celebrated theorem [5] , a class of algebras is equationally defined if and only if it is a variety, i.e., closed under homomorphic images, subalgebras and products. Dually, on the coalgebraic side [3, 8, 12] , generally less is known about the notions of coequations and covarieties.
In the present paper, we study deterministic automata both from an algebraic perspective and a coalgebraic one. From the algebraic perspective, deterministic automata are algebras with unary operations. In this context, an equation is just a pair of words, and it holds in an automaton if for every initial state, the states reached from that state by both words are the same. Coalgebraically, an automaton is a deterministic transition system with final states (the observations). A coequation is then a set of languages, and an automaton satisfies a coequation if for every possible observation (colouring the states as either final or not) the language accepted by the automaton is within the specified coequation.
In [4] a subset of the authors have established a new duality result between equations and coequations. Building on their work, we show that classes of deterministic automata closed under products, subautomata, homomorphic images, and sums are definable both by congruences and by varieties of languages. The first characterization, by congruences, is algebraic. In this case, congruences are equational theories of regular equations which give rise to regular varieties. An equation e 1 = e 2 is regular if the sets of variables occurring in e 1 and e 2 are the same. It is worth mentioning that another characterization of regular varieties was given by Taylor [13] ; we will show how that characterization relates to the one we will present here.
The second characterization is a coalgebraic one. Here coequations are used to define classes of automata. Coequations are given by sets of languages, and a central concept in our characterization is that of variety of languages: sets of languages that are both (complete atomic) Boolean algebras and closed under right and left derivatives (details will follow). The coalgebraic characterization will look less familiar than the algebraic one. It is interesting since it will turn out to be equivalent to definitions by so-called regular equations, thus yielding a novel restriction of Birkhoff's theorem.
As a consequence, classes of automata closed under products, subautomata, homomorphic images, and sums can be defined by both equations and coequations. In fact, the first three closure properties characterize an algebraic variety (cf. Birkhoff theorem [5] ), whereas the last three closure properties define a coalgebraic covariety [3, 8, 12] . Our result fits into the recent line of work which uses Stone-like duality as a tool for proving the correspondence between local varieties of regular languages and local pseudovarieties of monoids [2, 9] . The main difference is that we do not impose any restriction on the state space of the automata and on the size of the input alphabet.
Preliminaries
In this section we introduce the notation and main concepts we will use in the paper. (See [4] for more details). Given two sets X and Y we define
For a function f ∈ Y X , we define the kernel and the image of f by
and
We define the set 2 = {0, 1} and, for any set X and B ⊆ X, we define the function χ B : X → 2 by
If B ⊆ X then χ B ∈ 2 X , and for any f ∈ 2 X we get the subset f −1 ({1}) of X. The previous correspondence between subsets of X and elements in 2 X is bijective, so elements in 2 X and subsets of X will often be identified. For any family of sets {X i } i∈I , we define their disjoint union by
For any set A we denote by A * the free monoid with generators A, its identity element will be denoted by . Elements in 2 A * are called languages over A, which can also be seen as subsets of A * . Given a language L ∈ 2 A * and w ∈ L, we define the left derivative w L of L with respect to w and the right derivative L w of L with respect to w as the elements w L, L w ∈ 2 A * such that for every u ∈ A * w L(u) = L(uw) and L w (u) = L(wu).
Let A be a (not necessarily finite) alphabet. A deterministic automaton on A is a pair (X, α) where α : X × A → X is a function. Let (X, α) and (Y, β) be deterministic automata on A. We say that (X, α) is a subautomaton of (Y, β) if X ⊆ Y and for every x ∈ X and a ∈ A, α(x, a) = β(x, a) ∈ X. A function h : X → Y is a homomorphism from (X, α) to (Y, β) if for every x ∈ X and a ∈ A, h(α(x, a)) = β(h(x), a). We say that (Y, β) is a homomorphic image of (X, α) if there exists a surjective homomorphism h :
Furthermore, the sum of the family X is defined as the deterministic automaton
Given an automaton (X, α) we can add an initial state x 0 ∈ X or a colouring c : X → 2 to get a pointed automaton (X, x 0 , α) or a coloured automaton (X, c, α), respectively. For a deterministic automaton (X, α), x ∈ X, and u ∈ A * , we define u(x) ∈ X inductively as follows
thus u(x) is the state we reach from x by processing the word u.
By using the correspondence
given by α(x, a) = α (x)(a), we have that pointed automata are F -algebras for the endofunctor F on Set given by F (X) = 1 + (A × X). Dually, coloured automata are G-coalgebras for the endofunctor G on Set given by G(X) = 2 × X A . The initial F -algebra is the pointed automaton (A * , , τ), where the states are strings over A, the empty string is the initial state, and the transition function τ is concatenation, that is τ (w, a) = wa, for all w ∈ A * and a ∈ A. For any pointed automaton (X, x 0 , α), the unique F -algebra morphism
is given by r x0 (w) = w(x 0 ). The F -algebra morphism r x0 is called the reachability map, and it maps every word w to the state w(x 0 ) which is the state we reach from x 0 by processing the word w.
Dually, the final G-coalgebra is the coloured automaton (2 A * ,ˆ ,τ ), where states are languages over A, accepting states are only the languages that contain the empty word , i.e.ˆ (L) = L( ), and the transition functionτ :
The G-coalgebra morphism o c is called the observability map, and it maps every state x to the language o c (x) accepted from the state x according to the colouring c. Example 1. Consider the deterministic automaton (X, α) on A = {a, b} given by:
Then we have:
(i) The image of the reachability map r x , with x as initial state, on the word aabb is r x (aabb) = y. Similar calculations, for possible different initial states, are the following:
(ii) The image of the observability map o c for the colouring c = {x, z} on the state x (i.e. the language accepted by the automaton if the initial state is x and the set of accepting states is {x, z}) is
Equations and Coequations
In this section we summarize some concepts and facts from [4] that will be used in the following sections. Let (X, α) be a deterministic automaton on A. An equation is a pair (u, v) ∈ A * × A * , sometimes also denoted by u = v. Given (u, v) ∈ A * × A * , we define (X, α) |= e (u, v) -and say: (X, α) satisfies the equation (u, v) -as follows:
and for any set of equations
is satisfied by an automaton if the states reached by u and v from any initial state x ∈ X, are the same.
An
A set of coequations is a subset D ⊆ 2 A * . We define (X, α) |= c D -and say: (X, α) satisfies the set of coequations D -as follows:
In other words, an automaton satisfies a coequation D if for every colouring, the language accepted by the automaton, starting from any state, belongs to D. Note that, categorically, coequations are dual to equations [12] .
Next we show how to construct the maximum set of equations and the minimum set of coequations satisfied by an automaton (X, α). To get the maximum set of equations of (X, α), we define the pointed deterministic automaton free(X, α) as follows:
1. Define the pointed deterministic automaton (X, α) = ( x∈X X, Δ,α) whereα is the product of α |X| times, that isα(θ, a)(x) = α(θ(x), a), and Δ ∈ x∈X X is given by Δ(x) = x. Then, by initiality of A * = (A * , , τ), we get a unique F -algebra homomorphism r Δ : A * → (X, α). 2. Define free(X, α) and Eq(X, α) as free(X, α) := A * / ker(r Δ ) and Eq(X, α) := ker(r Δ ) Notice that free(X, α) has the structure of a pointed automaton. Example 2. Let A = {a, b} and consider the following automaton (X, α) on A:
Then by definition free(X, α) = A * / ker(r Δ ) ∼ = Im(r Δ ). So in order to construct free(X, α) we only need to construct the reachable part of (X, α) from the state Δ = (x, y, z), which gives us the following automaton Im(r Δ ):
In this case free(X, α) = A * / ker(r Δ ), where ker(r Δ ) is the equivalence relation that corresponds to the partition
By construction, we have the following theorem. Theorem 3. (Proposition 6, [4] ) Eq(X, α) is the maximum set of equations satisfied by (X, α).
Note that the above equations are just identities for algebras with unary operations in which both the left and right terms use the same variable, that is, identities of the form p(x) ≈ q(y) where p, q ∈ A * , and x and y are variables with x = y (see [7, Definition 11.1] ). A similar result as the above theorem can be obtained for any identity p(x) ≈ q(y). In order to do that one should consider the functor F (X) = A × X, where A is a fixed alphabet. Clearly, the free F -algebra on S generators is the initial algebra for the functor F S (X) := S + F (X) = S + (A × X). Furthermore, as every identity uses at most two variables it is enough to consider the free F -algebra on 2 generators in order to express the left and the right term of every identity.
We show next how to construct the minimum set of coequations satisfied by (X, α). In this case, we construct the coloured deterministic automaton cofree(X, α) ⊆ 2 A * , by taking the following steps: Similarly as in the case of equations we have the following theorem. By definition of cofree(X, α), we have that
where L odd and L even are the sets of words in A * with an odd and even number of symbols, respectively.
Next we define varieties of languages, that is, the kind of coequations that we will use in the following section.
Definition 6.
A variety of languages is a set V ⊆ 2 A * such that:
This notion is related to but different from that of local variety of regular languages, as defined in [9] : according to our definition above, a variety may contain languages that are non-regular; moreover, a variety has the structure of a complete atomic Boolean algebra rather than just a Boolean algebra. Our main result, in the next section, will be that regular varieties of automata (i.e., defined by regular equations) are characterized by varieties of languages.
There is a correspondence between congruences of A * and varieties of languages that can be stated as follows.
Theorem 7. ([4]) Let C be a congruence on A * and let V ⊆ 2 A * be a variety of languages. Then
Notice that every variety of languages V has a coloured automaton structure V = (V,ˆ ,τ ) because it is closed under the right derivatives. (In (ii), we write Eq(V ) rather than Eq(V,τ ).) Thus cofree(A * /C) has the structure of a coloured automaton, and so expressions (iii) and (iv) of the theorem above are well defined.
Additionally, we have that for a congruence C on A * , cofree(A * /C) is the complete Boolean subalgebra of 2 A * whose set of atoms is A * /C. Conversely, given a variety of languages V , free(V ) is the congruence quotient whose associated congruence corresponds to the partition given by the set of atoms of V .
As an application of the previous facts we have the following:
Example 8. Given a family of languages L ⊆ 2 A * , we can construct an automaton (X, α) representing that family in the following sense:
For every L ∈ L there exists x ∈ X and c ∈ 2 X such that o c (x) = L.
For any given family, we can construct an automaton such that it has the minimum number of states and moreover satisfies the following stronger property:
There exists x ∈ X such that for every L ∈ L there exists c ∈ 2 X such that o c (x) = L.
The construction is a follows: let V (L) be the least variety of languages containing L, which always exists. Then the automaton free(V (L)) = A * /Eq(V (L)) has the desired property. In fact, by [4, Lemma 13] , there exists, for every L ∈ V (L), a colouring c L : A * /Eq(V (L)) → 2 such that o cL ([ ]) = L.
The previous example gives us a way to construct a single program (automaton) for a specific set of behaviours (set of languages) in an efficient way (minimum number of states) with the property that the initial configuration (initial state) of the program is the same for every desired behaviour. Here is a small illustration of this fact.
Example 9. Let A = {a, b} and consider the following family of languages on A *
We would like to construct a pointed automaton (X, x 0 , α) with the property that for every L ∈ L there exists c L ∈ 2 X such that o cL (x 0 ) = L. According to the previous example, we only need to construct the least variety of languages V containing L. In this case, V is the variety of languages (with 8 elements) whose atoms are
Then the pointed automaton we are looking for is free(V ) which is given by 
Characterization of Regular Varieties of Automata
In this section we show that classes of deterministic automata that are closed under subautomata, products, homomorphic images, and sums are the same as classes of regular varieties of automata (defined below). Furthermore we will give a characterization in terms of coequations.
For an alphabet A let τ A be the type τ A = {f a } a∈A where each f a is a unary operation symbol. Clearly, an algebra of type τ A is a deterministic automaton over A since we have the correspondence α(x, a) , for all a ∈ A and x ∈ X.
Every term f an f an−1 · · · f a1 (x) of type τ A will be written as u(x) where u = a 1 · · · a n−1 a n . For any u, v ∈ A * there are two possible identities
Identities of the form u(x) ≈ v(x) are called regular identities. They were first introduced by P lonka [11] and can be identified with pairs (u, v) ∈ A * × A * as in the previous section.
For any set of identities E of type τ A we define the class M e (E) of automata satisfying E by
where E can include identities of the form u(x) ≈ v(y). We will write E ⊆ A * ×A * if all the identities in E are of the form u(x) ≈ v(x), that is if they are regular identities.
Clearly, for any set E of identities, M e (E) is a variety, that is, a class of automata that is closed under products, subautomata, and homomorphic images. (Note that now, we are talking of a variety of automata, as opposed to our earlier notion of variety of languages.) By Birkhoff's theorem [5] , any variety V of automata on A is of the form V = M e (E) for some set E of identities. Classes of automata of the form M e (R) where R is a set of regular identities are called regular varieties of automata. The next example shows a variety of automata that is not regular. that is V 1 is the least variety containing (X, α). Then, an automaton (Y, σ) ∈ V 1 if and only if there exists s ∈ Y such that for every z ∈ Y , σ(z, a) = σ(z, b) = s, that is, an automaton is in V 1 if and only if there is no difference between a and b transitions, and there is a state ('sink') that is reachable from any state by inputting the letter a (or, equivalently, that is reachable from any state by inputting the letter b).
Let E be a set of identities such that V 1 = M e (E). If E ⊆ A * × A * then (X, α)+(X, α) ∈ M e (E) but (X +X,α) = (X, α)+(X, α) / ∈ V 1 (asα((0, x) , a) = (0, y) = (1, y) =α ((1, x) , a) meaning that there is no sink, a contradiction). Observe that a set of defining identities for
It's worth mentioning that a Birkhoff-like theorem for regular varieties was formulated by Taylor in [13, p. 4] . Applied to the present situation, it says that a class K of automata on A is a regular variety if and only if K is closed under products, subalgebras, homomorphic images, and 2 ∅ ∈ K, where 2 ∅ is the algebra
where f a is the identity function on the set 2, for every a ∈ A. If A = {a, b} then the algebra (automaton) 2 ∅ is given by
This automaton has, in general, the property that an identity holds in 2 ∅ if and only if it is regular [10, Lemma 2.1]. Disconnected automata cannot satisfy equations of the form u(x) ≈ v(y), which property is the key fact to obtain the following theorem. Theorem 11. Let K be a nonempty class of automata on A. The following are equivalent:
(i) K is closed under products, subalgebras, homomorphic images, and sums.
Proof. Combining the previous theorem with the characterization of regular varieties given by Taylor, we have that a variety of automata is closed under sums if and only if it contains 2 ∅ . Which can be proved directly by noticing that 2 ∅ is the sum of the trivial (one element) algebra and, conversely, that the sum of a family {(X i , α i )} i∈I can be obtained as a homomorphic image of the algebra i∈I (X i , α i ) × i∈I 2 ∅ . In fact, let φ : I → i∈I 2 be an injective function and i 0 ∈ I a fixed element, then the function h : i∈I X i × i∈I 2 → i∈I X i defined by
is a surjective homomorphism onto i∈I (X i , α i ). Notice that h is well-defined since φ is injective.
Similarly to the equational case, for a set of coequations D ⊆ 2 A * , we define the class M c (D) of automata satisfying the set of coequations D by Proof. M c (cofree(A * /C)) ⊆ M e (C) : Let (X, α) be an automaton such that (X, α) |= c cofree(A * /C). We have to show that (X, α) |= e C. Fix an equation (u, v) ∈ C and assume by contradiction that there exists x ∈ X such that u(x) = v(x). Consider the colouring δ u(x) : X → 2 given by
Then
By applying Lemma 13 from [4] we get a colouring c : (ii) ⇒ (i) Assume that K = M c (V ) for some variety of languages V , then one easily shows that K is closed under subalgebras, homomorphic images and sums. By Theorem 7 V = cofree(A * /C) for the congruence C = Eq(V ), then by Lemma 12 M c (V ) = M e (C) which implies that K is closed under products.
It is worth mentioning that the property that the class K = M c (V ) is closed under products can be proved directly from the fact that V is a variety of languages as follows: Consider a family {(X i , α i ) | i ∈ I} ⊆ M c (V ) and let X = ( i∈I X i , α) be the product of that family. Fix a colouring c : i∈I X i → 2 and x ∈ i∈I X i , we want to show that o c (x) ∈ V , which follows the fact that V is a complete Boolean algebra and from the equality
From Lemma 12 we obtain the following corollary.
Corollary 14. For any automaton (X, α) and any congruence C we have that
Similarly, using the fact that cofree•free(V ) = V for every variety of languages, we get the following corollary.
Corollary 15. For any automaton (X, α) and any variety of languages V we have that
Example 16. Let A = {a, b}, and consider the regular variety V 2 generated by the automaton (X, α) on A given by We can summarize the results of this section in one theorem as follows.
Theorem 17. Let K be a nonempty class of automata on A. The following are equivalent:
(i) K is a regular variety, that is K = M e (R) where R is a set of regular identities, which can be taken to be a congruence on A * . (ii) K is closed under products, subalgebras, homomorphic images, and sums. (iii) K = M c (V ) for some variety of languages V ⊆ 2 A * .
Conclusion
Algebras and coalgebras are in general different structures. Deterministic automata have the advantage that they can be defined both as algebras and coalgebras. This not only gives us the advantage of using all the machinery available in those areas but also gives us the possibility to understand and connect unrelated areas and, in some cases, create new results. The results of the present paper are an example of that. (Other examples can be found, for instance, in [4, 6] ).
Homomorphic images and substructures are characterizing properties common to both varieties and covarieties, but varieties are closed under products and tipically not under sums [5] , while, dually, covarieties are closed under sums and, in general, not under products [8] . The fact that deterministic automata can be seen as both algebras and coalgebras allowed us to define classes of automata closed under all those four constructions. In the present paper, such classes were characterized both equationally and coequationally, and surprisingly, they turned out to be the same as regular varieties of automata, which were studied and characterized by Taylor [13] .
As future work we intend to investigate similar results for other structures that can be viewed both as algebras and coalgebras at the same time, such as weighted automata and tree automata.
