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Abstract
We present a non-parametric technique ca-
pable of performing classification directly on
incomplete data, optionally performing im-
putation. The technique works by sparsely
representing the available data in a basis of
example data. Experiments on a spoken digit
classification task show significant improve-
ment over a baseline missing-data classifier.
1. Introduction
Classification on incomplete data is a challenging task
because parametric techniques require that the dimen-
sionality of the data doesn’t change between train-
ing and classification while non-parametric techniques
which can handle incomplete data such as k-nearest-
neighbors often deliver suboptimal classification accu-
racies. In practice, the missing data is often estimated
prior to classification through imputation. Most impu-
tation methods estimate the missing coefficients based
on local information and/or do not fully exploit the
structure of the underlying signal. Based on work in
Compressed Sensing (Donoho, 2006; Candes, 2006) we
present a non-parametric method which can not only
perform classification directly on the available data
but optionally imputes the missing data. The method
is based on the premise that a signal can be sparsely
represented in a basis of example signals (Yang et al.,
2007) and that this sparse representation can be ex-
actly recovered even if only a small part of the data is
available (Zhang, 2006). We show the effectiveness of
this approach on a spoken digit classification task.
2. Method
2.1. Sparse representation
We consider observation vector y of unknown class and
dimensionality K to be a linear combination of feature
vectors di,n, where the first index (1 ≤ i ≤ I) denotes
one of I classes and the second index (1 ≤ n ≤ Ni) a
specific exemplar vector of class i with Ni the number
of examples in that class. We write:
y =
I∑
i=1
Ni∑
n=1
αi,ndi,n
with weights αi,n ∈ R. The set of exemplars span a
K ×N dimensional basis (N = N1 +N2 + . . .+NI):
A = (d1,1 . . . d1,N1 . . . dI,1 . . . dI,NI ) (1)
Thus, we can express y as:
y = Ax (2)
with x an N -dimensional vector that ide-
ally will be sparsely represented as x =
[0 . . . 0 αi,1αi,2 . . . αi,Ni 0 . . . 0]
T (i.e., most coeffi-
cients not associated with class i are zero).
Taking into account that the observation vector y is
incomplete we denote its available coefficients by ya
and the missing coefficients ym. Now we can solve
the system of linear equations of Eq. 2 using only the
available coefficients ya and the basis Aa, formed by
only retaining the rows of A indicated by the available
coefficients. Research in the field of compressed sens-
ing (Donoho, 2006; Candes, 2006) has shown that if x
is sparse, x can be recovered exactly by solving:
min||x||1 subject to ||ya −Aax||2 ≤  (3)
with a small constant  such that the error e satisfies
||e||2 <  and ||.||1 the l1norm.
2.2. Sparse classification (SC)
Following (Yang et al., 2007), we perform classifica-
tion by comparing the support of ya in parts of Aa
associated with different classes i. In other words, we
compare how well the various parts of x associated
with different classes i can reproduce ya. The repro-
duction error is called the residual. The residual of
class i is calculated by setting the coefficients of x not
associated with i to zero while keeping the coefficients
associated with i unchanged. Thus the residual is:
ri(yr) = ||ya −Aaδi(x)||2 (4)
with δi(x), the vector selecting only the columns of A
that correspond to class i. The class c that is assigned
to an observed vector y is the one that gives rise to
the smallest residual:
c =argmin
i
ri(yr). (5)
2.3. Sparse imputation (SI)
Alternatively, one can use the sparse representation
x to impute the missing coefficients. Without loss of
generality we reorder y and A as in (Zhang, 2006) so
that we can write:
yˆ =
[
ya
yi
]
=
[
ya
Amx
]
(6)
with Am pertaining to the rows of A indicated by the
missing coefficients in y and yi an estimate for the
missing coefficients ym. This yields a new observation
vector yˆ after which ordering can be restored.
3. Experiments
We apply the described method to missing data spoken
digit classification task (AURORA-2). In noisy speech,
with digits represented by fixed length observation vec-
tors, coefficients are considered missing if their values
(representing speech energy in a time-windowed spec-
trographic representation) are dominated by speech
energy rather than noise energy. We explore the ef-
fectiveness of our approach by selecting the missing
coefficients using knowledge of the true speech and
noise signals. Using a setup described in detail in
(Gemmeke & Cranen, 2008) we compare the sparse
classification technique with a baseline, state-of-the-
art, HMM-classifier which performs imputation on a
frame-by-frame basis (Van hamme, 2006). Addition-
ally we compare classification accuracies obtained by
combining sparse imputation and the baseline classi-
fier.
While not strictly linear as a function of signal-to-noise
ratio (SNR), the percentage missing coefficients ranges
from 0% (clean speech) to 80− 95% (at SNR −5 dB).
In Table 1 it is shown that the sparse classification
and sparse imputation methods significantly outper-
form the baseline, frame-based classifier.
Table 1. AURORA-2 single digit classification accuracy.
SNR
method clean 15 10 5 0 -5
Baseline 99.3 99.1 98.7 96.6 88.4 61.0
SC 98.4 98.4 98.0 97.5 95.8 91.0
SI 99.3 99.0 98.5 97.7 96.5 91.3
4. Discussion and conclusions
Results show that both sparse methods give consider-
able improvement over the baseline, suggesting that a
correct sparse representation can be found even when
the majority of the data is missing, provided the re-
dundancy in the structure of the data is exploited by
use of example whole-digit observations vectors. The
slightly better results using sparse imputation rather
than sparse classifications seem to suggest that the
sparse classification method does not generalize to ob-
served digits as well as the HMM-based (parametric)
approach.
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