Abstract. We consider a Pólya urn, started with b black and w white balls, where b > w. We compute the probability that there are ever the same number of black and white balls in the urn, and show that it is twice the probability of getting no more than w − 1 heads in b + w − 1 tosses of a fair coin.
S n thus resembles a random walk, except that the probabilities of moving up and down change with every step. We are interested in the probability that the path ever touches the S-axis.
We will need one key fact about the process S n , or equivalently, about B n : the fraction of black balls, B n /N n , has a random limit Z, which is given by the Beta b,w distribution:
An elementary proof may be obtained by following the reasoning in de Finetti [6, p. 219] , who shows how the Pólya urn process may be modeled using random draws from the uniform distribution. For a less elementary proof, see [7, §2] . It follows that µ n = S n /N n also converges, to µ ≡ 2Z − 1. We write
Beta b,w (p) dp for the distribution function of the beta distribution.
Theorem. If a Pólya urn is started with b black and w white balls, then the probability that the number of black and white balls will ever be equal is 2F
Proof. Let τ be the random time at which the path first touches the boundary S = 0. The probability of equalization is just the probability of the event {τ < ∞}, which can be divided into the two events {τ < ∞}∩{µ > 0} and {τ < ∞}∩{µ < 0}. (The probability that µ = 0 is zero, because the density in Eq. (1) is continuous.) But these two events have equal probability. Indeed, µ depends only on S τ (n) ≡ S(τ + n), because the initial segment is finite, and has no effect on the mean. At time τ , the urn has an equal number of black and white balls, so the mean of its subsequent trajectory is equally likely to be positive or negative. Furthermore, if µ < 0, then τ < ∞. Indeed, if µ < 0, then the path will eventually be below the axis, and since it started out above the axis, it must cross at some point. Thus, P (τ < ∞) = 2P ({τ < ∞} ∩ {µ < 0}) = 2P ({µ < 0}) = 2F The equalization probability can also be expressed as a binomial sum, due to an interesting connection between the beta and uniform distributions. Let U 1 , U 2 . . . , U n be n independent samples from the uniform distribution on [0, 1], and let U (1) < U (2) < · · · < U (n) be the same samples arranged in increasing order. (The U (i) are called the order statistics of the sample.) Then the density of U (b) is given by Beta b,w , where b + w = n + 1. We refer the reader to [5, Eq. I. 6.7] for the simple proof.
Given this result, the probability that a Beta b,w variable will be less than x is just the probability that at least b uniform variates will be less than x, or equivalently, that no more than n − b uniform variates will be greater than x. Let Ber p denote a Bernoulli random variable, taking the value one with probabibility p, and zero otherwise. In symbols, then
where the X i and Y i are independent Ber x and Ber 1−x random variables, respectively. The last expression, with x = 1/2, establishes the following corollary:
Corollary. If a Pólya urn is started with b black and w white balls, then the probability that the number of black and white balls will ever be equal is the same as the probability that in b + w − 1 tosses of a fair coin, no more than w − 1 will be heads.
Eq. (2) was first derived computationally by Karl Pearson in 1924 [12] , for the purpose of expressing sums of binomial coefficients in terms of the more easily computable beta distribution. See also [4, p. 173] , [11, 8.17.5] .
Both expressions for the equalization probability are useful. The first, involving the beta function, is easily computed numerically. The second can be used to establish central limit results, using the deMoivre-Laplace theorem [4] , or large deviations results, using Cramér's theorem [9] . This second expression can also be written as an explicit sum of binomial coefficients, 
