nature of the univariate parametric statistical analyses is not as flat as portrayed in Zientek and Thompson (p. 344) . Namely, we show that ANOVA and r subsume the independent samples t-test. Not only is it important to show that these analyses (i.e., ANOVA, r, and independent samples t-test) are mathematically equivalent, demonstrating that r subsumes the independent samples t-test helps undo the misconception that correlation never implies causality and that causality is a function of design, not statistics (cf. Huck, 2012) . Third, we demonstrate that RM ANOVA is subsumed by MLR and subsumes the paired-samples t-test. Fourth, we demonstrate that the single-sample t-test is subsumed by MLR. Finally, we demonstrate why the general case for the chi-square test of independence cannot be subsumed by MLR and that only in the case of a dichotomous dependent variable does MLR subsume the chi-square test. Therefore, the hierarchy of analyses subsumed by MLR presented in Figure 1 , which serves as a framework for our paper, diverges from the hierarchy presented by Zientek and Thompson (p. 344) in important ways. Method The syntax in Appendix A was used to generate the datasets in Tables 1 and 2 that serve as the basis of the analyses illustrated. The dataset contains four variables: pretest scores (Pre), posttest scores (Post), follow-up scores (FollowUp), group assignment (Control, Treatment) and position (full-time [Full] , parttime [Part] , seasonal [Seasonal] ). The dataset was designed so that each group has equal variances (SD = 1) and equal covariances (rs = 0.6) between the pretest, posttest, and follow-up scores to satisfy statistical assumption in the illustrated analyses. In both groups, the mean pretest score is 4.0. In the control and treatment groups, the mean posttest score is, respectively, 4.0 and 6.0. In the control and treatment groups, the mean follow-up score is, respectively, 4.0 and 5.5. Table 1 was used as input to all of the analyses with the exception of the RM ANOVA analyses, where Table 2 was used. Table 1 is considered the wide representation of the data as each repeated measure (i.e., Pre, Post, and FollowUp) is represented in a separate column. Table 2 is considered the long representation of the data as the three repeated measures are contained in one column (Test) , with a corresponding column that indicates the particular measurement occasion (MO), where 1, 2, and 3, respectively, indicate pretest, posttest, and follow-up. 
ANOVA.
A MLR and ANOVA were run with posttest scores and position, respectively, serving as the dependent and independent variables. The ANOVA models tested the hypothesis that there was a statistically and practically significant difference in posttest scores by position. Test statistics, p values, effect sizes, and group means were compared between the results of the two analyses.
r. A MLR and r were run with posttest and pretest scores, respectively, serving as the dependent and independent variables.
The r models tested the hypothesis that there was a statistically and practically significant relationship between posttest and pretest scores. Test statistics, p values, and effect sizes were compared between the results of the two analyses.
RM ANOVA. A MLR and RM ANOVA were run testing the hypotheses that pretest, posttest, and followup scores are statistically and practically different. For MLR, test scores (see Table 2 ) were modeled by measurement occasion (i.e., 1=pretest, 2=posttest, 3=measurement occasion) and participant ID. For RM ANOVA, test scores were modeled by measurement occasion and individual error (cf. Fox & Weisberg, 2011) . Test statistics, p values, effect sizes, and measurement occasion means were compared between the results of the two analyses.
Independent Samples t-test. A MLR, ANOVA, r, and independent samples t-test were run with posttest scores and group, respectively, serving as the dependent and independent variables. The numeric representation of group served as the independent variable for r. The independent samples t-test models tested the hypotheses that there was a statistically and practically significant mean difference in posttest scores by group. Test statistics, p values, effect sizes, and group means were compared among the results of the four analyses.
Paired-Samples t-test. A MLR, RM ANOVA, and paired-samples t-test were run testing the hypotheses that posttest scores are statistically and practically different than pretest scores. For MLR, the difference between posttest and pretest scores served as the dependent variable, which was modeled only by the intercept. For RM ANOVA, test scores were modeled by measurement occasion (i.e., 1=pretest, Note. MO=measurement occasion (1 = Pre; 2 = Post; 3 = FollowUp). 
) and individual error (cf. Fox & Weisberg, 2011) . For paired-samples t-test, the pretest and posttest scores, respectively, served as the independent and dependent variables. The paired-samples ttest models tested the hypothesis that there was a statistically and practically significant mean difference between posttest and pretest scores. Test statistics, p values, effect sizes, and differences between measurement occasion means were compared among the results of the three analyses.
Single-Sample t-test.
A MLR and a single-sample t-test were run testing the hypotheses that pretest scores are statistically and practically different from 0. For MLR, pretest scores served as the dependent variable, which was modeled only by the intercept. The single-sample t-test models tested the hypothesis that the pretest scores were statistically and practically significantly different from 0. Test statistics, p values, effect sizes, and means were compared between the results of the two analyses. χ 2 . Two sets of analyses were run using both chi-square test of independence and MLR. In the first set of analyses, position and group, respectively, served as the dependent and independent variables. The first set of analyses tested the hypothesis that group had a statistically and practically significant effect on position. In the second set of analyses, group and position, respectively, served as the dependent and independent variables. The second set of analyses tested the hypothesis that position had a statistically and practically significant effect on group. In both sets of analyses, the numeric representation of the dependent variable was used for MLR. Test statistics, p values, and effect sizes were compared between the results of the two analyses.
Results
Appendix B contains the R output that resulted from running the syntax in Appendix A. The following sections reference relevant line numbers in Appendix B when presenting the results for each of the analyses demonstrated. Table 3 provides a consolidation of the formulae used to transform statistics and effect sizes. Table 4 and Appendix B (lines 95 -223) present the results of the ANCOVA analyses.
ANCOVA.
The p values for the two analyses (i.e., ANCOVA, MLR) were the same (i.e., 3.22454e-07; see Appendix B, lines 137 -141). For ANCOVA, the test statistic produced is an F statistic, whereas a t statistic is produced for the group b weight. As t 2 is equal to F (Thompson, 2006) , the t statistic of 6.723161 is equivalent to the F statistic of 45.20089 (see Appendix B, lines 143 -159) .
Partial η 2 is the typical effect size reported for ANCOVA, where the variance associated with the covariate (pretest in this case) is excluded from the denominator and only variance associated with the grouping variable (group in this case) is included in the numerator (cf. Thompson, 2006) . When using MLR, the partial η 2 can be produced by using commonality analysis coefficients (Zientek, Nimon, & Brown, 2016), which can be produced in R using the calc.yhat function (Nimon, Oswald, & Roberts, 2013) . In the two analyses, the effect sizes produced were identical (i.e., .6260434; see Appendix B, .
In ANCOVA, the group means typically reported are means that have been adjusted for their covariate rather than the observed means (Nimon & Henson, 2015; Tracz, Nelson, Newman, & Beltran, 2005) , although in this case there was no difference between observed and adjusted means because the covariate was mean centered. In both analyses, the "adjusted" posttest means were, respectively, 4 and 6 for the control and treatment group. While R provides a function that yields adjusted means via the effect function (Fox, 2003) , adjusted means when using MLR require that the intercept and regression weights be used (see Appendix B, . In summary, group had a statistically and practically significant effect on posttest scores after controlling for pretest scores (t = 6.72, F [1, 27] = 45.2, p < .01; 2 = .63; Adjusted M Control = 4.0, Adjusted M Treatment = 6.0). Appendix B, lines 571 & 579) . This is because the mean for the first group (Control) was less than the mean for the second group (Treatment), and there was a positive relationship between posttest scores and the numeric representation of group since group was coded as 1 and treatment was coded as 2.
ANOVA.
The typical effect size reported for an independent samples t-test is Cohen's d, where the mean difference is divided by the pooled standard deviation (Cohen, 1988) . The MLR, ANOVA, and r, respectively, yielded 2 , 2 , and r. Whereas the R 2 and the 2 are already in a comparable dimension and equal at .517241, the Cohen's d of 2 was converted to r (Lakens, 2013; McGrath & Meyer, 2006) , resulting in .719195, which is equivalent to the 2 of .517241 for reasons previously stated (see Appendix B, . Group means for each analysis are also identical where M Control = 4.0 and M Treatment = 6.0. As ANOVA and r do not provide group means or information to compute group means, descriptive statistics were calculated (see Appendix B, . For MLR analyses, group mean values were obtained by using the intercept and regression coefficients (see Appendix B, lines 671 -695). In summary, there was a statistically and practically significant mean difference in posttest scores by group (t [28] = ±5.48, F [1, 28] = 30.00, p < .01; d = 2.00, r = .72, 2 = 2 = .52; M Control = 4.00, M Treatment = 6.00). (Dunlap, Cortina, Vaslow, & Burke, 1996) . The mean difference between posttest and pretest scores was identical for each analysis (i.e., M Post-Pre = 1; see Appendix B, lines 806 -813). Because ANOVA does not provide group means, descriptive statistics were calculated on posttest minus pretest scores. For MLR, the intercept provided the mean difference between posttest and pretest scores. In summary, there was a statistically and practically significant mean difference between posttest and pretest scores (t [29] = 4.07, F [1, 29] = 16.60, p < .01; d = .80; M Post-Pre = 1.00). (Cohen, 1988, p. 72) . The mean pretest score was identical for each analysis (i.e., M Pre = 4.00; see Appendix B, lines 871 -876). For MLR, the intercept provided the mean pretest score. In summary, the mean pretest score was statistically and practically significant different from 0 (t [29] = 22.30, p < .01; d = 4.07; M Pre = 4.00). analyses in all cases, we first modeled position by group, which considered a 3x2 association. Using MLR to analyze a 3x2 association is not valid for multiple reasons. First, MLR does not accept categorical data as a dependent variable. Second, modeling the numeric representation of a variable with more than two categorical levels (e.g., position) is not appropriate and returned erroneous results, as depicted in Table 11 and Appendix B (lines 897 -966).
Paired-Samples t-test.

Single-Sample t-test.
To demonstrate that MLR does subsume χ 2 analyses in certain cases, we modeled group by position (Group~Position), which considered a 2x3 association where group was treated as a dichotomous dependent variable (see Appendix B, lines 968 -1072) . The group by position results are provided in the Group~Position column of Table 11 . The chi-square test returned 2 degrees of freedom (df = [rows -1] [columns -1]) and the MLR returned df error = 27, where the latter took into consideration the number of predictors (k = 2) and sample size (n = 30). As well, the two approaches to the χ 2 analysis delivered different p values (see Appendix B, lines 1026 Appendix B, lines -1030 . This difference in p value is attributed to the fact that chi-square probability calculations are not sensitive to sample size (McNeil, 1974) . In this example, the probability statistic from the MLR (i.e., .694) can be considered more accurate than from the chisquare (i.e., .670) due to the small sample size of 30. The chi-square probability value "becomes more exact when larger sample sizes are observed" (McNeil, p. 53) .
Similar to the other analyses, different test statistics were returned. The chi-square test yielded a χ 2 statistic (i.e., .80), and the MLR yielded an F statistic (i.e., .37). When converted using Knapp's (1978) formula and its derivative (see Table 3 ), these test statistics are approximately equal (see Appendix B, lines 1032 -1054). Effect sizes produced by the analyses are also different but equivalent. The chisquare test produced a Cramer's V (i.e., .163), and the MLR produced an 2 (i.e., .027). Once the Cramer's V is squared, the observed effect sizes are identical (Cohen, 1988 , see Appendix B, lines 1056 -1072 . In summary, position did not have a statistically or practically significant effect on group (χ 2 [2] = .80, p = .67; F [2, 27] = .37, p = .694; Cramer's V = .16, 2 =.03).
Discussion
The content presented in this article affords graduate students and emerging scholars a cogent illustration of how MLR subsumes univariate analyses in the GLM. In addition to the illustration, the present paper extends current literature by demonstrating how (a) independent samples t-test is subsumed by both ANOVA and Pearson's r, (b) RM ANOVA is subsumed by MLR and subsequently subsumes paired-samples t-test, (c) MLR subsumes single-samples t-test, and (d) MLR subsumes chi-square only in special cases. Researchers may utilize the content herein as a reference guide since it provides (a) a more rigorous visual representation of the univariate GLM, (b) an explanation of the test statistics and effect sizes yielded by comparable statistical analyses, (c) a complete table of transformation formulae with pertinent references, (d) example write-ups that accompany each set of analyses, and (e) replicable syntax that may be copied, modified, and applied to other research studies.
Novice readers of academic literature describing the GLM may interpret the arguments presented as doctrine without fully understanding and exploring the underlying concepts. This article attempts to guide the novice reader through the hierarchical nature of the univariate GLM by demonstrating the analyses which may be replicated and compared using the syntax and output provided. If readers undergo the replication process afforded, they should recognize that MLR does, in fact, subsume the univariate parametric analyses within the GLM. Through this exploration, replication, and independent study, readers will likely better understand the arguments and concepts that connect the univariate GLM analyses.
The statistical analyses presented in this paper are often described as independent tools that are used for specific purposes. In reality, and due to their inherent incorporation within the GLM, MLR is not unidimensional in its application. We expect that prudent researchers will understand the similarities, differences, and limitations (e.g., chi-square's sensitivity to sample size) of the univariate GLM analyses and will apply the appropriate analysis to best match their research design and data.
The paper indirectly reinforces the concept that statistics do not determine causality. Although MLR is often maligned for not yielding experimental evidence (e.g., Nisbett, 2016), readers should understand that data from an experimental design could be analyzed with MLR and therefore yield experimental evidence. Also, the paper demonstrates why statements such as "correlation never implies causality" are wrong (cf. Huck, 2012) . Only aspects of research design determine causality, not the statistics used to analyze the data yielded from the research design. This paper is not without limitations. First, it considered only the univariate GLM and did not demonstrate how canonical correlation subsumes the multivariate and univariate analyses. Nor did it demonstrate SEM as the most general form of the GLM or consider other univariate analyses including split-plot ANOVA. Second, the paper provided only R syntax to accompany the analyses. Third, the data used to demonstrate the GLM were simulated and designed to meet the statistical assumptions of the analyses. As such, the syntax did not include checks for the statistical assumptions for each analysis. Future research could consider building on the work presented in this paper by addressing the aforementioned limitations. (1234) ###Control Simulated Data ctlcov<-matrix(c( 1, .6, .6, .6, 1, .6, .6, .6, 1), 3, 3) rownames(ctlcov)<-colnames(ctlcov)<-c("Pre","Post","FollowUp") ctldata<-mvrnorm(n=15,c(4.00,4.00,4.00),ctlcov,empirical=TRUE) ctldata<-data.frame(ctldata) ctldata$Group<-0 ###Experimental Simulated Data expcov<-matrix(c( 1, .6, .6, .6, 1, .6, .6, .6, 1), 3, 3) rownames(expcov)<-colnames(expcov)<-c("Pre","Post","FollowUp") expdata<-mvrnorm(n=15,c(4.00,6.00,5.5),expcov,empirical=TRUE) expdata<-data.frame(expdata) expdata$Group<-1 ###Merged Simulated Data ds<-rbind(ctldata,expdata) ds$Group<-as.factor(ds$Group) levels(ds$Group)<-c("Control","Treatment") ds$Position<-as.factor(c(rep("Full",4),rep("Part",6),rep("Seasonal",4), rep("Full",6),rep("Part",4),rep("Seasonal",6))) ###Describe dataset head(ds) describe(ds) ###Run descriptive statistics by group describe(subset(ds,Group=="Control")) describe(subset(ds,Group=="Treatment"))
###Create long version of data for 3-wave repeated measures ANOVA dslong3<-reshape(ds,varying=c("Pre","Post","FollowUp"),v.names="Test",timevar="MO",times=c(1,2,3),directio n="long") dslong3$id<-as.factor(dslong3$id) dslong3$MO<-as. 
22
> expcov<-matrix(c( 1, .6, .6, .6, 1, .6, .6, .6, 1), 3, 3)
23
> rownames(expcov)<-colnames(expcov)<-c("Pre","Post","FollowUp")
24
> expdata<-mvrnorm(n=15,c(4.00,6.00,5.5),expcov,empirical=TRUE)
25
> expdata<-data.frame(expdata)
26
> expdata$Group<-1 
27
632
> sqrt((-tr1**2*(nrow(ds)**2-2*nrow(ds)))/( 
