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Open-boundary reflection of quantum well states at Pb(111)
M. Mu¨ller,1 N. Ne´el,1 S. Crampin,2, ∗ and J. Kro¨ger1, †
1Institut fu¨r Physik, Technische Universita¨t Ilmenau, D-98693 Ilmenau, Germany
2Department of Physics & Centre for Nanoscience and Nanotechnology, University of Bath, Bath BA2 7AY, UK
Using a scanning tunneling microscope, confined electron states are studied that exist above subsurface
nanometer-sized voids at Pb(111), where potential barriers at the parallel vacuum–Pb(111) and Pb(111)–void
interfaces establish a principal series of quantum well states that are further confined laterally by strong reflec-
tion at the open boundaries at the edges of the void. The influence of the size, depth and shape of the voids
on the effectiveness of the lateral confinement is discussed. Standing wave patterns observed in differential
conductance maps unravel the dispersion of the relevant underlying Pb electron states.
I. INTRODUCTION
Restricting the motion of electrons in metals or semicon-
ductors to dimensions that are comparable to the Fermi wave-
length λF is referred to as quantum confinement. The re-
sulting quantization of electron states can alter the physi-
cal properties of the solid, in ways beneficial to a variety
of applications including spintronics,1 quantum computing,2
optoelectronics,3,4 photovoltaics,5 and catalysis.6 An impor-
tant example of quantum confinement is within quantum wells
formed in thin films and overlayers. While electrons in these
systems are able to move freely in the plane of the film,
the film–substrate and/or film–vacuum interfaces act as bar-
riers, reflecting impinging electrons. At specific film thick-
nesses standing electron waves are established between the
interfaces, giving rise to quantum well states (QWS). Since
the first experimental evidence for QWS was reported, us-
ing the reflection of low-energy electrons from Au films
deposited on Ir(111),7 there has followed a wealth of ex-
perimental and theoretical work on QWS for a wide vari-
ety of film–substrate combinations,8 and the importance of
QWS has been unraveled for, amongst others, monitoring film
quality,9 chemical reactivity,10,11 crystal growth,12 magnetic
interactions,13–15 and electron correlation effects such as thin-
film superconductivity16–18 and the Kondo effect.19,20
Lateral electron confinement to two dimensions has like-
wise been observed, with real-space images of surface elec-
tron standing waves in the vicinity of noble-metal step
edges21–23 constituting seminal work that has seen artificially
fabricated atom assemblies used as quantum corrals for elec-
tronic surface states,24–26 and nanometer-scaled clusters,27,28
vacancies29,30 and molecular networks31,32 shown to effec-
tively confine electron motion. Laterally confined sur-
face states have also been observed on narrow terraces33
and vicinal surfaces,34–36 and recently electron confine-
ment to graphene nanostructures has attracted considerable
interest.37–42
Further restriction of electron motion has been reported
for atomic43–48 and molecular49,50 chains on surfaces, de-
fects on semiconductor surfaces,51 colloidal semiconductor
nanocrystals,52 metal53 and semiconductor54 quantum dots as
well as for artificial atoms.55 A beautiful demonstration of
electron confinement is the observation of the quantum ana-
logue to whispering gallery modes in oligothiphene rings56
and graphene.57
The aforementioned examples reveal the panoply of con-
finement effects, and highlight an important shared ingredi-
ent: for electron motion to be restricted to a specific region of
space requires an effective potential well, enclosed by bound-
aries that reflect electron waves. The confining potential wells
may be provided by geometric constraints, such as boundaries
of terraces and quantum corrals, atomic and molecular chain
edges, and by the forbidden electron penetration into the vac-
uum or surface-projected energy gaps of the substrate.
We have recently reported a novel confinement mechanism
affecting the conduction electrons of a metal,58 observed in
the vicinity of nanometer-sized subsurface voids (or “cavi-
ties”) at Pb(111). These cavities were engineered by Ar+
ion bombardment and subsequent annealing, and are located
several atomic layers beneath the Pb(111) surface. Simi-
lar structures have previously been reported for Al(111),59
Cu(100),60–62 Cu(110),61,63 Ag(100)64 and Ag(111)64 sur-
faces. The voids offer a unique opportunity to investigate ver-
tical and lateral confinement, with vertical confinement occur-
ing in the thin Pb layer atop the void where the parallel void–
Pb(111) and Pb(111)–vacuum interfaces lead to the formation
of conventional QWS, and additionally reflection of electrons
at the open boundaries where the thin Pb film above the void
recovers its bulk thickness resulting in lateral confinement.
The latter is noteworthy in occuring despite the absence of
a confining potential well in the lateral direction. The purpose
of the present article is to expand upon our previous reported
findings. Real-space images of electron standing wave pat-
terns associated with the confinement are provided and used
to extract the relevant Pb band dispersion. In addition, a study
of the influence of the cavity size and distance beneath the
substrate surface on the confined states is presented.
II. EXPERIMENT
Experiments were performed with a scanning tunneling mi-
croscope (STM) operated in ultrahigh vacuum (10−9 Pa) and
at low temperature (6K). Atomically clean Pb(111) was ob-
tained by repeated Ar+ bombardment and annealing. To effi-
ciently create subsurface voids the ion kinetic energy and cur-
rent density at the sample were set to 1.1keV and 5µA/cm2,
respectively, with the ion beam impinging onto the surface at
an angle of 30◦ with respect to the surface normal. Samples
were subsequently annealed at 560K for 20min. All STM
2images were recorded at constant current with the bias volt-
age applied to the sample. Spectra of the differential con-
ductance (dI/dV ) were acquired at constant height by sinu-
soidally modulating the sample voltage (5mVpp, 6.3kHz) and
detecting the current response of the junction with a lock-in
amplifier. For recording maps of dI/dV simultaneously with
STM images a higher voltage modulation (20mVpp) was used.
III. MODELING
The electronic structure of thin Pb(111) films has been cal-
culated using density functional theory, using the plane wave
pseudopotential code CASTEP.65 Ab-initio energy bands for
film thickness between 2 and 14 layers have been calculated
using both the local-density approximation and the general-
gradient approximation to the exchange functional, default
“on-the-fly” ultrasoft pseudopotentials, 240eV plane wave ba-
sis cutoff energy, 41× 41× 1 Monkhorst-Pack k-point grids
and a 15A˚ vacuum gap. Geometry optimization minimized
forces to < 0.05eV/A˚.
In Ref. 58 confinement via open-boundary scattering was
modeled using an idealized model, treating Pb as a free-
electron metal and with voids described as cylindrically sym-
metric volumes from which electrons were fully excluded,
with radius S and extending from a depth D beneath the sur-
face. The Pb(111) surface barrier was similary modeled by
an infinite step-potential. Here we supplement that model,
which permits analytic analysis, with numerical results ob-
tained for a more general description in which the void and
surface barrier are described by finite potential barriers and
with more varied void geometries. In the region outside both
the surface barrier (assumed planar and occupying z< 0) and
the nanovoid we assume free-electron propagation. We de-
termine the electronic structure from the single-particle Green
function G(r,r ′;ε) satisfying (H − ε)G=−δ(r− r ′), which
for z< z′ has the form (energy dependence suppressed)
G(r,r ′) = ∑
MM′
∫
dk
∫
dk′Ψ<Mk(r)GMM′(k,k
′)Ψ>M′ k′(r
′)/(iκ′)
(1)
where in the region of constant potential between the surface
barrier and void potential, the wave functions Ψ> and Ψ< are
Ψ<Mk(r) = χ
−
Mk(r)+χ
+
Mk(r)L(k)
Ψ>Mk(r) = χ
+×
Mk (r)+∑
M′
∫
dk′RMM′(k,k′)χ−×M′ k′(r),
(2)
corresponding to combinations of forward (+) and backward
(−) travelling cylindrical waves,
χ±Mk(r) = χMk(R)e
±iκz, χMk(R) =
√
k/2piJM(kR)eiMϕ
(3)
where r =(R,ϕ,z), R=(R,ϕ), k the wave number in the plane
perpendicular to zˆ, JM a cylindrical Bessel function, angu-
lar momentum quantum number M ∈ Z, κ = √2ε− k2, and
in Eq. (2) × denotes conjugation of the angular factor only.
The void is assumed to be centered laterally at R = 0. L
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FIG. 1. (Color online) (a) Pseudo three-dimensional STM image of
Pb(111) revealing cavities buried beneath two terraces (0.5nA, 1.2V,
1000A˚× 1000A˚). Inset: Constant-current map of dI/dV recorded
atop the indicated cavity showing electron standing wave patterns
(1nA, 0.4V, 78A˚× 78A˚). (b) Schematic illustration of a subsur-
face nanocavity, with geometry based upon the Wulff construction
using (111), (110) and (100) Pb surface energies. {111} and {100}
facets are indicated; {110} facets appear as the smallest regions of
the Wulff construction. (c) Spectra of dI/dV acquired atop the cen-
ter of cavities with similar radii of ≈ 20A˚ residing at the indicated
depths, and showing the signature of the HOQWS. The spectra for
6 and 4 layers have been vertically offset by 1.5nS and 3nS, respec-
tively. The vertical bars indicate the spectroscopic fine structure due
to lateral confinement. Prior to data acquisition the feedback loop
had been disabled at 1nA, −2V for all spectra. (d) As (c), showing
the spectroscopic signatures of the LUQWS. The spectra for 6 and 4
layers have been vertically offset by 1.6nS and 3.7nS, respectively.
The feedback loop had been disabled at 0.5nA, 2.3V prior to data
acquisition.
and R are barrier and void reflection coefficients, respectively,
with L in general found by numerical integration of the one-
dimensional Schro¨dinger equation: for a step barrier, height w
at z= 0, L= (iκ− γ)/(iκ+ γ) with γ=
√
2(w− ε)+ k2. The
void reflection coefficient R is calculated using the method
outlined in the appendix. In Eq. (1) G is obtained from the
integral equation expressed formally as G = 1+RLG .
IV. RESULTS AND DISCUSSION
A. Geometric and electronic properties of buried cavities
Figure 1(a) shows the pseudo-three-dimensional STM im-
age of a freshly prepared Pb(111) surface. Buried cavities re-
veal themselves as depressions or protrusions with an irregular
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FIG. 2. (Color online) Lateral confinement. (a) Model geometry. A cylindrically symmetric void of radius S, thickness h is positioned a
depth D beneath the surface. Gray regions correspond to potential v. The red dot indicates the position at which the LDOS is evaluated.
(b) Calculated LDOS atop voids (height h = 8A˚, depth D = 11.4A˚, potential v = 13.6eV). Results obtained for different radii S are offset
vertically (red). Also shown (blue) are the expected peak positions assuming ideal reflection at the void edge (see text). (c) Calculated LDOS
above voids (cylindrical volume, h = 8A˚, S = 23A˚, v = 13.6eV) at various depths. Each spectrum (vertically offset) is calculated with the
void at a depth placing the onset of the nth lowest QWS at energy εn = εF−1.0eV.
hexagonal circumference, and apparent diameters that range
between 25 and 70A˚. Their geometric structure reflects the
minimized interfacial free energy according to the Wulff con-
struction [Fig. 1(b)]. The upper {100} and {111} side facets
of the cavity scatter electrons and give rise to interference ef-
fects, with the characteristic fringes visible both in Fig. 1(b)
and outside the central confinement pattern present in the inset
to Fig. 1(a) similar to those previously observed and reported
for subsurface cavities at Cu(110).63
The parallel Pb(111) surface and upper face of the void
form an electron resonator that quantizes the electron states
according to their variation in the direction normal to the sur-
face. The energies of these QWS depend strongly on the Pb
layer thickness, so that the location and spacing of the highest
occupied QWS (HOQWS) [Fig. 1(c)] and lowest unoccupied
QWS (LUQWS) [Fig. 1(d)] of these states provide a signature
of the depth of the void. This depth is identified by compari-
son with calculated ab-initio thin-film energy bands. The most
abundant Pb film thicknesses deduced above the buried voids
are 4, 6 and 8 atomic layers, indicating a preference for even
numbers of Pb atomic layers and an electronic stabilization
effect influencing the void depth. Indeed, the Fermi wave-
length λF of Pb electron states propagating perpendicular to
the (111) surface is approximately four times the (111) layer–
layer spacing and therefore a bilayer periodicity of the density
of states at the Fermi energy, εF, may be expected. Bilayer
periodicity in other Pb thin-film properties have likewise been
reported, including the superconducting transition tempera-
ture in ultrathin Pb films,16–18 preferred island heights66,67 and
the work function.68
The dI/dV spectra acquired atop the center of nearly
equally sized (S≈ 20A˚) cavities at different depths [Fig. 1(c)]
show that the bias voltage range of the feature associated to
the HOQWS decreases from ≈ 0.7V (4 layers) via ≈ 0.45V
(6 layers) to ≈ 0.35V (8 layers) as the feature moves to zero
bias voltage with increasing Pb film thickness. The broad but
finite line shape of the HOQWS is due to hybridization be-
tween Bragg-diffracted states that cause the band structure of
thin Pb films to exhibit an increasing effective mass for in-
creasing QWS energy.69,70 Concomitantly the band width de-
creases with increasing QWS energy, as seen in Fig. 1(c) and
in the broader appearance of the HOQWS than the LUQWS
[Fig. 1(d)] for a given film thickness.71 Characteristic spectro-
scopic fine structure is clearly visible within the band width
of the HOQWS, indicated by vertical bars in Fig. 1(c). These
arise from lateral confinement of the QWS electrons to the
region atop the cavity,58 and are discussed in the following
section. It is noteworthy that spectra such as those in Fig. 1(c)
recorded at temperatures above and below the critical temper-
ature of Pb (7.2 K) show no significant differences, confirm-
ing that the superconducting state of Pb is not relevant to these
findings.
The inset to Fig. 1(a) displays a constant-current dI/dV
map recorded above the indicated cavity, revealing rich struc-
ture with a regular hexagonal pattern visible in the central
area. The size (>∼ 7A˚) and voltage dependence of the pattern
points to an electronic origin, which we attribute to the quan-
tum interference pattern resulting also from reflection of QWS
electrons at the open boundary where the thin Pb film between
the cavity and the Pb(111) surface recovers its bulk thickness.
Analysis of these patterns is used to extract the dispersion of
the underlying electron bands — vide infra.
B. Lateral confinement
In Ref. 58 the fine structure present in dI/dV spectra
recorded atop subsurface voids was recognized as resulting
from further lateral confinement of the principally vertically-
confined QWS electrons, due to open-boundary reflection at
4the edges of the void. Here, the nature of this confinement
is further explored. We report results obtained using step-
like potentials for both surface barrier (at z = 0) and void,
the latter presenting a face a distance D from the surface
[Fig. 2(a)]. The local density of states (LDOS) is obtained
from the Green function calculated as described in Sec. III as
n(r;ε) =−(1/pi)ImG(r,r;ε).
Figure 2(b) shows n(r = 0,ε) atop cylindrically shaped
voids of varying radii S, fixed thickness h = 8A˚, located at
a constant depth D = 11.4A˚. Increasing the thickness has no
effect on the results. A void potential of strength v= 13.6eV
and εF = 9.47eV for Pb is used giving rise to the HOQWS,
the 6th lowest QWS at this depth, at threshold energy E6 =
εF − 1.0eV. For S = ∞, corresponding to an infinitely ex-
tended thin film, the LDOS associated with the QWS takes on
the appearance of a steplike increase at energy E6 (not shown),
broadened slightly by the 5meV imaginary energy included in
calculations for numerical purposes. Unlike the experimental
spectra of Fig. 1(c) there is no upper band edge, as the model
does not contain Bragg-diffraction effects, only free-electron
like dispersion. As evident in Fig. 2(b), atop voids of finite
radius the LDOS within the QWS subband instead takes on
the appearance of a series of resonant peaks, with the jth peak
occuring at
ε j = E6 +
h¯2
2m
(α j,0
S
)2
, (4)
where α j,0 (= 2.405, 5.520, 8.654, . . . for j = 1,2,3, . . . ) is
the jth zero of the Bessel function J0. The blue curves in
Fig. 2(b) trace out the relationship of Eq. (4). The origin of
this behavior lies in strong reflection of laterally-outward trav-
elling free-electron like states present in the region above the
void, at the radius S where the opening up of the full depth
of the Pb crystal acts like a hard-wall boundary. This has the
effect of imposing a node in the radial wave function JM(kR)
at R = S, quantizing the wave number k. Only states with
M= 0 additionally have nonvanishing amplitude at R= 0, and
so contribute to the LDOS at r = 0, and hence the existence of
quantized energies given by Eq. (4). The levels are resonances
due to the lossy-character of the boundary reflection, with the
variation in the peak widths due to the combined effects of the
energy dependence of the losses and the increasing boundary
collision rate with energy.58
Next, the effect of the depth of the void is unveiled. To
do this, we exploit the continuum nature of our model to
position voids at a succession of depths Dn that each place
the nth QWS at the same threshold energy εF− 1.0eV (e. g.,
Dn = 9.3A˚, 11.4A˚, 13.5A˚ for n= 5, 6, 7). The corresponding
spectra are shown in Fig. 2(c). The radius and thickness of the
cylindrical void are held fixed, with S= 23A˚ and h= 8A˚, re-
spectively. The energy spacing of the principal series of QWS
associated with confinement normal to the surface decreases
with increasing void depth, such that the spectra calculated
for depth D9 and above also show the LUQWS in the energy
range displayed.
It can be seen from Fig. 2(c) that the location of spectral fea-
tures within the QWS subband are not sensitive to the depth
of the void. This is consistent with their origin being energy
quantization associated with electron confinement caused by
open-boundary reflection at the edge radius, which is un-
changing. However, the width of the resonances that make up
the spectra do change, becoming broader with increasing void
depth, such that whereas the first 5 peaks are clearly resolv-
able for the depth D3, this drops to only 3 for D12 (= 24.1A˚).
Therefore, the effects of lateral confinement are visible above
voids whose depth is comparable to the void radius, but the ef-
fectiveness of the confinement decreases with void depth, due
to an increase in the lossy character of the elastic boundary
scattering.30,72,73 One consequence of this is that the use of
subsurface voids to induce spectral structure from which in-
trinsic electron-electron and electron-phonon scattering rates
can be deduced58 will be limited to shallower voids, else elas-
tic scattering effects will dominate linewidths and prevent the
smaller intrinsic lifetime effects from being extracted.
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FIG. 3. (Color online) Voids of similar size at different depths, and
with different radii at the same depth. (a) dI/dV spectra acquired
atop the center of voids with radii ≈ 20A˚ and indicated depths. The
bias voltage (V ) of each spectrum was adjusted in order to align the
onset of the QWS (VQWS = 1.7V, 1.1V, 0.8V for 4, 6, 8 layers, re-
spectively). The dI/dV data for 4 (6) layers were vertically offset by
3.4nS (2.5nS). The feedback loop was disabled at 1nA,−2V (4 lay-
ers), −1.75V (6 layers), −1.2V (8 layers). (b) Calculated LDOS for
cylindrical cavity (h= 8A˚, S= 21A˚) 4 (top), 6 (middle), 8 (bottom)
layers beneath the Pb(111) surface. The energy axis was adjusted to
align the QWS onsets. The top and middle spectra were vertically
offset for clarity. (c) dI/dV spectra acquired atop the center of voids
buried 6 layers beneath the Pb(111) surface and with indicated radii.
The spectra were vetically offset by 1.2nS (19A˚), 2nS (28A˚), 2.6nS
(35A˚). Feedback loop parameters: 1nA, −1.5V (15A˚, 28A˚, 35A˚),
−1.75V (19A˚). (d) Calculated LDOS for cylindrical cavity (h= 8A˚)
with radii (from bottom to top) 15A˚, 19A˚, 28A˚, 35A˚ and 6 layers
beneath the Pb(111) surface. Data were vertically offset for clarity.
5The calculations nicely reproduce spectroscopic data ob-
tained from buried voids. Figures 3(a), (b) compare exper-
imental [Fig. 3(a)] and calculated [Fig. 3(b)] data for voids
with similar radii S = 20± 2A˚ and buried 4, 6, 8 layers be-
neath the Pb(111) surface. All spectra show the HOQWS
whose covered bias voltage and calculated energy ranges have
been shifted by the QWS onset voltage and energy to facilitate
the comparison. The additional feature in the experimental 4-
layer dI/dV spectrum slightly below 0.5V [Fig. ??(a), top] is
absent from the calculated LDOS. As previously shown,58
such additional low-amplitude peaks are consistent with ex-
pected contributions from lower-symmetry states at slightly
off-center locations above voids in the spectroscopy experi-
ments. A similarly good agreement between experiment and
theory is achieved for 4-layer deep voids with different radii
[Fig. 3(c), (d)].
The actual voids in face-centered cubic (fcc) Pb have a
polyhedral shape, with sloping edges, whereas the cylindrical
model discussed hitherto presents an abrupt transition in Pb
thickness at radius S. To understand the effect of a more grad-
ual transition, we have also calculated the LDOS atop cylin-
drically symmetric voids whose radius increases from 15A˚
on the upper face to 23A˚, with the angle of side slope varying
between θ = 0◦ and 45◦ [Fig. 4(a)]. θ = 0 is equivalent to a
cylinder of radius 23A˚, whilst for θ = 45◦ the full width of
23A˚ is reached at a depth 8A˚ beneath the upper face. Figure
4(b) shows the resulting LDOS at r = 0 above the center of
the void. For the very shallowest of slopes (θ <∼ 1◦) the spec-
trum consists of 5 resonant levels, similar to that associated
with an ideal cylinder of radius S = 23A˚, but it then evolves
rapidly over a narrow range of slopes (angles 1◦ <∼ θ <∼ 7◦), af-
ter which for slopes with θ≈ 14◦ and above the spectrum con-
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FIG. 4. (Color online) Effect of void profile. (a) Model geometry.
The radius of the cylindrically-symmetric void increases from 15A˚
to 23A˚ at a slope angle θ, with base thickness of 8A˚. Shaded regions
correspond to potential v. The red circle indicates the position at
which the LDOS is evaluated. (b) Calculated LDOS atop the center
of cylindrical voids with sloping edges, at depth D= 11.4A˚. Spectra
calculated with different slope angles θ (red) are offset for clarity.
Also shown for reference are the calculated spectra atop voids of
uniform radii S= 15A˚ and S= 23A˚ (blue), at depth D= 11.4A˚.
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FIG. 5. (Color online) Dispersion of QWS. (a) Gallery of constant-
current dI/dV maps recorded atop a cavity buried 4 atomic lay-
ers beneath the Pb(111) surface at the indicated voltages (1nA,
78A˚× 78A˚). (b) Atomically resolved STM image of the surface
region atop a buried cavity with indicated direction (0.5nA, 0.3V,
78A˚× 78A˚). (c) Surface Brillouin zone of Pb(111) with indicated
high-symmetry points. (d) Experimental (dots) and calculated (lines)
QWS band dispersion. Experimentally, the wave vector was ex-
tracted from the relevant periodicities visible in the dI/dV maps of
six different cavities. The calculations were performed for a 4-layer
Pb(111) thin film. The wave vector is oriented along the ΓM direc-
tion of the surface Brillouin zone, corresponding to the 〈121〉 crys-
tallographic direction of Pb(111).
sists of 3 peaks and has the appearance of that found above an
ideal cylinder with radius S= 15A˚, there being very little dif-
ference in the position and width of the lowest resonances.
These results indicate that sloping edges inclined at angles
above θ≈ 14◦ reflect electrons similarly to abrupt edges, espe-
cially within∼ 0.5eV of the band edge. The polyhedral voids
within the fcc Pb crystal, Fig. 1(b), have facets that slope at
angles of 54.7◦ ({111}, {100}) and 35.3◦ ({110}), and so fall
within this category. Lateral confinement is to the area above
the upper hexagonal face of the polyhedral void.
C. Quantum well state dispersion
Figure 5(a) presents a collection of voltage-dependent
constant-current dI/dV maps measured above a 4-layer deep
void. The voltage range spans the HOQWS [onset ≈−1.7V,
Fig. 1(c)] and the LUQWS [onset ≈ 1.1V, Fig. 1(d)]. From
−1.7V to −1.1V the central interference pattern resembles
a set of concentric rings, whose number increases with in-
creasing voltage. Around −1.0V the pattern is rather feature-
6less. For bias voltages ≥ −0.6V the standing wave pattern
suddenly takes on a more complex appearance, presenting a
hexagonal arrangement of antinodes whose pitch decreases
with increasing voltage. These observations are indicative of
two different electron bands — one dispersing upward, the
other downward — being involved in the standing wave pat-
terns.
In order to corroborate this idea the mutual distances be-
tween nodes and antinodes of electron standing wave patterns
such as those presented in Fig. 5(a) were determined along
〈121〉 [Fig. 5(b)], which corresponds to the ΓM direction in
reciprocal space [Fig. 5(c)]. These distances were identified
with λ/2, where λ is the electron wavelength. Figure 5(d)
shows the resulting experimentally extracted dispersion (dots)
where ε−εF = eV (e: elementary charge) is plotted versus the
wave vector 2pi/λ. The full lines in Fig. 5(d) present the calcu-
lated band structure of a 4-layer thick Pb(111) thin film along
ΓM. The HOQWS (LUQWS) dispersion is shown by a blue
(orange) line. The HOQWS exhibits a nearly free-electron
dispersion for small wave vectors (< 0.5A˚−1) but beyond this
it first flattens, and then disperses downwards, with an upper
band edge at around −0.8eV. Above this, the states within
the Pb thin film are derived from downward dispersing Bragg-
diffracted bands. This explains the crossover in behavior ex-
hibited in the dI/dV maps Fig. 5(a). Below ≈ −0.8eV the
maps are associated with free-electron like states whose be-
havior is similar to that descibed by our earlier model. They
are confined by reflection at the hexagonal edges of the upper
face of the polyhedral voids, which act as a hard-wall poten-
tial. Hence the close similarity in the appearance of the maps
with those observed above hexagonal islands on Ag(111),27
which also have an interpretation in terms of confined free-
electron like states, in that case Shockley surface states con-
fined by the rapid rise in the potential at the geometrical edges
of the islands.
Maps of dI/dV around ≈ −1V [Fig. 5(a)] do not show
clearly resolved interference patterns, due to the rather flat en-
ergy band at that energy, meaning electron states with various
wave vectors and similar energies will contribute to the inter-
ference pattern, resulting in a smeared dI/dV map. Above
−0.6V the responsible electronic states suddenly derive from
a different energy band, hence the sudden change in complex-
ity, of the dI/dV maps, and the rather steep downward dis-
persion of the band accounts for the decreasing pitch of the
antinodes for increasing voltage. The states associated with
this band have very different character to the free-electron like
states of the HOQWS, but evidently also experience reflection
at the open boundary at the void edge, manifested by the re-
sulting interference pattern. Finally, at 1.2V the pattern be-
comes smeared out again as the voltage coincides with the flat
portion of the LUQWS band.
V. SUMMARY
To summarize, we have presented results from a study
of the confined electron states present above subsurface
nanometer-sized voids at Pb(111), formed by Ar+ bombard-
ment and annealing. In the Pb above the void, the paral-
lel vacuum–Pb(111) and Pb(111)–void interfaces form a res-
onator system establishing a principal series of QWS that we
study using an STM. Electrons in the QWS are also confined
laterally by strong reflection at the open boundaries at the
edges of the void, giving rise to fine structure in dI/dV spec-
tra. Modeling shows that the lateral confinement is most ef-
fective for larger, shallower voids, and that the sloping edges
of the polyhedral voids act as abrupt edges. dI/dV maps
recorded above buried voids reveal detailed interference pat-
terns, with a sudden change in complexity understood in terms
of the dispersion of the underlying Pb thin film states.
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Appendix: Void reflectivity
We calculate the reflectivity R of the void potential by di-
viding it into n slices of thickness d, and determining the to-
tal reflectivity from the scattering properties of the individual
slices. Slice j corresponds to the region with |z− z j| < d/2,
and in isolation scatters incident forward (+) or backward (−)
travelling cylindrical waves as
Ψ+Mk(r) =

χ+Mk(r j)+∑
M′
∫
dk′χ−M′ k′(r j)r
−+
j,M′M(k
′,k) z< z j−d/2
∑
M′
∫
dk′χ+M′ k′(r j)t
++
j,M′M(k
′,k) z> z j+d/2
Ψ−Mk(r) =

χ−Mk(r j)+∑
M′
∫
dk′χ+M′ k′(r j)r
+−
j,M′M(k
′,k) z> z j+d/2
∑
M′
∫
dk′χ−M′ k′(r j)t
−−
j,M′M(k
′,k) z< z j−d/2
(A.1)
where r j = r − z j zˆ. The reflectivity is found by recursively
applying for j = n−1, . . . ,1
r−+j,n = r
−+
j +t
−−
j p
−
j+1r
−+
j+1,n p
+
j
(
1−r+−j p−j+1r−+j+1,n p+j
)−1
t++j ,
(A.2)
which gives the reflectivity of the combined region compris-
ing slabs j through n, r−+j,n , in terms of the scattering proper-
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FIG. 6. (Color online) Calculated LDOS above a void (cylindrical
volume, height 8A˚, radius 25A˚, potential v= 13.6eV, depth 11.4A˚)
obtained using different δ-disk spacings d (red, vertically offset for
clarity). In each case shown in blue is the LDOS obtained with d =
0.015625A˚. Left inset: Partitioning of void into slices, which in
isolation scatter cylindrical waves. The void potential is depicted as
a solid line. Right inset: Replacement of void potential by δ disks
with strength v˜ j.
ties of slice j and the reflectivity r−+j+1,n. The void reflectivity
is R= r−+1,n . Use of Eq. (A.2) starts with r
−+
n,n = r
+−
n , multipli-
cation corresponds to, e. g.,
ab→∑
M′
∫
dk′aMM′(k,k′)bM′M′′(k′,k′′), (A.3)
and the propagator p±j = e
±iκ(z j±1−z j)δMM′δ(k−k′). The scat-
tering matrices of each individual segment are found from the
Lippmann-Schwinger equation Ψ± = χ±+G0vΨ± where
G0(r,r ′;ε) =∑
M
∫
dkχMk(R)χ∗Mk(R
′)(−i/κ)eiκ|z−z′|. (A.4)
It is convenient to replace the potential v in each segment by a
“δ-disk” such that v(r)→ v˜ j(R)δ(z−z j), |z−z j|< d/2 where
v˜ j(R) =
∫ z j+d/2
z j−d/2
v(r)dz. (A.5)
Then formally r−+j = r
+−
j = (iκ− v˜ j)−1v˜ j and t++j = t−−j =
1+ r−+j , where
v˜ j,MM′(k,k
′) =
∫
d2Rχ∗Mk(R)v˜ j(R)χM′ k′(R) (A.6)
and iκ = iκδMM′δ(k− k′). This obviates the need to solve a
couple-channel equation. As d→ 0, v˜ j→ 0 and it is straight-
forward to show that the scattering matrices given by the δ-
disks converge to those of the Born approximation, and cor-
repondingly that in this limit the reflectivity r−+1,n converges
to the exact reflectivity of the void potential. Figure 6 illus-
trates the convergence with δ-disk thickness. Typically we
use d = 0.0625A˚. κ becomes imaginary for k >
√
2ε causing
the propagators p±j to decay exponentially, providing a natu-
ral cut-off for k integrations. Numerically, for energies close
to εF we use 512 or 1024 regularly spaced k-values extending
out to 1.8
√
2ε.
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