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We assume that the degree of every vertex not on the boundary of the infinite face is even and call such routing problems half-even. We show that one can decide in time O(bn) whether a half-even problem is solvable and that a solution can be constructed in time O(n2). Here n=lVI and b is the number of vertices on the boundary of the infinite face. If the routing problem is even, i.e. every cut has even free capacity, and G is a subgraph of the planar grid then a solution can be found in time 0(n3/2).
I. Introduction
A planar routing problem is given by a) a planar undirected graph G=(V, E) with a fixed embedding into the plane b) a set Ne of two-terminal nets where a net NeNe is an unordered pair of vertices on the boundary of the infinite face.
A solution to a planar routing problem (V,E, Ne) is given by a set of pairwise edge-disjoint paths P~r N~Ne, such that Ptr connects the two terminals of net N.
For sets X, Y_ V we define cap(X, Y)=I{ {x, y}~E; x~X, Y~ Y}I cap (X) = cap (X, V-X)
d(X, Y) =l{{s,t}eNe;seX, teY}l d(X) =d(X, V-X) fcap(X) =cap(X)-d(X).
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We call fcap(X) the free capacity of cut X. If x is a vertex we write fcap(x), cap(x), d(x) instead of f cap({x}), cap({x}) and d({x}). Note that cap(x) is the degree of vertex x. The following theorem was shown by Okamura et al. [10] .
Theorem [9] .
Let (V,E, Ne) be a planar routing problem. If fcap(X) is nonnegative and even for every X ~_ V then the routing problem has a solution. []
In this paper we will present algorithms for solving routing problems in planar graphs. We use the following notation.
Definition. Let P=(V, E, Ne) be a planar routing problem, n=lVI. Let b be the number of vertices on the boundary of the infinite face. The problem P is solvable if it has a solution. It is even if fcap(x) is even for all x~V. It is halfeven if fcap(x)=cap(x) is even for all nodes x which do not lie on the boundary of the infinite face. [] We prove in this paper the following Theorem. Let P =(V, E, N e) be a half-even routing problem.
a
) It can be tested in time O(bn) whether P is solvable. b) A solution can be constructed in time O(n2). c) If (V, E) is a grid graph, i.e. a subgraph of the planar integer grid, then a solution can be found in time O(bn). If P is even then time O(n 3/2) suffices.
A proof of parts a), b) and c) for even problems can be found in Sect. 2. The extension to half-even problems is made in Sect. 3. In Sect. 4, a weak generalization of the theorems above to multi-terminal nets is made. If 2d(X)<cap(X) for all cuts X then a solution exists and can be found in time
O(n2).
We close the introduction with a comparison to other work. Hassim [3] and Matsumoto et al. [6] consider the problem of multi-commodity flows in planar networks, i.e. edges have real capacities and nets have real demands. The goal is to construct flow functions which realize the demands and obey the capacity constraints. Our problem differs from the multicommodity flow problem in two respects a) it is simpler since all capacities and demands are equal to one in our case. b) it is harder since we insist that a solution consists of edge-disjoint paths. Figure 1 shows a problem which has a solution as a flow problem (all edges carry flow 1/2 for both commodities) but not as a routing problem.
Hassim [3] and Matsumoto et al. [6] describe algorithms which solve multi-commodity flow problems in planar graphs in time O(n 4) and time O(kn +n2 Iol / I1/ I1/ I1/ I1/ I1/) respectively where k=lNel. If all capacities and demands are integral and the problem is even then the flow functions constructed by their algorithms are integral. In particular, even routing problems can be solved in time O(n211/q--~ n) by their algorithms; note that k < [El = O(n) in planar routing problems. Matsumoto et al. [6] also show how to test solvability in time O(min(n 2 log* n, bn(log n)1/2)). Our improvement to their results for even prob- lems is trivial; we only show how to drop the various factors involving logn. However, our algorithm for even problems differs considerably from theirs. It has the advantage that it can be made to run in time O(n 3/2) on grid graphs while their algorithm will always run in time O(n2). The other major contribution of the present paper is the extension of the theory to half-even problems. This extension was obtained independently by Frank [2] . However, the running time of his algorithm is O(n 3) whilst the running time for our algo- [4] and Nishizeki/Saito/Suzuki. They show how to solve problems for channels, rectangles, grid graphs without holes, and convex grid graphs without holes. Figure 6 shows a grid graph which has an interior face with more than four vertices and hence cannot be handled by the last two papers mentioned.
IL Even Routing Problems
Throughout this section P=(V,E, Ne) is an even routing problem. We will show how to construct a solution (if there is one) in time O(n2). For grid graphs time O(n 3/2) suffices. Our algorithm is an almost direct implementation of Okamura et al. [10] constructive proof of their theorem and hence correctness can be shown using their methods. Proof. We will first show how to construct a solution in time O(n2). The test for solvability will be a corollary.
We need one additional definition. A cut X is simple if there are exactly two edges e',e" on the boundary of the infinite face having exactly one endpoint in X (cf. Fig. 2 ). We are now ready for the algorithm.
(i) while E,r (2) do let e =(a, b) be an edge on the boundary of the infinite face; (3) let eo, ex, ..., e,~_ x be the edges on the boundary of the infinite face in clockwise order with e = eo; (4) if there is a simple cut X with aq~X, beX with f cap(X)<0 then halt and declare the problem unsolvable fi; (5) if there is a simple cut X with ar beX and f cap(X)=0 (6) then let X be such a simple cut which contains as few vertices of the boundary as possible; let N =(s, t) be a net with s(EX, teX and s as close to a as possible, i.e. there is no net (s', t') with s'r t'eX and s" lying on that piece of the boundary between s (exclusive) and a (inclusive) not containing b (cf. Fig. 3) ; delete edge e, reserve edge e for net N and replace net N by nets N 1 =(s, a) and N 2 =(b, t). delete edge e and add an additional net N = (a, b). else fi od Figure 10 shows a sample execution of the algorithm.
The correctness of this algorithm is almost immediate from the work of Okamura et al. [10] . We give a short correctness proof to make the paper selfcontained. Let us assume that P is solvable. Then clearly f cap(X)~2lN o (2N o denotes the even non-negative integers) for every simple cut X initially. It suffices to show that fcap(X)e2N 0 for every simple cut X is an invariant of the algorithm because then line (4) is never executed and the algorithm will construct a solution.
Consider an execution of the while-loop which removes edge e from the current graph Go. Note first fcap(Y) is even for all cuts Y iff fcap(v) is even for every vertex v. This can be seen as follows. Let Y_ V be arbitrary. Then 
Lemma 1. For all cuts X and Y d(X)+d(Y)=d(X w Y)+d(X n Y)+2d(X-Y, Y-X)

cap(X)+cap(Y)=cap(X~Y)+cap(Xc~Y)+2cap(X-Y, Y-X). []
We will apply Lemma 1 in both cases. The following observation is also used in both cases. The boundary nodes in Y-X lie between s (exclusive) and a (inclusive) and hence d(X-Y, Y-X)=0 by choice of net N=(s,t). We consider cuts X w Y and X n Y. We have This completes the correctness proof. Note that the correctness proof also shows that P is solvable iff f cap(X)>0 for every simple cut in the initial problem. This observation will lead to the efficient test for solvability.
We turn to the implementation next. The main task is to determine the existence of a saturated cut through edge e=(a, b). As in Hassim [3] and
Matsumoto et al. [6] we solve this task by means of the multiple source dual graph (cf. Fig. 4 ). In the dual graph there is a dual edge for every edge of the original graph. The dual edge connects vertices which are located in the faces separated by the edge. In every face (except the infinite face) we position one dual vertex but in the infinite face we have a dual vertex for every edge on the boundary of the infinite face. Let e 0 .... ,e=_ 1 be the edges on the boundary of the inf'mite face in clockwise order and let e = eo. Let cap (e, ei)= rain {cap (X); X is a simple cut which cuts boundary edges e and ei} Figure 6 shows a grid graph. 
Definition. A grid graph is a subgraph of the two-dimensional integer grid. []
Theorem2. Let P=(V,E, Ne) be an even routing problem with (V,E) a grid graph. Then a solution can be constructed (if there is one) in time 0(03/2).
Proof. Let E'~E be a C-connected edge separator of size IE'I--0(1/~); E' exists by Lemma 3. Let E'= (e 1 .... , ek) where e i is on the boundary of the infinite face of graph G-{e I .... ,e~_l}. We use the algorithm described in the proof of Theorem l and let e run through edges e~,e 2 .... ,e k in the first k=O(V:n) iterations of the loop. This takes time O(n a/2) and splits the graph into subgraphs with n 1 and n 2 vertices respectively, where max(nl, n2)<2n/3. We therefore have the following recurrence for the running time
T(n) < O(n 3/2) + max { T(nl) + T(n2)
; n 1 + n 2 = n, max(n I , n2) < 2n/3}.
Thus T(n)=O(n 3/2) as claimed (cf. Mehlhorn [7] , p. 121 where a similar recurrence is solved). []
IlL Half-even Problems
even for all nodes not on the boundary of the infinite face. Figure 1 shows a half-even routing problem. In this section we extend our results to half-even routing problems. We proceed in three steps. In the first step (Lemma4a) we show that a solvable half-even problem P=(V, E, Ne) always has a solvable even extension P = (V, E, N e w N e'), in the second step (Lemma 4b), we develop one particular strategy for computing such an extension and in the third step (Theorem 3) we show how to make the strategy run in time O(bn). A similar but less efficient technique was developed independently by Frank [2] . Our reduction is based on the concepts of U-minimal cut and canonical extension. Let U={v; fcap(v) is odd} be the vertices with odd free capacity.
Then U has even cardinality and all vertices in U lie on the boundary of the infinite face (recall that we deal with half-even problems). Let X be a saturated cut. Then Xr~ U has even cardinality (this can be seen as follows: We conclude that G' decomposes into paths connecting vertices in U and cycles. The paths connecting vertices in U induce the desired pairing Ne'. This proves a). b) Let Po=(V,E, NewPa) be a solvable even extension of the half-even problem P=(V, E, Ne) and let X be a U-minimal cut. We have argued above that U ~ X is even. Let ea'= {(s, t)eea; sq~X, tq~X}.
Let P'=(V, E, NewPa'). Then P' is a half-even solvable problem with Uc~X as its set of vertices of odd free capacity. Let P" be the canonical extension of P' with respect to X. Then P" is an even problem which extends the canonical extension of P with respect to X. It therefore suffices to show that P" is solvable. 
Iv
We conclude that there are no oversaturated simple cuts in P". Hence P" is solvable. [] Lemma 4b leads to the following algorithm for turning half-even problems into even problems.
(1) U~{v; fcap(v) is odd} (2) while U:~r (3) do if there is an ovcrsaturated cut (4) then terminate and declare that the problem has no integervalued solution (5) n; (6) let X be a U-minimal cut (X = V is possible); (7) construct the canonical extension; (8) U ~ U -X (9) od The correctness of this algorithm is immediate from Lemma4b. Note that U~X has always even dardinality and hence line (7) is always executable. Figure 8 illustrates the extension algorithm.
!li o
U-rninimat cut It remains to discuss an efficient implementation. The most difficult design decision is how to handle U-minimum cuts. We start with the observation that if X and X' are cuts with U c~ X = U c~X' and f cap (X) < f cap (X') then only cut X has to be considered because of the following two trivial facts.:
1) if net (s, t) is added in line (7) then fcap(X) goes down by one iff f cap (X') does.
2) if X' is U-minimal then X is U-minimal. The observation above suggests the following strategy for finding U-minimal cuts. Let the vertices on the boundary of the exterior face be labelled 0, In addition, we have a pointer min fp) pointing to the first q such that X(p, q) is saturated. Furthermore, we link the two occurrences of a cut (namely as X(p, q) and as X(q+ 1, p-l)). We have 1) Reduce f cap (i + l, q) and fcap(q,i) by one for all q. Update the rainpointers rain(q) for all q. This takes time O(I UI).
2) Among the cuts X(i,q), X(i+l,q) and X(i+l,q) select the one with smallest free capacity for all q. This defines the new linked list for vertex u~+2 and takes time 0(I UI).
3) For every q keep only one of the cuts X(q, i-1), X(q, i), and X(q, i+ 1).
This reduces the length of the list for vertex uq by 2 and takes time O(IUI). 
V. Conclusion
We presented efficient algorithms for routing problems in planar graphs. The algorithms are guaranteed to find a solution if there is one. A weak generalization to multi-terminal nets was made. Multi-terminal nets deserve further investigation.
