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ABSTRACT
In this paper two elementary inequalities with respect to the Poisson distribution
are proved. (Theorem 1 and 2).
DEFINITION 0.1. A random variable (r.v.) y has a Poisson distribution
with parameter p, (> 0) if
(0.1) p,"P(y=vlp,) = e- P v! (v=O, 1, ... ).
THEOREM 1. For any integer a and b with 0 <. a < b - 1, there is exactly
one value m with
(0.2) P(y=alm)=P(y=b-1Im).
With this m the following inequality holds
(0.3) P(y<alm) >P(y>blm).
REMARK 0.1. m is given by
(0.4) m={(a+l)(a+2) ... (b_l)}l/(b-a-l).
THEOREM 2. For integer a and b with O<a<b-l, and real p, and A
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with O<I-'<A, such that
(0.5) P(p <;all-') = P(p:> blA)
the following inequality holds
(0.6) P(p<;aiA»P(p;>bl.u).
REMARK 0.2. For a = b-1 (0.5) trivially implies the equality of both
members of (0.6).
1. INTRODUCTION
The inequality of theorem 2 originates from research concerning con-
fidence bounds for the parameter v of a Poisson-distributed r.v. y. Suppose
we want to apply a two-sided significance test for the (null-) hypothesis
H«: v=vo, with level of significance iX, based on one observation of p. We
can then construct two critical values v,(vo) and Vr(vo) , say, satisfying
(1.1) P(p<:v,(vo)\VO)<!iX
(1.2) P(P>Vr(vo)lvo) <!iX.
This can be done for each Vo E (0, 00), giving each time two critical values.
Now define the real valued function
That is, (1.3) is for each v the actual level of significance of the test.
Changing point of view, (1.3) can be seen as the probability of an outcome
of '12, which produces confidence bounds that do not contain the actual
value of v. f(v) has the following properties
(1.4) ~. f(v) <IX.
(1.5) ii. f(v) is discontinuous in each v for which:
P(Y';;:VIV)=!iX or P(Y;>VIV)=!iX v=O, 1, ...
(1.6) iii. f(v) is continuous and convex on all open intervals formed
by adjoining points of discontinuity.
Now consider a specific interval as mentioned in (1.6), with endpoints .u
and A (I-'<A), and moreover
(1.7) P(y<:v,(.u)I.u)=!iX and P(Y;>Vr(A)!A)=!iX.
From computer calculations we got the impression that f(v) takes its
maximum value in the right endpoints of such intervals. That implies
f(.u)< f(A)
or
P(y < v,(.u)I.u) +P(y > vr(.u)I.u) < P(y <; V,(A) I).)+P(y >vr(A)IA)
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With (1.7) this reduces to
(1.8) P(l' <; v.().):;.) > P(l' >vr(,u) I,u)
and this is the essence of theorem 2.
Theorem 1 was found in the course of proving theorem 2.
2. DEFINITIONS AND NOTATION
DJtlFINITION 2.1. For fixed integers a and b, O<a<b-l, we define
lF(x)=P(l' <alx)= .i e-z~~ O<x<oo(2.1) ~-o .F(O) = 1,
(2.2) l 00 xkG(x)=P(l'>blx)= ! e-z k l O<x<ool:-b .G(O)=O.
REMARK 2.1. F(x) is a continuous, differentiable, monotone decreasing
function on [0,00), with F([O, 00))=(0,1]: G(x) is a continuous, differ-
entiable, monotone increasing function on [0,00), with G([O, 00))=[0,1) .
Therefore there exists a unique eE (0, 00) with
(2.3) F(e)=G(e) .
DEFINITION 2.2. Define y(x) for each x E (0, 00) to be the unique value
for which
(2.4) F(x) = G(y(x)).
REMARK 2.2. The function defined by (2.4) has the following properties
(2.5)
(2.6)
(2.7)
(2.8)
(2.9)
y(e)=e,
x<;e ==?- y(x) >e,
lim; ~ 0 y(x) = 00, lim~ y(x) ~ 0,
y(x) is continuous, differentiable and monotone decreasing on
(0,00) with y«O, e]) = [e, 00),
I F'(x)
Y (x) = G'(y(X)) .
DEFINITION 2.3 .
(2.10) ~ t(x) = G(x) -F(y(x))~ teO) = 0,
O<x<oo
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(2.11)
~ u(x) = F(x) _ G (:2)
lU(O)=O,
O<x<oo
where m is defined by (0.4),
m2 x(2.12) v(x)=x- - -(a+b+ 1) log- O<x<oo.
$ m
REMARK 2.3.
(2.13) t is continuous on [0, (0) and differentiable on (0, (0) with t(e) = 0,
limzlO t(x)=t(O)=O, lim~ t(x)=O.
(2.14) u is continuous and differentiable on [0, (0) with
limzlO u(x)=lim~ u(x)=O.
(2.15) v is continuous and differentiable on (0, (0) with v(m) = 0,
limzlo v(x)= -00, lim~ v(x) =00.
DEFINITION 2.4. For real z we define
(2.16) sgn (z)~ l-1 if z<O,°if z=O,
+1 if z>O.
3. LEMMA'S
LEMMA 1. With m given by (0.4) we have
a+b(3.1) m <; -2-'
PROOF. For all real k we have
4(a+ k)(b -k) <; «a +k) + (b-k))2.
Therefore
(3.2) (a+k)(b-k) <; C;bY,
and so
(
a + b) b-a- l(3.3) (a+l)(a+2) ... (b-2)(b-l)< -2- .
o
LEMMA 2
(3.4) sgn (t'(x)) =sgn (xy(x) -m2 ) O<x<oo.
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PROOF.
F'(x)
t'(x) = G'(x) -F'(y(x))y'(x) = G'(x) -F'(y(x))~.:..,....:...,­G'(y(x))
( xa)
-e-;I;-
_ xli-I _ {y(x)}a a!
- x _ _ Y(;I;) __ _
-e (b-l)! (e a!) _Y(;I;) {y(x)}IJ-l -
e (b-l)!
xli-I ( ((b -1) ')2)=e-;I; 1-{xy(x)}a-IJ+l . =(b-l)! a!
xli-I ( (m2 )IJ-a-l)
=e-;I; (b-l)! 1- xy(x) ,
from which the proposition follows.
o
LEMMA 3
(3.5) sgn (t'(x))=sgn (u(x)) O<x<oo.
PROOF. For O<x<oo we have
m2 (m2)t'(x»0~xy(x»m2~y(x» x~F(x)=G(y(x))>G x ~u(x»O,
using lemma 2, (2.4) and the monotonicity of G.
In the same way we have t'(x) = 0 ~ u(x) = 0 and t'(x) < 0 ~ u(x) < O.
o
REMARK 3.1. In particular it follows from lemma's 2 & 3 that t'(x),
xy(x) - m2 and u(x) have the same zero's on (0, 00) and that they are
positive on the same subsets of (0,00). This enables us to analyse the
behaviour of t'(x), and thus of t(x), through the properties of u(x).
LEMMA 4
(3.6) u(x) has at least one zero on (0, e).
PROOF. t(O)=O, t(e)=O, t is continuous on [0, e] and differentiable on
(0, e) =? [f[xo E (0, e): t'(xo) = O. The lemma follows with (3.5).
o
LEMMA 5
(3.7) i. v' (x) has exactly two zero's on (0, 00): Xl and X2 with O<Xl <
<m<X2.
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(3 .8) ii . vex) is increasing on (0, Xl),
decreasing on (Xl, X2),
increasing on (X2,00).
(3.9) iii. vex) has zero's for Xa, m and X4 with O<Xa<XI <m<X2<
<X4<00.
PROOF
~.
ii.
m2 1 1
v'(x)=1+ -2 -(a+b+1)- = -2 (x2-(a+b+1)x+m2).X X X
v'(X)=O -¢? x2-(a+b+ 1)x+m2=O.
The solutions Xl < X2 of this quadratic equation always exist because
(a +b+ 1)2- 4m2 > 0, by lemma 1. The solutions are both positive
because Xl+x2=a+b+ 1 > 0 and xlx2=m2> O. From xlx2=m2 it
follows moreover that Xl < m < X2.
a+b+1
v'(m) =2- <0 (lemma 1). Therefore
m
v' (x) > 0 on (0, Xl)
v'(x) < 0 on (Xl, X2)
v'(x) > 0 on (X2,00)
and vex) is increasing on (0, Xl),
vex) is decreasing on (Xl, X2),
v(x) is increasing on (X2, 00).
iii. Because Xl<m<X2, v(m) = 0 and vex) is decreasing on (Xl, X2): V(XI) > 0
and V(X2) < O.
Because lims u vex) = - 00, V(XI) > 0 and vex) is increasing on (0, Xl),
there exists a Xa E (0, Xl) with v(xa)= O.
Because limz-oo vex) = 00, V(X2) < 0 and vex) is increasing on (X2, 00),
there exists a X4 E (X2, 00) with V(X4) = o.
o
LEMMA 6
(3.10) ~. t'(x)=O for precisely one value of XE(O,e).
(3.11) ii. t'(e»O.
PROOF
i .
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(
m2)b-l
u'(x) = _e-xxa +e-m2/z -i;-X-,-:-:C7
a! (b-1)!
xa
=e-Z _ (-1 +ex- (m2/Z ) ma+b+l x-(a+b+l»)) =
at
and so u'(x)<O on (O,xa),
u'(x) > 0 on (xa, m),
u'(x)<O on (m,x4),
u'(x»O on (X4,00).
From lemma 5 and (2.15) it follows that
O<eV(x)<1 on (0, xa)
eV(x) > 1 on (xa, m)
0< eV(x) < 1 on (m, X4)
eV(x) i> 1 on (X4, 00)
Therefore
lu(x) is monotone decreasing on [0, xa],u(x) is monotone increasing on [xa, m],(3.12) u(x) is monotone decreasing on [m, X4],u(x) is monotone increasing on [X4,00).
From u(O) = 0, u(x) is monotone decreasing on [0, xa] and the continuity
of u(x) in 0, it follows that u(x) < 0 on (0, xa]. Now suppose that m>e,
then it follows from the definition of u(x) that u(m) <; O. But then u(x) < 0
on (0, m) :) (0, e), which is in contradiction with lemma 4. Thus m-co.
From m<e it follows that u(m»O. Therefore there exists a unique
Xs E (xa, m) with u(xs)=O. Because limx--+oo u(x)=O and u(x) is monotone
increasing on [X4,00), we have u(x)<O on [X4, 00). Because u(m»O it
follows that there exists a unique X6 E (m, X4) with U(X6)= o. Therefore u(x)
has exactly two zero's on (0,00). By lemma 3, t'(x) then has also exactly
two zero's on (0,00). We already know that xs<m<e. From e>m and
lemma 2,
(3.13) e>m -¢> e2 >m2 -¢> ey(e) >m2 -¢> t'(e) > O.
So u(e»O by lemma 3. Because u(x) is decreasing on [m, X4], m<e,
u(e»O we have X6>e.
Therefore t'(x) has precisely one zero on (0, e).
ii.
This follows directly from (3.13) and the fact that m-co.
o
4. PROOF OF THEOREMS 1 & 2
THEOREM 1. For any integer a and b with 0 <; a < b - 1, there is exactly
one value m with
(4.1) P(y=alm)=P(y=b-llm).
With this m the following inequality holds
(4.2) P(l'<;alm»P(l'>bjm).
PROOF. Let m be given by (0.4). The proposition of the theorem is
equivalent to F(m)-G(m»O or u(m»O, and the latter follows straight
from the fact that m-co and thus u(m»O as we proved in lemma 6.
o
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THEOREM 2. For integer a and b with O<;a<b-l, and real p. and A
with O<P.<A, such that
(4.3) P(l'<alp.)=P(l'>bIA)
the following inequality holds
(4.4) P(l'<;aIA) >P(l'>blp.).
PROOF. From (4.3) follows that A=y(P.), so that the proposition of the
theorem is equivalent to F(Y(ft))>G(p.) for all ft<Y(ft) or equivalently
(4.5) G(x) -F(y(x)) =t(x) < °for all x<e.
Consider the function u(x). In the proof of lemma 6 we found that u(x) < °
at least on (O,xa]. But then by lemma 3, t'(x)<O on (O,xa]. Now t(x) is
continuous on [0,00), t(O)=O and so t(x)<O on (0, xa]. Because t'(e»O
(lemma 6), tee)= °there exists a X7 E (m, e) such that t(x) <°for x E [X7, e).
Thus, t(x)<O on (0, xa] and on [X7, e) with Xa<m<X7. Now suppose that
t(x):>°for some x E (xa, X7). Then because of the differentiability of t(x),
t'(x) would have three zero's between °and e, which is in contradiction
with lemma 6.
Therefore t(x) <0 for all O<x<e.
o
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