We show that the Fixed Alphabet Shortest Common Supersequence (SCS) and the Fixed Alphabet Longest Common Subsequence (LCS) problems parameterized in the number of strings are W [1]-hard. Unless W [1] = F P T , this rules out the existence of algorithms with time complexity of O(f (k)n α ) for those problems. Here n is the size of the problem instance, α is constant, k is the number of strings and f is any function of k. The fixed alphabet version of the LCS problem is of particular interest considering the importance of sequence comparison (e.g. multiple sequence alignment) in the fixed length alphabet world of DNA and protein sequences.
INTRODUCTION
The Shortest Common Supersequence (SCS) and the Longest Common Subsequence (LCS) are classical problems in computer science.
Shortest Common Supersequence (SCS)
Instance: A set of strings R = r 1 , r 2 , ..., r k over an alphabet Σ, an integer λ. Question: Does there exist a string s ∈ Σ * of length at most λ, that is a supersequence 1 of each string in R?
Longest Common Subsequence (LCS)
Instance: A set of strings R = r 1 , r 2 , ..., r k over an alphabet Σ, an integer λ. Question: Does there exist a string s ∈ Σ * of length at least λ, that is a subsequence 2 of each string in R?
The LCS and (not so much) the SCS problems have been extensively studied over the last 30 years (see [7] and references). They are both known to be NP-complete [8, 9] . In particular the case where the number of sequences is 2 has been studied in detail (see [7] and references).
Parameterized Complexity
The problems were also studied in the framework of parameterized complexity (see [4] for a survey). The hope was to find algorithms that have running times exponential in only some parameters of the problem. In [2, 3, 6] several parametrizations of the SCS and LCS problem were analyzed. The complexity of the parameterized variants of the LCS problem 3 are shown in Figure 1 . Note that all variants become fixed parameter tractable as soon as λ and Σ are bounded (i.e. they are either a parameter or constant), this is by the trivial algorithm that generates all |Σ| λ possible subsequence strings and checks them against each r i . Similar results are known for the SCS problem (see [6] 
Parameterized Shortest Common Supersequence (SCS)
We first show W [1]-hardness of pClique reducing to it the W [1]-complete problem Clique (see e.g. [4] ). Then we show that pClique is in W [1] by a reduction in the other direction (for the following we actually only need W [1] hardness, we will prove completeness anyway because it's easy). 
To see that this a correct reduction we must show that
⇒ If G has a Clique C of size k, we can assign every vertex from C to the corresponding vertex in a different set U i . By the construction, these vertices form a pClique in G . ⇐ If we are given a pClique C , then all vertices in C correspond to a different vertices in G (two vertices that correspond to the same vertex in G are not adjacent in G ), and those vertices build a Clique in G by the construction.
Proof. Given an Instance (G , V , {U 1 , . . . , U k }) for pClique, construct an instance (G, V ) for Clique by removing all edges from G between vertices that are in the same set U i . This does not change the size of pClique. Now every Clique of G is also a pClique in G .
W [1] HARDNESS FOR FIXED ALPHABET SHORTEST COMMON SUPERSEQUENCE
In this section we show a reduction from an instance of pClique to an instance of FSCS.
Notation and Definitions
We reduce from the instance
of pClique to the instance
of FSCS.
The fixed size alphabet Σ for FSCS is the binary alphabet {0, 1}. We define n and m as
We denote the vertices V by {v 1 Definition 1 (alignment, optimal alignment). Let s be a supersequence for a set of strings S. An alignment of S for s is a map φ : (q ∈ {S ∪ s}, i ∈ N) → j ∈ N. It assigns to the i'th character in a string q ∈ {S ∪ s} 6 
and ∀i : φ(q, i) < φ(q, i+ 1). We say that two characters
We say that an alignment is optimal if every supersequence for S has length at least |s|.
Definition 2 (map, overlap). Given an alignment φ of S for s, we say that a substring q of q ∈ {S ∪ s} maps on a substring r of r ∈ {S ∪ s} if ∀i∃j :
. Note that if q maps on r , q must be a subsequence of r and that every q maps on s. We say that q overlaps with r if ∃i∃j :
We give a small example for the above definitions. Let s = 010011 and S = {a = 1011, b = 101, c = 001}. Let φ be the alignment of S for s shown below (φ(a, 1) = 2, φ(a, 2) = 4, . . .).
A string a is a substring of a string b if b = uav for some strings u and v, e.g. "34" is substring of "1234"
6 If q = s we simply have φ(s, i) = i, the definition of φ for s is redundant, we do it as to avoid a special treatment for s in the definition of "align" and "map" below.
Here b maps on a. c overlaps with, but does not map on a. The substring c [2 . . . 3] of c maps on a. b [2] aligns with c [2] .
The FSCS Instance
We define the following strings from which we will construct our instance for FSCS ( n j=1 a j denotes the concatenation of the strings a 1 . . . a n )
The Instance S = {s 1 , . . . , s k , s t , λ} for FSCS is
Outline of the proof
Let s opt be a shortest common supersequence for S. 8 In order to prove our main Theorem 1 we will prove the following Lemmas:
there is a string s λ of length λ that is a supersequence of all strings in S. (or equivalently S ∈FSCS).
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Lemma 2. If G ∈pClique then |s opt | > λ (or equivalently S ∈FSCS).
We will first prove Lemma 1 by showing how to construct a sequence s λ of length λ that is a supersequence of all strings in S under the assumption that G ∈pClique. s λ is similar to s t , only the 1 + 2n + 2n 2 occurrences of a T II substring in s t are replaced by a substring M in s λ . This M differs from T II by n − k additional 0's. We then have |s λ | = |s t | + (1 + 2n + 2n
2 )(n − k) = λ. To prove Lemma 2 we first show that in an optimal alignment at least (1 + 2n
2 ) occurrences of a T II substring in s t map, for all i :
substring from s i , we will call these T II 's nice. Because we can't choose those v i such that they form a pClique, we show that, for every nice T II , we have at least n − k + 1 0's in s opt that do not align with a character in s t . This gives a lower bound |s t | + (1 + 2n
2 )(n − k + 1) > λ for |s opt | which is bigger than λ. 7 A concrete example will be given in section §3.5. 8 More precisely, let sopt be any string that is a supersequence of all strings in S and has minimal possible length.
9 G ∈pClique means that G has a pClique of size k and S ∈FSCS means that S has a shortest common supersequence of length at most λ.
10 s λ is not necessarily a shortest supersequence for S
Indices
In this section we will prove a simple Claim (Claim 3) that will be useful for the following sections. For a string P of the form
we will say that that P has a 0 at index
. . , j k } be the indices of the vertices in C (this is to 
Proof. The Claim trivially follows from the two Claims above. 
FIG. 2 an instance (
. . , j k } be the indices of the vertices in C (for our example J C = {2, 6, 7}). Let s λ be the string s t with the only distinction that all 1 + 2n + 2n 2 occurrences of a T II substring are replaced by the substring M (defined below).
Proof. M and V(v i ) are both of type (13). M has a 0 at all indices except J C , but at the indices J C also no V(v i ) has a 0 (Claim 3). The Claim now follows from the observation that I0I is a supersequence of II. The reader may convince himself that by the definition of s λ and s i this can always be done. An example is given below.
In Figure 3 .5 an Instance for the pClique problem is given. An alignment of S for s λ appears as follows:
The alignment of T II , the V(v i )'s and M appears as follows
TII = I I I I I I I I I I I I I I I I I I V(v2) = I0I I I I0I I I I0I I I I I I0I I0I V(v6) = I0I I I I0I I0I I0I I I I I I0I I0I V(v7) = I0I I I I0I I0I I I I I I I I0I I0I M = I0I I I I0I I0I I0I I I I I I0I I0I
Proof of Lemma 1. Lemma 1 follows from Claim 5, we only have to check if s λ has indeed length ≤ λ. s λ differs from s t by n − k additional 0's in every of the 1+2n+2n 2 T II substrings from s t 15 and so has length |s t |+(1+2n+2n 2 )(n−k) = λ.
13 If we can map s i on s λ then s λ must be a supersequence of s i 14 The alignment is not unique 15 a 0 at all n indices except at the k indices J C
Proof of Lemma 2
In this section we prove that if G does not have a pClique of size k, then the shortest common supersequence s opt of the instance FSCS constructed from G must have length larger than λ. All claims in this section relate to an optimal alignment. To save on notation, in the sequel we will write
Observation 1. By replacing every T II with T I0I in s t , we get a string s up that is a supersequence for every string in S. So |s up | is an upper bound for |s opt |. We will need the following inequalities : Proof. Assume we have a 0 in V i and a 0 in V j with different indices that align. This implies that at least 2|I| 1's from V i cannot align with 1's from V j and so q has at least 2|I| more 1's than |T II |. This is best seen by a small example. Assume we align a 0 from V(v 2 ) at index 3 with a 0 from V(v 9 ) at index 2.
V(v 2 ) = I0I I I I0I I I I0I I I I I I0I I0I V(v 9 ) = I I I0I I I I0I I0I I0I I0I I0I I I
Then any supersequence q of V(v 2 ) and V(v 9 ) must have 2|I| more 1's than |T II | e.g.
q = I0I I I I0I I I I0I I0I I0I I0I I0I I I T II = I I I I I I I I I I I I I I I I I I
Now V i and V j may not overlap with any T IXI other than T II (because T II is nice), but 1's in s t appear only in T IXI 's, so we get at least 2|I| more 1's in s opt than in s t contradicting Observation 2.
Claim 11. A 0 from a V i ∈ A does not align with a 0 that is not from a string in A.
Proof. When a 0 from V i aligns with a 0 from s j that is not in V j , this implies that there are at least |I| more 1's in s opt than in s t (by an argument similar to that in the previous Claim) contradicting Observation 2.
Proof of Lemma 2. Let s opt be a shortest common supersequence of S, where S is constructed from an Instance (G, k, {U 1 , . . . , U k }) which has no pClique of size k. Let T II be any nice T II that overlaps with
) may align only with 0's from V (v j ) with the same index (Claim 10 and 11). Because {v 1 , . . . , v k } can't be a pClique, we have fewer than k indices where no V (v i ) has a 0 (Claim 3), and so s opt has at least n − k + 1 more 0's than s t . This is the case for all of the at least 1 + 2n 2 nice T II 's (Claim 9). We now get a lower bound for s opt that is bigger than λ.
Proof of Theorem 1. Theorem 1 follows from Lemmas 1 and 2. Note that the reduction is a parameterized many-one reduction as required for the result (see [4] for any details).
W [1] HARDNESS FOR FIXED ALPHABET LONGEST COMMON SUBSEQUENCE
The reduction from pClique to FLCS is very similar to the reduction we constructed for FSCS. We will only sketch it.
The definitions of alignment, map, overlap and nice can be redefined for an alignment of a subsequence in a natural way.
For any string X , let X denote the string we get when we replace all occurrences of II in X by I0I and vice versa.
The instance
∈pClique then there is a string l γ of length γ that is a subsequence of all strings in L (or equivalently L ∈FSCS).
Proof sketch. The proof is very similar to the proof of the Lemma 1. Let l γ be the string l t where all (1 + 2n + 2n
2 ) occurrences of a T I0I substring are replaced by the substring M (see 14). l γ is a subsequence of all strings in L (proof omitted but similar to proof of Claim 5). For the example from section §3.5 an alignment appears as follows: The proofs of the Claims 13-18 below are omitted because they are similar to the proofs of the Claims 6-11.
18 Note that the Claims 13-15 are almost identical to the Claims 6-8 , only the roles of V i (resp. V i ) and T IXI are interchanged. The Claims 17 and 18 are identical to the Claims 10 and 11, only the V's are replaced by V's. Claim 16 is identical to Claim 9, only T II is replaced by T I0I . 2 ) nice T I0I 's.
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