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1. INTRODUCTION
The desire to take into account the inﬂuence of random factors on a system in the construction
of its mathematical model in the form of a diﬀerential equation results in stochastic diﬀerential
equations. In many applied problems, for example, in problems of population dynamics and in
problems of ﬁnancial mathematics concerned with the calculation of interest rates and current
bond prices, stochastic diﬀerential equations are considered in inﬁnite-dimensional spaces.
The introduction of white noise into an equation is related to the problem of a correct deﬁnition
of a random process such that its values at diﬀerent times are independent random variables with
inﬁnite deviations. Thus, as early as at the stage of the formulation of stochastic problems with
randomness of the white noise type, the problem of divergence elimination arises. This problem
remains important at the stage of the construction of solutions, since the presence of a term with
noise in the equation naturally worsens the properties of solutions as compared to the deterministic
case. One of the possible approaches to resolving this diﬃculty is the formulation and solution of
the problem in appropriate spaces of generalized functions.
Consider the classical formulation (in the form of Ito diﬀerentials) of the Cauchy problem for a
linear equation with multiplicative noise:
dX(t) = AX(t)dt + B(X(t))dW (t), t ≥ 0, X(0) = Φ, (1.1)
where A : H → H and B(·) : H → L(H) are linear operators (H is a separable Hilbert space), Φ
is an H-valued random variable, and W (t) is an H-valued cylindrical Wiener process. In fact,
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equation (1.1) is an “integrated” diﬀerential equation written in the form of diﬀerentials. Because
of the nonsmoothness of white noise, the passage to this equation is implemented by means of the Ito
integral technique. As a result, the existence of the so-called “soft” solution (see, for example, [1])
can be proved for an operator A generating a semigroup of class C0.
In the present paper, we introduce spaces of generalized H-valued random variables; in these
spaces, H-valued white noise is smooth in the variable t. (Spaces of R-valued generalized random
variables are described in [2, 3] and other papers.) This makes it possible to consider the Cauchy
problem for the diﬀerential equation
dX(t)
dt
= AX(t) + B
(
X(t)
) W(t), t ≥ 0, X(0) = Φ, (1.2)
where W(t) is white noise and “” denotes the Wick product of generalized random variables.
The existence of a unique solution of (1.2) is proved by reducing it to a deterministic Cauchy
problem for a diﬀerential operator equation in a Hilbert space by means of an S-transformation.
Estimates for the solution are obtained, which can be interpreted as a certain stability with respect
to a variation of the initial data. Thus, the generalized well-posedness of problem (1.2) is proved.
2. GENERALIZED RANDOM VARIABLES
Let S ′ be the space of slow-growth distributions over the space of rapidly decreasing functions S.
The space S is a countably Hilbert kernel space: S = ∩p∈NSp, where Sp is a subspace of L2(R)
with the norm | · |p deﬁned by the scalar product (f, g)p := (Dˆpf, Dˆpg)L2(R), where
Dˆ = − d
2
dx2
+ x2 + 1.
Let B(S ′) be the σ-algebra of Borel subsets of S ′, and let μ be the probability measure on B(S ′)
(the Minlos–Sazonov measure) satisfying the condition
∫
S′
ei〈ω, θ〉dμ(ω) = e−
1
2
|θ|20, θ ∈ S, (2.1)
where | · |0 is the norm of L2(R). The measure μ is called the normalized Gaussian measure on
S ′, since, for any set of functions θ1, θ2, . . . , θn ∈ S orthogonal in L2(R), the random variable
ω → (〈ω, θ1〉, 〈ω, θ2〉, . . . , 〈ω, θn〉) has normal distribution with density
1
(2π)
n
2
∏n
i=1 |θi|0
exp
(
− 1
2
n∑
i=1
x2i
|θi|20
)
,
which is equivalent to the equality
E
(
f
(〈ω, θ1〉, . . . , 〈ω, θn〉
))
=
1
(2π)
n
2
∏n
i=1 |θi|0
∫
Rn
f(x1, . . . , xn)e
− 1
2
∑n
i=1
x2i
|θi|20 dx1 . . . dxn (2.2)
for any function f such that the integral on the right-hand side exists.
The probability space (S ′,B(S ′), μ) is called the white noise space. Denote by (L2) the space
L2(S ′, μ;R) of functions (random variables) with values in R that are deﬁned on S ′ and square
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integrable with respect to the measure μ, and denote the norm of this space by ‖ · ‖0. As follows
from (2.2), the equalities
(〈·, θ〉, 〈·, η〉)
(L2)
= E
(
〈·, θ〉〈·, η〉
)
= (θ, η)L2(R), ‖〈·, θ〉‖20 = E〈·, θ〉2 = |θ|20
hold for any θ, η ∈ S. Therefore, we can extend the mapping θ → 〈·, θ〉 by continuity from S to the
whole space L2(R), preserving the same notation 〈·, φ〉 ∈ (L2) in the case φ ∈ L2(R). Relation (2.1)
remains valid for θ ∈ L2(R), and equality (2.2) is true for θ1, . . . , θn ∈ L2(R).
2.1. Spaces of R-valued generalized random variables. Let {ξk}∞k=1 be the orthonormal
basis of the space L2(R) consisting of the Hermite functions
ξk(x) = π−
1
4
(
(k − 1)!)− 12 e−x
2
2 hk−1(x),
where {hk(x)}∞k=0 are the Hermite polynomials hk(x) = (−1)ne
x2
2 (d/dx)ke−
x2
2 , which are eigen-
functions of the diﬀerential operator Dˆ : Dˆξi = (2i)ξi, i ∈ N. Let T ⊂
(
N ∪ {0})N be the set
of all ﬁnite multiindices. The stochastic Hermite polynomials deﬁned by the equality hα(ω) :=∏
k hαk(〈ω, ξk〉), ω ∈ S ′, α ∈ T , form an orthogonal basis of the space (L2); moreover,
(hα, hβ)(L2) =
{
0, α = β,
α!, α = β,
α! :=
∏
k
αk!.
The Gelfand triple
(S)ρ ⊂ (L2) ⊂ (S)−ρ (0 ≤ ρ ≤ 1)
is used in [2, 3] to equip the Hilbert space (L2). The space (S)ρ plays the role of a space of test
functions (random variables). By deﬁnition, (S)ρ = ∩p∈N(Sp)ρ with projective limit topology,
where
(Sp)ρ =
{
ϕ =
∑
α∈T
ϕαhα ∈ (L2) :
∑
α∈T
(α!)1+ρ|ϕα|2(2N)2pα < ∞
}
with the norm | · |p,ρ generated by the scalar product
(ϕ,ψ)p,ρ =
∑
α∈T
(α!)1+ρϕαψα(2N)
2pα,
(
2N
)pα :=
∏
i∈N
(2i)pαi .
The space (S)−ρ plays the role of a space of generalized functions (random variables). By deﬁnition,
(S)−ρ = ∪p∈N(S−p)−ρ with inductive limit topology, where (S−p)−ρ is the space conjugate to (Sp)ρ.
The space (S−p)−ρ can be identiﬁed with the Hilbert space of all possible formal expansions Φ =∑
α∈T Φαhα satisfying the condition
∑
α∈T
(α!)1−ρ|Φα|2(2N)−2pα < ∞
with the scalar product
(Φ,Ψ)−p,−ρ =
∑
α∈T
(α!)1−ρΦαΨα(2N)−2pα.
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The norm of the space (S−p)−ρ will be denoted by | · |−p,−ρ. For
Φ =
∑
α∈T
Φαhα ∈ (S)−ρ, ϕ =
∑
α∈T
ϕαhα ∈ (S)ρ,
we have
〈Φ, ϕ〉 =
∑
α∈T
α!Φαϕα.
A set M ⊆ (S)ρ is called bounded if, for any sequence {ϕn} ⊆ M and any sequence {εn} ⊂ R
convergent to zero, {εnϕn} converges to zero in (S)ρ. Evidently, the boundedness of a set in (S)ρ
is equivalent to its boundedness in each space (Sp)ρ.
2.2. Spaces of H-valued generalized random variables. Let H be a separable Hilbert
space over C with scalar product (·, ·) and corresponding norm ‖ · ‖. Denote by (L2)(H) the space
of H-valued functions that are deﬁned on S ′ and Bochner square integrable with respect to the
measure μ. Let {ej}∞j=1 be an orthonormal basis in the space H. The family of H-valued functions
of the form {hαej}α∈T ,j∈N forms an orthogonal basis of (L2)(H). Elements f ∈ (L2)(H) are
expanded in Fourier series in this basis as follows [4–6]:
f =
∑
α∈T ,j∈N
fα,jhαej =
∑
α∈T
fαhα =
∞∑
j=1
fjej,
fα,j ∈ R, fα =
∑
j
fα,jej ∈ H, fj =
∑
α∈T
fα,jhα ∈ (L2);
moreover,
‖f‖2(L2)(H) =
∑
α∈T ,j∈N
α!|fα,j |2 =
∑
α∈T
α!‖fα‖2H =
∞∑
j=1
‖fj‖2(L2).
Let us deﬁne the space (S)−ρ(H) of H-valued generalized functions over the space of test
functions (S)ρ as the space of linear continuous operators Φ: (S)ρ → H with topology of uniform
convergence on bounded subsets of (S)ρ. The action of an element Φ ∈ (S)−ρ(H) on a test function
ϕ ∈ (S)ρ will be denoted by Φ[ϕ].
Proposition 1. Any Φ ∈ (S)−ρ(H) is a bounded operator from (Sp)ρ to H for some p ∈ N.
Proof. Assume that this is not so. Let Φ ∈ (S)−ρ(H). For any p ∈ N, choose ϕp ∈ (Sp)ρ so
that |ϕp|p,ρ = 1 and ‖Φ[ϕp]‖ ≥ p. In view of the inequalities |ϕk|p,ρ ≤ |ϕk|k,ρ, which hold for k > p,
the sequence
{ϕk
k
}
converges to zero in the space (S)ρ and
∥
∥∥Φ
[ϕk
k
]∥∥∥ ≥ 1, which contradicts the
continuity of Φ. 
The space of test functions (S)ρ is a kernel countably Hilbert space, since, for any p ∈ N,
the embedding operator Ip,p+1 : (Sp+1)ρ ↪→ (Sp)ρ is a Hilbert–Schmidt operator. Indeed, for the
orthonormal basis of (Sp+1)ρ {
hα
(α!)
1+ρ
2 (2N)(p+1)α
}
,
we have
∑
α∈T
∣
∣∣
∣
hα
(α!)
1+ρ
2 (2N)(p+1)α
∣
∣∣
∣
2
p,ρ
=
∑
α∈T
1
(2N)2α
< ∞.
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Deﬁne
A(p) =
∑
α∈T
1
(2N)pα
.
As proved in [3], this series converges for p > 1.
This and Proposition 1 imply the following statement.
Proposition 2. Any element Φ ∈ (S)−ρ(H) is a Hilbert–Schmidt operator from (Sp)ρ to H
for some p ∈ N.
For any Φ ∈ (S)−ρ(H), we denote by Φj the linear functional deﬁned on ϕ ∈ (S)ρ by the
equality 〈Φj , ϕ〉 := (Φ[ϕ], ej). Let Φ be a Hilbert–Schmidt operator from (Sp)ρ to H. Then, all the
functionals Φj, j ∈ N, belong to the corresponding conjugate space (S−p)−ρ and, hence, admit the
expansion
Φj =
∑
α∈T
Φα,jhα,
∑
α∈T
(α!)1−ρ|Φα,j |2(2N)−2pα < ∞.
For the norm of Φ as a Hilbert–Schmidt operator from (Sp)ρ to H, we have
‖Φ‖2HS,p,ρ =
∑
α∈T
∥∥
∥∥
∥
Φ
[
hα
(α!)
1+ρ
2 (2N)pα
]∥∥
∥∥
∥
2
=
∑
α∈T
∞∑
j=1
∣
∣
∣∣
∣
〈
Φj,
hα
(α!)
1+ρ
2 (2N)pα
〉∣∣
∣∣
∣
2
=
∑
α∈T ,j∈N
(α!)1−ρ|Φα,j|2(2N)−2pα.
Denote by HS
(
(Sp)ρ;H
)
the space of Hilbert–Schmidt operators from (Sp)ρ to H. This is a
separable Hilbert space. The operators hα ⊗ ej , α ∈ T , j ∈ N, deﬁned by the equality
(hα ⊗ ej)ϕ :=
(
hα, ϕ
)
(L2)
ej , ϕ ∈ (Sp)ρ,
form an orthogonal basis of this space. As follows from Proposition 2,
(S)−ρ(H) =
⋃
p∈N
HS
(
(Sp)ρ;H
)
,
and any element Φ ∈ (S)−ρ(H) admits the expansions
Φ[·] =
∑
j∈N
〈Φj , ·〉ej =
∑
α∈T ,j∈N
Φα,j(hα ⊗ ej) =
∑
α∈T
Φα(hα, ·)(L2),
where Φj = (Φ[·], ej) ∈ (S−p)−ρ for some p ∈ N and Φα =
∑
j∈N Φα,jej ∈ H. Moreover,
‖Φ‖2HS,p,ρ =
∑
j∈N
|Φj |2−p,−ρ =
∑
α∈T ,j∈N
(α!)1−ρ|Φα,j|2(2N)−2pα =
∑
α∈T
(α!)1−ρ‖Φα‖2(2N)−2pα < ∞.
Evidently,
HS
(
(Sp1)ρ;H
) ⊆ HS((Sp2)ρ;H
)
for p1 < p2 (2.3)
and
‖Φ‖HS,p1,ρ ≥ ‖Φ‖HS,p2,ρ for all Φ ∈ HS
(
(Sp1)ρ;H
)
. (2.4)
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A set M ⊆ (S)−ρ(H) is called bounded if, for any sequence {Φn} ⊆ M and any sequence
{εn} ⊂ R convergent to zero, the sequence {εnΦn} converges to zero in (S)−ρ(H).
Proposition 3. A set M is bounded in (S)−ρ(H) if and only if, for any bounded subset M
of (S)ρ, there exists a constant K > 0 such that ‖Φ[ϕ]‖ ≤ K for all ϕ ∈ M and Φ ∈M.
Proof. Necessity. LetM be bounded in (S)−ρ(H). Assume that there exists a set M bounded
in (S)ρ and such that, for any n ∈ N, there exist ϕn ∈ M and Φn ∈ M for which ‖Φn[ϕn]‖ > n.
We have
sup
k∈N
∥
∥∥
1
n
Φn[ϕk]
∥
∥∥ ≥
∥
∥∥
1
n
Φn[ϕn]
∥
∥∥ > 1;
hence,
{ 1
n
Φn
}
does not converge to zero uniformly on the bounded set {ϕk, k ∈ N} ⊆ M ; i.e.,
{ 1
n
Φn
}
does not converge to zero in (S)−ρ(H).
Suﬃciency. The suﬃciency follows from the estimate ‖εnΦ[ϕ]‖ ≤ |εn|K. 
Proposition 4. IfM is bounded in (S)−ρ(H), then, for some p ∈ N and K > 0, the inequality
‖Φ[ϕ]‖ ≤ K|ϕ|p,ρ holds for any Φ ∈M and ϕ ∈ (S)ρ.
Proof. Assume that this is not so, i.e., that, for any p ∈ N, there exist ϕp ∈ M and Φp ∈ M
for which ‖Φp[ϕp]‖ > p|ϕp|p,ρ. Consider the sequence
{ ϕn
|ϕn|n,ρ
}
. It is bounded in (S)ρ, since
∣∣
∣∣
ϕn
|ϕn|n,ρ
∣∣
∣∣
p,ρ
=
|ϕn|p,ρ
|ϕn|n,ρ ≤ 1
for any p ∈ N and n > p. Then, by Proposition 3, there exists K > 0 such that
∥
∥∥
∥Φ
[
ϕn
|ϕn|n,ρ
]∥∥∥
∥ ≤ K
for all Φ ∈M and n ∈ N, which contradicts the inequality
∥∥
∥∥Φ
[
ϕn
|ϕn|n,ρ
]∥∥
∥∥ > n. 
Thus, if a set M is bounded in (S)−ρ(H), then, for some p ∈ N, all elements of M are bounded
operators from (Sp)ρ to H andM is bounded in L
(
(Sp)ρ,H
)
. This implies the following statement.
Proposition 5. If a set M is bounded in (S)−ρ(H), then M⊂ HS
(
(Sp)ρ;H
)
for some p ∈ N
and M is bounded in HS((Sp)ρ;H
)
.
The following statement characterizes convergence in the space (S)−ρ(H).
Proposition 6. Let Φn =
∑
α Φ
(n)
α hα, and let Φ =
∑
α Φαhα ∈ (S)−ρ(H). The following
statements are equivalent :
(i) {Φn} converges to Φ in the space (S)−ρ(H);
(ii) for some p ∈ N, all elements of the sequence {Φn} and Φ belong to HS
(
(Sp)ρ;H
)
and
lim
n→∞ ‖Φn − Φ‖HS,p,ρ = 0.
Proof. (i) ⇒ (ii). Let {Φn} converge to Φ in the space (S)−ρ(H). Then, for any α ∈ T , we
have ‖Φ(n)α − Φα‖ =
1
α!
‖Φ(n)[hα] − Φ[hα]‖ → 0 as n → ∞. By Proposition 2, Φ ∈ HS
(
(Sp)ρ;H
)
for some p ∈ N. For an arbitrary set M bounded in (S)ρ, the inequality ‖Φn[ϕ]− Φ[ϕ]‖ < 1 holds
starting with some n for all ϕ ∈ M ; hence, ‖Φn[ϕ]‖ ≤ 1 + ‖Φ‖HS,p,ρ|ϕ|p,ρ ≤ 1 + ‖Φ‖HS,p,ρKp,
where Kp = supϕ∈M |ϕ|p,ρ. Hence, by Proposition 3, the sequence {Φn} is bounded in (S)−ρ(H).
As follows from Proposition 5, the whole sequence belongs to some space HS
(
(Sq)ρ;H
)
and is
bounded in it. By (2.3) and (2.4), we can assume that there exists q such that, for any p > q,
PROCEEDINGS OF THE STEKLOV INSTITUTE OF MATHEMATICS Vol. 280 Suppl. 1 2013
S140 MELNIKOVA, ALSHANSKIY
the sequence {Φn} and Φ are contained in HS
(
(Sp)ρ;H
)
and elements of {Φn} are bounded in the
norm of each of these spaces by some constant K > 0.
Let Indexα := max{n ∈ N, αn = 0}. The following estimate holds:
‖Φn − Φ‖2HS,p+1,ρ =
∑
Index α≤k
(α!)1−ρ‖Φ(n)α − Φα‖2(2N)−2(p+1)α
+
∑
Index α>k
(α!)1−ρ‖Φ(n)α − Φα‖2(2N)−2(p+1)α
≤ max
Index α≤k
[
(α!)1−ρ‖Φ(n)α − Φα‖2
]
×
∑
Index α≤k
(2N)−2(p+1)α
+
∑
Index α>k
[
(α!)1−ρ
(
2‖Φ(n)α ‖2 + 2‖Φα‖2
)
(2N)−2pα
]
(2N)−2α
≤ max
Index α≤k
[
(α!)1−ρ‖Φ(n)α − Φα‖2
]
×A(2p + 1) + 4K2
∑
Index α>k
(2N)−2α.
For any ε > 0, choose k such that
∑
Index α>k
(2N)−2α <
ε
8K2
and N such that
max
Index α≤k
[
(α!)1−ρ‖Φ(n)α − Φα‖2
]
<
ε
2A(2p + 2)
for n > N ; then, ‖Φn − Φ‖2HS,p+1,ρ < ε for n > N .
(ii) ⇒ (i) This implication is obvious. 
For functions Φ(·) : R → (S)−ρ(H), we will understand the limit and derivative at the point
t0 ∈ R in the sense of the uniform convergence on bounded subsets of (S)ρ. The following statement
is easily obtained from Proposition 6.
Corollary 1. Let Φ(t) =
∑
α Φα(t)hα ∈ (S)−ρ(H) for t ∈ [a, b], t0 ∈ [a, b]. Then,
(1) lim
t→t0
Φ(t) = Φ(t0) in the space (S)−ρ(H) if and only if, for some p ∈ N, all Φ(t), t ∈ [a, b],
belong to HS
(
(Sp)ρ;H
)
and lim
n→∞ ‖Φ(t)− Φ(t0)‖HS,p,ρ = 0;
(2) the function Φ(t) is diﬀerentiable at the point t0 ∈ [a, b] if and only if, for some p, there
exists
dΦ
dt
:= lim
t→t0
Φ(t)− Φ(t0)
t− t0 in the space HS
(
(Sp)ρ;H
)
.
Example 1. (An H-valued cylindrical Wiener process and H-valued white noise.)
Let n(·, ·) : N× N → N be a bijection satisfying the condition
n(i, j) ≥ ij, i, j ∈ N. (2.5)
Deﬁne a sequence of independent Brownian motions {βj(t)}∞j=1 by setting
βj(t) =
∞∑
i=1
t∫
0
ξi(s) dshn(i,j) ,
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where n :=
(
0, 0, . . . , 1
n
, 0, . . .
)
. Then, the H-valued random process deﬁned by the equality
W (t) =
∑
j∈N
βj(t)ej =
∑
n∈N
Wn(t)hn , Wn(t) =
t∫
0
ξi(n)(s) ds ej(n) ∈ H,
where i(n), j(n) ∈ N are such that n(i(n), j(n)) = n, is called a cylindrical Wiener process.
It is easy to verify that W (t) /∈ (L2)(H) for all t ∈ R. At the same time, the known
estimate
∫ t
0
ξi(s) ds = O(i−
3
4 ) and condition (2.5) imply that ‖W (t)‖2HS,1,ρ < ∞. Thus, W (t) ∈
HS
(
(S1)ρ;H
) ⊂ (S)−ρ(H).
Deﬁne an H-valued cylindrical white noise by the equality
W(t) :=
∑
i,j∈N
ξi(t) (hn(i,j)ej) =
∑
n∈N
Wn(t)hn , Wn(t) = ξi(n)(t) ej(n) ∈ H.
Since ξi(t) = O
(
i−
1
4
)
, we have ‖W(t)‖2HS,1,ρ < ∞; hence, W(t) ∈ HS
(
(S1)ρ;H
) ⊂ (S)−ρ(H).
Note that
d
dt
W (t) = W(t) for all t ∈ R.
2.3. An S-transformation of H-valued generalized random variables. Let Eh :=
e〈·,h〉−
1
2
|h|20. For h ∈ S, this random variable is deﬁned on the whole space S ′ and belongs to (S)ρ
for 0 ≤ ρ < 1; moreover,
|Eh|p,ρ ≤ 2ρ/2 exp
[
(1− ρ) 2ρ−11−ρ |h|
2
1−ρ
p
]
(2.6)
(see, for example, [2]). The expansion of Eh into a series in stochastic Hermite polynomials has the
form
Eh =
∑
α∈T
eαhα, eα =
1
α!
∞∏
i=1
(h, ξi)
αi
L2(R)
. (2.7)
Indeed, let h ∈ S, and let hα =
∏n
i=1 hαi
(〈·, ξi〉
)
be a stochastic Hermite polynomial. Using the
expansion h =
∑n
i=1(h, ξi)L2(R)ξi +h
⊥, relation (2.2), and the properties of the generating function
of Hermite polynomials, we obtain
eα =
(Eh,hα
)
(L2)
=
∫
S′
e〈ω,h〉−
1
2
|h|20hα(ω) dμ(ω)
=
∫
S′
e
n∑
i=1
〈ω,ξi〉(h,ξi)L2(R)+〈ω, h
⊥
|h⊥|0
〉|h⊥|0− 12
( n∑
i=1
(h,ξi)L2(R)+|h⊥|20
)
n∏
i=1
hαi
(〈ω, ξi〉
)
dμ(ω)
=
1
(2π)
n+1
2
∫
Rn+1
e
n∑
i=1
xi(h,ξi)+xn+1|h⊥|0− 12
( n∑
i=1
(h,ξi)2+|h⊥|20
)
n∏
i=1
hαi(xi)e
− 1
2
n+1∑
i=1
x2i
dx1 . . . dxn+1
=
n∏
i=1
1√
2π
∫
R
exi(h,ξi)−
1
2
(h,ξi)2hαi(xi)e
− 1
2
x2i dxi
1√
2π
∫
R
ex|h
⊥|0− 12 |h⊥|20− 12x2dx =
n∏
i=1
(h, ξi)αiL2(R)
αi!
.
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Let Φ ∈ (S)−ρ(H), 0 ≤ ρ < 1. The S-transform of Φ is the H-valued function
(SΦ)(h) = Φ[Eh], h ∈ S.
It follows from estimate (2.6) that, for any Φ ∈ (S)−ρ(H), there exists p ∈ N such that
‖(SΦ)(h)‖ = ‖Φ[Eh]‖ ≤ 2ρ/2‖Φ‖HS,p,ρ exp
[
(1− ρ) 2ρ−11−ρ |h|
2
1−ρ
p
]
. (2.8)
It turns out that an estimate of type (2.8) is suﬃcient for a function from S to H to be an
S-transform of some generalized H-valued random variable. More exactly, the following charac-
teristic theorem is valid; its proof repeats the proof of the similar theorem for the R-valued case
almost word-for-word (see, for example, [2]).
Theorem 1. Let Φ ∈ (S)−ρ(H), 0 ≤ ρ < 1. Then, the function F = SΦ satisﬁes the
following conditions:
(i) For any h, θ ∈ S, the function F (h+zθ) is an entire analytic function of the variable z ∈ C.
(ii) There exist K > 0, a > 0, and p ∈ N such that
‖F (h)‖ ≤ K exp
[
a|h|
2
1−ρ
p
]
, h ∈ S.
If a function F : S → H satisﬁes conditions (i) and (ii), then there exists a unique function
Φ ∈ (S)−ρ(H) for which F = SΦ. In this case, for any q such that e2
( 2a
1− ρ
)1−ρ ∞∑
i=1
(2i)−2(q−p) < 1,
the following estimate holds:
‖Φ‖HS,q,ρ ≤ K
(
1− e2
( 2a
1− ρ
)1−ρ ∞∑
i=1
(2i)−2(q−p)
)−1/2
.
Example 2. Let
(
SW(t)
)
(h) = W(t)
[Eh
]
=
∑
i,j∈N
ξi(t)ej(ξn(i,j), h)L2(R). Since the functions
ξi(t)ej , i, j ∈ N, form an orthonormal basis of the space L2(R;H), we have
∥∥[SW(·)](h)∥∥2
L2(R;H)
=
∑
i,j∈N
∣∣(ξn(i,j), h)L2(R)
∣∣2 = |h|2L2(R).
2.4. The Wick product. Let H1 and H2 be separable Hilbert spaces. Then, HS(H1;H2),
i.e., the space of Hilbert–Schmidt operators from H1 to H2, is a separable Hilbert space. Hence,
we can consider the space (S)−ρ
(
HS(H1;H2)
)
of generalized random variables with values in
HS(H1;H2) over (S)ρ, as this is done in Subsection 2.2. Let Ψ ∈ (S)−ρ
(
HS(H1;H2)
)
, and let
Φ ∈ (S)−ρ(H1). Their S-transforms satisfy conditions (i) and (ii) of Theorem 1. For any h ∈ S,
we have SΨ(h) ∈ HS(H1;H2) and SΦ(h) ∈ H1; hence, F (h) = SΨ(h)SΦ(h) ∈ H2, and F (h + zθ)
is an entire analytic function of the variable z ∈ C for any h, θ ∈ S. Moreover,
‖SΨ(h)SΦ(h)‖H2 ≤ ‖SΨ(h)‖HS(H1;H2)‖SΦ(h)‖H1 ≤ K1K2 exp
[
(a1 + a2)|h|
2
1−ρ
p
]
,
where K1,K2, a1, a2 are the constants from condition (ii) of Theorem 1 for the functions Ψ and Φ,
respectively (evidently, we can assume that these conditions are satisﬁed with the same constant p).
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Consequently, F is the S-transform of some generalized random variable Θ ∈ (S)−ρ(H2). This
validates the following deﬁnition.
Let Ψ ∈ (S)−ρ
(
HS(H1;H2)
)
and Φ ∈ (S)−ρ(H1). The generalized random variable Θ ∈
(S)−ρ(H2) such that SΘ = SΨSΦ is called the Wick product of Ψ and Φ and is denoted by Ψ Φ.
Expansion (2.7) implies the equalities
SΨ(h) =
∑
α∈T
Ψα
∞∏
i=1
(h, ξi)αiL2(R), SΦ(h) =
∑
α∈T
Φα
∞∏
i=1
(h, ξi)αiL2(R).
Multiplying these expansions, we obtain
SΨ(h)SΦ(h) =
∑
γ∈T
( ∑
α+β=γ
ΨαΦβ
) ∞∏
i=1
(h, ξi)
γi
L2(R)
.
By the uniqueness of the S-transform, we get
Ψ  Φ =
∑
γ∈T
( ∑
α+β=γ
ΨαΦβ
)
hα.
2.5. The Hitsuda–Skorokhod integral. Let Q ∈ HS(H;H). Denote by HQ the space
Q
1
2 (H) with scalar product (u, v)HQ = (Q
− 1
2 u, Q−
1
2 v)H . The following statement holds for the
H-valued cylindrical white noise deﬁned above.
Proposition 7. For any t ∈ R and ρ ∈ [0; 1], the inclusion W(t) ∈ (S)−ρ(HQ) holds for any
operator Q =
∑∞
j=1 σ
2
j (ej ⊗ ej) ∈ HS(H;H),3 i.e., for any operator such that
∑∞
j=1 σ
2
j < ∞, if
∞∑
j=1
σ−2j j
−2p < ∞ for some p ∈ N. (2.9)
Proof. The validity of the proposition follows from the estimate
‖Wn(i,j)‖2HQ
(
2N
)−2pn(i,j) = |ξi(t)|2σ−2j
(
2n(i, j)
)−2p ≤ |ξi(t)|
2
σ2j
(
2ij
)2p = O
(
σ−2j i
−2p− 1
2 j−2p
)
. 
As follows from Proposition 7, if Q satisﬁes condition (2.9), then the (S)−1(H)-valued random
process Ψ(t) W(t) is deﬁned for any (S)−ρ
(
HS(HQ;H)
)
-valued random process Ψ(t).
An (S)−ρ
(
HS(HQ;H)
)
-valued random process Ψ(t) is called Hitsuda–Skorokhod integrable on
the interval [0;T ] if the process Ψ(t) W(t) is integrable on [0;T ] as an (S)−1(H)-valued function.
In this case, the integral
T∫
0
Ψ(t) W(t) dt
is called the Hitsuda–Skorokhod integral of Ψ(t).
3For v ∈ V and u ∈ U , where V and U are Hilbert spaces, we denote by v ⊗ u the operator from U in V deﬁned
by the equality (v ⊗ u)h := v(u, h)U .
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The Hitsuda–Skorokhod integral is a generalization of the Ito integral
∫ T
0
Ψ(t) dW (t) with
respect to the cylindrical Wiener process in the sense that, if
Ψ(t) ∈ (L2)(HS(HQ;H)
)
for all t ∈ [0;T ] and Ψ(t) is adapted to the ﬁltration generated by the process W (t), then
T∫
0
Ψ(t) W(t) dt =
T∫
0
Ψ(t) dW (t).
3. THE CAUCHY PROBLEM FOR A LINEAR DIFFERENTIAL OPERATOR
EQUATION WITH MULTIPLICATIVE NOISE
Let A be a linear operator from a Hilbert space H1 to a Hilbert space H2. We deﬁne its action
as an operator from (S)−ρ(H1) to (S)−ρ(H2) as follows. If A ∈ L(H1,H2), let
AΦ :=
∑
α∈T
AΦαhα for Φ =
∑
α∈T
Φαhα ∈ (S)−ρ(H1). (3.1)
The operator A deﬁned in this way, evidently, is a linear continuous operator from (S)−ρ(H1) to
(S)−ρ(H2). If A is unbounded, we deﬁne (domA) as the set of all
∑
α∈T
Φαhα ∈ (S)−ρ(H1)
for which Φα ∈ domA for all α ∈ T and
∑
α∈T
(α!)1−ρ‖AΦα‖2H2
(
2N
)−2pα
< ∞ for some p ∈ N.
Then, formula (3.1) deﬁnes on (domA) a linear operator from (S)−ρ(H1) to (S)−ρ(H2). It is easy
to verify that this operator is closed if A is a closed operator from H1 to H2.
Proposition 8. Let A be a closed operator from H1 to H2. For any Φ ∈ (domA) ⊆ (S)−ρ(H1),[
SΦ
]
(h) ∈ domA ⊆ H1 and [
SAΦ
]
(h) = A
[
SΦ
]
(h), h ∈ S.
Assume that A is a linear closed operator acting in the space H, B(·) ∈ L(H,L(H)), and
Φ ∈ (domA) ⊆ (S)−ρ(H). Consider Cauchy problem (1.2)
dX(t)
dt
= AX(t) + B
(
X(t)
) W(t), t ≥ 0, X(0) = Φ.
It is obtained by replacing the Ito integral in equation (1.1) by the Hitsuda–Skorokhod integral and
diﬀerentiating both sides with respect to t. Consider the question on the existence of a solution
to problem (1.2) in the space (S)−ρ(H) for ρ ∈ [0; 1), i.e., the existence of an (S)−ρ(H)-valued
diﬀerentiable function satisfying (1.2). Note that, if Q is a kernel operator in H and satisﬁes the
assumption of Proposition 7 for some p ∈ N, then the Wick product in (1.2) is deﬁned because
B
(
X(t)
) ∈ (S)−ρ
(
HS(HQ;H)
)
for any X(t) ∈ (S)−ρ(H).
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Applying the S-transformation to problem (1.2), we obtain the following problem:
d
dt
Xˆ(t, h) = AXˆ(t, h) + B
(
Xˆ(t, h)
)
Wˆ(t, h), t ≥ 0, Xˆ(0, h) = Φˆ(h), h ∈ S, (3.2)
where Xˆ(t, h) = S[X(t)](h), Wˆ(t, h) = S[W(t)](h), and Φˆ(h) = SΦ(h).
In what follows, we assume that the operator B satisﬁes the following condition.
Conjecture 1. For any y ∈ H,
(BI) B(domA)y ⊆ domA ;
(BII) the operator C(·)y : domA → L(H) deﬁned by the equality
C(x)y := AB(x)y −B(Ax)y, x ∈ domA,
is bounded.
By the uniform boundedness principle, Conjecture 1 implies that there is MAB > 0 such that
‖C(x)y‖ ≤ MAB‖x‖ ‖y‖, x ∈ domA, y ∈ H. (3.3)
Let the operator A generate a semigroup {U(t), t ≥ 0} of class C0. We will assume that
constants M > 0 and a ∈ R are such that
‖U(t)‖ ≤ Meat, t ≥ 0. (3.4)
Proposition 9. If kerB(·)y = {0} for all y ∈ H, then problem (3.2) has at most one solution.
Proof. If a function Xˆ(·, h) solves problem (3.2) for some h ∈ S, then it solves the equation
Xˆ(t, h) = U(t)Φˆ(h) +
t∫
0
U(t− s)B(Xˆ(s, h))Wˆ(s, h) ds, t ≥ 0.
(The converse, in general, is not true.) Thus, to prove the uniqueness of solution to problem (3.2),
it is suﬃcient to prove that the equation
t∫
0
U(t− s)B(Xˆ(s, h))Wˆ(s, h) ds = 0, t ≥ 0, (3.5)
has only trivial solution X(·, h) ≡ 0 on [0;∞) for any h ∈ H. For this, we apply the Laplace
transformation to both sides of this equation. For Reλ > a, we have
∞∫
0
dt eλt
t∫
0
U(t− s)B(Xˆ(s, h))Wˆ(s, h) ds =
∞∫
0
ds
∞∫
s
eλtU(t− s)B(Xˆ(s, h))Wˆ(s, h) dt
=
∞∫
0
ds
∞∫
0
eλ(t+s)U(t)B(Xˆ(s, h))Wˆ(s, h) dt = (λ−A)−1
∞∫
0
eλsB(Xˆ(s, h))Wˆ(s, h) ds.
By the properties of the resolvent of A and of the Laplace transform, we conclude that, if Xˆ(·, h)
solves equation (3.5) for any h ∈ S, then B(Xˆ(·, h))Wˆ(·, h) ≡ 0 on [0;∞) for any h ∈ S. Setting
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h = ξn(i,j), i, j ∈ N, we obtain B(Xˆ(·, h))Wˆ(·, h) = B(ξi(·)Xˆ(·, ξn(i,j)))ej ≡ 0 on [0;∞), which
implies that Xˆ(·, h) ≡ 0 on [0;∞) for all h ∈ S. 
We deﬁne a sequence of operators {Tk(t, h)}, t ≥ 0, h ∈ S as follows:
T0(t, h) = U(t),
Tk(t, h)x =
t∫
0
U(t− s)B(Tk−1(s, h)x
)
Wˆ(s, h) ds, x ∈ H, k = 1, 2, . . . .
Lemma 1. For any t ≥ 0, h ∈ S, and k ∈ N ∪ {0},
‖Tk(t, h)‖L(H) ≤ Mk+1‖B‖keat|h|kL2(R)
√
tk
k!
, (3.6)
where M > 0 and a ∈ R are the constants from estimate (3.4) and ‖B‖ = ‖B‖L(H,L(H)).
Proof. Assume that (3.6) holds for some k ∈ N. Then, for any x ∈ H, we have
‖Tk+1(t, h)x‖ =
∥
∥∥
∥
t∫
0
U(t− s)B(Tk(s, h)x
)
Wˆ(s, h) ds
∥
∥∥
∥ ≤
t∫
0
∥∥U(t− s)B(Tk(s, h)x
)
Wˆ(s, h)
∥∥ ds
≤ M‖B‖
t∫
0
ea(t−s)‖Tk(s, z)x‖‖Wˆ(s, h)‖ ds ≤ Mk+2‖B‖k+1eat|h|kL2(R)
t∫
0
√
sk
k!
‖Wˆ(s, h)‖ ds ‖x‖
≤ Mk+2‖B‖k+1eat|h|kL2(R)
( t∫
0
sk
k!
ds
)1/2( t∫
0
‖Wˆ(s, h)‖2 ds
)1/2
‖x‖
≤ Mk+2‖B‖k+1eat|h|kL2(R)
√
tk+1
(k + 1)!
‖Wˆ(·, h)‖L2(R;H) ‖x‖ ≤ Mk+2‖B‖k+1eat|h|k+1L2(R)
√
tk+1
(k + 1)!
‖x‖.
Since estimate (3.6) is valid for k = 0, we conclude by induction that it is valid for all k ∈ N. 
Lemma 2. For any t ≥ 0, h ∈ S, k ∈ N ∪ {0}, and Φ ∈ (domA), the estimate
‖ATk(t, h)Φˆ(h)‖ ≤ Mk+1‖B‖k−1|h|kL2(R)eat
√
tk
k!
(
‖B‖‖AΦˆ(h)‖ + kMAB‖Φˆ(h)‖
)
(3.7)
is valid, where M > 0 and a ∈ R are the constants from estimate (3.4), ‖B‖ = ‖B‖L(H,L(H)), and
MAB is the constant from estimate (3.3).
Proof. For k = 0, using the properties of semigroups of class C0, we obtain
‖AT0(t, h)Φˆ(h)‖ = ‖AU(t)Φˆ(h)‖ = ‖U(t)AΦˆ(h)‖ ≤ Meat‖Φˆ(h)‖. (3.8)
Further,
ATk(t, h)Φˆ(h) =
t∫
0
AU(t− s)B(Tk−1(s, h)Φˆ(h)
)
Wˆ(s, h) ds
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=
t∫
0
U(t− s)AB(Tk−1(s, h)Φˆ(h)
)
Wˆ(s, h) ds
=
t∫
0
U(t− s)
[
B
(
ATk−1(s, h)Φˆ(h)
)
Wˆ(s, h) + C
(
Tk−1(s, h)Φˆ(h)
)
Wˆ(s, h)
]
ds.
If (3.7) holds for some k ∈ N, then, using this representation and estimate (3.6), we obtain
∥∥
∥ATk+1(t, h)Φˆ(h)
∥∥
∥
≤
t∫
0
Mea(t−s)
[
Mk+1‖B‖k|h|kL2(R)eas
√
sk
k!
(
‖B‖‖AΦˆ(h)‖+ kMAB‖Φˆ(h)‖
)
‖Wˆ(s, h)‖
+ MABMk+1‖B‖keas|h|kL2(R)
√
sk
k!
‖Φˆ(h)‖‖Wˆ(s, h)‖
]
ds
= Mk+2‖B‖k|h|kL2(R)eat
(
‖B‖‖AΦˆ(h)‖ + (k + 1)MAB‖Φˆ(h)‖
) t∫
0
√
sk
k!
‖Wˆ(s, h)‖ ds
≤ Mk+2‖B‖k|h|kL2(R)eat
(
‖B‖‖AΦˆ(h)‖+(k +1)MAB‖Φˆ(h)‖
)( t∫
0
sk
k!
ds
)1/2( t∫
0
‖Wˆ(s, h)‖2 ds
)1/2
≤ Mk+2‖B‖k|h|k+1
L2(R)
eat
√
tk+1
(k + 1)!
(
‖B‖‖AΦˆ(h)‖ + (k + 1)MAB‖Φˆ(h)‖
)
.
By induction, from this and (3.8), we obtain the statement of the lemma. 
Consider the series
T (t, h) =
∞∑
k=0
Tk(t, h). (3.9)
As follows from Lemma 1, the estimate
n+m∑
k=n
‖Tk(t, h)‖ ≤ Meat
n+m∑
k=n
(
M
√
2‖B‖|h|L2(R)
√
t
)k
√
k!
× 1√
2k
≤ Meat
( n+m∑
k=n
(
2M2‖B‖2|h|2L2(R)t
)k
k!
)1/2( n+m∑
k=n
1
2k
)1/2
(3.10)
holds for any n,m ∈ N, which implies the absolute convergence of series (3.9) in L(H) for any t ≥ 0
and h ∈ S. Thus, T (t, h) ∈ L(H).
Proposition 10. For any Φ ∈ (domA) and h ∈ S, the function Xˆ(t, h) = T (t, h)Φˆ(h) solves
problem (3.2).
Proof. For any Φ ∈ (domA), using Proposition 8 and the properties of C0-semigroups,
we obtain T0(t, h)Φˆ(h) ∈ domA for all t ≥ 0 and h ∈ S. As follows from condition (BI),
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B
(
domA
)
Wˆ (t, h) ⊆ domA for all t ≥ 0 and h ∈ S. Hence, we conclude by induction that
Tk(t, h)Φˆ(h) ∈ domA for any Φ ∈ (domA), k ∈ N, t ≥ 0, and h ∈ S. Condition (BI) also implies
that B
(
Tk(s, h)Φˆ(h)
)
Wˆ(t, h) ∈ domA. In addition,
d
dt
U(t− s)B(Tk(s, h)Φˆ(h)
)
Wˆ(t, h) = AU(t− s)B(Tk(s, h)Φˆ(h)
)
Wˆ(t, h), t ≥ 0, h ∈ S.
Thus, for Φ ∈ (domA),
d
dt
T0(t, h)Φˆ(h) = AT0(t, h)Φˆ(h), (3.11)
d
dt
Tk(t, h)Φˆ(h) =
t∫
0
AU(t− s)B(Tk−1(s, h)Φˆ(h)
)
Wˆ(s, h) ds + B
(
Tk−1(t, h)Φˆ(h)
)
Wˆ(t, h). (3.12)
Since the operator A is closed, we can rewrite equality (3.12) in the form
d
dt
Tk(t, h)Φˆ(h) = ATk(t, h)Φˆ(h) + B
(
Tk−1(t, h)Φˆ(h)
)
Wˆ(t, h). (3.13)
Using Lemma 2, we obtain the estimate
m∑
k=n+1
‖ATk(t, h)Φˆ(h)‖ ≤ Meat
( m∑
k=n+1
(
√
2M‖B‖|h|L2(R)
√
t)k√
k!
× 1√
2k
)
‖AΦˆ(h)‖
+
M
‖B‖e
at
( m∑
k=n+1
(
√
2M‖B‖|h|L2(R)
√
t)k√
k!
× k√
2k
)
MAB‖Φˆ(h)‖
≤ Meat
( m∑
k=n+1
(
2M2‖B‖2|h|2L2(R)t
)k
k!
)1/2( m∑
k=n+1
1
2k
)1/2
‖AΦˆ(h)‖
+
M
‖B‖e
at
( m∑
k=n+1
(
2M2‖B‖2|h|2L2(R)t
)k
k!
)1/2( m∑
k=n+1
k2
2k
)1/2
MAB‖Φˆ(h)‖,
which implies the convergence of the series
∑∞
k=0 ATk(t, h)Φˆ(h) in the space H for all h ∈ S and
Φ ∈ (domA). As a result, summing equalities (3.11) and (3.13) over all k ∈ N, we obtain on the
right-hand side a series convergent in H for all t ≥ 0 and h ∈ S; hence, we have proved that
Xˆ(t, h) = T (t, h)Φˆ(h) is a solution of problem (3.2). 
Theorem 2. Suppose that a linear closed operator A whose domain is dense in H generates
a semigroup of class C0, a linear bounded operator B(·) : H → L(H) satisﬁes Conjecture 1, and
kerB(·)y = {0} for all y ∈ H. Then, for any Φ ∈ (domA) ⊆ (S)−0(H), Cauchy problem (1.2) has
a unique solution in the space (S)−0(H).
Proof. As follows from Propositions 9 and 10, under the assumption of the theorem, trans-
formed problem (3.2) has a unique solution Xˆ(t, h) = T (t, h)Φˆ(h) for any Φ ∈ (domA) and h ∈ S.
Moreover, estimate (3.10) implies the estimate
‖T (t, h)‖ ≤
∞∑
k=0
‖Tk(t, h)‖ ≤ Meat
∞∑
k=0
(
M
√
2‖B‖|h|L2(R)
√
t
)k
√
k!
× 1√
2k
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≤ Meat
( ∞∑
k=0
(
2M2‖B‖2|h|2L2(R)t
)k
k!
)1/2( ∞∑
k=0
1
2k
)1/2
= M
√
2 eat exp
(
M2‖B‖2|h|2L2(R)t
)
.
By (2.8), we have ‖Φˆ(h)‖ ≤ ‖Φ‖HS,p,0 exp
(
|h|2p
)
for h ∈ S and some p ∈ N. Hence, for t ≥ 0,
‖Xˆ(t, h)‖ ≤ M
√
2 eat exp
(
M2‖B‖2|h|2L2(R)t + |h|2p
)
‖Φ‖HS,p,0
≤ M
√
2 eat exp
((
M2‖B‖2t + 1)|h|2p
)
‖Φ‖HS,p,0, h ∈ S. (3.14)
Therefore, for t ≥ 0, Xˆ(t, h) is the S-transform of only one generalized random variable X(t) from
the space (S)−0(H), and this variable is the unique solution of problem (3.2). 
Corollary 2. Under the assumption of Theorem 2, for any T > 0, there exist q ∈ N and
K > 0 such that, the solution X(t) of Cauchy problem (3.2) satisﬁes the inequality
‖X(t)‖HS,q,0 ≤ Keat‖Φ‖HS,p,0, 0 ≤ t ≤ T. (3.15)
Proof. As follows from Theorem 1 and estimate (3.14), for any t ∈ [0;T ] and any q ∈ N
satisfying the condition
2e2(M2‖B‖2T + 1)
∞∑
i=1
(2i)−2(q−p) < 1, (3.16)
the following estimate holds:
‖X(t)‖HS,q,0 ≤ M
√
2eat
(
1− 2e2(M2‖B‖2t + 1)
∞∑
i=1
(2i)−2(q−p)
)−1/2
‖Φ‖HS,p,0
≤ M
√
2eat
(
1− 2e2(M2‖B‖2T + 1)
∞∑
i=1
(2i)−2(q−p)
)−1/2
‖Φ‖HS,p,0. 
Note that the length of the interval [0;T ] is deﬁned by the choice of q > p, which is seen from
inequality (3.16). The greater q, the longer the interval where estimate (3.15) is true.
Example 3. Let
H = L2[0, 1], A = − d
ds
+ μ(s), μ ∈ L∞[0, 1],
dμ
ds
∈ L∞[0, 1], domA =
{
x ∈ L2[0, 1], dx
ds
∈ L2[0, 1], x(0) = 0
}
.
The operator A generates a semigroup of class C0, which can be proved by methods from perturba-
tion theory for semigroups: the operator dμ/ds generates a translation semigroup of class C0 in the
space L2[0, 1], and the operator of multiplication by the function μ with the speciﬁed properties is
bounded in L2[0, 1]; this perturbation of the operator preserves the property that the corresponding
semigroup belongs to the class C0.
Let B(·) ∈ L(H;L(H)) be deﬁned by the equality
[B(x)y](s) := ε× x(s)(ψ ∗ y)(s), (3.17)
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where ε > 0 and ψ ∈ C∞0 (R) (an inﬁnitely diﬀerentiable function with compact support). The
operators A and B deﬁned here satisfy the conditions of Theorem 2; hence, corresponding Cauchy
problem (1.2) has a unique solution in (S)−0(H), and this solution is stable in the sense of (3.15).
Equation with operators similar to A arise, for example, in problems of population dynamics.
Such an operator contains a term that generates a semigroup of translation type and describes the
change in time of some numerical characteristic of a population (for example, the age of individuals
or their size); it also contains terms that are operators of multiplication by a function and describe
structural changes of the population related to such phenomena as the death or reproduction of
individuals. For an appropriate choice of the parameter ε and function ψ, the operator B of
form (3.17) can be considered as a stochastic perturbation of the operator of multiplication by the
function μ (see, for example, [7], which studied an equation describing the evolution of a population
of cells structured by size, which was stochastically perturbed in a similar way).
4. CONCLUSIONS
The introduction of a multiplicative stochastic perturbation (multiplicative noise) into a diﬀer-
ential operator equation in a Hilbert space is an important problem with respect to both formulation
and solution. The spaces (S)−ρ(H) of Hilbert-valued random variables introduced in the present
paper made it possible, on the one hand, to consider a diﬀerential operator equation with cylindrical
white noise and, on the other hand, to use the technique of reducing a Cauchy problem for
a stochastic diﬀerential equation by means of the S-transformation to a Cauchy problem for a
deterministic equation with further proof of the existence, uniqueness, and stability of its solutions
in the space (S)−0(H).
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