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Ahstraet-This paper extends a procedure, based on [l], wherein a sequential probability ration 
test (SPRT’) is combined with a likelihood ratio test that incorporate both sequential observations 
and additional delayed observations. Two two-sample sequential tests are eonsideredz one for 
binomial parameters and the other for the means of normal distributions. The essential feature 
of the method enables us to construct a SPRT with the risk probabilities set greater than the 
desired level, depending on a number of delayed observations. The terminal decision based on 
a likelihood ratio test can be made with the desired risk level. The adequacy and advantage 
of the procedure are discussed and a number of computational formulas is presented to facilitate 
its applications. 
1. INTRODUCTION 
The primary aim of sequential procedures inexperiments is to reduce (on the average) the 
necessary sample size. In experiments where each observation requires a long follow-up 
period, however, there is relatively little scope for a sequential method to reduce the sample 
size. That is, sequential methods are not well suited for applications unless the response 
on which the stopping rule is based is available soon after or within a period comparatively 
shorter than the period in which the subjects enter the trial (see [I2]). In many biomedical 
and industrial experiments he response time for observations may be at least several weeks 
to several months. 
Consider an experimental trial in which each subject (or unit) is assigned randomly to 
one of two treatment groups soon after its arrival and the response time is relatively long. 
Suppose a sequential test is applied as observations become available. When a decision 
is made to stop the trial, there will be a number of subjects already on trial but for which 
the required observation time has not elapsed. The number of such delayed observations 
is an increasing function of the length of the response time and the arrival rate of the 
subjects. The essential feature of the proposed two-stage test enables us to construct an 
initial sequential test with the risk probabilities et larger than the desired level, taking 
consideration of delayed observations. It should be noted that, although a SPRT provides 
both the stopping rule and the terminal decision rule, it is used only as a stopping rule 
in the proposed test. We consider two tests, one for comparing binomial parameters and 
the other for the means of two normal distributions. 
Most sequential methods previously studied for experiments with long follow-up 
periods are different in philosophy from the method considered here. The main question 
dealt with by [2, 4, 8, 111, among others, is whether treatments differ in their effect on the 
time elapsing before a certain response is observed; usual applications of these techniques 
are for comparing survival time. Here, we are dealing with the traditional type of sequential 
test in which the observations are independent and identically distributed and the test 
statistic is based only on data with completed responses. 
2. TEST FOR BINOMIAL PROPORTIONS 
First, consider the problem of comparing the probabilities of success, pi and p2, of two 
treatments. A formulation of the null hypothesis and alternative suitable in many 
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expenments is given by 
s. c. CHOI 
&:P,=P~=P~ (1) 
H,:p,=p+A/2, p2=p’A/2, (2) 
where only A is a specified nonnegative constant. 
For testing the hypothesis against the alternative under the condition described in 
Section 1, we propose a two-stage test; the first stage is a SPRT proposed by [9] and the 
second stage a likelihood ratio test combining the SPRT and the data from delayed 
observations. The similar procedure for paired observations has been studied by [5]. In 
some situations, pair-wise allocation is not very practical aside from its possible 
inefficiency. For the first stage SPRT, we shall require that whenever Ho is true, the 
probability of accepting Ho be at least 1 - aI (0 < aI < 1) and that whenever HI is true, 
the probability of accepting HI be at least 1 - fi, (0 < /II < 1). Of all available observations 
with known responses at a given time, let n,, i = 1, 2, be the number of subjects in the ith 
group, and s, and J be the number of successes and failures among ni observations such 
that si +f; = n,. 
For the initial SPRT for (1) and (2), consider for the moment a simple hypothesis and 
a simple alternative given by 
H;: p, = p2 = 0.5 (3) 
H;: p1 = 0.5 + A 12, p2 = 0.5 - A 12. (4) 
Let 
T, = (0.5 + A /2y’ +fi(O.5 - A /2)“2+f’/(0.5rl +n2. 
The SPRT for (3) and (4) is: continue sampling if 
B<T,<A (5) 
where B = WP,l(1 - Gl, A = W - B,>hl, and accept HA or Hi according to whether 
the left-hand or the right-hand inequality is the first violated. It follows from [9] that the 
SPRT given by (5) yields a test for the (1) and (2) with the error probabilities bounded 
by a, and /I,. That is, the error probabilities of the SPRT for (1) and (2) will be not constant 
over the set H,, and H,, but are maximized at Hi and Hi. 
After the SPRT is used to stop the experiment, let m,, i = 1,2, be the number of subjects 
in the ith treatment group whose observations become available after the required 
follow-up period. Let s; and A be the number of successes and failures among mi such that 
s: +fi =m, and m,+m,=M. Let 
where N denotes the total number of observations required in the SPRT. 
The second stage and final test we propose is: accept H,, if 
T, < k (6) 
and accept H, otherwise, where k is a nonnegative constant. 
The overall error probability a of falsely rejecting H,, by the final test given by (6) can 
be formulated as 
a = p(T, 2 A, T2 2 k[HJ + P(T, S B, T2 2 kIHd* (7) 
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and an analogous expression for the probability fl of falsely rejecting H, by the terminal 
test: 
p = P(T, I B, T, I klH,) + P(T, 2 A, Tz 5 k(fh). (8) 
The choice of k is somewhat arbitrary as long as a determined from (7) is less than 
the significance level. In practice, however, k can he fixed at a constant so as to balance 
a and fl at one’s desired levels. In this paper for simplicity, we shall let k = 1, which is 
a reasonable choice when a = /3. 
The probabilities given by (7) and (8) can be calculated using the usual approximations 
of SPRT known as “neglecting the excess”, and applying the computational method 
similar to that described by [S]. Let 
c=(-A -F)/G, d=(-B-F)/G, 
where 
F - (m, + m&In (2) + m, In (0.5 - A /2) + m, In (0.5 + A 2), 
and 
G = ln[(0.5 + A/2)/(0.5 - A/2)]. 
We obtain 
where 
a(z)=max [.7+ 1, 01, g(z)=min [m2, X-Z- 11, bi(X;p)= 
0 
T p”( 1 -py, 
with [x] denoting the greatest integer less or equal to x. Similarly, 
(10) 
where pi, i = 1, 2, is given by (2) and 
f(z) = max [l -z,Ol,h(z)=min[m,,y+z-11. 
The error probabilities CY and p given by (9) and (IO) for a given d depend on pI, p2 
and p. However, it is expected that the a and /? are maximized at HA and Hi. Thus it is 
possible to construct the test with only A specified. Table 1 gives the probabilities ofkrrors 
a and fl when a, = /?, = 0.05 for selected value of m where m = m, = m2. 
The table reveals the intuitively clear fact that the reductions, al-a and &-fl are strictly 
increasing function of m and of A. For a given A, results for p = 0.7, for example, will 
be identical to those for p = 0.3 due to the symmetry. 
In practice it would be desirable to determine a1 and 8, for the first stage test so that, 
for given M, and m2, the terminal error probabilities are less than or equal to predetermined 
values of (Y and p. A trial and error method using (9) and (10) can be used to determine 
the desired nominal level of CX~ and 8,. For example, Table 2 gives the approximate values 
of a, = & which will assure the terminal error probabilities a < 0.05 and /3 I 0.05 by the 
proposed two-stage test. As an illustration, let A = 0.3 and m = 30. We can construct a 
SPRT based on a , = j3, = 0.084 which is substantially greater than the desired level of 0.05. 
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Table 1. Terminal error probabilities for given m and p when CL, =/J, =0.05 for testing p, =p2 =p 
vsp,=p+Al2 andp,=p-A/2 
m 
A P 10 20 30 40 
0.3 ; ,049 
.049 
0.2 
.047 .043 .039 
.048 .043 .038 
0.5 a .049 .047 .044 .040 
0 .a49 .048 .044 .040 
lJ.3 d .045 .033 .031 .022 
6 .045 .032 .024 .014 
0.3 
0.5 a .045 .036 .034 .027 
6 .045 .035 .028 .018 
Table 2. Approximate initial value-s of error probability A,( = E,) for SPRT to make terminal error 
probabilities of a d 0.05 and fi c 0.05 
m 
A 10 15 20 25 30 35 40 
0.2 0.051 0.052 0.053 0.056 0.059 0.062 0.067 
0.3 0.059 0.061 0.075 0.079 0.084 0.095 0.123 
The expected sample size for the proposed method was examined by a computer 
simulation study. Notice that the expected sample size is the sum of the average sample 
number (ASN) of the SPRT given by (5) and m. Table 3 presents the empirically 
determined expected sample size required from each group under Hi, i = 0, 1, when A = 0.2 
and 0.3, and *p , = 0.3 and 0.5. The ASN corresponding to each entry was empirically 
estimated using a simulation based on 1,000 independent sampling experiments. The 
Table 3. Expected sample size required from each group to achieve G < 0.05 and /I C 0.05 using 
the proposed method and the corresponding fixed-sample size 
A 
m 
True Fixed-sample 
Pl State 10 20 30 40 Test 
0.2 
HO 86.0 87.9 97.1 99.4 0.3 
Hl 87.6 90.0 99.8 101.8 
152 
0.3 
HO 
77.5 84.2 93.2 99.3 0.5 
Hl 78.4 88.5 99.3 100.1 
HO 
40.7 47.6 54.7 59.9 0.3 
Hl 40.9 49.3 57.0 60.2 
71 
HO 
38.4 46.4 54.2 59.0 0.5 
Hl 39.9 46.5 54.5 60.1 
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standard error of the estimated ASN ranged from 1.3 to 1.7 when A = 0.2 and from 0.5 
to 0.7 when A = 0.3. The results indicate that when H, is true, regardless of A, the test 
requires a smaller sample size on the average when p, =p2 = 0.5, and when HI is true the 
minimum occurs at p, = 0.5 + A/2 and pl = 0.5 - A/2. This finding agrees with the 
argument made in [9] that the ASN is minimized over H, at HL and over H, at H;. The 
differences for the most cases, however, appear to be small. 
For the purpose of comparison, the corresponding sample size required by a fixed 
sample test based on [lo] with the risk levels of 01 = /I = 0.05 is also shown in Table 3. 
Substantial saving in the average sample size by the proposed test is indicated. For 
example, let A = 0.2 and rn = 20. Referring to Table 3, the proposed test requires, on the 
average, 84 or 90 subjects from each group while the fixed sample test will need 152. As 
expected, the expected sample size is shown to increase with m. Clearly, the optimal 
situation is when there is no delayed observation at all. 
3. TEST FOR MEANS OF NORMAL DISTRIBUTIONS 
Next, consider the problem of testing the hypothesis and the alternative regarding the 
means of two normal distributions: 
&: c11= ~2 = P, 
where c2 is the common but unknown variance and A is a specified constant which, without 
loss of generality, is assumed to be a positive constant. The form of HI is set slightly 
different from (2) for mathematical simplicity. 
Let X1, x,, . . . be observations from N@,, a2) and y,, y2,. . . be those from N&, a’). 
As the first stage of the proposed test, we wish to consider the asymptotic SPRT 
investigated by [2, 6, 7J If we assume n, = n2 = n for simplicity, using Ghosh’s approach 
the SPRT becomes: continue sampling if 
(2B + nA2/2)(s/A) < f xi - &+ < (2A + nA2/2)(s/A) (11) 
where A and B are defined as in Section 2 and s is the pooled sample standard deviation 
based on 2n observations. Decision is made to accept Ho or H, according to whether the 
left-hand or the right-hand inequality is the first violated. As we shall see later, this SPRT 
appears to be satisfactory for testing the above hypotheses. 
Again, let mi, i = 1, 2, be the lagged observations expected after the first stage decision 
based on (11) is made. Assume m, = rnl = m for simplicity and now let s denote the pooled 
standard deviation based on 2(n + m) observations. The second stage test based on 
approximate likelihood ratio test, using the substitution pz = Z”+“y$(n + m) and u = s, 
reduces to the following: accept Ho if 
?l+lll n+l?l 
1 Xi - C _Yi < (n + m)As/2, (12) 
and accept H, otherwise. 
The overall error probabilities a and /? for the final test given by (12) using the 
approximation of “neglecting the excess” can be obtained from (7) and (8) as follows: 
(13) 
B = A4 mA2/2;$- mA2) + (1 _ 8,)8(md’i2;~-mA2) 
where b(x) represents the standard normal distribution function. 
(14) 
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Table 4. Terminal error probability a for given m with a, = /?, = 0.05 for SPRT based on 
theoretical approximation and simulation 
m 
A 10 20 30 40 
ci 
Approximation 0.050 0.049 0.047 0.044 
0.04 Simulation 0.043 0.036 0.034 0.033 
a 
Approximation 0.049 0.042 0.034 0.027 
0.6 Simulation 0.037 0.036 0.031 0.027 
c( 
Approximation 0.044 0.030 0.020 0.013 
0.8 Simulation 0.034 0.025 0.017 0.013 
The test procedure proposed by (11) and (12) involves a number of approximations, 
but it is not practical to theoretically assess their effect or to examine the adequacy of the 
approximations given by (13) and (14). For these reasons a computer simulation study was 
performed in order to examine a and /3 empirically. The nominal risk probabilities of the 
initial SPRT are set to a , = j?, = 0.05, and without loss of generality it is assumed that 
p = 0 and c = 1. For (11) the simulation is based on 2000 independent ests for each A. 
This part is combined with another 2000 independent ests using (12) for the given A and 
for each m. The result of the simulation study along with the value calculated using (13) 
is presented in Table 4. 
The results indicate that the theoretical approximations of a and B are conservative. 
An important fact, however, is that both the theoretical approximation and the computer 
simulation results show that the procedure does reduce the probabilities of errors 
considerably. Again, as in Section 2, one may employ a trial and error method using (13) 
and (14) to determine the approximate values of a, and fil for the SPRT to end up with 
desired level of a and jI. 
The above simulation study also facilitated the examination of the expected sample size 
which is given by the sum of the ASN for the SPRT based on the simulation and m. The 
results are summarized in Table 5. When a, = fl, computations based on (13) and (14) yield 
a = j3 because of symmetry. Moreover, the simulation result for j? and the ASN under H, 
was very much similar to those under H, presented in Table 5. Thus, the result under H, 
is not included in the table. Again, as expected, the expected sample size is shown to 
increase with m. Also presented in Table 5 is the approximate sample size from each 
Table 5. Expected sample size required from each group to achieve the theoretically approximated 
a and /I (Table 4) for testing p, = h 
m 
Test 10 20 30 40 
0.04 Proposed 80.6 89.8 101.1 111.2 
Fixed-sample 135 138 142 147 
0.6 Proposed 42.1 51.7 60.7 72.6 
Fixed-sample 63 68 75 83 
0.8 Proposed 28.5 38.2 40.2 58.0 
Fixed-sample 39 47 54 63 
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population required by the two-sample t-test to achieve the same terminal error proba- 
bilities a and fl calculated by the theoretical approximation. The saving by the proposed 
test does not appear overwhelming when A is large but, as noted, the comparison is 
inequitable for the proposed test since the theoretical approximation is conservative. 
4. CONCLUSIONS 
A two-stage two-sample sequential test for binomial parameters and a similar test for 
the means of normal distributions are proposed. Use of delayed observations reduces the 
probability of errors and, this reduction increases with the number of delayed observations. 
The most important fact is that one can realize substantial saving in the average sample 
size by the proposed test compared to the fixed sample test. 
The procedure is useful for at least two situations in practice. First, it shows what can 
be done when delayed observations become available after a decision has been made by 
a SPRT. The second and more useful application is when the response time is relatively 
long; a first stage SPRT can be constructed with the probabilities of errors set considerably 
larger than the desired values of a and #I depending on the expected number of delayed 
observations; the second stage of the test can achieve the desired risk probabilities. For 
some applications, it may be suggested that an interim decision be made by the SPRT until 
the terminal decision is reached. 
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