Firms that export or, even more so, are part of a multinational enterprise tend to exhibit higher productivity than their purely domestic counterparts. To better understand this correlation, we incorporate the perspective of industrial organization that one of the main drivers of differences in productivity is differences in knowledge. We examine a new data set of several thousand U.K.
Introduction
There is now a large body of evidence for many countries that plants and/or firms exhibit substantial and persistent heterogeneity in total factor productivity and related performance. 1 In recent years researchers have also documented a robust correlation between productivity and global engagement: plants and/or firms that export or, even more so, are part of a multinational enterprise tend to have higher productivity than their purely domestic counterparts. 2 A very active research area is currently attempting to better understand heterogeneous productivity and, in particular, this correlation between global engagement and productivity.
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Our goal is to contribute to the ongoing effort to better understand these productivity differences and the productivity advantage of globally engaged firms. We do so not by studying TFP differences, but rather by studying knowledge differences. This incorporates the perspective of industrial organization that one of the main drivers of differences in TFP is differences in knowledge. To do this systematically, we use the "knowledge production function" (KPF) framework (e.g., Griliches, 1979) , which suggests that output of new knowledge depends on two inputs: (1) investment in discovering new knowledge-e.g., research and 1 In their survey of micro-level studies of productivity, Bartelsman and Doms (2002, p. 578) state that, "Of the basic findings related to productivity and productivity growth uncovered by recent research using micro data, perhaps most significant is the degree of heterogeneity across establishments and firms in productivity in nearly all industries examined." This heterogeneity in productivity and other characteristics (e.g., size) appears in both developed countries (e.g., Olley and Pakes, 1996, and Syverson, 2004 for the United States) and developing countries as well (e.g., Cabral and Mata, 2003, for Portugal) . 2 Superior productivity of exporters is documented in, e.g., Bernard and Jensen (1995) . Multinationals exhibit even higher productivity than exporters: e.g., Doms and Jensen (1998) and Criscuolo and Martin (2003) for U.S. and U.K. data, respectively. 3 A variety of new general-equilibrium models assume high productivity leads to global engagement. For example, a now standard trade framework of multinational firms (Markusen, 2002 , which builds on Dunning's "OLI" framework) assumes these firms obtain high-productivity knowledge assets that are transferred from home-country parents to host-country affiliates. Bernard, Eaton, Jensen, and Kortum (2003) ; Melitz (2003); and Helpman, Melitz, and Yeaple (2004) model heterogeneity in productivity due to exogenous draws. Firms with better draws can cover the costs of entering export markets or, if especially good, the even higher costs of becoming a multinational by establishing a foreign affiliate. The empirical evidence on global engagement and productivity is currently quite mixed. Some studies have asked whether highly productive firms select into export markets or whether exporting boosts productivity through channels such as learning from foreign markets. Examples include Bernard and Jensen (1999) for the United States and Clerides, Lach, and Tybout (1998) for a number of developing countries. There are also many studies of import competition and productivity; Trefler (2004) is a recent example. For many of these issues, see Tybout (2000) for a useful survey. For multinationals, different studies have reached different conclusions about the productivity advantage of globally engaged firms. See, e.g., Aitken and Harrison (1999) and Smarzynska Javorcik (2004) , and also case studies in Hanson (2000) and Moran (2001) . development, and (2) the flows of ideas from the existing knowledge stock-i.e., the knowledge base upon which to innovate. A large IO literature has used this framework to ask, e.g., how firms learn from existing knowledge, either inside or outside the firm and also either via market transactions or spillovers. 4 In this paper we estimate the KPF on a new data set of several thousand U.K. enterprises across all industries from 1994 through 2000. These come from two U.K. waves of the EU-wide Community Innovations Survey.
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Each enterprise reports detailed measures of knowledge outputs, investments in new knowledge, and flows of ideas from the existing knowledge stock.
Thus, these data are very well-suited to the KPF framework. Into the CIS data we have merged indicators of global engagement, such that we can identify multinationals (U.K. parents and also U.K. affiliates of foreign parents), non-multinational exporters, and purely domestic firms.
With these data we can answer three questions. First, do globally engaged firms innovate more than domestic firms do? Second, how do differences in innovation outputs correlate with R&D effort or learning from the knowledge of others? Third, what are the most important information flows that firms rely on for innovations-e.g., within firms themselves, up and down the supply chain, market competitors? Our ultimate goal is to inform work on productivity dispersion by providing new evidence on knowledge dispersion and, in particular, on the role of global engagement.
For innovation outputs we have two groups of measures. One is patents, the measure that predominates in IO studies. In addition, we also have much broader measures of innovation output, such as the value of sales of products new to the firm and also indicators of any process or product innovation. These broader measures are of interest for two reasons.
One reason is that frontier innovations need not be patented. Many IO studies have acknowledged both that not all innovations are patentable and also that not all patentable innovations are chosen to be patented (patenting is just one of many forms of protecting intellectual property). 6 The other reason is that, given the big productivity dispersion that frames this paper, for nearly all firms innovations are movements towards-not movements of-the world frontier of knowledge (where patented innovations are more likely to feature). 7 Indeed, for many firms innovation is often described as the adoption of earlier frontier innovations. Our measures of innovation output can allow insight into the broader set of all innovation activity, frontier and otherwise.
For innovation inputs, our measures of sources of existing knowledge are also valuable:
enterprises report their use and degree of importance of a wide range of both internal and external sources: e.g., elsewhere in the broader enterprise group; customers and suppliers; and universities. Measurement challenges have been noted here as well. Some studies build measures from patent citations. These involve frontier innovations, by construction, and so like patents might not capture the full set of innovative activities. 8 Other studies try indirect measures where knowledge flows are assumed, such as industry R&D or business transactions with suppliers, 5 Few studies have used the CIS, versions of which have been carried out in different European countries. Cassiman and Veugelers (2002) examine the determinants of research cooperation among Belgian firms. Mariesse and Mohnen (2002) discuss the value of the multiple knowledge-output measures in CIS surveys.
customers, or competitors. Indirect measures may resonate with anecdotal evidence (note 3) but their assumptions may not be warranted. This problem may be particularly acute for the flow of ideas within firms, especially multinationals for which such flows are assumed central. Our measures of sources of existing knowledge can complement these commonly used alternatives.
To fix ideas about our data's potential value, consider Southwest Airlines. It is widely regarded as having introduced many frontier innovations, such as boarding passengers by broad group without assigned seats. Southwest did not patent its frontier innovations, but they have still driven its success. 9 In turn, many airlines have since implemented Southwest's practicesinnovations for these other airlines, but inside rather than on the frontier of world knowledge.
And many of these non-frontier innovations have come from knowledge flows to other airlinesranging from simply watching Southwest across concourse gates to flying on its planes to attending "best practice" meetings convened by Southwest itself at its Dallas headquarters.
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Our data have been designed to measure just these types of innovations and knowledge flows. Of course, because these data are self-reported and mainly qualitative, they raise a set of important measurement and estimation issues that we address in several ways. For example, we 8 Jaffe and Trajtenberg (2002) discuss their research showing that half of all citations do not correspond to any perceived communication or to a perceptible technological relationship between the two inventions. They also report that a sizable share of citations is typically entered by patent-office examiners rather than inventors. 9 Other frontier innovations have included single-class service, frequent-flyer programs, and a single operating platform (i.e., just Boeing 737s). After just two years of losses subsequent to its 1971 founding, Southwest has been profitable every year since 1973, a string unmatched by any other airline. Throughout these decades Southwest has consistently achieved the lowest average cost per seat-mile among all U.S. carriers, often by a sizable gap. Its total stock-market return since founding has been the highest among all S&P 500 companies during that time. This information is drawn from the detailed discussion in Heskett (2003) . 10 "In the 1990s other airlines around the world began to model their strategies around Southwest's, often after a visit by their managements to Dallas. The most successful of these included RyanAir, Easy Jet, and Go in Europe as well as Air Asia in the Far East" (Heskett, 2003, p. 5 Leary laid plans to replicate the strategy." Indeed, Southwest's openness extended to all industries: "management was so proud of its employees' culture that it periodically hosted 'best practice' teams from all industries that wanted to discuss hiring, training, and employee relations" (Heskett, 2003, pp. 4-5) . In turn, at key stages Southwest itself developed key innovations by learning from others: "To improve turnaround of its aircraft at airports, Southwest sent observers to the Indianapolis 500 to watch pit crews fuel and service race cars. The airline recognized that pit crews performed, in a different industry and at much faster speeds, the same functions as airplane maintenance crews. New ideas about equipment fittings, materials management, teamwork, and speed subsequently contributed to a 50% reduction in the airline's turnaround time" (Frei, 2004, p. 2) . check our survey data against administrative records and show that our data replicate many patterns of patenting and R&D activity documented elsewhere.
Our analysis yields the following answers to the three key questions above. First, globally engaged firms do generate more innovation outputs. Over the 1998-2000 period just 18% of domestic firms report either product or process innovation, with an average of just 0.10 patents applied; but 45% of multinational parents report either product or process innovation, with an average of 10 patents applied for.
Second, this greater creation of new knowledge is not just because globally engaged firms use more researchers. It is also because they learn more from more sources such as suppliers and customers, universities, and their intra-firm worldwide pool of information. Our econometric analysis allows us to calculate that the majority of the innovation-output advantage of globally engaged firms is accounted for by their greater use of the different inputs in our data, with only a minority left explained by global engagement per se.
Third, we also find that the relative importance of these knowledge sources varies systematically with the type of innovation. For patents, information flows from universities are important, while flows from customers and suppliers are not. For broader process or product innovations, the reverse is true. Previous case-study literature has studied many different sources of knowledge; ours is the first study we are aware of to offer econometric evidence linking different sources with different innovations.
Taken together, our findings also help explain the correlation between productivity and global engagement. Globally engaged firms generate more of the innovations that feed into higher productivity, in large part because these firms learn more from a wider range of sources (rather than they just employ more knowledge workers).
Our paper has five additional sections. In section 2 we briefly present the KPF that will guide our empirical work. Section 3 presents our data and some motivating summary statistics.
Section 4 discusses econometric specifications, Section 5 estimation results. Section 6 concludes.
A Theoretical Framework of Knowledge Production
Like a production function for goods and services, the innovation production function relates inputs into the innovation process to outputs. Following Griliches (1979) , Romer (1990) , and others, it can be written as follows (for initial expositional simplicity, in Cobb-Douglas form).
where ∆A is the change in knowledge stock-i.e., the creation of new ideas; K is the existing stock of knowledge from which ideas can be gleaned; and H is investment in the process of knowledge creation-e.g., the human capital of R&D scientists. I is used to index variously countries, industries, or firms; for our study, it will index firms within the United Kingdom. The parameters λ and φ indicate the elasticity of new ideas with respect to knowledge investment and ideas from the stock of existing knowledge. Equation (1) makes important assumptions about mechanisms and functional form. First, increases in knowledge depend on the knowledge stock researchers have to work with and also on the number of researchers. If φ is positive, then scientists are more productive the more has already been learned: the "standing on shoulders" effect. Alternatively, if φ is negative, then as new ideas are discovered subsequent ideas are harder to come by. Second, subscripting K in (1) means that different agents have different access to the existing knowledge stock. As discussed in the introduction (note 4), some work has instead assumed a single worldwide stock of knowledge to which all have equal access. Third, equation (1) makes no assumptions about the degrees of returns to A or H. Many key papers in the growth literature have assumed constant returns to both A and H (i.e., that both λ and φ equal 1). This assumption has been much debated, because if φ equal 1 then in many models the long-run rate of growth varies with the number of researchers, which government policy can presumably influence.
Much earlier work using the KPF has distinguished information flows within versus across firms. To highlight this distinction, we can usefully (and more generally) rewrite (1) as
where K ii and K i _ i indicate the flow of ideas to firm i from within and outside that firm, respectively. Firms can learn from their earlier internal R&D activities; they can also learn from various external sources. A related issue is that each idea might not be equally important to all firms. Consider, for example, the stock of knowledge at an industry trade fair. Different firms learn different ideas from the fair's exhibition booths, because not all ideas are equally important to all firms for reasons such as their different innovation histories. Thus, as is well known we wish to measure not just the flow of existing ideas but also the variance across firms in the importance of that flow. As will be discussed, we think our data capture both these concepts.
Equation (2) 
Data Description and Summary Statistics

Data Description
The U.K. CIS is part of an EU-wide survey that asks business enterprises to report innovation outputs; innovation inputs; and sources of knowledge for innovation efforts. There have been three waves of U.K. CIS surveys: CIS1 (covering 1991-3), CIS2 (1994-6) and CIS3 (1998 CIS3 ( -2000 . CIS1 is largely unusable due to a response rate of barely 10%.
The CIS survey covers both the production and the service sectors. CIS3 was in the field twice: the first wave sampled 13,340 enterprises, and the second covered 6,285 to make the sample representative at the regional level. Our CIS survey data are self-reported and mainly qualitative. As such, they raise a set of measurement issues-administration, non-response, and response accuracy-that will be very important to address before turning to our summary statistics and estimation results.
One general issue with survey data is the method and quality of administration. The CIS is an official Department of Trade and Industry (DTI) survey administered by the Office of National Statistics (ONS), which has a long history of such work. The first page is a letter from a senior DTI official (plus contact information) requesting data; this explicit government involvement is likely to raise response quality and quantity. It is also important that this survey was administered by post, rather than face-to-face or by telephone. Bertrand and Mullainathan (2001) discuss many well-known problems with survey interviews that do not arise here.
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A second issue is possible non-response bias in our sample. ONS addressed this by sending two follow-up CIS questionnaires after the initial mailing, and then by telephoning remaining non-respondents. At the close of the sampling period ONS also conducted a special telephone sub-survey on a group of non-respondents; ONS found no significant difference in innovative activity between this group and respondents. We performed an additional check on non-response 12 AFDI and ARD methods differ in two potentially important respects: AFDI tracks nationality of direct owners using a threshold of 10%; ARD tracks nationality of ultimate owners using a threshold of 50%. In principle, these different methods can yield different answers as to whether a U.K. firm is foreign owned, and, if so, by a firm in what country. In practice, our data have very few such discrepancies: only about two dozen firms are classified as foreign owned by AFDI but not by ARD. We chose the AFDI categorization in these cases, both to maximize the number of foreign-owned observations and because the 10% ownership criterion is used by statistical agencies in many countries (e.g., the U.S. Bureau of Economic Analysis). Consistent with cross-border chains of ownership in large multinationals, there was also a very small number of enterprises classified as both U.K. parent in the AFDI data and also U.K. affiliate in the ARD data. To maximize our number of U.K. parents we placed these firms in the U.K.-parent category. Our results below were robust to the alternative of placing them in the U.K.-affiliate group. 13 One is recall bias: in interviews respondents often worry about taking too long and thus in haste recall information incorrectly. Another is embarrassment bias: in interviews respondents often lie to avoid possibly embarrassing responses. These sorts of concerns do not apply to CIS postal surveys insofar as individuals respond without immediate time constraints and arm's length.
using the CIS sampling frames and matching it with Business Register data (see note 13). We found non-respondents to be larger than respondents, on average. In our regressions below, we therefore control for size (with employment; results were the same using sales).
In terms of response accuracy, an important issue is that the CIS survey was conducted at the enterprise level; where enterprise is defined as "the smallest combinations of legal units which have a certain degree of autonomy within an enterprise group." Thus, an enterprise is roughly a firm, where each firm can have more than one business establishment (i.e., legal unit) and can also be part of a larger multi-enterprise business entity (i.e., group). For our interest in globally engaged firms, by definition any U.K. enterprise that is part of a multinational firm has at least one other enterprise somewhere in the world in its enterprise group. One might worry about reporting error due to respondents not answering at the desired enterprise level. We were able to identify small numbers of such probable cases through data checking and cleaning; our results appear to be robust to alternative treatments of this issue. 
Summary Statistics
Our CIS3 benchmark sample of 7,385 enterprises consists of 577 multinational parents (7.8% of the sample); 653 multinational affiliates (8.8%); 1,776 non-multinational exporters (24.0%);
and 4,379 purely domestic enterprises (59.3%). In turn, for our summary statistics we split the domestic enterprises into 778 who were part of a broader enterprise group and 3,601 who were singletons. This split is to ensure that our findings for multinationals, which by definition are 14 Robustness checks included checking CIS-reported employment against the "true" enterprise employment reported in the underlying business register (though the two sources can differ due to different sampling times in each year, results are robust to deleting observations for a range of divergence criteria such as 50%), and leaving in the sample only single-plant firms (misunderstanding can arise only for multi-plant firms and/or firms that are part of an enterprise group). The CIS questionnaire gave respondents detailed definitions and many examples of "enterprise" and "enterprise group." More generally, to improve data quality the questionnaire gave similar definitions and examples for many key data items, such as process and product innovations. One check on this was that respondents were asked to report in longhand their "most important product or process". The long-hand response rates were only about 30%, but our casual sampling of these responses relative to the guidelines provided indicated that enterprises were reporting technological innovations as intended by the survey. We also found very similar estimation results between this 30% sub-sample and the full sample (see Section 4).
part of an enterprise group, are particular to their cross-border structure rather than to enterprise groups of all kinds-both cross-border and domestic.
Consistent with many of the studies cited in the introduction, in our sample there are basic performance differences across these four groups. For example, mean size (either sales or employment) and capital intensity are highest for parents, then affiliates, then exporters, and finally purely domestics. The same ordering also applies for the fraction of enterprises that have more than one establishment within the U.K. There are also differences in the industry and regional distribution of firm types. These sorts of performance differences will be accounted for in our econometric analysis, but not our simple summary statistics. We note that for all sub-samples and all knowledge measures, the median enterprise reports no knowledge output. That said, the distribution of innovation is far less skewed for our broader measures than for Patents. For example, the number of all enterprises reporting "yes" for
Innovate is nearly twice the number that have some patent protection, and about four and a half times the number that applied for new patents. As discussed earlier, we think one of the merits of our study is its span of innovation measures that encompasses not just the frontier innovations captured by the commonly used counts of patents but also broader non-frontier innovations that characterize the activity of most firms.
The second important message of Table 1 is that globally engaged enterprises use more inputs for making new ideas. Column 1 of Table 1b shows this for R&D Personnel, the number of enterprise workers involved in R&D activities in 2000. Of course, more R&D workers at globally engaged enterprises may just reflect larger overall scale, which we will control for econometrically. As a shorthand control, column 2 reports % R&D Personnel, the share of enterprise employment in 2000 accounted for by R&D workers. The same pattern applies: this share is three to four times greater for globally engaged enterprises.
Innovative activity is often thought of as the domain of workers in science and engineering occupations. This may be true for some enterprises and sectors, but is likely false for others in 15 Note that Patent Protect we regard to be a broader output measure than Patents. Given that many enterprises generate patentable innovations infrequently, an enterprise might protect exiting patents-and thus be considered innovative-even if it our data. In particular, innovation in many services sectors such as finance and retail trade is likely performed by non-science, non-engineering occupations. Despite this preference for using R&D personnel as our "headcount" measure of innovation inputs, column 3 reports % Scientists, the share of enterprise employment accounted for by degree-level or above workers in science and engineering subjects. This is not quite the same as science and engineering occupations (as workers in these occupations could have different educational backgrounds, and/or workers with such education need not work in those occupations). That said, the same pattern appears here as for share of R&D workers: for all three categories of globally engaged enterprises about 10% of workers have science or engineering degrees, versus just about 4% for domestics.
The last column of Table 1b reports Intramural R&D, the value of R&D performed by the enterprise in 2000, in thousands of pounds. This measure of knowledge inputs captures not just expenditures on personnel but also on the complementary capital (see Appendix Table) .
Multinational enterprises average well over £1 million, versus under £100,000 for exporters and purely domestic firms. As with Table 1a , many of the two-way differences (for brevity, not reported) we found to be statistically significant. For example, for all four measures both multinational parents and affiliates use more knowledge inputs than do domestic enterprises.
The production-function framework motivating our analysis suggests that some-or perhaps all?-of the variation in knowledge outputs in Table 1a can be accounted for by variation in knowledge inputs in Table 1b . Table 1c suggests that this is not the whole story. Here we report both where enterprises learn information for innovation and how important these sources are.
For each of the information categories across Table 1c , each enterprise was asked to report whether any information from this source was used in its innovative activities and, if so, whether the importance of this source was low, medium, or high. We translated these qualitative did not recently apply for new patents.
responses into a categorical variable of values 0, 1/3, 2/3, and 1 going from no information to information of high importance. Mean (and median) responses are reported.
The first two columns of Table 1c cover information internal to the enterprise itself (Internal Self) and information internal to the enterprise's broader enterprise group (Internal Group). By definition, any enterprise that is part of a multinational has a broader enterprise group elsewhere in the world. For Internal Self and Internal Group, globally engaged enterprises report much higher mean (and median) importance. For Internal Group it is also very notable that the mean value for affiliates is statistically significantly higher than that for parents. This is consistent with the now-standard knowledge-capital model of multinationals in international trade, which assumes that knowledge is created predominantly by parents and that intra-firm knowledge flows are mainly from parents transferring knowledge and related assets to affiliates.
Looking across all columns of Table 1c shows the same pattern of globally engaged enterprises learning more than do their domestic counterparts. Indeed, the medians across all columns are striking. The median globally engaged firm learns at least something from five information sources, whereas the median purely-domestic firm, whether single-or multienterprise, learns nothing from all six.
We conclude from Table 1 that firms differ along all three dimensions of the knowledge production function: knowledge outputs, knowledge investment, and access to flows from existing knowledge. This last difference contradicts the assumption of some macro literature discussed earlier that all firms have equal access to the same flows of knowledge. 16 It suggests that in estimating knowledge production functions, it will be important to include these flows. 
Econometric Strategy and Estimation Issues
The literature on estimating the knowledge production function is deep and broad (see note 4), and as such has considered a number of important estimation issues including measurement error and endogeneity. Novel features of our data-its many measures of inputs and outputs, and its self-reported and mainly qualitative nature-raise additional issues. In this section we first discuss these estimation issues in general, and we then map out specific estimation strategies for each of our four measures of knowledge output.
Measurement Issues in Estimating the Knowledge Production Function on Our Data
Griliches and Pakes (1980) first proposed thinking about KPF estimation in measurementerror form, a framework that has been widely used. We follow this approach, with additional discussion drawing on Bertrand and Mullainathan's (2001) insights on measurement and estimation issues particular to subjective survey data. For expositional simplicity consider a linearized version of the KPF of equation (2), where stars denote true values of variables.
Start with possible measurement error in the regressand of the following general form, 1 1
where X is a vector of variables that might influence the relation between observed and true innovation, ∆K i and ∆K* i , and ε 1i is a random error. In the classical measurement-error model, alternative methods for calculating each group's average productivity (summing Patents across all firms and then dividing by the number of firms vs. calculating the productivity per firm and then averaging these productivities across all firms; if λ is assumed to be < 1 then the differences become even larger). 17 One additional summary check was to see if our data were consistent with the stylized facts relating patenting and R&D set out in Klette and Kortum (2004) . We replicated several of their stylized facts. Patents vary proportionally with R&D across firms (Stylized Fact #2: a regression of Patents on R&D Personnel (and industry dummies) returned a t-statistics of 55.9). R&D intensity is independent of firm size (Stylized Fact #3: a regression of R&D per worker on total employment (and industry dummies) returned a t-statistic of just over 1). The distribution of R&D intensity is highly skewed (Stylized Fact #4: 74% of our enterprises report doing no R&D).
X is null. It has long been recognized that available measures of innovation-in particular, patents-may be incomplete measures of ∆K* i (see Section 1). If the extent to which innovations are measured depends on components of X that in theory are also regressors in equation (3) (e.g., firm size or R&D effort), then regressing (3) using ∆K i as the regressand will yield biased estimates for the parameters of interest in (3). Biased estimates on these parameters will also result from that same specification even if components of X are not regressors in the KPF but are nevertheless correlated with these regressors.
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For our data, we have four rejoinders to concerns about regressand measurement error. First, having measures of innovation that are broader than just patents may lessen any gap between ∆K i and ∆K* i . As discussed earlier, many researchers have acknowledged that data on patents, though very valuable, do not capture the full range of innovations-in particular, the many nonfrontier innovations for the large majority of firms inside the productivity frontier.
Second, it is important to note that our Patents variable differs slightly from what is commonly used: patents applied for by the enterprise, not granted to the enterprise. To check this, as discussed earlier (e.g., notes 7 and 17) we confirmed that our patents data replicate many patterns and correlations documented elsewhere. This suggests our measure of patents is not more prone to measurement-error concerns.
Third, the richness of our data allows us to control for many possible biases from omitting X from KPF specifications. For example, ∆K* i is in theory disembodied additions to the stock of knowledge. But in reality, when deciding on responses to Innovate firms might consider whether they have recently installed new machines with embodied knowledge. In this case, in equation 18 Suppose that X=H*. Then in the first case, an OLS estimate of (3) using ∆K i as the regressand will yield a coefficient on H* not of α but rather of (α+β). Alternatively, if X does not contain any regressors of (3), this same OLS estimate of (3) using ∆K i as the regressand will yield a biased coefficient estimate of α on H* unless X is orthogonal to all regressors in (3).
(4) X would include new machinery investment, and this regressor should be included in any KPF estimation using Innovate. Our results reported below are robust to using a wide range of plausible X controls such as this, firm age, and recent firm transitions (e.g., start-ups).
Fourth, Bertrand and Mullainathan (2001) emphasize that survey data may be so questionand context-dependent as to be uncorrelated with true underlying quantities of interest (e.g., happiness). For our broadest measure of knowledge output, Innovate, this possibility (i.e., that ε 1i predominates) might be a concern. Two data checks allay this concern. One is work finding that Innovate is correlated with productivity performance, consistent with theory. 19 The other was to separate all positive responders to Innovate into the sub-samples of them that did or did not comply with the survey request to describe long-hand their most important innovation.
Analyses for these two sub-groups were very similar (e.g., estimating for each the KPF using Novel Sales), which suggests variation in Innovate is not dominated by survey noise.
We now turn to possible measurement error in our key regressors in equation (3). To address possible bias from any particular measure of H*, investment in the effort of knowledge creation, we verified that findings are robust to the many alternatives presented in our data (see Table 1b ).
As discussed earlier (e.g., notes 7 and 17) and as will be discussed further in the estimation results, we also established that our H* measures data display patterns and correlations documented elsewhere. This suggests our measures of innovation efforts are not unusually prone to measurement-error concerns.
Possible problems with measuring flows of knowledge are well known. Some studies simply omit these flows altogether. Others have used indirect measures, many based on the assumption that knowledge flows from strong TFP performance in "adjacent" activity-i.e., that of other parts of a business, or of upstream or downstream businesses. As is well known, however, problems here include the simple competitive fact that strong TFP performers may actively discourage the flow of related knowledge to other businesses.
A widely used direct measure of knowledge flows in the patents literature is importanceweighted patent citations. Error here may arise from omitting non-patent sources of knowledge.
It may also arise from "spurious" citations: Jaffe and Trajtenberg (2002) Our data on knowledge flows have three important virtues: they are direct, not indirect; they are importance-weighted; and they span a comprehensive set of sources. Against these strengths, however, may be concerns about measurement error due to their being self-reported surveys.
First, it might be argued that quantitative data would be preferable to our qualitative data.
Again, the case-study literature has documented a vast array of mechanisms by which knowledge is transferred within and across firms. Quantitative measures of these mechanisms would require not only choosing metrics (e.g., number and length of phone calls, emails, and contracts; consultants hired; trade shows attended; industry-periodical subscriptions) but also weighting these metrics for importance (e.g., to separate high-impact phone calls from mundane ones). We 20 Studies here include examinations of learning and knowledge flows within multinational firms in Blonigen (1997 ), Branstetter (2001 ), and Griffith, Harrison, and van Reenen (2004 . Mansfield and Romero (1980) and Gupta and Govindarajan (2000) conducted small surveys of multinationals; sampled firms report that transferring knowledge internally is very important for overall firm success. For additional case-study evidence, see Hanson (2000) and Moran (2001) .
know of no such quantitative data sources, and point out that this weighting is precisely what our data are designed to capture.
That said, we acknowledge that our measures of knowledge flows are self-reported surveys and thus inherently subjective. To examine this issue we undertook a number of robustness checks. First, as discussed in Section 3 we checked that reported values accord with theoretical priors: e.g., that multinational affiliates report learning more from elsewhere in the enterprise group than do multinational parents, consistent with the now-standard knowledge-capital model of multinationals in international trade.
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Second, we verified that our main estimation results are robust to replacing our intensity-ofknowledge measures with simpler binary measures of whether a particular information flow was used at all. This should address concern that firms can accurately report whether a given knowledge source was used or not but that firms cannot accurately gauge its importance (and/or that we cannot meaningfully compare importance across respondents).
Third, following Cassiman and Veuglers (2002) and earlier work they cite, as an additional control regressor for KPF estimation we add industry averages of flows of information.
Identifying variation of key parameters in equation (3) is then deviation from industry means, means which may reflect underlying technological fecundity or norms. Other enterprise-level control regressors we use, including firm size, age, and start-up status, may similarly control for differences in information reporting at the enterprise level (e.g., start-ups are by nature more likely to be aware of learning). For some specifications we also include firm fixed effects, which can capture any unobserved such differences.
Particular Estimation Strategies
The different nature of our four measures of knowledge output (Innovate and Patent Protect are dichotomous indicators; Novel Sales is continuous; and Patents is a count) dictates different econometric estimators.
Innovate and Patent Protect
For our two binary dependent variables Innovate and Patent Protect we estimate versions of the KPF using probits. We report in the tables below marginal effects calculated as:
where φ is the normal density function and we estimate the marginal effects at the mean values of the regressors. Thus, the interpretation of our marginal effects reported is the effect of a unit increase in the independent variable of interest on the probability that the dependent variable equals one, when all other regressors are held constant at their mean values. We report standard errors of marginal effects calculated via the delta method.
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Another important estimation issue is endogeneity. Regressors such as H i , the investment in discovering new knowledge, may be correlated with the regression error term if any unobserved determinant of innovation success also affects the choice of H i . Such a correlation could be due to unobserved firm fixed effects (e.g., firm culture that values R&D effort) or to unobserved time-varying effects (e.g., managerial talent or product-market projections). The resulting bias on our coefficient estimates could be positive or negative, depending on whether the effect on innovation increases or reduces the marginal product of innovation staff. 22 Given the macro literature's interest in the size of elasticities of the KPF (note 4), it would be of interest to calculate these elasticities. As noted by Wooldridge (2002) however, it does not seem possible to recover an elasticity formula for the underlying latent variable with only a binary regressand. We can do this with the continuous regressand Novel Sales; see below.
All our regressions are estimated with a common set of controls, in particular industry dummies that will control for any fixed effects common within industries. Our globalengagement regressors may also proxy for unobserved firm effects such as managerial talent that are common to these firm groups, consistent with evidence that globally engaged firms exhibit higher TFP. Beyond these regressors, we implement two strategies: instrumental variables (IV) and panel estimation.
Concerning the first, the use of IV with a limited dependent variable (discrete or censored) is not straightforward. We use the AGLS method as proposed by Amemiya (1974) and implemented by Newey (1987) . Using information from CIS2, we constructed two instruments for H i in our CIS3 cross-section: four-digit industry averages of R&D Personnel and % R&D Personnel, each of which was constructed excluding from CIS2 firms that re-appeared in CIS3.
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Our second approach to endogeneity is to use panel-data methods. We constructed a panel that resulted in 787 firms included in both CIS2 and CIS3. However, this approach raises its own econometric issues. One is that firms in the panel are a selected sample of survivors. Suppose that the true relation between ∆K i and H i is positive, and that survival is greater for innovating firms. Then constructing a group of surviving firms selects, among firms with low ∆K i and H i , only those with a "large" positive shock to ∆K i . This flattens the expected relation between ∆K i and H i . Thus, the resulting reduction in the effect of H i due to controlling for fixed effects might be overstated by the additional reduced effect due to selection. 23 The rationale behind this exclusion is that if endogeneity arises from the correlation between firm fixed effects and the R&D employment variables, then lagged industry-level values of these R&D variables that include own lagged R&D personnel will not be valid instruments. We experimented with alternative instruments: e.g., using three-digit industries, and also taking averages by industry and region. The trade-off was that more-refined cells for instruments generally had higher predictive power but lower overlap of cells across the CIS waves. Ex ante, we expect our instruments to be correlated with each firm's "normal" demand for knowledge workers, as there is substantial cross-industry variation in this demand, but uncorrelated with firmspecific unobservables that would be correlated with both ∆K i and H i . Also, for our estimation results later we note that our instruments are constructed at a lower level of aggregation than the two-digit industry regressors in our benchmark controls.
The second set of econometric issues arise from the "incidental parameters problem" in nonlinear models-probits here and tobits below for Novel Sales. Greene (2004) notes that the fixed-effects maximum-likelihood probit estimator is inconsistent when T is fixed. How serious this problem is in practice remains to be established; Greene's (2004) simulations suggest that for our case of T=2 bias is at least 100% for probit coefficients. Rather than estimate fixedeffects probit, one recommendation is to use probit on the pooled cross-sections, without random or fixed effects. Another is the fixed-effects conditional logit model (Chamberlain, 1984) , which allows estimation of parameters of interest without estimating incidental parameters (but at the cost of not being able to estimate marginal effects). We try both these approaches.
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Novel Sales
Our innovation measure Novel Sales is continuous but, as discussed in Table 1a , equals zero for many of our firms. Accordingly, we estimate the KPF for Novel Sales using the tobit model.
To calculate marginal effects of interest, we implement the McDonald and Moffitt (1980) decomposition that splits the marginal effect of H i on ∆K i into two parts: the of effect of H i on the probability of ∆K i being non-zero, and the effect of H i on ∆K i conditional on the firm having positive ∆K i . Our tables below report the latter (former available upon request).
To address possible endogeneity, here as with the earlier probits we use both IV and panel estimation. Our IV tobit uses the same instruments as before. Panel methods when T=2 are again problematic in tobit applications; simulations suggest that marginal effects are 50% too big (Greene, 2004b) . Here again, the recommendation is to estimate the pooled cross sections. 25 24 We also note that in the conditional logit, identification is provided only by firms that switch innovation status: non-switcher firms drop out of the conditional likelihood function. So the number of useful observations is far smaller for this estimator. 25 Greene (2004b) reports that the source of coefficient inconsistencies derive not from the estimation of the tobit slope coefficients, which do not appear to be affected by the incidental parameters problem, but rather from the estimation of the sigma parameter (i.e., the disturbance standard deviation) that is used to calculate marginal effects.
Patents
Because Patents takes only non-negative integer values, here we can estimate the KPF via count-data models. We chose a negative binomial model (Cameron and Trivedi, 1986) , which, relative to a Poisson model, relaxes the variance-mean equality assumption. In the negative binomial model the estimated coefficients corresponds to semi-elasticities. Thus, from coefficient estimates we can derive both marginal effects and elasticities from the estimated coefficients. For continuous regressor x,
, and the marginal effects is
Elasticities at sample means can be calculated by multiplying coefficient estimates by the means.
To address endogeneity we use our panel to control for fixed effects and so estimated a fixedeffect negative binomial model as suggested by Hausman, Hall, and Griliches (1984) . (2) (2), with the CIS sample, included regressors, and estimator used as described in the table notes. Rows report estimates of marginal impacts (with robust standard errors clustered by enterprise group). All specifications in all tables include a common set of control regressors (not reported for brevity) to help control for plausibly important cross-firm sources of innovative heterogeneity: approximately 50 two-digit industry dummies; 13 regional dummies; size (total employment); and a categorical indicator of structural change (see Appendix Table-e.g., newly born start-up firms may be more likely to innovate). Table 2 reports estimation results for Innovate. Column 1 runs Innovate on just our three global-engagement indicators (excluding the purely domestic group) plus benchmark controls.
Estimation Results
Our estimation results of various versions of equation
All three indicators are statistically and economically significant. For example, the coefficient on Multinational Parent indicates these firms are 22 percentage points more likely to innovate relative to the omitted domestic firms. In Table 1a this differential in the raw data was 27 percentage points (0.45-0.18), so the large majority of this raw differential was not a function of just multinationals being larger and in different regions and/or industries. What remains to be seen is whether these indicators are proxying for superior innovation inputs or something else.
Column 2 adds to Column 1 our H i indicator. This is positive and statistically significant, as expected. To get some idea of quantitative significance, the mean gap between R&D Personnel in domestics and multinational parents is 26.16-0.62=25.54 (Table 1b) Table 1c . Columns 3 through 5 add in a number of our information-flow variables, first using only internal information from the own enterprise for K ii , then replacing this with internal information from the entire enterprise group, and finally including both these measures of K ii . Adding these direct measures of information flows reduces by about two-thirds the coefficient estimates on our three global-engagement indicators. This is a major finding of our analysis: the majority of the superior innovative output of globally engaged firms is accounted for by their superior access to information from existing knowledge.
Looking at the particular sources of information shows an important role for information internal to the enterprise itself: the coefficient estimate of about 0.35 suggests that an enterprise going from learning nothing from itself for innovation to learning a great deal would enjoy a 35 percentage-point increase in the probability of reporting yes for Innovate. Similarly, the mean difference between multinationals and purely domestics in the importance of internal information (0.27=0.50-0.23, from Table 1c ) translates into a higher probability of innovating for the multinationals of about 9.5 percentage points. Information from elsewhere in the enterprise group is also economically important: when entered alone in Column 4 it suggests a comparable learning shift would correlate with a probability increase of 14 percentage points. This evidence on information flows inside firms is consistent with standard trade models of multinational firms.
Important information sources external to the enterprise include customers and suppliers, whose magnitude is on par with that of internal information. This is consistent with micro-level productivity studies searching for knowledge spillovers across firms. Finally, the coefficient on regulatory information is negative, which might be expected, whereas information from competitors is also negative, which might not be expected. One possibility is that conditional on other information sources, enterprises learning from competitors might be innovation laggards.
The rest of Table 2 examines the robustness of our results to different estimators and samples. Column 6 reports our IV estimates of the specification in column 5. The coefficient 26 Note that Column (2) rejects the maintained assumption in some of the macro/growth literature that the global stock of knowledge is equally accessible to all firms. If this were so, then in Column (2) these global-engagement indicators should be individually and jointly insignificantly different from zero, with differences in ∆K i explained only by differences in H i .
estimate on H i does not change but is less precise, as might be expected with IV estimation.
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Column 7 estimates the same specification for the CIS2 cross section. The overall coefficient estimates look very similar, with only one coefficient changing sign (commercial information) but with generally lower precision (presumably due to the smaller sample size). Column 8 then pools together CIS2 and CIS3 waves and returns estimates similar to those in column 5.
Finally, column 9 shows the fixed-effects conditional logit model. We report coefficient estimates, not marginal effects, and so cannot compare to earlier columns. The number of observations is small and selected, as discussed above; recall that this model relies on enterprises that answered Innovate differently in the two waves, which in this case is just 247 enterprises (observed twice making 494 observations). The only statistically significant variable is learning from one's own enterprise. The only other coefficient estimates with t-statistics above one are on Multinational Parent (positive), Vertical Information (positive), and Competitor Information (negative). We worry that innovation and its inputs are highly serially correlated, such that we simply have too few observations of switchers to discern statistically significant effects.
Consistent with this, in a pooled regression on this sample without fixed effects we again obtained only one statistically significant coefficient estimate. 28 Table 3 replicates the probit analysis of Table 2 , but now for the measure of innovation output Patent Protect. The pattern of findings is broadly similar. First, the coefficients on the global-engagement indicators fall substantially once the information-flow variables are included (compare column 5 to columns 1 and 2). The magnitude of this fall is now slightly less: by about 27 The number of observations drops due to firms for which we cannot construct instruments. In unreported results, we verified that results in Column 5 are qualitatively identical when estimated on the Column 6 sample of 5,999 observations. 28 In terms of our other control regressors, our industry dummies were always jointly significant (with several individually so). Regionally dummies tended to be borderline jointly significant. The indicator for start-up firms had a large positive coefficient estimate, as might be expected; firm size was also significantly positive. The indicator for observations in the CIS3 wave was significantly negative, implying a fall in all measures of ∆K in 1998-2000 relative to 1994-96. This is consistent with the fall in U.K. aggregate TFP growth between the early and late 1990s as documented by Basu, Fernald, Oulton, and Srinivasan (2003) .
one-half, as opposed to two-thirds in Table 2 , especially for multinational affiliates. This might reflect the endogeneity of the patenting choice-e.g., an important function of affiliates may be to protect their enterprise groups' global innovations. As before, coefficient estimates on R&D Personnel are significantly positive (barring the IV results). In terms of the information-flow variables, internal information of both the enterprise itself and its enterprise group remain important. University information now has a significantly positive coefficient, consistent with existing research on the importance of university-private sector collaborations. Table 4 being non-zero, each additional R&D worker is associated with between £6,000 and £10,000 in additional new and improved sales. This seems reasonable: during the period covered by the CIS3 survey the national average wage for scientists was about £25,000, and presumably less than 100% of the time of these workers was allocated to creating new and improved products.
In terms of the information-flow variables, internal information of both the enterprise itself and its enterprise group remain important. For this measure of innovation output, the other two important sources of information appear to be vertical information from customers and suppliers and also "free" information from sources such as conferences and trade fairs. Table 5 reports on our other continuous measure of knowledge output, Patents. Here we use a negative binomial estimator and report marginal effects. One notable difference from earlier tables appears in column 1. In the specification with just the global-engagement indicators and our benchmark controls, here the coefficient estimates on these indicators is far smaller than the analogous information in the raw summary statistics in Table 1a . There, multinational parents average 10.02 patents versus just 0.10 for the purely domestic firms. But with the benchmark controls in column 1, multinational parents now average less than one more patent than domestic firms. Much of the raw difference in patent output, then, is accounted for by these controls-in particular, by the industry controls. Indeed, in unreported results where column 1 is re-estimated without the industry controls we obtain coefficient estimates on the global-engagement indicators much closer to the raw differentials in Table 1a .
This difference noted, the pattern of findings is broadly similar to earlier tables. The coefficients on the global-engagement indicators fall substantially once the information-flow variables are included. As before, most coefficient estimates on R&D Personnel are significantly positive. And as with results for Patent Protect, here patent output is correlated significantly with both sources of internal information (for internal to the enterprise itself, even in the fixed-effects specification) and also with information from universities. The economic magnitude of these information sources is quite small, however, which accords with the relatively small size of the global-engagement indicators in column 1 discussed above.
Because much earlier empirical work based on the KPF framework has measured new ideas as patents, it is instructive to compare our findings for Patents. A common calculation is the patent elasticity of scientists. Our Column 5 coefficient estimate on R&D Personnel of 0.0005 multiplied by the full-sample mean of R&D workers of 5.35 implies an elasticity of about 0.003.
In the industrial-organization literature estimates of this elasticity are generally much bigger: e.g., about 0.3 in Hausman, Hall, and Griliches (1984) .
What explains this difference? Our specifications and theirs contain three important differences: their sample is for only manufacturing; they include only firms reporting positive R&D activity; and they do not include any controls for information flows. To explore these differences, we first estimated a specification as close as possible to theirs: a negative binomial model of Patents on log R&D expenditure for manufacturing firms reporting positive R&D (plus, firm size and a science-sector dummy). This gave an elasticity of 0.45 (t=7.56), very comparable to 0.3. Expanding the sample and/or specification reduced this elasticity towards our 0.003. For example, including firms with zero R&D reduced the elasticity to just 0.07. So it appears this key elasticity is quite comparable in our results, once like and like are compared.
Robustness Checks
The results in Tables 2 through 5 are robust to a number of measurement and specification choices. In particular, the impacts of our global-engagement and information-source regressors generally do not change when we use in equation (2) alternative measures of H i from Table 1b. Results also do not change when we vary the set of control regressors: e.g., using firm sales instead of firm employment for size, or dropping either the industry or region dummies.
We also estimated specifications interacting our global-engagement indicators with other regressors-in particular, our measures of H i to see if globally engaged firms enjoy higher marginal productivity from knowledge inputs. These interactions almost always were insignificantly different from zero, which reinforces our interpretation that globally engaged firms innovate more in part because they have access to larger stocks of existing knowledge.
Discussion of Estimation Results
We can use our econometric estimates to answer the overall question of how much of the innovation-output advantage of globally engaged firms is explained by their greater use of inputs, and how much is left unexplained. In our estimation tables we have shown a statistically significant relationship between all our measures of knowledge output and many of our measures of knowledge inputs. To get a sense of the economic significance of these inputs, individually and jointly, we can perform "innovation accounting" exercises akin to growth accounting often used to explain output of goods and services. Table 6 sets out these exercises for two of our measures of innovation, Innovate and Patents.
It reports how much of the knowledge-output differential that each of our three groups of globally engaged firms displays over purely domestic firms is explained by knowledge-input differentials, and also how much is attributed to global-engagement status per se. To do this, it combines coefficient estimates from Tables 2 and 5 with sample means from Table 1 . 29 There are three sections to Table 6 , one for each bilateral comparison of a globally engaged group of enterprises with their purely domestic counterparts. In each section, the "raw" differential between the two groups of firms is calculated directly from Table 1a . For example, the Innovate raw differential between multinational parents and domestics of 0.27 = (0.45 -0.18). The "adjusted" differential in knowledge output accounts for enterprise variation in industry, region, size, and status-i.e., it is the coefficient estimate on the indicated global group from column 1 of Tables 2 and 5 (for Innovate and Patents, respectively). Thus, for Innovate the adjusted differential between multinational parents and domestics of 0.22 comes from the coefficient estimate on multinational parents in Table 2 , column 1 (strictly speaking, 0.2204).
29 Table 1 reports summary statistics for domestic enterprises separated between singletons and members of enterprise groups. But in the econometric estimates of Tables 2 through 5 these two sub-groups were recombined. Accordingly, for the calculations of Table 6 sample means were used for all domestic enterprises together, which are not reported in Table 1 but which (obviously) fall between the means of the two sub-groups.
Beneath each of the adjusted differentials in Table 6 , the next seven rows of percentages report the shares of this adjusted differential that are accounted for by differential use of the indicated knowledge inputs between the two groups of enterprises. Each percentage is calculated using relevant coefficient estimates from our preferred KPF specifications in column 5 of Tables   2 and 5 ( Finally, the bottom cell reports the share of the adjusted differential in knowledge output left unexplained by the regressors of our preferred KPF specification. Thus, to finish the Innovate example comparing multinational parents and domestic firms, 28.0% is 0.0617 from column 5 of Table 2 divided into 0.2204. This means that of the total innovation edge that had been attributed to multinational enterprises without any of the KPF inputs, 28.0% of that edge remains in our preferred KPF specification as attributed to being a multinational parent per se. Table 6 contains several notable features. First, in none of the six accounting exercises is a majority of the adjusted innovation differential for global engagement left attributed to global engagement per se rather than greater intensity of use of knowledge inputs.
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Thus, the innovation edge of globally engaged companies that appears in the raw data is well explained by our KPF estimates. The interpretation of the unexplained global engagement dummies in our 30 There were only two exceptions to this for accounting exercises run on our other two innovation measures (not reported for brevity): for Patent Protect for affiliates (53%) and exporters (58%). preferred KPF specifications may well be, just as in conventional production functions, the superior efficiency with which knowledge inputs are translated into outputs. As discussed in the introduction, such a dummy is typically statistically and economically significant in production functions for outputs of goods and services. The same is true here for outputs of knowledge.
Second, of the KPF inputs it is flows of information that seem to matter more than R&D Personnel in accounting for the output advantage of globally engaged firms. This is true not just in terms of the sum contribution of all information sources but for many individual information sources as well. This is not to say that R&D Personnel are not essential inputs to innovation, but rather to emphasize potential problems from ignoring the role of information flows.
Third, we reiterate that much of the raw variation across firms in Patents is explained by our benchmark controls, especially industry dummies. Even our most important information source from our Patents estimates in Table 5 , universities, explains only about 3% of the advantage of globally engaged firms. 31 We conclude from Table 6 that for all three of our groups of globally engaged firms, their greater use of knowledge inputs (both own R&D and, especially, learning from existing knowledge) accounts for the majority of their greater knowledge output. Much of the knowledge intensity of globally engaged firms is explained by observable inputs suggested by the KPF.
Conclusions
Our goal has been to contribute to the ongoing effort to better understand productivity dispersion across firms-in particular, the productivity advantage of globally engaged firms. We 31 As noted above Hausman, Hall, and Griliches (1984) regress Patents on R&D spending (and other variables), with an elasticity of 0.3. They report the first and third quartiles of these variables are 1 and 18 and $0.73M and $11.0M respectively. The fraction of the variance of patents (17 patents) explained by R&D in this case is about 5%[=0.3*(log11-log0.73)/(18-1)] (which is not quite right since the logs of the quartiles is likely not the quartile of the logs), which is strikingly similar to the numbers here. have done so not by studying TFP differences, but rather by studying knowledge differences.
Following the long-standing perspective of industrial organization that one of the main drivers of differences in TFP is differences in knowledge, we estimated knowledge production functions on a new data set of thousands of U.K. firms for which we have detailed information on knowledge outputs and inputs. Strengths of the data include measuring innovations not just on but also inside the frontier, (i.e., the kind for most firms along the productivity distribution), and also measuring flows of information from a comprehensive set of knowledge stocks.
We found that globally engaged firms-both multinationals and exporters-do generate more ideas than their purely domestic counterparts. But this is not just because they use more knowledge inputs in terms of researchers. Importantly, it is also because they have access to a larger stock of ideas through sources including their upstream and downstream contacts with suppliers and customers, and, for multinationals, their intra-firm worldwide pool of information.
We also found that the relative importance of these knowledge sources varies systematically with the type of innovation. Information flows from universities, for example, are important for patents but not for broader innovation measures, for which business contacts matter more.
Taken together, our findings help explain the correlation between productivity and global engagement. Globally engaged firms generate more of the innovations that feed into higher productivity, largely because they learn more from more sources. These results can inform ongoing research on the productivity dispersion and the role of global linkages. Table 2 . See text for data details. Table 2 . See text for data details. C I S W a v e 3 3 3 3 3 3 2 2 a n d 3 2 a n d 3 E n t e r p r i s e F i x e d E f f e c t s Notes: Innovate is an indicator variable equal to one if enterprises reported any process or product innovation. Each column is a different estimated specification, with each row in columns (1) through (8) reporting the marginal impacts (and robust standard errors, clustered by enterprise group) for the indicated regressor as estimated by probit (IV probit in column (6)). Column (9) reports estimated coefficients (and standard errors) from a conditional logit estimator. *, **, and *** indicate statistical significance at the 10%, 5%, and 1% levels. All specifications include additional control regressors (not reported for brevity): two-digit industry dummies; 13 regional dummies; enterprise total employment; a categorical indicator of structural change (see Appendix Table) ; and for columns (8) and (9) a CIS Wave indicator. C I S W a v e 3 3 3 3 3 3 2 2 a n d 3 2 a n d 3 E n t e r p r i s e F i x e d E f f e c t s Notes: Patent Protect is an indicator variable equal to one if enterprises reported either applying for new patents 1998-2000 or using existing patents to protect innovations. Each column is a different estimated specification, with each row in columns (1) through (8) reporting the marginal impacts (and robust standard errors, clustered by enterprise group) for the indicated regressor as estimated by probit (IV probit in column (6)). Column (9) reports estimated coefficients (and standard errors) from a conditional logit estimator. *, **, and *** indicate statistical significance at the 10%, 5%, and 1% levels. All specifications include additional control regressors (not reported for brevity): two-digit industry dummies; 13 regional dummies; enterprise total employment; a categorical indicator of structural change (see Appendix Table) ; and for columns (8) and (9) a CIS Wave indicator. Notes: Novel Sales is the value of enterprise sales in 2000 accounted for by new and improved products, in thousands of pounds. Each column is a different estimated specification, with each row in columns (1) through (8) reporting the marginal impacts (and robust standard errors, clustered by enterprise group) conditional on non-zero value for Novel Sales for the indicated regressor as estimated by tobit (IV tobit in column (6)). *, **, and *** indicate statistical significance at the 10%, 5%, and 1% levels. All specifications include additional control regressors (not reported for brevity): two-digit industry dummies; 13 regional dummies; enterprise total employment; a categorical indicator of structural change (see Appendix Table) ; and for column (8) a CIS Wave indicator. C I S W a v e 3 3 3 3 3 2 2 a n d 3 2 a n d 3 E n t e r p r i s e Notes: Patents is the number of patents applied for over the 1998-2000 period. Each column is a different estimated specification, with each row in columns (1) through (8) reporting the marginal impacts (and robust standard errors, clustered by enterprise group) for the indicated regressor as estimated by a negative binomial model. *, **, and *** indicate statistical significance at the 10%, 5%, and 1% levels. All specifications include additional control regressors (not reported for brevity): two-digit industry dummies; 13 regional dummies; enterprise total employment; a categorical indicator of structural change (see Appendix  Table) ; and for columns (7) and (8) Tables 2 and 5 with sample means from Table 1 to calculate how much of the knowledge-output differential that each of our three groups of globally engaged firms displays over purely domestic firms is explained by the analogous knowledge-input differentials, and also how much of the differential is attributed to global-engagement status per se. In each of the three sections in this table, the "raw" differential in knowledge output is calculated directly from Table 1a . The "adjusted" differential in knowledge output accounts for firm variation in industry, region, size, and statusi.e., it is the coefficient estimate on the indicated global group from column 1 of Tables 2 and 5 ( for Innovate and Patents, respectively). The subsequent percentages are the shares of this adjusted differential accounted for by the differential in indicated knowledge inputs, where each percentage is calculated using relevant coefficient estimates from column 5 of Tables 2 and 5 (for Innovate and Patents, respectively) along with relevant sample-mean differentials in Tables 1b and 1c . See text for details.
