In a Morse-Smale flow with no periodic orbits, it is shown that the connection matrix is unique. In the case of periodic orbits, nonuniqueness can occur. We show that on 2-manifolds, with some technical assumptions, given a connection matrix for the flow, one can replace the periodic orbits with doublyconnected rest points and obtain a new flow with no periodic orbits having the given connection matrix.
Introduction
The connection matrix is a collection of homomorphisms between the homologies of the Conley indices of the sets in a Morse decomposition of an isolated invariant set. It has been applied to several problems, including travelling wave solutions to reaction-diffusion equations [9, 12] , and the study of ecological models [10] , The existence of connection matrices, and the fact that the connection matrix is not unique, were shown by Franzosa, who also proved the two continuation theorems stated subsequently. The idea of the continuation theorems is straightforward, but extremely important. It motivates the theorems, examples, and conjectures in this paper.
The purpose of this paper is to discuss the behavior of the connection matrix in Morse-Smale flows, i.e., flows where the Morse decomposition consists of hyperbolic rest points and periodic orbits, plus transversality. If there are no periodic orbits, then the connection matrix is unique. In the nontransverse case, uniqueness may fail, and the failure of uniqueness is a consequence of the continuation theorems. In the case of periodic orbits, nonuniqueness can occur in the transverse case, and this is also a consequence of the continuation theorem. We prove a theorem stating that on 2-manifolds, and with some (two-dimensional) technical assumptions, the only nonuniqueness which occurs is that forced by the continuation theorem.
In this section, we outline the theory of the connection matrix that will be used in the paper. In §2, we discuss the case where the Morse decomposition consists of hyperbolic rest points, proving the uniqueness theorem in the transverse case, and we also discuss the nontransverse case. In §3, we discuss the case of periodic orbits and prove the continuation theorem on 2-manifolds.
We first discuss some basic definitions from the Conley index theory. For a more complete discussion, see [1, 2, 5, and 13] .
Let X be a topological space. A flow on X is a continuous map Ixi-»I, (x,t) -* X't satisfying x ■ 0 = x and (x ■ s) ■ t = x • (s + t). If A c X and J c E, we let A • J = {x • t\x G A and t G J} . A set S c X is called invariant if S ■ K = S. An invariant set S is called an isolated invariant set if there is a compact neighborhood N of S such that S is the maximal invariant set in A. Such an A is called an isolating neighborhood for S. In Figure 1 .1, the dashed rectangle is an isolating neighborhood for S that consists of the two rest points and the connecting orbit. For U c X , we define co(U), the co-limit set of U, to be the maximal invariant set contained in cl(U ■ [0, oo)), and co*(U), the «'-limit set of U, to be the maximal invariant set contained in cl(L • (-oo, 0]). Let 5 be an isolated invariant set. 
A c S is called an attractor if there is an S-neighborhood U of
A such that co(U) = A . Similarly, a repeller in S is a set that is the of -limit set of an S-neighborhood of itself.
Given an attractor A c S, define A* = {x G S\oe(x) n A = 0}. Then A* is a repeller, called the repeller dual to A, and the pair (A, A*) is called an attractor-repeller pair. The set of connecting orbits is C(A* ,A) = {xgS\co(x) CA andw*(x)cA*}.
It is not hard to see that S = Au A* U C(A*, A). In Figure 1 .1, the left rest point is an attractor, the right rest point its dual repeller. Now we want to decompose S into even smaller invariant sets. A finite set P is partially ordered if there is a relation < on P satisfying (i) for no n G P is n < n .
(ii) n < n and n < n imply n < n .
We call < a partial order on P . I c P is an interval if n , ri' e / , ri G P, n < ri < ri' implies ri G P. Definition 1.3 . Let S be an isolated invariant set and P a finite, partially ordered set. A Morse decomposition of 5 is a collection {Mfn G P} where each Mn is an isolated invariant subset of S and for all x G S\\Jn€P Mn there is a n < ri in P with co(x) c n and of(x) c ri. For a simple example of a Morse decomposition, consider the gradient flow for a Morse function on a compact manifold. In the general situation, the Mn need not be rest points, but could be more complicated.
We now want to define an index for an isolated invariant set S. In a gradient flow, the Morse index of a critical point is the number of positive eigenvalues of the Hessian at the critical point. Conley generalized the index so that it is defined for an arbitrary isolated invariant set. The index is no longer a number, but takes the form of the homotopy type of a pointed topological space. If Z c Y c X , we say Z is positively invariant relative to Y if x G Z , A, and x ■ T e A0 .
Property (iii) says that A0 is the "exit set" of A, , i.e., all points exiting A, do so via A0 . Index pairs exist. Their usefulness is shown by Theorem 1.5 (Conley) . If (Nx, NQ) and (N[, N'f are two index pairs for S, then there is a distinguished homotopy equivalence between the pointed spaces Nx/N0 and N'x/Nq . The homotopy type of A,/A0 is called the Conley index of S and is denoted h(S).
For the rest points in Figure 1 .1, we can take A, to be a small square around the rest point and A0 to be the points on the boundary of A, that exit immediately in forward time. For the left rest point, the resulting quotient space has the homotopy type of a 1-sphere, which we denote X , and for the right rest point, we get a 2-sphere, Z . The index of the entire isolated invariant set S is computed by using the dashed rectangle as A, and the exiting boundary points as A0 . The index is the homotopy type of a disk, which is the same as a point. In general, if S is a hyperbolic rest point, then h(S) = I , the pointed /V-sphere where k is the dimension of the unstable manifold of the point.
If A c X is an isolated invariant set and we deform the flow in a continuous way such that A remains an isolating neighborhood during the deformation, then the set S0 isolated by A before the deformation and the set Sx that is isolated by A after the deformation will have the same index. Indeed, there is a distinguished homotopy equivalence that depends on the deformation. We say S0 and Sx are related by elementary continuation. S0 and Sx are related by continuation if there is a sequence of elementary continuations beginning at SQ and ending at Sx . Of course, S0 and 5, have the same index if they are related by continuation.
H (n) = Ht (h {Mn) ; F) (singular homology), H il) = Hm (h iM (/)) ; F) (singular homology).
The flow defines a partial order <F on P, namely, n <F ri if CiMn , Mn>) ± 0, and make the relation transitive. A partial order on P that contains <F (as a subset of P x P) is called an admissible ordering on P.
We briefly outline the portions of the connection matrix theory (due to Franzosa) that we shall use. Details can be found in, [4 and 6] , If (A, A*) is an attractor-repeller pair in an isolated invariant set S, we can find a compact triple of spaces (A2, A,, NQ) such that (A2, A0) is an index pair for S, (Nx, Nf is an index pair for A, and (A2, Nx) is an index pair for A*. We consider A2/A, as a pointed space with the equivalence class of A, as the distinguished point, and similarly for the other two pairs. There is a long exact homology sequence of pointed spaces ■" -Hq(NJN0) -Hq(N2/Nf -Hq(N2/Nx)Áf Hq_x(Nx/Nf -■•■ .
Since this is essentially independent of the triple, we write (7) is an isomorphism. Condition (a) says that if I = ri and J = n , then A(n, ri) = d(n, ri), i.e., the connection matrix entries between adjacent Morse sets are the flow-defined boundary maps.
If < is an admissible order on P, we let CM(<) denote the set of connection matrices with the order < . The following is easy to show. Lemma 1.9. If < is an admissible order, then CM(<F) c CM(<).
In this paper, we shall analyze the maps that are not flow defined, i.e., maps between Morse sets that are not adjacent in the flow-defined partial order.
We will need some facts from the continuation theory of the connection matrix. Suppose we have a one-parameter family of flows, parameterized by the interval [0, 1 ] . Assume that for each k G [0, 1 ], we have an isolated invariant set S , and a Morse decomposition {Mfn G (P, <x)} of S , where <k denotes the flow-defined order at parameter value k, and assume that the S and M* are all related by continuation. We do not assume that the flowdefined order is constant. for each interval /. Given a connection matrix for the flow at parameter value k, we get a connection matrix for the flow at parameter value 0 via A0(tt, ri) = e(ri)~{Afn, n')6(n).
This gives a map 8: CMf<f -► CM0(<0). This map is injective if <0 remains an admissible order between 0 and k, which is always true if k is small enough. Theorem 1.10 [7] . // <0 remains an admissible order between 0 and k, then 6: CMf<f -> CMf<f) is injective, i.e., CMf<f) c CMf<f). If k is small enough, the inclusion holds.
If <0 is the flow-defined order between 0 and k, we can reverse the argument and obtain the following: Theorem 1.11 [7] . If <0 remains the flow-defined order between 0 and k, then 9: CMf<f -» CMf<f, is a bijection, i.e., CMk(<f) = CMf<f,.
As we will illustrate in the next section, the flow-defined order need not continue to nearby k.
We conclude with two facts that we will need. The first is a result of McCord [8] . A similar statement holds for more general coefficients, provided one considers orientations. The second fact is a general statement about Morse decompositions. Lemma 1.13. Suppose {Mfn G P} is a Morse decomposition of an isolated invariant set S, {xf¡ is a sequence in S, co(xn) c Mn for each n and xn -* x . Then co(x) c Mn, for some ri, and n < ri in the flow-defined order. Similarly, if af(xf c M for each n , then co*(x) C M >, and p < p.
Proof. We prove the assertion for co(x). The other statement is similar. That to(x) C Mn> for some ri is shown in [13] , so it remains to show that n < ri . Suppose this is not the case. Let I = {a G P\a < n'}. Then / is an interval, M (I) is an attractor, and M(I)CiMn = 0. Let U be an attractor neighborhood of M (I), i.e., ¡J is a neighborhood of M (I) and co(U) = M (I). For n large enough, the forward orbit of xn enters U, so the same must be true for x. This implies that oe(x) c M (I), contradicting the fact that oe(x) c Mn>. □
The case of hyperbolic rest points
Throughout this section, we assume that {Mfn G P} is a Morse decomposition of an isolated invariant set S contained in a local flow in a smooth manifold, and that each Mn is a hyperbolic rest point. Since each Morse set is a hyperbolic rest point, the index of each set is a pointed sphere X , where k is the dimension of the unstable manifold of the point. Let W"(n) and Ws(n) denote the stable and unstable manifold of Mn . In the case of transversality we have the following: Theorem 2.1. Suppose Ws(n) and Wu(ri) intersect transversally for all n, ri G P. Then the connection matrix A (in the flow-defined order) is unique.
Proof. Suppose n , ri G P, ri < n , where < denotes the flow-defined order. If ri and n are adjacent in P, then the map A(n, ri) is defined by a sequence as in (1.6), so it is unique. We will show that A(n, ri) = 0 if ri and n are not adjacent.
Suppose n < n , but n and n are not adjacent.
Then there is a n G P with ri < n" < n. Let i, j, and k be such that h(n) = I', h(ri') = 1J , and h(n) = Z . Since ri < n" and Ws(ri) intersects Wu(n") transversally, we have i < j, i.e., i < j -1. Similarly, j < k -1, so i < k -2. The map A(n , ri) is a map of degree -1 from HfLk , pt ; F) to HfL', pt ; F), where i < k -2. The only possible map is A(n, ri) = 0. Thus, each map in A is either 0 or defined uniquely by the flow. D
The following example shows that the transversality assumption is necessary in Theorem 2. In this example, the fact that F = Z was essential, but it is not difficult to construct an analogous example in R where A is unique in a field of any characteristic, but the intersections are not transverse. In this setting, h(M(l)) = I1 , h(M(2)) = h(M(3)) = I2, and h(M(l, 2)) = RP2.
We make two final remarks. First, notice that in the setting of Theorem 2.1, the follow is structurally stable, so the partial order does not change under small perturbations, and Theorem 1.11 applies. Second, a possible theorem in the nontransverse case is the following. Given a flow with an isolated invariant set, a Morse decomposition consisting of hyperbolic rest points, a neighborhood A of the flow in the compact-open (or C1) topology, and a connection matrix A, there is a flow in A that has transverse intersections and that has A as its unique connection matrix. We have not attempted to prove this. However, such a theorem would indicate that all of the ambiguity in the connection matrix is forced by Theorem 1.10. If one can find a connection matrix A in every neighborhood of a given flow, then A must be a connection matrix for the given flow (as in Example 2.2).
Periodic orbits
Suppose S is an isolated invariant set, the Morse decomposition consists of hyperbolic rest points and periodic orbits, and the stable and unstable manifolds intersect transversally, i.e., S is in a Morse-Smale flow. This is the simplest generalization of the situation in Theorem 2.1. Throughout this section we use F = Z2. The following example shows that the connection matrix is not unique. Here we have continued the periodic orbit to two doubly-connected rest points. Since the partial order continues, we have, if we consider the new rest points and connections as a single Morse set, the same two connection matrices as in (3.2). However, there is a finer Morse decomposition, namely, the six rest points. For all but two values of a, there will be no saddle-saddle connections, so we will be in the case of Theorem 2.1. This flow with the finer decomposition will therefore have a unique connection matrix. This connection matrix will be a connection matrix for the flow (3.2) . This is shown subsequently and follows intuitively from Theorem 1. Except for the problem of Example 3.6, and one other (one-dimensional) assumption, all of the ambiguity in the connection matrix for Morse-Smale flows in dimension 2 is forced by Theorem 1.10 in the same way that the nonuniqueness occurred in Example 3.1. We begin the proof of this by establishing some terminology. The idea of such a refinement is due to Franks [3] . Proof. We first show that A is a connection matrix for 5 in tp' with the Morse decomposition {M'fn g P}. If p and q are two rest points that replaced a periodic orbit in the refined Morse decomposition, then A(q, p) = 0 by Theorem 1.12, so A is upper triangular on P. Thus, A is an upper triangular boundary map. If / is an interval in P, then / is an interval in R, and the maps in the lower row of diagram (1.8) are the same, so the 0(/) that makes diagram (1.8) commute for {M"p\p G R} also make the diagram commute for {M'fn G P}. It remains to show that O(^) = id for n G P. If M'n is a rest point, then 0(7t) = O(p) = id. If M'n is two rest points and two connecting orbits, then we have 0(7r) = 0(p, q) where p and q are the rest points. If HkA(p, q) is nonzero, then it is one dimensional, so the only possible nonzero O is the identity in dimension k . Thus, 0(7i) = 0(p, q) = id, and A is a connection matrix for {M'fn g P}. If the U¡ in °¿A are small enough, an index filtration for {A^|7r g P} in tp' will be an index filtration for {Mfn G P} in tp, so the connection matrices for {M'fn G P} are the same as those for {Mfn G P} by Theorem 1.10. Thus, A is a connection matrix for S with Morse decomposition {Mfn G P} a
The interesting question is the converse of Theorem 3.10: Given a connection matrix A for a Morse-Smale flow, and a collection í¿, can one find a ÏA-refinement tp which has A as its unique connection matrix? Example 3.6 shows that the answer is no in general, but if we ignore the connection matrices that have a saddle connected to more than two attractors (or repellers) and add one other assumption (which is needed because the boundary of an annulus is not connected), then the answer for Morse-Smale flows on 2-manifolds is yes. For the rest of the paper, we will assume that the flow is on a 2-manifold. Definition 3.11. Let y be a periodic orbit, and let V be a tubular neighborhood of y. Then V is either an annulus, in which case we call y orientable, or V is a Möbius band, in which case y is not orientable. We say an orientable y is in standard form if there are coordinates (6, x) in V = S1 x [-1, 1] such that the vector field has this form (3.12)
-
±x-(+ if y is an attractor, -if y is a repeller).
If y is not orientable, then y is in standard form if the double cover F of F has coordinates (6, x) with the vector field as in (3.12), i.e., V = Sl x[-l, 1] and we obtain V by the relation (6, x) ~ (6 + n, -x). The vector field on V is compatible with the identification and induces a vector field on V .
An argument of Franks [3] generalizing the result of Newhouse and Peixoto [11] shows that any Morse-Smale flow is topologically conjugate to a MorseSmale flow whose periodic orbits are in standard form. Since the Conley index is topological, topologically conjugate flows have the same connection matrices, so we may assume that all periodic orbits are in standard form. We can now state our result. Proof. Since p, . , c bdy(J() and pi ;+1 c bdy(Jj+x), Lemma 1.13 implies that x <n and x < p in the flow-defined order. By transversality and the fact that Mx is a saddle, there are exactly two orbits in the stable manifold of Mx. This establishes the assertion in the case n± p. On the other hand, if x < a for some o G P, then the transversality condition implies that CiMa , Mf ^ 0. By using Hartman's theorem and working in a neighborhood of MT, for either orbit in Wu(x), one can construct a sequence {xn} c W"io), xn -► x , and x g W"ix). By continuity of the flow, it follows that for n large, there is a Tn > 0 such that tpixn , Tf) G J¡ or J¡+1 .
So, if n = p , Wsix) c Wu{n), and so CiMn , Mf = W\x). o
Of course, if y is repelling, a similar statement holds with J; and Jj+X contained in the stable manifolds of attractors and p. /+1 contained in the stable manifold of a saddle.
The plan of the proof of Theorem 3.13 is as follows. Suppose y is attracting. We replace y by two-doubly connected rest points p and q, where q is an attractor and p is a saddle. Ws{y) = Ws{p)u W3{q). H/i(p)nbdy(F) consists of two points. Transversality will be maintained if each point lies in one of the Ji, i.e., we avoid saddle-saddle connections. The connection matrix entries will be determined by the intervals in which the two points lie. Since p is a saddle, the maps H2(n) -> Hx(p) will be flow defined, so they will count the number of connections (mod 2).
Suppose A(n, y): H2(n) -> Hx(y) and A(p, y): Hfp) -► Hfy) are two nonzero entries (i.e. two l's) in the connection matrix row corresponding to y. Then y < n and y < p, Mn and M are repellers, so Ji c Wu(n) and Jk c W"(p) for some i, k. We must show that we can replace y by the doubly-connected rest points in such a way that Ws(p) n bdy(F) has a point in Ji and a point in Jk. If y is orientable, we must show that Jj and Jk lie in different boundary circles since the two points in Ws(p) nbdy(F) lie in different boundary circles. If all of the maps Hfn) -► Hfy) are zero, we must show that it is possible to have a double connection, i.e., if y is orientable, there are intervals J¡ and Jk that lie in different boundary circles and both J¡, Jk c W"in) for some n . Lemma 3.15. Suppose y is attracting, Jj and Jk are intervals as indicated previously. If y is orientable, we assume Jj and Jk lie in different boundary circles. Then we can replace y with two doubly-connected rest points p and q, with p a saddle and q an attractor (<zs in a %A-refinement) such that Ws{p) n /; and WiÍp)nJk are both nonempty.
Proof. Choose V and coordinates id, x) as in Definition 3.11. Let h{x) be a smooth function that is identically zero near x = ±1 and identically 1 on
Assume y is orientable. Call the boundary circle corresponding to x = 1 the outer boundary circle and the other boundary circle the inner boundary circle. Assume J is in the outer boundary circle. Replace the flow on V with the flow generated by (3.16) [(1-/1 (jc)) + h ix) sin{q + a)] ^ -x¿¡¿.
There are two rest points, a saddle p when 6 + a = 0 , and an attractor q when 6+a = n . By choosing a = a, g [0, 2ti) properly, we will have Ws(p)C\J¡ f 0.
Now replace a in (3.16) by a function a(x). a(x) = a0 if -1/4 < x < 1 . By choosing a(x) to be an appropriate increasing function on (-1/2, -1/4) we can arrange the other orbit of Ws(p) to intersect the inner boundary circle in any point we desire. Choosing this point to be in Jk completes the construction in the orientable case. If y is nonorientable, let V be the double cover of V with coordinate (6, x) in V. Let h be as just described, plus h(-x) = h(x). This time we replace the vector field with [(1 -h (x)) + h (x) sin(2Ö + a)] ¿L -x-^ .
In V there are two saddles corresponding to p in V, and two intervals corresponding to Ji, one in each boundary circle of V . Let p denote the lift of p with 6 coordinate in [0, n). By choosing a = a0 G [0, n) properly, one orbit of Ws(p) will intersect the boundary of F at a point y , where y is the lift of a point in Ji. Assume y is in the boundary circle with x = 1. Let H7 be a small connected neighborhood of {6 = 0} U {the orbit connecting p and y} , which is invariant under the map (6 , x) -► (0 + n, -x). By varying a = a(d, x) in the component of V \ W that intersects the boundary circle x = -1 , we can force the other orbit of Ws(p) to intersect the boundary circle x = -1 in a point z that is a lift of a point in Jk . Finally, we define a in the other component of V \ W by a(6 , x) = a(6 -n , -x). The resulting vector field is invariant under the projection V -> V, so it gives us a vector field on V with the desired properties. D A similar statement holds for y repelling. The next step involves proving a generalization of Theorem 1.12. Proof. The fact that n, x and p, x are adjacent follows from transversality. The connection maps are flow defined and count the number of connections (mod 2). The result now follows from Theorem 1.12 and Lemmas 3.14 and
o
Again, an analogous statement holds for y repelling.
Proof of Theorem 3.13. Let A be a connection matrix for tp satisfying the hypotheses of the theorem, and let í¿ be given. We will show how to replace the periodic orbits with doubly-connected rest points so that the resulting flowdefined maps agree with those in A. If M and MK are rest points, then the map A(p, n) is flow defined and will not be changed by the ^-refinement. If Mn is a periodic orbit and M is a saddle, then the corresponding map in A is flow defined and counts the number of orbits (mod 2) between the saddle and the periodic orbit. When Mn is replaced with a saddle and an attracting (or a repelling) rest point, the number of orbits between M and the new attracting (or repelling) point will be the same as the number of connecting orbits between M and MK , so the connection matrix map will not change (as in Lemma 3.16). The only maps in A that the ^-refinement can change are those between repellers and attracting periodic orbits, and those between repelling periodic orbits and attractors that are not flow defined. We must show that a ^-refinement can be made so that these two collections of maps agree with those prescribed by A. 
n\
The maps in B are flow defined. The maps in the second row (above B) are the maps from elements of E to Mn . Call this row x. We must show that there cannot be a single 1 in x . Let C denote the matrix whose rows are x and the rows of B . H2(I) = ker(C). Thus, the rank of C is determined by the flow. We will show that rank(C) = rank(ß). To see this, let Jl be an interval in a decomposition of the boundary of a tubular neighborhood of Mn . By replacing Mn with two doubly-connected rest points as in Lemma 3.15, we can arrange for both orbits in the stable manifold of the new saddle p to intersect Ji. In the connection matrix for the refinement, the row x contains all zeroes, since p is doubly connected to one repeller and not connected to any other repeller. The connection matrix for the refinement is a connection matrix for the original flow by Lemma 3.10, so rank(C) = rank(Z?). Lemma 3.18 implies that the sum of the entries in any row of B is 0. If x had a single 1 in it, then rank(C) = rank(ß) + 1 (since B has row sum 0), which is impossible. So x has zero or two l's, i.e., \E\ = 0 or 2. If \E\ = 0, replace Mn with the doubly-connected saddle p and attractor q such that both orbits of the stable manifold of p intersect the same interval J¡ in a boundary circle of a tubular neighborhood, as just illustrated. Then x will contain all zeroes. If |is| = 2, i.e. if A(o¡, n) = A(ok ,n)= 1, choose intervals Ji and Jk in the boundary of a tubular neighborhood of MK with Jt C Wu(oA) and Jk c Wu(of). Now when Mn is replaced, we arrange for the stable manifold of the new saddle to intersect the intervals j¡ and Jk . This will give us A(cr, n) = A(ok , n) = I , so the maps in the row x of the connection matrix of the refinement will agree with those in A.
By repeating this process for each attracting, nonorientable periodic orbit Mn, we will have the maps in the connection matrix of the refinement agreeing with A(p, n) in the original connection matrix where A(p, n): H2(p) -► Hx(n). If Mn is a nonorientable repelling periodic orbit, then an analogous construction yields a refinement where the maps Hx(n) -> Hfp) agree with A(7t, p).
The remaining step in our construction is the replacement of the orientable periodic orbits, so let Mn be an orientable attracting periodic orbit. Choose V to be a small neighborhood with coordinates as in Definition 3. The maps in B are flow defined, and the maps in the second row (above B) are the maps from the elements of E to Mn . We distinguish two cases. Case 1 is the case where there is a p G P with Wu(p) intersecting both boundary circles of V, and case 2 is the case where there is no such p .
Case 1. The same argument as the nonorientable case proves (a), since there is a p with Wu(p) intersecting both boundary circles. Thus, \E\ f 1 . If we are in Case 1, then \E\ = 0 by hypothesis (3). Since Wu(p) intersects both boundary circles for some p, Lemma 3.15 implies that we can place the new saddle so that both orbits in its stable manifold are in V '(p). It follows that all of the entries in the row corresponding to the saddle in the connection matrix for the refinement will be 0, since the saddle is connected twice to M and is not connected to any other repeller.
Case 2. Since we are assuming that for all p G P, Wu(p) intersects at most one boundary circle, we must show that \E\ = 2 and that the unstable manifolds of the two repellers with nonzero entries intersect different boundary circles. Let Cx and C2 denote the boundary circles. For y = 1,2, define I. = {p g P\n < p and Wu(p) n C} + 0} U {n}.
The assumption for Case 2 implies /, n /2 = {n} and this assumption plus We make an arbitrary replacement so that the new saddle is connected to two distinct repellers. In this case we have to zero, the rank of this matrix is rank(A^) + 1 . Similarly, the right half of C is a connection matrix for M (If) and its rank is rank(L) + 1 . It follows that any connection matrix for M(IX ) has rank = rank(A^) -(-1 . Similarly, any connection matrix for M (If) has rank = rank(L) + 1 . Now if \E\-f2, the row above K or the row above L (or both) will not have a 1 in it. This would give a connection matrix for M(IX ) with rank = rank(K) or a connection matrix for M (If) with rank = rank(L). This is impossible, so we must have \E\ = 2 .
Finally, we need to prove (c), that if A(px, n) = I and A(p2, n) = I, then Wu(px) and W"(pf) intersect opposite boundary circles of V. Suppose that the conclusion of (c) does not occur, i.e., suppose that Wu(px) and Wu(pf) only intersect the same boundary circle, say C, . In this case, we would have By repeating this process for all attracting periodic orbits, we will have all maps H2(p) -> Hx(n) agreeing with A(p, n) where Mn is an attracting periodic orbit. An analogous procedure for repelling orbits Mn will give us the prescribed maps Hx(n) -» Hfp) where p is an attracting fixed point (which may have come from the replacement of a periodic orbit). All other maps are flow defined, so they are unchanged by the refinement. Thus the (unique) connection matrix for the refinement with the Morse decomposition consisting of rest points will be equal to the prescribed connection matrix A for the original Morse decomposition. Example 3.19 . Consider the flow on the torus shown in Figure 3 .20. The torus is obtained by identifying opposite sides of the rectangle. Notice that this flow does not satisfy hypothesis (3) of Theorem 3.13, since the unstable manifold of rest point 8 intersects both sides of a tubular neighborhood of the periodic orbit. The connection matrix has the form shown in the following with matrix entries a , b , c, and d corresponding to the maps that are not flow defined. The rank condition implies that an even number of the four entries are 1, and one possibility isb = c=l,a = d = 0. It is possible to construct <t>'s so this choice gives us a connection matrix, but it is impossible to obtain this connection matrix by replacing the periodic orbit with a saddle and a repeller. Thus assumption (3) is necessary. Perhaps this difficulty would not arise if a field of characteristic other than two were used, but this would make the rest of the argument much more complicated. Finally, we remark that some generalization to higher dimensions is probably true. The situation is much more complicated, since two periodic orbits of the same index can be connected, and the intersection of the stable manifold of a periodic orbit with a tubular neighborhood of the orbit will have a much more complicated decomposition. We will discuss this in a future paper.
