We adapt direct, delayed, and fair simulation to alternating Büchi automata. Unlike with nondeterministic Büchi automata, naive quotients do not preserve the recognized language. As a remedy, we present specifically designed definitions of quotients, namely minimax and semi-elective quotients: minimax quotients, which are simple and have a minimum number of transitions, preserve the recognized language when used with direct but not with delayed simulation, while semi-elective quotients, which are more complicated and have more transitions, preserve the recognized language when used with direct simulation as well as delayed simulation. Just as in the case of nondeterministic Büchi automata, fair simulation cannot be used for quotienting. We show that all three types of simulations imply language containment in the sense that if one automaton simulates another automaton with respect to any of the three simulations, then the language recognized by the latter is contained in the language recognized by the former. Our approach is game-theoretic; the proofs rely on a specifically tailored join operation for strategies in simulation games which is interesting in its own right.
Introduction
An obvious task of theory is to provide reasonable and practically useful notions for comparing automata. For this purpose, simulation relations, which capture the intuitive notion that the moves of one automaton can be mimicked by the moves of another automaton, were introduced and have been used successfully, especially in automated verification. For instance, it is often crucial to check whether the language of a given automaton (describing a system) is contained in the language of another automaton (describing the allowed computations); a sufficient condition for this to hold is that the second automaton simulates the first automaton, and therefore algorithms computing simulation relations are used for checking language containment, see, e. g., [DHW91] . Also, it is often necessary to reduce the state space of a large transition system or automaton (modeling the system or the specification considered) before space and time consuming algorithms are applied; one way to do this is to replace the transition system or automaton in question by a quotient in which states which mutually simulate each other are identified; for this purpose algorithms for computing simulation relations and quotients have been applied as well, see, e. g., [EH00, SB00] .
In previous work, simulation relations have been introduced for ordinary and alternating transition systems, see, e. g., [Mil89, HRHK95, AHKV98] , and used for checking trace containment. In addition, there is a series of papers studying simulation relations for (nondeterministic) Büchi automata, see, e. g., [HKR97, EH00, ESW01] , and nondeterministic ω-automata with other acceptance conditions. In this paper, we combine what has been done for alternating transition systems and nondeterministic Büchi automata: we introduce and study simulation relations for alternating Büchi automata, the motivation being threefold. First, alternation, in general, is a natural and powerful concept, and simulation relations for alternating automata have only been studied for transition systems without acceptance conditions (yet in a more general setting, see [Mil89, HRHK95, AHKV98] ). Second, alternating Büchi automata are a generalization of Büchi games (more precisely, two-player infinite games on finite graphs with a Büchi winning condition) in the sense that such a game can be viewed as a Büchi automaton over a one-letter alphabet; thus, simulation relations for alternating Büchi automata cover Büchi games as well. Third, over the last decade, alternating automata have proved to be the right devices to study modal and temporal logics from an automata-theoretic point of view, in particular, new automata-theoretic methods for automated verification based on alternating automata have been developed, see, e. g., [MSS88, Var94, KVW00] , so that simulation relations for alternating Büchi automata are of practical interest.
Our definitions of the various simulation relations for alternating Büchi automata are game-based and follow closely the approach of [ESW01] . The main technical difficulty to deal with are the two different types-existential and universal-of states present in alternating automata. Our definitions of the simulation relations are most general with respect to this distinction as we allow that a universal state simulates an existential state and vice versa. This yields smaller automata after quotienting, but, as we prove, does not increase the complexity of the algorithms.
Treating existential and universal states at the same time makes the situation much more complicated. The naive quotient construction, which was also used in [ESW01] for nondeterministic Büchi automata, does not work with alternating Büchi automata. For this reason, we introduce new quotients, which we call minimax and semi-elective quotients and show can replace the naive quotient in the context of alternating Büchi automata: minimax quotients with respect to direct simulation and semi-elective quotients with respect to direct as well as delayed simulation preserve the recognized languages. (For fair simulation, the situation is hopeless, since it was already argued in [ESW01] that no reasonable fair quotient can preserve the recognized language.) We also show that all three types of simulation relations can be used for checking language containment.
Most of our results, especially the more complicated ones, rely on a specific construction to compose strategies in simulation games, which is reminiscent of intruder-in-the-middle attacks known from cryptography. Most of the technical work goes into analyzing this strategy composition method.
Our paper is organized as follows. In Section 2, we review the basic definitions on alternating automata and two-player games on graphs, which are the main tool of the paper. In Section 3, we present our definitions of the various simulation relations and prove that simulation implies language containment. Sections 4 and 5 are the technical core of the paper and lay the ground for proving that direct and delayed quotients preserve the language recognized. In Sections 6 and 7 the definitions of direct and delayed quotient are presented and it is shown that these quotients preserve the language recognized. Section 8 presents efficient algorithms for computing the simulation relations introduced.
Alternating Büchi Automata and Games
In this section, we fix basic notation and definitions. We describe the games which all our simulation relations for alternating Büchi automata are based on, and we review the definition of alternating Büchi automata we work with in this paper.
The set of natural numbers is denoted ω. As usual, given a set Σ, we denote the set of finite, finite but nonempty, and infinite sequences over Σ by Σ £ , Σ · , and Σ ω , respectively. We set Σ ∞ Σ £ Σ ω . Words over Σ are viewed as functions from an initial segment of ω or ω itself to Σ, so when w is a word, then w´iµ denotes the letter at its ith position where the first letter is in position 0, and w i j℄ denotes the substring extending from position i through position j.
When R is a binary relation, then uR denotes v ´u vµ ¾ R ; similarly, Rv u ´u vµ ¾ R . When t is an n-tuple, pr i´t µ is the ith component of t (for 1 i n).
Games
For our purposes, a game is a tuple
where AE P is the the set of all positions of G, AE P 0 P 1 is a partition of P into the positions of Player 0 and Player 1, respectively, where P 0 / 0 and P 1 / 0 are allowed,
AE Z P ¢P is the set of moves of G, and AE W P ω is the winning set of G.
The directed graph´P Zµ is called the game graph of G and also denoted by G (with no danger of confusion).
A play in G is a maximal path through G starting in p I ; a partial play is any path through G starting in p I . A play π p 0 p 1 p 2 is winning for Player 1 if π is finite and the last position of π belongs to Player 0 (it is her turn, but she cannot move) or if π ¾ W . In all other cases, Player 0 wins the play.
A strategy for Player 0 is a partial function σ : P £ P 0 P satisfying the following condition for every π ¾ P £ and p ¾ P 0 . If pZ / 0, then σ´πpµ ¾ pZ, else σ´πpµ is undefined. A partial play π is conform with σ (σ-conform) if for every i such that i · 1 π and π´iµ ¾ P 0 , we have π´i · 1µ σ´π´0µ π´iµµ. The strategy σ is a winning strategy for Player 0 if every σ-conform play is winning for Player 0. Player 0 wins G if he has a winning strategy.-For Player 1, the same notions are defined by exchanging 0 with 1. Note that if Player 0 plays according to a strategy τ and Player 1 plays according to a strategy σ, the resulting play is completely determined. This play is called the´τ σµ-conform play.
In general, when σ is a strategy, then not all partial plays are σ-conform, which means strategies need not be total functions. In fact, it is enough to require that a strategy for Player 0 need only be defined for all partial plays π ¾ P £ P 0 which are σ-conform.
Alternating Büchi automata
For the purpose of this paper, an alternating Büchi automaton is a tuple 
For q ¾ Q, we will write A´qµ for the translation of A to q, which is defined to be the same automaton, but with initial state q, i. e., A´qµ ´Q Σ q ∆ E U Fµ. In figures, existential states are shown as diamonds and universal states as squares; accepting states have double lines, see, e. g., Figure 1 .
Simulation Relations for Alternating Büchi Automata
In this section, we define three types of simulation relations for alternating Büchi automata, namely direct, delayed, and fair simulation, which are all based on the same simple game, only the winning condition varies. We show that all these simulations have the property that if an automaton simulates another automaton the language recognized by the latter is contained in the language recognized by the former-we say simulation implies language containment. In all other cases, Spoiler wins. The games above can formally be described as follows, using the notion of game from the previous section. 
Direct, delayed, and fair simulation
Given a type x ¾ di de f , the game G x´A0 A 1 µ is defined by
where
the set Z P ¢P contains all moves of the forḿ´p
Note that not all positions are reachable from the initial position of the game or from any position in´Q 0 ¢Q 1 µ. These unreachable positions can be removed (cf. Section 8), but this would make the proofs somewhat more complicated, so we keep them. The winning condition depends on the type of simulation relation (see above). To phrase it concisely, we will use the following notation. We will writeF 0 for the set of all positions with an element from F 0 in the first component andF 1 for the set of all positions with an element from F 1 in the second component. Also, we will writeF 0 andF 1 for P ÒF 0 and P ÒF 1 . Now we can state the winning conditions formally:
The direct winning condition is W di ´F 0 F 1 µ ω .
The delayed winning condition is W de As an example for a simulation game, consider the automaton A given in Figure 1, which we view as an automaton over the alphabet a b .
We argue that the games G de´0 1µ, G de´1 0µ, G f´0 1µ and G f´1 0µ are a win for Duplicator. To see this, consider the strategy σ defined by In a play starting in position´0 1µ, Spoiler has to choose the letter b, or he loses early, and he has to choose the transition´1 b 2µ, i. e., the play reaches position´0 2 b d 0µ. Using σ, Duplicator now chooses the transition´0 b 2µ, and the next round starts in position´2 2µ. Spoiler now always has to choose the letter b and the transition´2 b 2µ (or he loses early), but Duplicator (using σ) always chooses the same transition, so the play stays in´2 2µ and is thus a win for Duplicator.
If the play starts in´1 0µ, the strategy σ also ensures that a play is either an early lose for Spoiler or eventually stays in´2 2µ. 
Lemma 1
We have q 1 de q 0 , but q 1 di q 0 , and q 2 f q 3 , but q 2 de q 3 .
¾
We say that an alternating Büchi automaton as in (2) is complete if for every
Clearly, if we are given two alternating Büchi automata A and B such that A x B for some x ¾ x di de f , then, by adding at most two new states and at most´ Σ ¡´ Q · 2µµ many transitions, we can turn A and B into equivalent complete automata A and B such that A x B still holds. Therefore, we henceforth assume that all automata are complete; we allow incomplete automata only in Section 8, where we study algorithms for computing simulation relations, and in examples, which we want to keep small.
Simulation implies language containment
The first theorem states that all types of simulation imply language containment:
Theorem 1 Let x ¾ di de f and A 0 and A 1 be alternating Büchi automata. If
Before we turn to the proof, we introduce useful conventions and notations concerning plays of simulation games. Formally, a play of a simulation game is an infinite sequence T t 0 t 0 An element of the domain of ξ will be called a protoplay.
Proof of Theorem 1. Let A 0 and A 1 be as above and let σ be a winning strategy for Duplicator in G x´A0 A 1 µ. Let w ¾ L´A 0 µ, and let σ ¼ be a winning strategy for Automaton in G´A 0 wµ. We have to show that Automaton has a winning strategy
While playing G´A 1 wµ, Automaton (in G´A 1 wµ) simultaneously plays the game G x´A0 A 1 µ and the game G´A 0 wµ. In both plays he makes the moves for both players, Spoiler and Duplicator as well as Automaton and Pathfinder, and uses σ and σ ¼ to determine their moves. In other words, Automaton works as a puppeteer and moves four puppets at the same time. In this spirit, Automaton and Pathfinder in G´A 0 wµ and Spoiler and Duplicator in G x´A0 A 1 µ will be called the automaton puppet, the pathfinder puppet, the spoiler puppet, and the duplicator puppet, respectively.
Automaton plays in a way such that after each round AE the state components of G´A 0 wµ and G´A 1 wµ agree with the two state components of G x´A0 A 1 µ, and AE the partial games in G x´A0 A 1 µ and G´A 0 wµ are conform with σ and σ ¼ .
Then, clearly, since σ and σ ¼ are winning, in the emerging plays in G´A 1 wµ infinitely many states will be in F, that is, Automaton wins G´A 1 wµ. The above can be achieved easily:
AE In G x´A0 A 1 µ, Automaton uses σ to determine the moves of the duplicator puppet.
AE In G´A 0 wµ, Automaton uses σ ¼ to determine the moves of the automaton puppet.
AE In G x´A0 A 1 µ, Automaton moves the spoiler puppet as follows.
If the spoiler puppet needs to choose a letter, Automaton chooses the respective letter from the given word w.
If the spoiler puppet needs to choose a state in A 1 , then this is because the current state from A 1 is universal, which means Pathfinder goes in G´A 1 wµ. Automaton lets the spoiler puppet mimic this move in G x´A0 A 1 µ.
If the spoiler puppet needs to choose a state in A 1 , then this is because the current state from A 1 is existential, which means it is the automaton puppet's turn in G´A 0 wµ. In G´A 0 wµ, he lets the automaton puppet move according to σ ¼ (see above) and in G x´A0 A 1 µ, he lets the spoiler puppet mimic this move.
AE In G´A 0 wµ, if it is the pathfinder puppet's turn, then this is because the current state in A 1 is universal, which means the duplicator puppet's goes in G x´A0 A 1 µ. In G x´A0 A 1 µ, he lets the duplicator puppet move according to σ (see above) and in G´A 0 wµ, he lets the pathfinder puppet mimic this move.
We now proceed with a formal treatment. In order to define the winning strat- We show that (1) this function is well-defined, (2) this function is a strategy for Automaton, and (3) this strategy is winning.
(1) First, assume T ´´p 0 q 0 µ ´p n q n µ w 0 n 1℄µ is some partial σ-conform protoplay such that´p 0 0µ ´p n nµ is σ ¼ -conform. We show that for every
show σ ¼¼ is well-defined.
Assume there are two protoplays T ´´p 0 q 0 µ ´p n q n µ´p qµ w 0 n℄µ and T ´´p 0 q 0 µ ´p n q n µ´p qµ w 0 n℄µ such that, q n ¾ E 1 and such that pr 0´T µ and pr 0´T µ are σ ¼ -conform. Then, by the above argument, p i p i for i n. But since q n ¾ E 1 ,is determined by σ.
(2) We have to show that the domain of σ ¼¼ contains all σ ¼¼ -conform plays T ´q 0 0µ ´q n nµ with q n ¾ E 1 . We prove this by induction. If q i ¾ U 1 for i n, then σ does not impose any restriction on any of the q i for i n, so t is in the domain of σ ¼¼ . If there is some i n such that q i ¾ E 1 , we argue as follows. Assume i is maximal with this property. Then, by induction hypothesis, q 0 0µ ´q i iµ is in the domain of σ ¼¼ . Since σ does not impose any restriction on q j for i j n, T is also in the domain of σ ¼¼ . (3) Assume V is some σ ¼¼ -conform play. Then, by construction, there is a σ-conform protoplay T ´´p 0 q 0 µ´p 1 q 1 µ wµ such that pr 1´T µ V and pr 0´T µ is σ ¼ -conform. Since σ ¼ was assumed to be winning, we know that there exist infinitely many i with p i ¾ F 0 . Since σ was also assumed to be winning, there exist infinitely many i ¼ with q i ¼ ¾ F 1 . This shows V is a win for Automaton. ¾
Composing Simulation Strategies
In this section, let x ¾ di de f . We will introduce the join of two Duplicator strategies, a concept fundamental for the proofs of the results in Sections 5 and 7. The idea is that two strategies for simulation games starting in positions´q 0 q 1 µ and´q 1 q 2 µ, respectively, can be merged to a joint strategy for a game starting iń q 0 q 2 µ; this joint strategy inherits crucial properties of the two original strategies (see Lemmas 3 and 4).
Let σ 0 be a Duplicator strategy for the basic game
G´k pµ, and let σ 1 be a Duplicator strategy for the basic game G´p qµ.
To describe the join of the strategies σ 0 and σ 1 , denoted σ 0 º» σ 1 , informally, we can again use the puppeteering metaphor of the previous section: Duplicator, playing G´k qµ using σ 0 º» σ 1 , simultaneously plays G´k pµ and G´p qµ. His four puppets are the Spoiler and the Duplicator of these games. We will call the Spoiler and the Duplicator of G´k pµ the left spoiler puppet and the left duplicator puppet, while the Spoiler and Duplicator of G´p qµ are the right spoiler puppet and the right duplicator puppet.
Duplicator (of G´k qµ, our puppeteer) plays in such a way that after each round AE If the left spoiler puppet has to choose a transition of ∆ 0 , Spoiler has to choose such a transition in this round, too (the identical first state components of G´k pµ and G´k qµ are existential). The left spoiler puppet mimics this choice.
If the left spoiler puppet has to choose a transition of ∆ 1 , this is because the second state component is universal. Since this component agrees with the first state component in G´p qµ, the right duplicator puppet also has to choose such a transition. Duplicator lets the left spoiler puppet mimic the move of the right duplicator puppet. This move of the right duplicator puppet is done according to σ 1 (see above).
AE If the right spoiler puppet has to choose a transition of ∆ 2 , Spoiler also has to choose such a transition and his move is mimicked by the right spoiler puppet (the second state components of G´p qµ and G´k qµ are identical; in this case, they are universal).
If the right spoiler puppet has to choose a transition of ∆ 1 , this is because the first state component is existential. Since this component agrees with the second state component in G´k pµ, the left duplicator puppet also has to choose such a transition. Duplicator lets the right spoiler puppet mimic the move of the left duplicator puppet, and the move of this puppet is determined by σ 0 (see above).
To define this strategy formally, we also have to keep track of the sequence of second state components of G´k pµ, which is the sequence of first state components of G´p qµ. We now continue with the formal definitions.
We simultaneously and inductively define the joint strategy σ 0 º» σ 1 , a Duplicator strategy for G´k qµ, and a sequence of Q 1 -states (starting with p) for partiaĺ
The definition (construction) of the joint strategy σ 0 º» σ 1 for the prefix of a play that has lasted for n rounds uses the intermediate p-sequence of length n · 1 for this prefix, and in turn the´n · 1µth´σ 0 º» σ 1 µ-conform round defines thé n · 2µth element of the intermediate p-sequence for the prolonged prefix.
The definition will have the following property. In order to define σ 0 º» σ 1 and p n·1 for the round following T , we distinguish eight cases depending on the modes of k n , p n , and q n .
Case EEE,´k n p n q n µ ¾ 
We define´p i µ i n·1 as the next intermediate p-sequence (again, σ 0 º» σ 1 need not be defined). This completes the description of σ 0 º» σ 1 . It will be thoroughly analyzed in the next section.
Fundamental Properties of Simulation Relations and Composed Strategies
In this section, let x ¾ di de f . We will show crucial properties of the simulation relation x .
Fundamental for the study of x is the following lemma, which is similar to [ESW01, Lemma 4.1]. If Duplicator has a winning strategy and can choose both transitions, he can choose the transitions using his winning strategy. Then he has a winning strategy at the beginning of the next round.
Lemma 2 Let

¾
We now want to show that x is reflexive and transitive, i. e., a preorder. Reflexivity is obvious: whenever in a play a position´q qµ ¾ E ¢E is reached, Duplicator can move in the second component to the state that Spoiler has chosen in the first component; for´q qµ ¾ U ¢U, he does the same in the first component (Duplicator literally duplicates Spoiler's moves). Using this strategy, Duplicator wins the game in all three versions.
Transitivity needs some more care. We will show this by using the join of two Duplicator strategies, as defined in Section 4.
We can easily verify the following. Proof. Let σ 0 σ 1 be winning strategies, and let T be a´σ 0 º» σ 1 µ-conform play with intermediate p-sequence´p i µ i ω . Note that the plays T ¼ and T ¼¼ (as defined in Section 4) are σ 0 -conform and σ 1 -conform, respectively.
Lemma 3 (composing winning strategies)
In the case of direct simulation, since T ¼ is σ 0 -conform, for every i such that
is, T is a win for Duplicator.
In the case of delayed simulation, for every i such that k i ¾ F 0 , there is a j 0 i such that p j 0 ¾ F 1 , since T ¼ is σ 0 -conform. And in turn, by the σ 1 -conformity of T ¼¼ , there is a j 1 j 0 such that q j 1 ¾ F 2 . Hence T is a win for Duplicator.
Finally, for fair simulation, if there are infinitely many i such that k i ¾ F 0 , the σ 0 -conformity of T ¼ ensures that there are also infinitely many j such that p j ¾ F 1 , and the σ 1 -conformity of T ¼¼ ensures that there are infinitely many l such that q l ¾ F 2 . So again T is a win for Duplicator. ¾
In the sequel, we will call a Duplicator strategy σ for a game G´p 0 q 0 µ xrespecting if p x q holds true for every position reachable in any play where Duplicator follows σ.
The following is easy to see:
Remark 1 A winning strategy of Duplicator for an x-simulation game is xrespecting.
The converse is false for x ¾ de f , as we will see later.
Lemma 4 (composing x -respecting strategies) If σ 0 and σ 1 are x -respecting strategies, then σ 0 º» σ 1 is a x -respecting strategy.
Proof. Let τ be a Spoiler strategy for G x´k qµ, and let T ´´t j µ j ω wµ be thé τ σ 0 º» σ 1 µ-conform protoplay. We have k x p x q, hence k x q, by Lemma 3. Now let i ¾ ω, and T i ´´t j µ j i w 0 i 1℄µ be the prefix of T of length i · 1. In the next section, we will study quotient automata modulo x (in fact, for x di and x de only, since fair quotienting does not preserve the language, see [ESW01] ). We will need one more notion, namely the notion of maximal and minimal successors of states. 
Quotienting Modulo Direct Simulation
In general, when is an equivalence relation on the state space of an alternating Büchi automaton A, we call every alternating Büchi automaton a quotient of A with respect to if it is of the forḿ
Furthermore, the following natural constraints must be satisfied:
Note that 1-3 are minimal requirements so that the quotient really reflects the structure of A and is not just any automaton on the equivalence classes of .
A naive quotient is a quotient where the converse of 1 is true, that is, where transitions are representative-wise.
Direct simulation is particularly easy (compared to delayed or fair simulation), so one might expect that a naive definition of the quotient automaton modulo direct simulation should be equivalent to the original automaton. Problems arise for mixed equivalence classes, i. e., classes containing both existential and universal states. In the naive quotienting, these states can be either existential or universal.
Consider While the language recognized by the naive quotient is Σ ω , the original automaton does not accept any word containing two or more consecutive b's. The other possible naive quotient, where the state 0℄ x is declared universal is not equivalent to the original automaton either: the original automaton on the lefthand side accepts´baµ ω , but the quotient does not accept this word.
We overcome these problems for direct simulation quotienting by using a more sophisticated transition relation for the quotient automaton exploiting the simple structure of direct simulation games.
Minimax strategies
Given an alternating Büchi automaton A ´Q Σ q I ∆ E U Fµ, the two relations di Q ¢Q and di Q ¢Q obviously have the following property.
Remark 2
For all p q ¾ Q, if p di q and p
Clearly, if´´p i q i µ wµ is a protoplay in an x-game which is conform with a winning strategy for Duplicator, then p i x q i holds for every i 0. In the case of direct simulation, the converse is true as well:
Lemma 5 Let p 0 di q 0 . A di -respecting strategy for Duplicator in G di´p 0 q 0 µ is a winning strategy.
Proof. Let p 0 di q 0 , and let σ be a di -respecting strategy of Duplicator for G di´p 0 q 0 µ. Let T ´´p i q i µ i ω wµ be a σ-conform G di´p 0 q 0 µ-protoplay. By assumption, we have p i di q i for every i 0. Remark 2 tells us that q i ¾ F whenever p i ¾ F, for every i 0. Hence T is a win for Duplicator and σ is a winning strategy for Duplicator.
¾
The di -respecting strategies are exactly the winning strategies. Of these winning strategies, some are optimal in the sense that they choose moves to maximal successors in the second component and to minimal successors in the first component.
Let σ be a Duplicator strategy for a game G x´p 0 q 0 µ. We call σ a minimax strategy if, for every σ-conform protoplay T ´´p i q i µ i ω wµ, 
We note:
Lemma 6 Let p 0 di q 0 . Then there exists a x -respecting minimax strategy for Duplicator in G x´p 0 q 0 µ.
Proof. Using Lemma 2, a x -respecting minimax strategy for Duplicator can easily be defined inductively.
Minimax quotienting
Let A ´Q Σ q 0 ∆ E U Fµ be an alternating Büchi automaton. An x-minimax quotient of A is a quotient where the transition relation is given by
In particular, mixed classes can be declared existential or universal. This is not surprising, since from Corollary 2 and Remark 2, we can conclude: 
Now it is easy to show:
Theorem 2 (minimax quotients) Let A be an alternating Büchi automaton as in (2) and B m any di-minimax quotient of A.
For all p
0 q 0 ¾ Q such that p 0 di q 0 , A´q 0 µ di-simulates B m´ p 0 ℄ di µ and B m´ q 0 ℄ di µ di-simulates A´p 0 µ, that is, p 0 ℄ di q 0 and p 0 di q 0 ℄ di .
A and B m di-simulate each other, that is, A di B m .
A and B m are equivalent, that is, L´Aµ L´B m µ.
Proof. Since mixed classes are deterministic states by Remark 3, it suffices to consider a quotient B m where every mixed class is existential. Also, it is enough to show the first part, the other parts follow immediately. We first show that A´q 0 µ di-simulates B m´ p 0 ℄ di µ. To do so, we define a winning strategy σ of Duplicator for G di´ p 0 ℄ di q 0 µ. First, for every´¼ µ such that q di q ¼ , let σ¼ be a di -respecting minimax strategy of Duplicator, which exists by Lemma 6. Now let T be the prefix of a G di´ p 0 ℄ di q 0 µ-play such that the last position t of T is in P 1 (that is, pr 4´t µ d) and the last´Q di ¢ Qµ-position´ p℄ di qµ of T satisfies p di q. We distinguish several cases depending on the suffixes of T . Case 1, the suffix of the partial protoplay T is of the form´ p℄ di qµ´ p℄ di q a s
Note that q ¼ ¾ max a´q µ since σp q is minimax. By choice of σp q , we have p
Case 2, the suffix of T is of the form´ p℄
Case 3, the suffix of the partial protoplay T is of the form´ p℄ di qµ´ p℄ di q a s
That B m´ q℄ di µ di-simulates A´pµ can be shown using a symmetrical construction and argumentation.
¾
The above proof does not use that the set of transitions is minimal-we may allow more transitions, provided that mixed classes are existential in the quotient and no transitions induced by universal states to non-minimal successors are considered for mixed classes. That is, as a corollary of the proof of Theorem 2, we have:
Then, A and B di simulate each other.
Theorem 2 is false for delayed simulation, as we will see in the next section.
Quotienting Modulo Delayed Simulation
If there is a winning strategy for Duplicator in a game G de´p qµ, there also is a de -respecting minimax strategy, but this may not necessarily be a winning strategy; it is possible that no minimax strategy is winning. Consider the automaton in Figure 3 . for a minimax strategy σ of Duplicator,
holds. Hence´´1 0µ´1 0 a s 0 d 1µ´1 0 a d 1µµ ω is a σ-conform G x´1 0µ-play, but not a win for Duplicator. Consequently, the language of any minimax quotient is empty since ∆ m de does not contain a transition from 0℄ de to 1℄ de .
To circumvent this problem, we define semi-elective quotients.
Semi-elective quotienting
Let A ´Q Σ q I ∆ E U Fµ be an alternating Büchi automaton. In the semielective quotient of A, denoted A s x , the transition relation is given by
and every mixed class is declared existential. That is, purely universal classes are treated like in the case of minimax quotienting while purely existential and mixed classes are existential states having all transitions induced by their existential states.
We will show that A and A s x simulate each other. For x di, this proposition follows immediately by Corollary 3, i. e.: The more complicated case, where x de, is treated in the following subsections.
Corollary 4 For every alternating Büchi automaton A, the automata A and
A simulates A s de
Although a de -respecting minimax strategy σ of Duplicator is not necessarily a winning strategy, it is a de -respecting winning strategy for Duplicator in the basic simulation game G´p 0 q 0 µ; the winning condition is assumed to be trivial in the sense that if no early loss occurs, Duplicator wins.
We may extend this observation to a basic simulation game G´K 0 p 0 µ where K 0 is a state of the quotient automaton A s de such that k 0 de p 0 holds for some For the prefix T n of a G de´ p℄ de qµ-play T , let´t i µ i n ´K i q i µ i n be the sub-
or j 0 if this set is empty. Let T j i℄ be the suffix of T i starting with t j , and define We start with the following corollary which is a direct consequence of the construction of A s de together with Corollary 2.
There is a Duplicator strategy σ for G de´q¼
We call such a strategy de -respecting.
A de -respecting strategy will replace the de -respecting minimax strategy of the previous proof. We will show that the join of a winning strategy for G de´p 0 q 0 µ and a de -respecting strategy for G de´q 0 q 0 ℄ de µ is a winning strategy for G de´p 0 q 0 ℄ de µ. Proof. Let σ de be a winning strategy of Duplicator for G de´p 0 q 0 µ, and let σ be a de -respecting Duplicator strategy for G de´q 0 q 0 ℄ de µ. We show that σ de º» q 0 σ is a Duplicator winning strategy for G de´p 0 q 0 ℄ de µ.
Theorem 4 Let
Let τ be a Spoiler strategy for G de´p
Since ξ´T ¼ µ is σ de -conform, there is, for every i ω such that pr 1´t i µ ¾ F, a 
Remarks
In the construction of the quotient automaton, a transition´q u a q ¼ µ ¾ ∆ where
if q u ℄ de is not a mixed but a purely universal class. This is not a technical trick to permit an easier proof, but a necessity, for without this restriction the resulting quotient automaton would not recognize the language of the original automaton. Consider the automaton given in Figure 1 again, this time as an automaton over the alphabet b . We have 0 de 1 de 2. So a quotient construction preserving non-minimal successors of universal states would result in the automaton given in Above we saw that in some cases existential classes need transitions to nonmaximal successors. In certain situations, not all such transitions are really necessary. For example, accepting classes only need maximal transitions: 
Remark 4 Let
Modifications for the delayed simulation game
For direct and fair simulation, the winning conditions of the corresponding games can be phrased as Büchi or even simpler conditions. This is not true for delayed simulation. But a simple expansion of the game graph will achieve this, as pointed out in [ESW01] already. The crucial information for the players of a delayed simulation game is whether the play has already visited a position inF F ¼ without having visited aF ¼ -position since or not. Following [ESW01] , we encode this information in the positions of the delayed simulation game. This yields a Büchi game.
For an alternating automaton A ´Q Σ q 0 ∆ E U Fµ and p q ¾ Q, let
be the basic simulation game according to Section 3. We define the game
by
and So in the remainder it is enough to consider the games G di´p qµ, G de2´p qµ, and G f´p qµ.
Reduction of the game graphs
By definition and by Remark 5 it is clear that in order to determine whether p di q, p de q, or p f q holds it is sufficient to determine the winner in the game G di´p qµ, G de2´p qµ, or G f´p qµ, respectively. A priori, the size of these games can be reduced in order to reduce the complexity of determining whether one state simulates another state.
We call a position productive if it is reachable in the game graph from a´Q ¢ Qµ-position. A position p ¾ P is a dead end if no´Q ¢ Qµ-position is reachable from p and p ¾ Q ¢Q. Note that the game graph of a complete automaton does not have dead ends. That is, in the game graph of an automaton with n states and m transitions, there are O´n 2 · nmµ productive states that are not dead ends, and O´n 2 · nmµ moves between them. Since we may remove all unproductive positions from the game graph we may assume that there are at most O´ Q 2 · Q ¡ ∆ µ positions and moves in the game graph. Since we also may assume that every state is reachable from the initial state, we have ∆ Q 1. So we conclude:
Remark 7 We may now compute the winning sets and thus the relations di , de and f in the reduced game graph using the algorithms given in [ESW01] . This yields: The same complexity bounds hold for computing the respective quotients.
Computing simulation relations of weak alternating Büchi automata
A weak alternating Büchi automaton A ´Q Σ q 0 ∆ E U Fµ is an alternating Büchi automaton such that every strongly connected component (SCC for short)
C Q of the transition graph satisfies C F or C Q ÒF. This strong requirement lets us design more efficient algorithms for computing simulation relations and quotients, similar to what was done in [KVW00] in the context of emptiness tests for weak alternating automata over one-letter alphabets.
The following is easy to see: For a game G f´A Aµ the situation is similar but simpler, for the winning bit (the last component) is missing.
That is, for a SCC of the game graph of G de2´A Aµ or G f´A Aµ from which no other SCC is reachable the winning positions can be determined just as in an ordinary game: if the winning bit is 0 Duplicator wins the delayed game starting in any position of C; if´pr 1´p µ pr 2´p µµ ¾ F ¢´QÒFµ for some p ¾ C Duplicator wins the fair simulation game starting from any position in C; in all other cases Spoiler wins, except for the cases where the SCC consists of a single dead end, but these cases are easy to handle. Now assume that for a SCC C, the winning positions of all topologically smaller SCCs have already been computed, i. e., for all positions t ¾ C such that t t ¼ µ ¾ Z for a t ¼ ¾ C, we already know whether t ¼ is a winning position either for Spoiler or for Duplicator. If t ¾ P 0 and t ¼ is a win for Spoiler, t also is a win for Spoiler; else if t ¼ is a win for Duplicator, we may simply ignore the move´t t ¼ µ in the computation of the winning positions of C (symmetrically for t ¾ P 1 ). That is, the treatment of C reduces to a game of accessibility in a boolean graph and can be done in linear time, see [And94] . This suggests the following algorithm to compute the winning positions of Duplicator in G de2´A Aµ and G f´A Aµ: 
Conclusion
We have adapted direct, delayed, and fair simulation relations to alternating Büchi automata, introduced new methods for constructing simulation quotients, and analyzed the complexity of computing these relations and quotients. As a result we can state that even with alternating Büchi automata simulation relations are an appropriate, efficient means for checking language containment and state-space reduction. Since weak alternating Büchi automata are closely related to linear temporal logic formulas, the results also open up new directions for minimizing temporal formulas.
