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This thesis proposes three Gaussian process variants to model surface
profiles in the applications of profile monitoring, process capability eval-
uation, and robust surface estimation. These applications collaboratively
contribute to the quality control and improvement practices in industries.
We first propose an Additive Gaussian Process (AGP) model to approxi-
mate the standard wafer geometric profile while quantifying the deviations
from the standard. Based on the AGP model, we develop two statistical
tests to monitor the quality of newly produced wafers. When the man-
ufacturing process is in control, evaluating the process capability is also
an essential step for continuous quality improvement. We further intro-
duce a mixed-effects Gaussian process model to characterize the lot-to-lot,
wafer-to-wafer, and spatially correlated site-to-site variation among wafer
measurements. We apply an EM method to estimate the model parameters
which are used to evaluate the process capability. Third, we study the case
when a tunnel surface is measured in presence of coordinates error. We
propose an error-adjustment estimation based on repeated measurements
to provide a robust prediction of the surface. We conduct extensive sim-
ulation studies to validate these models. We also present case studies to
demonstrate that our methods are effective and have great potential in real
applications.
Keywords: Gaussian process, Surface profile, Profile monitoring, Process
evaluation, Robust estimation, Quality control
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INTRODUCTION TO MODELING SURFACE
PROFILES
This thesis proposes three Gaussian process variants to model surface pro-
files with different engineering applications. These applications collabo-
ratively contribute to the quality control and improvement practices in
industries. This chapter provides an overview of this thesis. Section 1.1
and Section 1.2 first of all briefly introduce the background information
on engineering profiles as well as Gaussian process regression. Then Sec-
tion 1.3 presents the organization of this thesis by discussing three specific
problems that can be solved based on Gaussian process models.
1.1 Engineering Profiles and Surface Pro-
files
In conventional statistical quality control practices, practitioners study the
performance of a process by collecting the measurements on a scalar or a
vector of quality characteristics (Montgomery 2007). Based on these mea-
surements, statistical tools such as control charts and capability indexes
were developed to monitor and evaluate the performance of industrial pro-
cesses. In recent decades, advances in sensing and metrology technology
have allowed practitioners to collect large amounts of process measurements
to rebuild functional relationships for better characterizing and modeling
the process performance (Noorossana et al. 2011). Such functional rela-
tionships can be between the standard value and the measured value in
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calibration applications (Croarkin and Varner 1982), the temperature and
the amount of aspartame that can be dissolved per liter of wafer (Kang and
Albin 2000), the depth and the vertical density in engineered wood boards
(Walker and Wright 2002), the engine speed in revolution per minute and
the engine torque (Amiri et al. 2010), the crank angle and the total stamp-
ing force (Jin and Shi 1999), etc. These functional relationships are ac-
knowledged as the engineering profiles in the literature (Noorossana et al.
2011).
The surface profile is a special case of the engineering profiles that the
explanatory variables are in two dimensional, typically x, y coordinates in a
Cartesian system. The surface profile provides information on the geomet-
ric specifications such as thickness, roughness, flatness or cylindricity of a
product. For example, in the semiconductor industry, the thickness of a sil-
icon wafer can be described as a surface profile. Figure 1.1a demonstrates a



























































Figure 1.1: Demonstrations of surface profiles: (a) a wafer’s thickness pro-
file and (b) a tunnel’s inner surface profile.
the manufacturing standards critically affects the defective rates of down-
stream integrated circuit fabrications. Therefore, modeling (Jin et al. 2012;
Plumlee et al. 2013; Bao et al. 2014a), monitoring(Wang et al. 2014; Zhang
et al. 2015), and improving (Bao et al. 2014b) the wafer’s surface quality
receive intensive interests in recent literature. Another example of the sur-
face profile is a tunnel profile which describes the shape of a tunnel’s inner
surface. Figure 1.1b shows a tunnel profile. During the tunnel excavation
process, the tunnel’s inner surface is high likely to deform due to under-
ground stress. Tunnel deformation may cause rockfalls, jam the tunnel
boring machine, and even endanger personnel inside the tunnel. Conse-
quently, modeling the tunnel profile to monitor deformation (Van Gosliga
2
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et al. 2006; Monserrat and Crosetto 2008; Walton et al. 2014) is essential
for the safety of the tunnel.
In many applications, the engineering profiles can be modeled well by
parametric models. In most of the calibration problems, the profile that
links measured value to standard value is described by a simple linear
regression model, see Croarkin and Varner (1982); Kang and Albin (2000)
for examples. Besides simple linear regression, polynomial models are also
popular choices to model engineering profiles such as engine torque profile
(Amiri et al. 2010) and trench profile (Zou et al. 2007a). Sometimes the
profile can be interpreted from domain knowledge, then practitioners may
as well model these profiles based on parametric nonlinear functions. For
example, Williams et al. (2007) modeled a drug’s dose-response profile
by a logistic function. Walker and Wright (2002) modeled the vertical
density profile by a “bathtub” function. All these parametric models reduce
the large amounts of measurements into a few parameters. In subsequent
practices such as statistical process control, practitioners can apply existing
control chart to monitor these parameters to determine whether or not the
product is conforming or the process is in control. In the case of surface
profiles however, parametric models are usually insufficient to model the
surfaces. As demonstrated in Figure 1.1a, the thickness profile of a silicon
wafer is rather complex that no simple patterns or trends can be visually
identified. This complexity makes the wafer profile can hardly be modeled
well by some parametric functions. To characterize such complex surface
profiles, a more flexible model is preferable.
1.2 Gaussian Process Regression
Statistical models are widely used in engineering applications to describe
the functional relationships, which we refer as the profiles in the context of
this thesis, embedded in those complex and expensive systems, processes,
or experiments. The common models for approximating engineering pro-
files include simple linear model, polynomial model, splines, radial basis
functions, and Gaussian process, see Fang et al. (2005); Chen et al. (2006)
for reviews. Among these models, Gaussian process has become one of the
most popular statistical regression techniques in recent decades, though its
history dates back to mid-20th century. Gaussian process is firstly known
as Kriging in geostatistics field, which is named after South African min-
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ing engineer D. G. Krige (Matheron 1963). Years later, Gaussian process
model was adopted for prediction data in spatial statistics (Cressie and
Cassie 1993) and computer experiments field (Sacks et al. 1989; Santner
et al. 2003), and then gradually became a general regression method.
A typical Gaussian process regression model can be expressed as
y(x) = λ(x) + Z(x), (1.1)
where λ(x) is a deterministic function, and Z(x) is realization of a Gaus-
sian process with zero mean. The Gaussian process can be viewed as a
distribution over a set of continuous functions, and any finite samples from
the Gaussian process follow multivariate normal distribution. As a re-
sult, [y(x1), y(x2), · · · , y(xn)]T are normally distributed with mean vector
[λ(x1), λ(x2), · · · , λ(xn)]T, and covariance matrix Cn×n with its i−jth com-
ponent defined by a positive definite kernel function k(xi, xj). Commonly
used kernel functions include the squared exponential function, Mate´rn
functions, etc (Rasmussen and Williams 2006). Figure 1.2a illustrates that
the realizations generated from a zero-mean Gaussian process have infi-
nite possibilities. However, once observations are made, the conditioned






















Figure 1.2: Functions generated from (a) a zero-mean Gaussian process
and (b) the Gaussian process conditioned on five observations. The shaded
area represents 95% confidence interval band.
distribution becomes “constrained” by these observations as we can no-
tice from Figure 1.2b that all realizations should pass through these ob-
servations. Consequently, the conditional mean is typically used as the
prediction to the underlying unknown function. And more important, the
conditional variance can further quantify the prediction uncertainty. This
unique feature makes Gaussian process attract more attention over other
4
1.3. THESIS ORGANIZATION
regression models and widely used in many areas such as simulation opti-
mization (Jones et al. 1998; Forrester and Keane 2009), machine learning
(Rasmussen and Williams 2006), and particularly promising in modeling
complex surface profiles (Zhao et al. 2011; Jin et al. 2012; Plumlee et al.
2013; Zhang et al. 2015).
1.3 Thesis Organization
This thesis studies three specific applications based on Gaussian process
modeled surface profiles, namely profile monitoring, process capability eval-
uation, and robust surface estimation.
In the semiconductor industry, a wafer’s geometric quality is an impor-
tant quality characteristic. Noncomforming geometric specification often
results in large numbers of defective dies on the wafer, and causes yield
loss. Therefore, the semiconductor industry is looking for effective methods
to monitor and control the wafer’s geometric quality during manufacturing
process. However, the existing profile monitoring techniques are challenged
by the complex spatial patterns on the wafer’s surface profile. To tackle this
difficultly, In Chapter 2 we propose an additive Gaussian process (AGP)
model to approximate the standard wafer geometric profile while quanti-
fying the deviations from the standard when the manufacturing process
is in control. Based on the AGP model, we develop two statistical tests
to determine whether or not a newly produced wafer is conforming. We
conduct extensive numerical simulations and real case studies, the results
of which indicate that our proposed monitoring scheme is effective and has
potentially wide applications.
When the manufacturing process is in control, evaluating the process
capability is also an essential step for the semiconductor industry to imple-
ment continuous quality improvement (CQI) practice. Due to the batch na-
ture of the semiconductor processing, there typically exist multiple sources
of variation among the in-situ measurements. It is important to obtain
an accurate estimation for each of these variance components during ca-
pability evaluation because practitioners need to know which source is the
most critical one that should be the main improvement target. Considering
this importance, In Chapter 3 we proposes a mixed-effects Gaussian pro-
cess model to characterize the lot-to-lot, wafer-to-wafer and spatially cor-
related site-to-site variation among the wafer measurements. To mitigate
5
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the difficulty in estimating the model parameters, we apply an expectation-
-maximization (EM) method to obtain the parameter estimations, This
estimation method is shown accurate and stable for the variance compo-
nents through simulation studies. We also present a real case study to
demonstrate the effectiveness and potential of the proposed model.
In Chapter 4, we consider applying Gaussian process model in the de-
formation monitoring application during tunnel construction. We present
a Gaussian process modeling framework for producing a continuous predic-
tion of the tunnel’s inner surface profile based on Terrestrial Laser Scanning
(TLS) data. The Gaussian process model outperforms the existing statisti-
cal approaches such as cylindrical fitting because it is flexible to capture the
local variability of the tunnel’s surface which is very important for defor-
mation monitoring. However, we notice that in practice the TLS measure-
ments are often contaminated by coordinates error due to environmental
issues such as the vibrations during tunnel excavation. This coordinates
error heavily affects the accuracy of the model prediction. To account for
the coordinates error, we further propose an error-adjustment estimation
framework based on repeated measurements. The Gaussian process model
is fitted with derivative information, and hence the model prediction is ac-
curate and robust against the coordinates error, which is verified through
simulation studies. We provide a case study as well to demonstrate our
model has great potential for deformation monitoring.
The limitations and future research directions of the above studies are
finally discussed in Chapter 5 as the concluding remarks of this thesis.
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CHAPTER 2
MONITORING WAFERS’ GEOMETRIC QUALITY
USING ADDITIVE GAUSSIAN PROCESS MODEL
2.1 Introduction
A Wafer’s geometric quality, which can be manifested by the thickness,
roughness or flatness profile of the entire surface layer, is an important
quality feature in the semiconductor industry. More specifically, in the
manufacturing of electronic chips, a silicon ingot is usually sliced into sec-
tions using wire saws. After several flattening steps, including lapping,
polishing and cleaning, the wafers are sent to front-end and back-end of
processes to form final electronic chips (O’Mara et al. 1990). An undesired
geometric quality often results in a large number of defective dies on the
wafer during front-end processes (Doering and Nishi 2007), causing produc-
tion delays or economic loss. Due to the importance of geometric quality,
people in the semiconductor industry are looking for effective methods to
monitor and control quality.
Statistical testing methods enable us to quantitatively monitor quality
characteristics. Prior to conducting the statistical tests, several preparation
procedures, such as data sampling and data modeling, may be applied to
help construct the tests. In industrial practice, engineers have developed
relatively systematic approaches to determine the geometric conformity of
sliced wafers. As shown in Figure 2.1, either the contact (using mechanical
probe) or non-contact (using capacitance probe or wavelength scanning
interferometer) method is able to produce numerous measurements on a
single wafer that contain rich information about the geometric quality.
7
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Figure 2.1: Example of a wafer thickness profile and possible measurement
locations.
From these measurements, several industry indicators are derived to
measure the geometric quality according to The International Technol-
ogy Roadmap for Semiconductors (ITRS). These indicators include Total
Thickness Variation (TTV), Non-Linear Thickness Variation (NTV), Bow,
Warp, and Sori (Schmitz et al. 2003). Despite their importance in safe-
guarding the geometric quality, these summary indicators cannot provide
a comprehensive view of the geometric quality for several reasons. First,
the aggregated indicators are usually summary statistics, which lose the
majority of the rich information the metrology equipment may provide.
Second, although the aggregated indicators are effective in screening out
nonconforming units, the efficiency of the indicators for identifying process
changes is usually unsatisfactory. Jin et al. (2012) reported the contact
method may take more than 8 hours to measure a typical batch (400 in
one production run) of wafers. The non-contact method could take even
longer time. Third and more important, when quality deterioration is no-
ticed from the aggregated indicators, they cannot provide detailed insight
about the failure patterns or root causes due to their loss of measurement
information. Therefore, a more systematic and efficient method to utilize
these data to model and monitor the geometric quality of a wafer is desired.
However, there are several difficulties that make this task a challenge.
First, as demonstrated in Figure 2.1, the thickness profile is rather com-
plex. No simple patterns or trends could be visually identified, and it is
8
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difficult to model by some parametric functions. As a result, traditional
profile monitoring techniques (e.g., Jensen et al. 2008; Zou et al. 2007b,c)
that approximate the profile by a parametric function and then monitor
the parameter vector are difficult to apply in this case. Second, the mea-
surement locations on different wafers may not be perfectly aligned due to
different crystal orientations of the ingots and wafer rotation during the
measurement. Therefore, conventional multivariate monitoring schemes
such as T 2 chart are not suitable as variables being monitored are essen-
tially varying from one wafer to another. Third, the measurements are
spatially correlated due to the similar conditions that physically adjacent
points experience. As a result, methods with the assumptions that errors
are independently and identically distributed (i.i.d.) are no longer applica-
ble. Last but by no means least, not only the changes in the mean or the
variance of the deviations reflect potential process shifts, but the changes
in its spatial correlation are also a symptom of unexpected process shifts
and should be monitored. Therefore, we need a comprehensive monitoring
scheme that is effective in detecting all types of changes that may occur in
the complex geometric data.
Due to these challenges, only a limited number of papers have been pub-
lished. In particular, Jin et al. (2012) suggested using a Gaussian process
to model the thickness profile of the entire wafer. To speed up the process,
they proposed a sequential measurement strategy that adaptively deter-
mines the next measurement locations. Using their method, only a small
set of measurements need to be taken, and then a Gaussian process model
is built to accurately characterize the entire geometric profile. As a result
the measurement time can be significantly reduced. Despite its importance,
their method was developed for measuring a single wafer. Therefore it is
not suitable for quality monitoring, as each geometric profile is modeled
as an independent Gaussian process, and there are no statistical rules to
determine whether or not the fitted Gaussian process is in control. Zhao
et al. (2011) proposed a partial differential equation-constrained Gaussian
process model to predict the wafer thickness profile. The model integrates
physical knowledge of the slicing process and the observed data to better
characterize the geometric quality. However, their method also focuses on
modeling a single wafer and lacks a quantification of the variations when
the manufacturing process is in control.
Although the aforementioned works did not solve the problem, they
9
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have demonstrated that the Gaussian process is a suitable model for spa-
tially correlated data (Cressie and Cassie 1993), and it can also charac-
terize the complex geometric profiles. In addition, compared with other
non-parametric methods such as B-Splines (e.g., De Boor 2001) or kernel
smoothing (e.g., Hastie and Loader 1993), the Gaussian process is much
easier to extend to higher input dimensions when the manufacturing pro-
cess involves other controllable or uncontrollable variables. One thing to
be noted is that a single Gaussian process model may not help to detect
point-wise deviation between two profiles since they can be independent re-
alizations generated from the same Gaussian process. Nevertheless, in the
early stage of wafer manufacturing, the point-wise deviation is not crucial.
Instead, it is the spatial pattern of the surface that influences the down-
stream manufacturing. For example, Figure 2.2 shows two curves (solid
line and dashed line representing two profiles) that are point-wise different.
However, in terms of their impact on the downstream quality, they are
indistinguishable because their spatial pattern are the same. On the other
Figure 2.2: Two curves with same spatial pattern and point-wise difference.
hand, we also want to make sure the surface does not significantly deviate
from the desired profile. Therefore, considering the advantages of Gaus-
sian process and targeting the limitations in existing works, we propose
an additive Gaussian process (AGP) model to characterize the geometric
profile of a wafer using data measured on a group of wafers. The AGP
model is composed of two independent Gaussian processes with different
covariance structures. The first Gaussian process is used to approximate
the unknown desired (or standard) geometric profile, whereas the second
one is used to quantify the “distribution” of spatially correlated devia-
tions from the standard profile when manufacturing process is in control.
By using this special model construction, we are able to detect point-wise
changes in the standard profile and spatial pattern changes in deviations.
We would like to highlight that we are not the only ones proposing this “ad-
ditive” concept. Ba and Joseph (2012) proposed a similar structure called
“Composite Gaussian Process (CGP)” model. However the CGP model
is mainly focused on modeling non-stationary output data from computer
simulations, which is different from our AGP model. A detailed discussion
on the differences between the CGP and AGP models will be provided in
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next section.
Since our AGP model considers a group of geometric profiles collabo-
ratively, it allows distinct measurement locations on different wafers. In
addition, only a small set of measurements need to be taken from each
wafer. Therefore, compared with traditional methods, the required mea-
surement time is significantly shortened. Based on the AGP model, we also
develop two statistical monitoring methods, the T 2 chart and the General-
ized Likelihood Ratio (GLR) chart, to rigorously analyze whether the tested
wafer conform to the standard within an acceptable variation. The pro-
posed monitoring schemes are able to detect different patterns in changes
on the geometric profile including mean shifts, variance shifts and correla-
tion shifts.
The remainder of this chapter is organized as follows: Section 2.2 formu-
lates the problem and introduces the AGP model used to model the stan-
dard geometric profile of a wafer and its deviation; Section 2.3 describes
the statistical monitoring schemes we proposed to monitor the geometric
conformity of a wafer; Section 2.4 uses extensive simulation studies to in-
vestigate the performance of the proposed method; Section 2.5 presents an
application in wafer manufacturing, which monitors the thickness of sliced
wafers;
2.2 Statistical Quantification using AGP
2.2.1 Problem formulation and notations
We assume a group of N0 wafers have been produced when the manufactur-
ing process was in control. On the ith wafer, we take measurements at ni
different locations Xi ≡ [xi1,xi2, · · · ,xini ]T with corresponding measure-
ment values Yi ≡ [yi1, yi2, · · · , yini ]T, where x denotes the two dimensional
coordinate on the wafer.
We use the function f(x) : R2 7→ R to denote the standard or desired
quality value (e.g., thickness, roughness or flatness) we expect at location
x. Due to different sources of variation in the process, each produced wafer
can be modeled as the summation of a standard profile f(x) and a random
error, that is,
yij = f(xij) + i(xij), ∀i = 1, 2, · · · , N0; j = 1, 2, · · · , ni (2.1)
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where i(xij) is the deviation of the quality measurement at location xij
on wafer i from the standard value f(xij), including both process vari-
ations and measurement errors. Different from conventional models, in
(4.1) i(xij) and i(xik), k 6= j are typically correlated because points on
the same wafer undergo similar processing conditions, which induces inher-
ent spatial correlations of the deviations between locations xij and xik. In
contrast, i(xij) and i′(xi′k), i 6= i′ can be considered as independent from
each other because different wafers are produced independently. Figure 2.3











Figure 2.3: Demonstration of notation.
When a new wafer is produced, we take measurements at locations
Xl ≡ [xl1,xl2, · · · ,xlnl ]T with values Yl ≡ [yl1, yl2, · · · , ylnl ]T. Using the
quality measurements (Xl,Yl), we want to develop a systematic monitor-
ing scheme to detect whether or not the manufacturing process is in control.
If abnormal deviations from the standard are discovered, appropriate di-
agnostic and corrective actions need to be taken to improve the process
quality.
2.2.2 AGP model
In Section 2.2.1, we use f(x) to represent the standard geometric profile
as the desired or designed output from the process. However, the exact
function is often unknown and needs to be estimated from historical data.
Considering the flexibility requirement on approximation and the charac-
teristics of spatial correlation, in this chapter we propose an AGP model
to quantify the geometric variations when the process is in control. More
12
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specifically, we assume f(x) is a realization of the Gaussian process with
mean µ and covariance function
s(xij,xik|θ1) = σ2 × exp
[−(xij − xik)T diag(θ1)(xij − xik)] , (2.2)
where θ1 is the two dimensional correlation parameter, and diag(θ1) is the
diagonal matrix with diagonal vector θ1. For demonstration purpose, in
this chapter we use the squared exponential covariance function. Other
covariance functions suggested in Rasmussen and Williams (2006) can also
be applied in the AGP model. In addition, to model the spatial correlation
in i(x), we assume i(x) i = 1, 2, · · · , N0, are independent realizations of
another Gaussian process with mean zero and covariance function
v(xij,xik|θ2) = τ 2 × exp
[−(xij − xik)T diag(θ2)(xij − xik)] . (2.3)
As a result, the observed quality measurements are simply the sum of the
realizations of two Gaussian processes, which we refer as the AGP.
Using the measurement data from in-control wafers, we can approx-
imate the standard profile f(x) and quantify the amount of variation
i(x), this provides us with a baseline to monitor newly manufactured
wafers. Combining all of the in-control measurements, we denote XIC ≡
[X1,X2, · · · ,XN0 ]T and YIC ≡ [Y1,Y2, · · · ,YN0 ]T, which has dimension
M0 × 2 and M0 × 1 respectively. Here M0 =
∑N0
i=1 ni is the total num-
ber of measurements from all in-control wafers. Also, we denote β ≡
[µ, σ2,θ1, τ
2,θ2] as the entire set of parameters in the AGP model. Given
β, we note that YIC follows a multivariate normal distribution according
to the property of the Gaussian process, with joint density function








where 1p is an p×1 vector with all ones, and Σ0 is the M0×M0 covariance
matrix of YIC . According to the AGP model, the covariance between
elements of YIC takes the form
cov(yij, yi′k) =
{
s(xij,xi′k|θ1) + v(xij,xi′k|θ2), ∀i = i′
s(xij,xi′k|θ1), ∀i 6= i′
i, i′ = 1, · · · , N0,
(2.5)
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because the deviation i(x) is assumed independent from j(x), j 6= i, and
within one wafer i(xij) and i(xik) are spatially correlated. Because of
this special structure, Σ0 is in fact the sum of two covariance matrices, as















Figure 2.4: Structure of Σ0. The grey areas are the nonzero matrix blocks
with corresponding dimension indicated in the middle.
Given the in-control measurements YIC , we can compute the distribu-
tion of the measurements at any locations on a new wafer if the process is
still in control. In particular, the measurements Yl at locations Xl on a















where Σl,0 is the nl ×M0 covariance matrix between Yl and YIC . Since
l(x) is independent from previous deviations, the elements of Σl,0 are sim-
ply s(xlj,xik|θ1),∀j = 1, · · · , nl, i = 1, · · · , N0, k = 1, · · · , ni. Similarly,
Σl is the nl × nl covariance matrix of Yl with elements s(xlj,xlk|θ1) +
v(xlj,xlk|θ2),∀j, k = 1, 2, · · · , nl. Following (2.6), the conditional distribu-
tion of Yl given YIC still follows a multivariate normal distribution with
mean vector and covariance matrix
µ˜l = µ1nl + Σl,0Σ
−1
0 (YIC − µ1M0),
Σ˜l = Σl −Σl,0Σ−10 ΣTl,0. (2.7)
In other words, when the process is in control, we expect Yl follows the
normal distribution with mean µ˜l and variance Σ˜l. We can use this infor-
14
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mation to develop monitoring statistics to detect changes in the process.
If β is unknown, it can be substituted by the estimated value βˆ, which
can be obtained by maximizing the log-likelihood function (up to a con-
stant) of the in-control samples:








(YIC − µ1M0)TΣ−10 (YIC − µ1M0)
}
. (2.8)
In the case of two-dimensional location data, β has seven dimensions, and
direct optimization of β might be difficult. In appendix 2-A, we propose
the maximum profile likelihood method which reduces the dimension of β
and has better numerical stability.
Remark 2.1. For general Gaussian process regression, the inverse of co-
variance matrix can be numerically unstable when sample size n is large.
In addition, the computation complexity is in the order of O(n3), which
significantly increases as n increases. These problems are well recognized
in the literature. On the other hand, because of many nice properties of
Gaussian process, there are many developments on large scale computation
of Gaussian process (e.g. Haaland and Qian 2011; Cressie and Johannesson
2008; Ranjan et al. 2011). These improvements have extended its appli-
cation to very large datasets. However in our application, we would not
require a large data set to construct the AGP model. Also, as shown in Fig-
ure 2.4, our covariance matrix contains a block diagonal components. This
structural advantage can help improve the numerical stability. Moreover,
given the in-control sample data, the most expensive computation in the
AGP model estimation, such as inverting Σ0, only needs to be performed
once. All subsequent predictions only involve matrix multiplication. This
further improves the computation stability.
Remark 2.2. It is also interesting to point out that our AGP model is
indeed different from the CGP model proposed by Ba and Joseph (2012),
although they look similar to each other. The CGP model is mainly focused
on tackling non-stationary simulation output. The authors uses two Gaus-
sian process covariance structures, one to model global correlation and the
other to model local correlation. Even though the resulting Gaussian pro-
cess is still stationary, it performs much better in modeling heterogeneous
simulation output compared with a single covariance structure. In fact,
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similar ideas were used in (Haaland and Qian 2011), where even more lay-
ers of covariance structures were used to improve the accuracy. However,
both models are used to approximate a single realization of a Gaussian
process. In contrast, our model was motivated by a radically different
setup. In our model, each surface corresponds to a different realization
from the underlying Gaussian process. As a result, the first component
of the Gaussian process is used to characterize the shared mean surface,
whereas the second component reflects the characteristics of the deviation
surface. Different from the CGP model that accepts measurements from
one surface (realization) as input and finds covariance function for global &
local correlation, the AGP model needs measurements from multiple sur-
faces (realizations). It then estimates the common mean function and the
distribution of the deviations from the mean. In summary, our AGP model
is different from the CGP model in both motivation and mathematical
details.
2.3 Statistical Monitoring Schemes
The AGP model provides an quantification of the geometric profiles when
the process is in control. Based on the model predictions, we can further
setup control charts to monitor the geometric quality. In this chapter, we
only consider simple Shewhart type control charts. In other words, each
new wafer is tested independently without information aggregation as in the
cumulative sum (CUSUM) chart or exponentially weighted moving average
(EWMA) chart. As a result, studying the average run length (ARL) of the
charts is equivalent to studying the α, β errors of the statistical testing
procedure.
2.3.1 T 2 test
As previously mentioned, conditioned on the historical in-control measure-
ments YIC , the measurements on a new wafer follow a multivariate normal
distribution if the process is in control. A natural choice to test whether
or not Yl conforms with the predicted distribution can be stated as
H0 : Yl ∼ N(µ˜l, Σ˜l) H1 : Yl 6∼ N(µ˜l, Σ˜l).
16
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A commonly used test statistic is the T 2 statistic: T 2l = (Yl−µ˜l)TΣ˜
−1
l (Yl−
µ˜l), which follows χ
2
nl
when H0 is true (the process is in control). When
T 2l is larger than the control limit HT , we can reject H0 (the process is out
of control). The control limit can be determined such that the α error of
the T 2 test meets a specified value ARL0.
When the number of measurements taken from each wafer are different,
the distribution of T 2l also varies according to nl. In this case, we can use
the p-value of the T 2 statistic as the monitoring statistic pl = 1−Fχ2(T 2l |ν),
where Fχ2(·|ν) denotes the cumulative distribution function (CDF) of the
χ2ν distribution with ν degrees of freedom. When pl is smaller than a given
limit Hp, we can declare that the process is out of control.
Remark 2.3. In this chapter, we focus on Phase II analysis; i.e., we as-
sume the parameters of the AGP model are known or have already been
accurately estimated. In this case, the test statistics have an exact χ2 dis-
tribution. Unfortunately, when the parameters of the model are unknown
and need to be estimated from limited samples, the test statistics do not
have known distributions. This issue is beyond the scope of this study, and
we will investigate it in our future work.
2.3.2 GLR test
Despite the simplicity of the T 2 test, it is designed to detect omnibus
changes. However, in our application, when changes are detected, we may
want to further analyse the root causes of these changes. Therefore, the
specific change types are expected to be known. Based on the engineering
knowledge, there are three typical change scenarios in surface fabrication:
mean shift, variance change, and roughness change. Figure 2.5 demon-
strates these change scenarios using one-dimensional curves as an exam-
ple. Under this circumstance, a proposed GLR test that is able to provide
change type information can be applied.
In this section, we illustrate the procedure using one example involving
multiple types of changes. In more details, we assume that when the process
is out of control, another geometric deviation is added into the model (4.1),
leading to
ylj = f(xlj) + l(xlj) + ξl(xlj), ∀j = 1, 2, · · · , nl, (2.9)
where ξl(x) denotes the additional geometric deviation due to the out-
17
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Figure 2.5: Three typical change scenarios when process is out of control:
(a) mean shift; (b) variance change; and (c) roughness change.
of-control manufacturing process. Again, without prior knowledge on the
forms of the deviation, we assume it is an independent realization of another
Gaussian process with mean δ and covariance function w(xlj,xlk|θl) = γ2×
exp
[−(xlj − xlk)T diag(θl)(xlj − xlk)], the structure of which is consistent
with (2.2) and (2.3). More important, each parameter of this new Gaussian
process component corresponds to different scenarios in Figure 2.5. For
example, the mean shifts leads to a non-zero δ; increased variance leads to
larger γ2, etc. For notation simplicity, we use Σw which depends on θl, γ
2
to represent the covariance matrix of ξl(x) evaluated at locations Xl.
According to this assumption, to test whether or not the wafer is in
conformance is equivalent to test whether the deviation ξl(x) is significantly
different from zero. In other words, the hypothesis can be stated as
H0 :Yl ∼ N(µ˜l, Σ˜l)
H1 :Yl ∼ N(µ˜l + δ1nl , Σ˜l + Σw) for some nonzero δ, γ2,θl.
Consequently, the GLR statistic in this context can be expressed as
Rl = 2 ln
supδ,γ2,θl det(Σ˜l + Σw)
−1/2 exp
[









where el = Yl− µ˜l. To find the distribution of Rl when H0 is true (process
is in control), we can reformulate the hypothesis as
H0 : δ = 0, γ
2 = 0 H1 : δ 6= 0, or γ2 > 0.
It is noted that when γ2 = 0, θl is meaningless and needs not appear in H0.
In other words, we only require non-negative θl in both H0 and H1. Since
the condition that γ2 = 0 in H0 is on the boundary of the parameter space,
18
2.4. SIMULATION STUDIES
Rl approximately follows a 50% − 50% mixture of χ21 and χ22 distribution
when nl is large according to Self and Liang (1987). Consequently, the
CDF of Rl can be expressed as
P(Rl ≤ t) = 0.5× Fχ2(t|1) + 0.5× Fχ2(t|2).
It is noted that the distribution of Rl does not depend on nl or Xl. There-
fore, the same control limit can be used regardless the number or locations
of the measurements. When Rl is larger than the control limit HR, we can
reject H0 (the process is out of control).
Remark 2.4. When an out-of-control signal is received, parameters (δ, γ2,θl)
in statistic Rl can be used to diagnose the specific change type. The GLR
test generally performs well when the changes from H0 are sufficiently char-
acterized by the alternative hypothesis. However, when the changes are dif-
ferent from the types stated in the alternative hypothesis, the performance
of the GLR test might not be satisfactory. The statistic (2.10) is only one
possible choice of the GLR statistics and is designed to characterize the
shift occur globally on the surface. If the process engineers have relevant
knowledge on the shift patterns and regions, a more specific alternative
hypothesis could be used in 2.9, and the GLR method can still be applied
based on the new hypothesis.
Remark 2.5. Generally speaking, the T 2 test does not require prior knowl-
edge on the possible shift patterns. It is suitable when the knowledge on
shift patterns is limited. On the other hand, the GLR test is developed
to detect specific types of changes determined through the alternative hy-
pothesis. A specific designed GLR test is expected to be more powerful
than a T 2 test toward certain types of changes. Unfortunately, the increase
in its detection power comes at a price: it is not robust against other type
of changes. As a result, which test to use largely depends on the practical
problems and available information.
2.4 Simulation Studies
In this section, we present some simulation studies to demonstrate the ef-
fectiveness of our proposed method. We first illustrate that the AGP model
is indeed effective in approximating complex profiles, and the estimation
procedure is numerically stable. Then we further analyze the performance
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of the statistical monitoring schemes based on the AGP model. For easier
illustration, we use a one-dimensional curve instead of a two-dimensional
geometric profile to demonstrate in this section.
2.4.1 Approximation by the AGP and its estimation
performance
We first demonstrate that the AGP model is sufficient to approximate
the complex standard profile and quantify the in-control variations from a
group of samples with spatially correlated errors. In the simulation, we use
a one-dimensional function (Shpak 1995)
y = sin(x) + sin(10x/3) + ln(x)− 0.84x+ 3, 2.5 ≤ x ≤ 7.5 (2.11)
as the standard curve. The spatially correlated error (x) was generated
from a Gaussian process with mean η = 0, τ 2 = 0.05 and θ2 = 5 in its
covariance function (2.3). We generated N0 = 10 in-control curves, with
ni = 10 measurements taken from each curve. The measurement locations
were randomly selected according to a Latin hypercube sampling (LHS)
strategy. We use maximum profile likelihood method to estimate the pa-
rameter βˆ for the AGP model and then predict y at different locations.
As a comparison, we use a Gaussian process with noisy observations
(Rasmussen and Williams 2006) which we call the Noisy Gaussian Process
(NGP) model in this chapter. The NGP model assumes yij = f(xij) +
, i = 1, 2, · · · , N0; j = 1, 2, · · · , ni to fit the data. More specifically, it
still uses a Gaussian process to approximate the standard profile f(xij) but
it simply uses an i.i.d. noise to model the deviations between individual
samples and the standard profile. Figure 2.6 compares the predicted means
and covariances at different locations using both the AGP and the NGP
models. It is shown in Figure 2.6a that the difference between mean predic-
tions from the AGP and the NGP is not significant. Both predictions are
very close to the exact function. More quantitatively, the mean prediction
from the AGP model has integrated mean squared error (IMSE) of 0.0052,
whereas the IMSE of the NGP is 0.0077. However when predicting covari-
ance, Figure 2.6d clearly shows that the NGP model failed to predict the
correct structure. This is simply because our simulation model includes a
correlated noise, whereas the NGP model with an i.i.d. noise assumption
will no longer closely fit the simulated data. In contrast, covariance predic-
20
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Figure 2.6: Predicted means and covariances using AGP and NGP mod-
els: (a) exact and predicted means; (b) exact covariance; (c) predicted
covariance using the AGP; and (d) predicted covariance using the NGP.
tion from the AGP (Figure 2.6c) is much closer to the exact case (Figure
2.6b). This comparison demonstrates that though the NGP is equally ef-
fective in mean prediction, our AGP model is overall more appropriate to
model complex profiles with spatially correlated deviations.
We also conducted extensive simulations to show that the estimation
procedure of the AGP model is accurate and numerically stable. In each
simulation replication, we generated N0 curves from an AGP model with
parameters β ≡ [µ = 1, σ2 = 0.2, θ1 = 3, τ 2 = 0.05, θ2 = 10]. n0 measure-
ments were taken from each curve based on the LHS strategy. From these
data, the AGP parameters are estimated using profile maximum likelihood
estimation (MLE) as presented in Appendix 2-A. We repeated this proce-
dure for K = 1000 times for different pairs of (N0, n0), and calculate the
bias and root mean squared error (RMSE) of each component inside βˆ.
21
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where i is the replication index. Calculations for the rest components fol-
lowed the same manner. The numerical results are summarized in Table
2.1. It clearly shows that either increasing N0 or n0 both generally reduce
Table 2.1: Bias and RMSE of the MLE of the AGP model.
(N0, n0) µ = 1 σ
2 = 0.2 θ1 = 3 τ
2 = 0.05 θ2 = 10
(10,10)
Bias -0.0043 -0.0189 0.4375 -0.0002 0.7089
RMSE 0.1824 0.1001 1.6348 0.0080 4.3834
(10,20)
Bias -0.0013 -0.0189 0.1756 0.0001 0.0011
RMSE 0.1831 0.0975 0.9608 0.0066 0.9204
(20,10)
Bias 0.0106 -0.0103 0.2528 0.0000 0.4140
RMSE 0.1903 0.1038 1.1990 0.0056 3.1826
(20,20)
Bias 0.0015 -0.0169 0.1317 0.0002 0.0001
RMSE 0.1850 0.0920 0.7562 0.0045 0.5976
the bias and RMSE. Intuitively, the size of measurements on each profilen0
contributes to the estimation of f(x), whereas the size of profiles N0 con-
tributes to the estimation of (x). Under the current experiment settings,
N0 = 10 is a sufficient sample size to estimate (x) because (x) is relatively
easy to estimate compared to the complex f(x). Therefore increasing n0
gains more improvement than increasing N0. Table 2.1 also reveals that
the parameters of the second Gaussian process component are much easier
to estimate than that of the first one. In addition, it is expected that a
more sophisticated selection method of the measurement locations could
further improve the estimation performance.
2.4.2 Performance of statistical monitoring schemes
Known in-control parameters β
In this section, we further investigate the performance of the statisti-
cal monitoring schemes proposed in Section 2.3. We start by studying
the charting performance when the standard function f(x) and the pa-
rameters of (x) are known exactly. In this case, when the process is
22
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in control, the measurements Yl at locations Xl follow normal distribu-
tion with mean fl ≡ [f(xl1), f(xl2), · · · , f(xlnl)]T and covariance matrix
Σl = [v(xli,xlj|θ2)]nl×nl . It is noted that since f(x) is exactly known, the
first Gaussian process component in the AGP model is not needed, and Σl
is obtained using a single covariance function. Consequently, the T 2 statis-
tic becomes TE2l = (Yl − fl)TΣ−1l (Yl − fl). Similarly, the GLR statistic
can be simplified as





−fl − δ1nl)T (Σl + Σw)−1(Yl − fl − δ1nl)/2
]
det(Σl)−1/2 exp
[−(Yl − fl)TΣ−1l (Yl − fl)/2] .
For comparison, we also consider another simple method called the Max-
Min statistic, which is currently used in the semiconductor industry to
monitor thickness profile of a wafer. The Max-Min statistic calculates the
difference between the largest and the smallest measurements among all
measured locations on each wafer. When the difference exceeds certain
limit HM , the process is considered to be out of control.
In this simulation, we use the same standard curve (2.11) and noise
process as in Section 2.4.1. For each wafer to be tested, we randomly
selected 20 locations to measure according to the LHS strategy. The control
limits of the T 2 test and the GLR test can be analytically obtained from





respectively. However, the control limit of Max-Min statistic can only be
obtained through simulation. We chose the control limits such that the
alpha error α = 0.01, and the corresponding control limits were HT =
37.57, HR = 8.27, HM = 5.39.
Using these control limits, we compare the performance of three tests in
detecting different types of changes including mean shifts, variance shifts
and correlation shifts. This translates to the changes in η, τ 2, θ2 from the
values listed in Section 2.4.1. In each scenario of changes, we estimated
the β error of the tests using 20 000 simulation replications. The operation
characteristic (OC) curves of different types of shifts are shown in Figure
2.7.
It shows that both the T 2 test and the GLR test can effectively detect
all three types of changes. However, the Max-Min test is unable to detect
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Figure 2.7: Comparisons of β error in detecting different types and magni-
tudes of shifts.
and the smallest measurement values remains the same (in distribution)
when η or θ2 changes. The Max-Min method also has a much larger β
error in detecting variance shifts. Furthermore, the GLR test is much more
sensitive than the T 2 test in detecting mean shift. However it is not as good
as the T 2 test in detecting variance shifts in spite of the small difference.
When detecting correlation shifts, the GLR test can detect both increasing
or decreasing θ2 ,whereas T
2 test is only able to detect increasing θ2, which
corresponds to an increased roughness of the geometric profile. On the
other hand, the T 2 test performs much better than GLR test in detecting
large shifts of θ2. This is mainly due to the fact that when θ2 changes,
the scenario is different from the alternative hypothesis (2.9) stated in the
GLR test. As a result, the general-purpose GLR test is not very effective.
However if we are interested in faster detection of the correlation shifts,
we can improve the GLR test by changing the alternative hypothesis. As
we remarked in Section 2.3.2, in general T 2 test is easy to implement and
capable of detecting multiple types of changes without assumptions on
the change scenario, whereas the GLR test is more complex yet flexible
to cater for different detection requirement and able to provide additional
information on change type. Overall both the T 2 and the GLR tests have
their own advantages. We recommend that users can choose them based
on practical considerations.
It is also interesting to note that the β error of the GLR test cannot
decrease to zero even for a large magnitude of θ2 shift. This might be
explained by Nyquist-Shannon sampling theorem (Shannon 1949). Recall
that the GLR test needs to estimate the shifted parameters from the data.
Thus, with a finite sample size (20 in the simulation), it is unable to es-
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timate large θ2 value that corresponds to high frequency changes in the
observations. To confirm this, we chose different numbers of measurements
(nl=10, 20 and 30) on each wafer and adjusted the control limits such that
their α errors were equal. The performance of these tests when different nl
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Figure 2.8: Comparison of detection performance when using a different
number of measurements on each wafer.
to a better performance in detecting correlation shifts for both the T 2 test
and the GLR test. Their performance in detecting variance shifts is also
improved with larger nl, although the improvement is relatively small. As
a result, if the correlation changes (roughness changes) are of major inter-
est, it is better to take more measurements from each wafer to conduct the
statistical tests.
Unknown in-control parameters
The simulation studies in the earlier part of Section 2.4.2 compared the
testing performance in the ideal case in which both f(x) and the process
parameters of (x) are known exactly. In practice, this information is typi-
cally unknown, and we need to use the AGP model and corresponding tests
developed in Section 2.2.2 and Section 2.3. As we would expect, with less




When the AGP model parameters β are known, and predictions are
correct, the T 2 test statistic exactly follows χ2nl distribution ,whereas the
GLR test statistic (2.10) asymptotically follows the mixture χ21 and χ
2
2
distribution when nl is large. However, when the parameters are estimated
from historical data, these results are no longer valid. Simply using the
critical values derived from the theoretical distributions can lead to different
α errors from those designed (Jensen et al. 2006). To investigate the impact
of parameter estimation and model approximation on the real α error, we
designed the following simulation study.
In this simulation, we chose different combinations of in-control samples
(N0, n0). We also considered different number of testing samples nl=10, 20
and 30. In each replication, the in-control data were generated based on the
specific setting, and the parameters of the AGP model were estimated from
the data. When the critical values were determined based on the theoretical
distributions with nominal error α0, we were able to estimate the real α
error using 20 000 testing replications. This procedure is repeated for 200
times, and the mean and standard error of the real α error are reported in
Table 2.2.
Table 2.2: Average and standard error (in the parenthesis) of the real α
error of the GLR and T 2 tests with nominal α0 = 0.05, 0.01.
α0 = 0.05 α0 = 0.01
(N0, n0) nl GLR T
2 GLR T 2
(10,10) 10 0.051(0.0020) 0.046(0.0019) 0.019(0.00136) 0.020(0.00126)
20 0.056(0.0021) 0.035(0.0022) 0.036(0.00215) 0.023(0.00168)
30 0.051(0.0021) 0.022(0.0019) 0.032(0.00202) 0.017(0.00188)
(10,20) 10 0.047(0.0016) 0.050(0.0018) 0.013(0.00112) 0.014(0.00084)
20 0.056(0.0016) 0.049(0.0016) 0.019(0.00129) 0.021(0.00156)
30 0.048(0.0015) 0.025(0.0017) 0.017(0.00133) 0.007(0.00062)
(20,10) 10 0.049(0.0016) 0.052(0.0017) 0.013(0.00079) 0.015(0.00091)
20 0.051(0.0015) 0.041(0.0019) 0.020(0.00131) 0.015(0.00128)
30 0.046(0.0014) 0.022(0.0020) 0.021(0.00160) 0.012(0.00151)
(20,20) 10 0.044(0.0012) 0.048(0.0014) 0.010(0.00051) 0.012(0.00069)
20 0.049(0.0014) 0.048(0.0014) 0.013(0.00069) 0.016(0.00106)
30 0.046(0.0016) 0.011(0.0009) 0.011(0.00066) 0.002(0.00021)
The table reveals that more in-control samples or a larger M0 = N0×n0
can indeed lead to a smaller discrepancy between the real α error and the
nominal α error. In particular, a larger N0 rather than a larger n0 is more
effective in reducing the difference. Also, it appears that nl has a negative
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effects on the accuracy of the α error, especially when nl > n0. If a smaller
α0 is required, more in-control samples are needed to compensate for the
effects of the estimated parameters.
When comparing their performance in detecting different types of shifts,
we adjusted the control limits such that all the tests had the same real α
error of 0.01. Both the T 2 test and the GLR test were constructed from
each of the three cases: Exact, AGP and NGP. Here Exact refers to the
case when all the in-control parameters are known as in Section 2.4.2. The
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Figure 2.9: β errors of the T 2 and the GLR test when different models are
used, with N0 = 20, n0 = 20, nl = 20.
It shows that the differences between the AGP model and the exact sce-
nario are small in most cases. In contrast, tests based on the NGP model
are generally worse than those based on the AGP model except for the mean
shifts scenario. As compared in Section 2.4.1, the NGP model is as effective
as the AGP model in prediction of the mean. Therefore, their GLR test
performances in mean-shifts scenario do not differ too much. However as
we can observe from the figure, the T 2 test using the NGP model seems to
be better than that using the AGP model and even Exact case. This is be-
cause NGP model does not account for spatial correlation between samples.
As a result, T 2 statistic is more sensitive when the mean changes in one
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direction. A similar phenomenon in the context of time series data monitor-
ing has been reported in (Zhang 1998). He found that when the time series
are correlated, directly monitoring the samples (without accounting for the
correlation) has better performance in detecting mean shifts than moni-
toring the residuals (uncorrelated when the time series model is correct).
In practice however, it is impractical to adjust control limits because we
cannot use simulation to evaluate the real α error. When using the limits
based on nominal α errors, the real α error can be far away from the nom-
inal ones. Similar findings have been reported in the literature (Neuhardt
1987; Montgomery et al. 1991). In summary, the presented results confirm
that the AGP model is more suitable for approximating complex profiles
with spatially correlated errors. Consequently, charts based on the AGP
models generally have better performance in monitoring a variety of shifts.
Similar to the influence on α error when the in-control parameters are
unknown, the number of in-control samples N0, n0 also has an impact on
the detection performance. Using the same pairs of (N0, n0), we compare


























0.0 0.1 0.2 0.3 0.4 0.5
Mean
T2
0.1 0.2 0.3 0.4 0.5
Variance
T2









(10,10) (20,10) (10,20) (20,20)
Figure 2.10: OC curves using different in-control sample sizes for the AGP
model. The number of testing sample nl = 20.
Again, it shows that a larger in-control sample size generally leads to a
faster detection of different shifts. The improvement is especially evident in
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detecting variance and correlation shifts. In contrast, only a marginal im-
provement can be observed in detecting mean shifts. Together with earlier
findings in this section, we can conclude that more in-control samples are
beneficial for the monitoring performance and resulting in a more accurate
α error and lower β error. In the case with limited in-control samples, a
self-starting strategy (Sullivan and Jones 2002) can be used to continuously
improve the AGP model estimation during the monitoring process.
2.5 Application of Monitoring Wafers’ Thick-
ness Profiles
In this section, we apply our proposed method to monitor the thickness
profile of silicon wafers after the slicing process. The data are collected
from a real semiconductor fabrication plant (with preprocessing to remove
sensitive information). A total of 38 wafers were measured, among which
8 wafers were identified as normal and used as in-control samples.
Although a perfectly flat wafer surface is desired, variations in the man-
ufacturing process often cause roughness in its thickness profile. However,
as long as the deviations from flat surface is acceptable, the surface can be
considered as in control. Figure 2.11a demonstrates heat maps of the Gaus-
sian process-predicted thickness profile of two different in-control wafers.
Each prediction used 480 measurements at different locations. These two
(a) (b)
Figure 2.11: Examples of wafer thickness predictions using a single Gaus-
sian process model: (a) wafer no.2 and (b) wafer no.7.
heat maps together with subsequent heat maps use the same color scale
as in Figure 2.1. Figure 2.11 clearly indicates that the wafer is not as flat
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as we expect and not very smooth due to process variations. More im-
portant, the thickness profiles of the in-control samples are quite different,
which makes it a challenge to monitor the geometric quality using existing
methods.
To monitor the remaining wafers, we used the eight in-control wafers
to fit the AGP model. we collect 60 measurements from each of the in-
control samples using a space-filling sampling strategy. These data were
used to estimate the parameters of the AGP model. The MLE values were
obtained as µˆ = −0.0159, σˆ2 = 0.0043, θˆ1 = [1.29× 10−4, 3.82× 10−4], τˆ 2 =
0.0022, θˆ2 = [0.0051, 0.0061]. Figure 2.12 shows the predicted standard
thickness profile from the AGP model. It is interesting to note that the
Figure 2.12: Predicted standard thickness profile using the AGP model.
standard profile is not a simple flat surface. This is because the raw silicon
ingot is highly likely to undergo stress deformation during slicing process,
which results in the slicing direction being non-perpendicular to the axial
direction of ingot. Therefore, the thickness profile of a sliced wafer turns
out to have a specific geometric feature, whose common pattern can be
depicted by the standard profile. Despite the non-flatness, compared with
Figure 2.11 we can observe that the standard profile is much smoother
because the process variation has been filtered out from the standard in
the AGP model. In addition, the deviations between each in-control sample
and the standard profile were obtained and used to quantify the process
variations. These eight deviation profiles have been inspected numerically.
The results indicate that the spatial patterns of these deviations are similar
and consistent with the AGP model assumption.
Based on the estimated AGP model, we can setup the T 2 test and the
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GLR test to determine whether or not the rest 30 wafers are in conformance.
From each wafer to be tested, 120 measurements were taken using the
space-filling sampling strategy. Both test statistics were calculated using
the procedures discussed in Section 2.3. To compare the T 2 test and the
GLR test, we converted the test statistics to the p-values, and the results are
shown in Figure 2.13. The testing results indicate that most of the wafers























Figure 2.13: The p-values of the T 2 test and the GLR test on the remaining
30 wafers.
are conforming to the standard with acceptable variations. However, there
are also a few wafers failed both tests with α = 0.01. In Figure 2.14 in the
appendix 2-B, these thickness profiles are shown in more details, and they
indeed display discrepancies from the standard profile and other in-control
wafers. These failed wafers are either much thicker or thinner in particular
regions and overall much rougher compared with in-control samples and
the standard profile.
We notice that Wafer no.12 failed the GLR test but passed the T 2
test. Analyzing the parameters of the GLR statistic we found that it is
the variance shift causing that Wafer no.12 to fail the GLR test. As we
can observe from Figure 2.14a, the thickness profile in the northeast region
fluctuates a lot, which increases the overall variance. If the measurements
happened to miss or did not sufficiently investigate on this region, this
test might not detect abnormality on this wafer. This issue also raises
the importance of sampling strategy. It is expected that by adaptively
selecting the measurement points based on existing sampling information,




2-A Maximum profile likelihood of the AGP model
To estimate the AGP model parameters from in-control measurements, we
need to maximize the likelihood function (2.8). However, direct optimiza-
tion is easily trapped in local optima. The scales of each dimension are
also generally quite different, making the optimization more difficult. To
improve the optimization performance, we can reduce its dimension by
maximizing the profile likelihood.
In more details, given θ1 and θ2, the two correlation matrices are com-
pletely determined. The first correlation matrix is denoted as S, with ele-
ments s(xij,xi′k|θ1). Because of the independence of i(x) for different i,
the second correlation matrix is a block diagonal matrix V = diag(V1,V2,
· · · ,VN0), where Vi has v(xij,xik|θ2) j, k = 1, · · · , ni in each entry. Ac-
cording to the physics of the process and observed data, often σ2 > τ 2 and
θ2 > θ1, where the inequality between two vectors shall be interpreted as
element-wise comparison. This is because the standard profile often has
larger variation but smoother transitions compared with the deviation pro-
file due to process variations. Consequently, we can define τ 2 = ρ ·σ2, with
0 ≤ ρ ≤ 1.
Using these notations, the log-likelihood with respect to µ, σ2 and ρ can
be expressed as
lr = −M0 lnσ−1
2
ln det(S+ρV)−(YIC − µ1M0)













(YIC − µ1M0)T (S + ρV)−1(YIC − µ1M0)
M0
,
σ2 Tr[(S + ρV)−1V] =
Tr[(S + ρV)−1V(S + ρV)−1(YIC − µ1M0)(YIC − µ1M0)T ], (2.13)
where Tr(S) denotes the trace of the matrix S. The first two equations in
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(2.13) are self-explanatory, while the third one can be transformed to
(YIC − µ1M0)T (S + ρV)−1V(S + ρV)−1(YIC − µ1M0)






by plugging in the expression of σ2. When M0 is large, the inverse of S+ρV
may still take some time for each different ρ. We can significantly shorten
the computational time by noting that S + ρV = V1/2(V−1/2SV−1/2 +
ρIM0)V
1/2, where IM0 is the identity matrix of dimension M0 ×M0, and
V = V1/2 ·V1/2. Taking the singular value decomposition V−1/2SV−1/2 =
PΛPT , we have (S + ρV)−1 = V−1/2P(Λ + ρIM0)
−1PTV−1/2. As a result,
ρ only appears in the diagonal matrix (Λ + ρIM0)
−1, and all the compu-
tationally intensive operations such as Cholesky decomposition, singular
value decomposition and most matrix multiplication only need to be cal-
culated once for different ρ.
Using this computational efficient procedure, we can find the solution to
(2.14) in the interval [0, 1]. If no solution exists in this interval, one of the
end point ρ = 0, 1 with largest likelihood value will be selected. Denoting
ρ¯ as the value selected which maximizes lr, we can obtain µ¯, σ¯
2 based on
the first two equations in (2.13). Then the maximum profile log-likelihood
becomes (up to a constant)
l¯r(θ1,θ2) = −M0 ln σ¯ − 1
2
ln det(S + ρ¯V), (2.15)
where all the quantities depend on θ1,θ2 explicitly or implicitly. As a
result, the MLE estimator can be found by
(θˆ1, θˆ2) = arg max
θ1,θ2
{
−M0 ln σ¯ − 1
2
ln det(S + ρ¯V)
}
. (2.16)
This optimization problem is much easier because the variables have similar
scales, and the dimension is reduced. µˆ, σˆ2 and ρˆ can be calculated using







Figure 2.14: Thickness profiles of the wafers those failed the tests: (a) wafer
no.12; (b) wafer no.23; (c) wafer no.24; (d) wafer no.26; (e) wafer no.28;
and (f) wafer no.30.
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CHAPTER 3
EVALUATING PROCESS CAPABILITY USING
MIXED-EFFECTS GAUSSIAN PROCESS MODEL
3.1 Introduction
The semiconductor industry has achieved tremendous development in the
past decades along its advancing roadmap: packing more smaller transis-
tors onto the chips to make them work faster. This roadmap has also been
bringing challenges to those fabrication plants for keeping up with the in-
creasing production demands. During semiconductor manufacturing, the
uniformity of a silicon wafer’s surface is one of the most critical contributors
to the process yield (Buckner et al. 1997). To meet customers’ specification
of wafer’s quality, many fabrication plants implement Continuous Quality
Improvement (CQI) practices, within which quantifying the capability of
the manufacturing process is an essential step. The capability index is a
statistical measure of the process capability, and is generally defined by the
ratio compares the actual variability of a process to its allowable amount
(Kane 1986; Polansky and Kirmani 2003). For example, to evaluate the
capability of the chemical-mechanical planarization (CMP) process, engi-
neers typically take measurements at several different sites on the processed
wafer surface. Then the capability of the CMP process is quantified using















where U and L are engineering specified upper and lower limits, µ and σ
are process mean and variance. Cp compares the spread of the process to its
specified limits, whereas Cpk further considers how the process is centered
within its specified limits. A process with Cpk value of 2 is desired in the
Six Sigma management.
To calculate Cpk value, the estimations of µ and σ are typically ob-
tained through in-situ measurements. Most of the statistics or industrial
handbooks instruct practitioners to use sample mean and sample standard
deviation when the process is in control, see Czitrom (1997); Doering and
Nishi (2007) for examples. This calculation is based on the assumption that
the measurements are independently distributed. However this assumption
is invalid in most of the semiconductor applications for the measurements
lack independence due to the batch nature of the semiconductor processing
(Czitrom 2003). To demonstrate this issue, we provide a multi-vari chart of
thickness measurements in Figure 3.1. This figure clearly displays multiple
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Figure 3.1: Multi-vari chart of the thickness measurements for four lots,
six wafers per lot, and 17 sites per wafer.
sources of variation. The changes in the lot means indicate the lot-to-lot
variation. The wafers within each lot are slightly correlated as they share
the same processing conditions. We can still observe the wafer means vary,
indicating there also exists the wafer-to-wafer variation. In addition, the
vertical spread of measurements shows the site-to-site variation. These are
the three typical sources of variation and they are reported in many studies
as well, see Hurwitz and Spagon (1997); Czitrom (2003) for examples. To
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estimate the total variance for calculating Cpk, we shall firstly obtain these
variance components. Besides, simply using Cpk to evaluate the process is
insufficient since it loses the information on the ratio of the variance com-
ponents. This ratio is important because it can determine which source is
the most critical one that affects the wafer quality and should becomes the
main improvement target. On the other hand, Czitrom (2003) reported
that Cpk is affected by the sampling plan. If the sampling plan does not
take into account the ratio of variance component, the resulting Cpk can be
misleading. As a consequence, the key to evaluation the process is accurate
estimations of these variance components.
There mainly exists two approaches to estimate the variance compo-
nents in the literature. The first approach assumes the components corre-
sponding to each of the sources are independently distributed. The variance
of each component is then estimated using method of moments based on an
analysis of variance (ANOVA) table, see Hurwitz and Spagon (1997); Lynch
and Markle (1997); Milliken (2003) for examples. Despite considering dif-
ferent sources of variation, this approach does not identify the correlation
between measurements at different sites on each wafer. However in prac-
tice, the site-to-site variation is typically correlated. Figure 3.2 presents a
contour of a wafer’s thickness profile. The displayed spatial patterns im-














Figure 3.2: Demonstration of a wafer surface, the blue dots represent pos-
sible measurement sites.
plies a positive spatial correlation in the site-to-site variation for physically
adjacent points experience similar process conditions. Failing to identify
the positive correlation will result in an underestimate of the true site-to-
site variance. The second approach formulates the wafer measurements as a
nested mixed-effect model. The mixed-effects model assumes the measure-
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ments follow normal distribution such that the variance components can
be estimated via maximum likelihood (ML) estimation. The components
in this model are not necessarily to be independently distributed. However
in the existing studies (e.g., Milliken 2003; Pinheiro and Bates 2006), the
site-to-site effect is still treated as independent and identically distributed
(i.i.d.) random term. Despite the easier computation, the current mixed-
effects model does not take the spatial correlation among measurements as
well.
To account for the spatial correlation among site-to-site variation in
wafer measurements, Gaussian process recently has emerged as a competi-
tive candidate model for its capability of handling spatially correlated data
(Cressie and Cassie 1993). Based on Gaussian process model, studies on
sequential sampling strategy (Jin et al. 2012), process control (Plumlee
et al. 2013), profile monitoring (Wang et al. 2014; Zhang et al. 2015) are
reported for semiconductor applications in the literature. However, the
Gaussian process models in these studies are mainly built for modeling the
site-to-site variation on a single wafer. And other sources of variation are
not taken into account in these models. Targeting on the limitations in
the current studies, in this chapter we propose a mixed-effects Gaussian
process model to characterize the measurements with multiple sources of
variation. We model the lot-to-lot, wafer-to-wafer and site-to-site variation
as random effects. Furthermore, the site-to-site effect is modeled as a zero-
mean Gaussian process with parametric covariance kernel (Rasmussen and
Williams 2006) to account for the spatial correlation. To mitigate the dif-
ficulty in estimating the mixed-effects model parameters, Laird and Ware
(1982) suggest an expectation-maximization (EM) algorithm to obtain the
ML estimators. We modify this EM method to adjust for the Gaussian pro-
cess term, and the estimation performance is studied via one-dimensional
simulated profiles. We also present a case study using measurements from
a wafer fabrication plant to demonstrate the proposed model.
The remainder of this chapter is organized as follows: Section 3.2 for-
mulates the mixed-effects Gaussian process model; Section 3.3 provides
the EM methods for estimating the model parameters; Section 3.4 studies
the estimation performance using one-dimensional simulated data; Section
3.5 further presents a case study to demonstrate evaluating a chemical-
mechanical planarization process using the proposed model.
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3.2 Mixed-Effects Gaussian Process Model
In this section, we introduce a mixed-effect Gaussian process model to
characterize measurements on different wafers from different lots. We first
formulate the problem as a linear mixed-effect model. Taking the site-to-
site correlation into consideration, we then use Gaussian process to model
the residuals. When the model parameters are known, we can obtain in-
ferences on the manufacturing process.
3.2.1 Linear mixed-effects model
We assume a total of N lots of wafers have been produced during last
the period of manufacturing process. The ith lot contains ni wafers. And
on the jth wafer within the ith lot, we take mij measurements at differ-
ent coordinates (xij1,xij2, . . . ,xijmij), obtaining the corresponding values
(yij1, yij2, . . . , yijmij).
Considering different sources of variation, the measurements can be
modeled as a summation of four components
yijk = µ+ αi + βij + εijk. ∀i = 1, 2, . . . , N ;
j = 1, 2, . . . , ni
k = 1, 2, . . . ,mij (3.2)





surements. αi and βij represent the lot-to-lot and wafer-to-wafer variations
respectively, and we assume αi ∼ N (0, σ2L), βij ∼ N (0, σ2W ). Since each lot
is produced independently, αi is independent of αi′ for any i 6= i′. Similarly
βij is independent of βi′j′ for either i 6= i′ or j 6= j′ since wafers receive
independent treatment even if they are within the same lot.
Different from conventional models, we do not assume the residuals εijk
are independently distributed since they contain the information on site-
to-site variations. Instead, εijk and εi′j′k′ are typically correlated providing
i = i′ and j = j′, because points on the same wafer experience similar
physical conditions during manufacturing. On the other hand, εijk and
εi′j′k′ are independent if i 6= i′ or j 6= j′. We further assume the collection
(εij1, εij2, . . . , εijmij) have a multivariate normal distribution N (0,Λij).
The above relationships can be summarized in the context of linear
mixed-effect model. With yij ≡ [yij1, yij2, . . . , yijmij ]T, let yi ≡ [yi1,yi2, . . .
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,yini ]
T denote all the Mi =
∑ni
j mij measurements in the ith lot, and let εi
similarly denote the Mi residuals representing site-to-site variations, then
yi can be expressed as
yi = Xiβ + Ziui + εi, ∀i = 1, 2, · · · , N. (3.3)
Generally, Xi is the Mi×p design matrix and β is the p×1 coefficient vector
corresponding to the fixed effects. In the case of Equation (3.2), p = 1 and
Xiβ becomes µ1 since we only consider the mean of process response the
fixed effect. However we would like to preserve the general form of Xiβ in
the formulations since this would allow our model to incorporate process
covariates in the subsequent analysis, for example, if we want to study the
expected thickness under different spin speeds, pressures, or temperatures
in the chemical-mechanical planarization process.
The second term Ziui corresponds to the random effects for lot-to-
lot variation and wafer-to-wafer variation. Since the wafer-to-wafer effect
is nested in each lot, Zi hence has a nested structure as demonstrated










Figure 3.3: Nested structure of Zi, the gray areas are vectors of 1.
lot effect within the ith lot. The rest ni columns consists of a block-
diagonal matrix with each block being a vector of 1s, relating to the wafer-
to-wafer effects. And the random-effects coefficient ui hence is a (1+ni)×1
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vector and independently has a multivariate normal distribution N (0,Di),




W , . . . , σ
2
W ) is a (1 + ni)× (1 + ni) diagonal matrix.
Furthermore, εi independently follows multivariate normalN (0,Λi), where
Λi = diag(Λi1,Λi2, . . . ,Λini) is a block diagonal matrix.
With the above assumptions, yi for all i = 1, 2, . . . , N are independently
distributed as N (Xiβ,Vi) where Vi = ZiDiZTi + Λi. Therefore, the joint
density of the measurements from all N lots can be obtained as












(yi −Xiβ)TV−1i (yi −Xiβ)
]
. (3.4)
3.2.2 Gaussian process model for the residuals
In the mixed-effects model (3.3), we assume the residual εijk at site xijk
has a variance-covariance matrix Λij. However, the form of Λij is unknown
and can hardly be estimated from yi since the measurement sites xijk may
vary on different wafers. Empirically, εijk and εijk′ exhibit an inherent
spatial correlation as the closer in distance they are, the stronger positive
correlation they have. This can be explained by the fact that physically
adjacent points are experiencing more similar treatment conditions. Con-
sequently, we assume εijk can be modeled by a zero-mean Gaussian process
GP(xijk) indexed by the site coordinates xijk. The covariance of GP(xijk)
is defined by the function k(·, ·) : R2 7→ R, which is determined by the
distance between two sites xijk and xijk′ .
There are many parametric forms for k(·, ·), and among all choices
the exponential family and mate´rn family are most commonly used. The
squared-exponential covariance function is a typical choice for modeling














where σ2S denotes the site-to-site variance. In Equation (3.5), θ is the
length-scale parameter controlling how strong the spatial correlation is.
A lager θ results in a stronger correlation, thus the surface tends to be
more flat. This can be demonstrated in Figure 3.4. which 3.4 implies that
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Figure 3.4: Generated surfaces using different θ: (a) θ = 2 and (b) θ = 7.
by introducing θ, the mixed-effect Gaussian process model is flexible to
capture different spatial patterns on the wafer surface.
Let Θ ≡ [β, σ2L, σ2W , σ2S, θ]T denote the whole parameter set in the
mixed-effect Gaussian process model. If Θ can be estimated from yi, we
can easily calculate the process capability indexes using (3.1). Addition-
ally, at any sites x∗ij that are not necessarily within the measured sites
(xij1,xij2, . . . ,xijmij) on the jth wafer in the ith lot, the joint distribution























ij,xi), Zij is the
rows corresponding to the jth wafer in Zi as demonstrated in Figure 3.5,






Figure 3.5: Demonstration of Zij.
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From (3.6) we can obtain the conditional mean and variance of y∗ij
E(y∗ij|yi) = Xijβ + Σ∗,iV−1i (yi −Xiβ), (3.7)
V(y∗ij|yi) = Σ∗,∗ −Σ∗,iV−1i ΣT∗,i, (3.8)
and these conditional statistics are commonly known as the predictions of
Gaussian process in the context of regression. When the process capability
turned out not satisfying, we can use (3.7) and (3.8) to reproduce a con-
tinuous surface profile of the wafers. And together with other monitoring
schemes (e.g., Zhang et al. 2015), we are able to allocate the abnormal
wafers or lots, and subsequently diagnose the root causes of the problems
and determine targets for quality improvement.
3.3 Estimating Parameters using EM
To estimate the model parameter set Θ, a natural choice is to use ML
estimation via optimizing the log-likelihood function from (3.4)
Θ̂ = arg min
Θ












(yi −Xiβ)TV−1i (yi −Xiβ). (3.9)
Nevertheless, since Θ has at least five dimensions, and each dimension is
quite different in scales, a direct optimization of Θ is difficult and may
easily be trapped in local optima. Therefore in this section, we propose
using an EM algorithm to obtain the ML estimator Θ̂.
We first derive the EM estimation results by preserving the general
forms of Di and Λi providing Di and Λi are symmetric and positive-














3.3.1 Estimations with general forms of Di and Λi
We assume the complete data consists of yi and ui for all i, but only yi



















3.3. ESTIMATING PARAMETERS USING EM
Rewrite the parameters to be estimated as Θ = [β,D1, . . . ,DN ,Λ1, . . . ,ΛN ]
T,
the log-likelihood of the complete data [y1,u1,y2,u2, . . . ,yN ,uN ]
T can be
obtained as


















































recalling that εi = yi−Xiβ−Ziui. The derivation from (3.11) to (3.12) is
based on the results of determinant-by-block and inversion-by-block. The








i ui. We can then derive their
expectations conditioned on yi respectively.





























i (yi −Xiβ),Λi −ΛiV−1i Λi
)
. (3.15)
Consequently, we obtain the conditional expectations










where Tr denotes the trace operator. The estimations of Θ can be an-













i E(yi − Ziui|yi)
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i E(Xiβ + εi|yi), (3.18)
D̂i = E(ui|yi)E(ui|yi)T + V(ui|yi), ∀i = 1, 2, . . . , N, (3.19)
Λ̂i = E(εi|yi)E(εi|yi)T + V(εi|yi), ∀i = 1, 2, . . . , N (3.20)
where + denotes the pseudo inverse. It is noted that if each lot contains
the same number of wafers, Di will become identical for all i = 1, 2, . . . , N .
In addition, if the measurement sites (xij1,xij2, . . . ,xijmij) are balanced in
size and aligned in location for all wafers, then all Λi are identical as well.





















By plugging in the conditional distributions defined in (3.14) and (3.15),










































































































3.3. ESTIMATING PARAMETERS USING EM
3.3.2 Estimations with specific forms of Di and Λi





W , . . . , σ
2
W ) and Λi is determined by k(·, ·|σ2S, θ), the EM
iterations in (3.24),(3.25),(3.27),(3.28) cannot guarantee that Di and Λi
preserve these specific forms. Since Di and Λi are parameterized in this






To estimate σ2L, σ
2




L as a 1 × 1 matrix and Dli =
diag(σ2W , . . . , σ
2



























the partial log-likelihood of σ2L, σ
2
W as
















































Then σ2L and σ
2
W can be estimated via maximizing the conditional expec-
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Similarly, σ2S and θ can be estimated via maximizing the expectation of
































However, this computation require using existing optimization methods
such as Newton-like or derivative-free heuristic algorithms. These meth-
ods are integrated in most of the modern computation softwares such as
Python, R and Matlab.








































































































































Remark 3.1. By assuming Di and Λi have parametric forms, the model
parameters can be estimated without balancing measurements. In other
words, each lot can contains varied numbers of wafers, and the measure-
ment sites on each wafer are not necessarily aligned. Actually this unbal-
anced scenario is quite common in practice. We also note the computation
of EM steps involves inverting Vi and Λi(σ
2
S, θ), which might be numeri-
cally unstable if the matrices are ill-conditioned. We suggest implementing
the EM algorithm together with computational approaches, e.g., adding
a small amount of value to the diagonal before inverting if the matrix’s
condition number exceed specified threshold (Ranjan et al. 2011). Other
commonly used numerical techniques such as QR decompositions (Lind-
strom and Bates 1988) can also be applied.
3.4 Simulation Study on the Parameter Es-
timations
In this section, we conduct numerical studies to test if the proposed EM ap-
proach can effectively estimate the parameters when data are simulated in
consistent with model assumptions. For easier demonstration purpose, the
numerical experiments were conducted on one-dimensional curve profiles.
We generated N = 50 lots of profiles in total, with balanced size of ni = 20
profiles in each lot. Each profile is a summation of four components:
1. a deterministic function f(x) = 3 + 2x, x ∈ [0, 1] as the fixed-effect,
2. a lot-to-lot effect with variance 0.8,
3. a profile-to-profile effect nested in each lot, with variance 1.2,
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4. a spatially correlated residual representing the site-to-site effect, with
variance 0.6 and length-scale 0.3 defined in (3.5).
Figure 3.7a shows a few profiles from two different lots. As we can clearly


























Figure 3.7: Demonstration of the simulated testing profiles: (a) selected
profiles in Lot #1 and Lot #2; (b) measurements on Profile #1.
observed from the figure, the lot-to-lot effect determines the shared inter-
cept of a group, whereas the wafer-to-wafer effect further distinguishes in-
dividuals. The spatially correlated residual additionally affects the shapes
of these profiles. On each profile, we take measurements at six equally
spaced site (0, 0.2, 0.4, 0.6, 0.8, 1). These measurements are demonstrated
on profile #1 in Figure 3.7b. The true parameters for these generated data
are summarized as Θ ≡ [β0 = 3, β1 = 2, σ2L = 1.7, σ2W = 0.5, σ2S = 0.2, θ =
0.3]T.
To estimate Θ, without much prior information we could initiate the
EM algorithm from the starting point Θ(0) = [β0 = 1, β1 = 1, σ
2
L = 1, σ
2
W =
1, σ2S = 1, θ = 1]
T, and stop the iterations if either the relative convergence
criterion
‖Θ(t+1) −Θ(t)‖
‖Θ(t)‖ < 1× 10
−4
or the maximum computation budget t = 5000 has been met. Table 3.1
shows the results of estimation from selected iterations. Each iteration in-





S and θ converge to their maximum likelihood estimator relatively
faster that it only takes about 15-16 iterations. In contrast, β0 and σ
2
L are
still far away from their maximum likelihood estimators when others have
converged, and it takes 2144 iterations in total for them to converge. The
slow convergence of EM algorithm is acknowledged as a common issue in
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Table 3.1: EM iterations starting from [1, 1, 1, 1, 1, 1]T.
iteration log-likelihood β0 = 3 β1 = 2 σ
2
L = 1.7 σ
2
W = 0.5 σ
2
S = 0.2 θ = 0.3
0 -81496.100 1 1 1 1 1 1
1 -2792.701 0.550 2.030 7.662 0.893 2.160 0.789
2 -356.993 0.545 2.076 8.353 0.672 1.329 0.680
3 982.044 0.556 2.073 8.307 0.520 0.875 0.605









14 4818.419 0.608 2.022 8.145 0.487 0.207 0.300
15 4818.462 0.610 2.022 8.139 0.488 0.206 0.300









2142 4894.516 2.957 2.022 1.755 0.488 0.206 0.300
2143 4894.520 2.958 2.022 1.755 0.488 0.206 0.300
2144 4894.524 2.958 2.022 1.755 0.488 0.206 0.300
the literature (Givens and Hoeting 2012). And this raises the importance
of choosing a proper starting point.
To speed up the convergence, we shall choose a starting point close to
the optimal estimators. For estimating β0 specifically, a rational choice is
to use the sample intercept as an initial guess of β0. Thus we could use
the mean of those measurements at site x = 0 as starting value of β0, i.e.
β
(0)
0 = 3.144. Obtaining the initial guesses for other parameters, however,
requires additional analysis. For demonstration purpose we remain the
starting values for other parameters unchanged to see how much improve-
ment we can achieve by only changing β
(0)
0 . We run the EM iterations from
the starting point Θ(0) = [3.144, 1, 1, 1, 1, 1]T, and present the snapshot of
this run in Table 3.2. We can observe that though β0 is still the last pa-
rameter converges to its maximum likelihood estimator, the total iterations
needed is significantly reduced. In practice, another possible approach is
Table 3.2: EM iterations staring from [3.144, 1, 1, 1, 1, 1]T.
iteration log-likelihood β0 = 3 β1 = 2 σ
2
L = 1.7 σ
2
W = 0.5 σ
2
S = 0.2 θ = 0.3
0 -81180.926 3.144 1 1 1 1 1
1 -17681.172 2.642 2.030 1.825 0.878 2.158 0.789
2 -6479.178 2.633 2.077 1.933 0.861 1.308 0.608
3 -2706.718 2.653 2.052 1.922 0.682 0.716 0.487









476 4894.518 2.957 2.022 1.755 0.488 0.206 0.300
477 4894.522 2.958 2.022 1.755 0.488 0.206 0.300
478 4894.526 2.958 2.022 1.755 0.488 0.206 0.300
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to set multiple starting points according to a spacing-filling design from
the parameter space. We then let the optimization start from these points
parallelly. Once all estimators are obtained, we could compare them in
terms of likelihood value and choose the best solution.
3.4.1 Estimation performance
We shall note that the ML estimator Θ̂ obtained in Table 3.1 or Table 3.2 is
a conditional estimator and may vary from samples to samples. Therefore,
to study the estimation performance, we repeat generating profiles from
Θ for δ = 200 times, and replicate the estimation procedures for each
generation. We calculate the mean, bias and root-mean-square error for
each parameter inside Θ̂. Since these parameters have different scales, we
can use the normalized root-mean-square error (NRMSE) to compare their













Calculations for the other parameters follow the same manner. The results
are summarized in Table 3.3. Again, the results indicate that both β0 and
Table 3.3: Summary of the estimation results.
β0 = 3 β1 = 2 σ
2
L = 1.7
Mean 2.836 1.998 1.719
Bias −1.676× 10−1 −2.189× 10−3 1.908× 10−2
NRMSE 8.871× 10−2 8.843× 10−3 2.209× 10−1
σ2W = 0.5 σ
2
S = 0.2 θ = 0.3
Mean 0.500 0.200 0.300
Bias 3.209× 10−4 −1.422× 10−4 −1.124× 10−4
NRMSE 4.981× 10−2 2.988× 10−2 9.031× 10−3
σ2L are the most difficult parameters to estimate. β0 has the largest bias
that with 200 replications its sample mean underestimates the true value 3.
We would like to remark that the MLE did not take into account the loss
in degrees of freedom in β (Harville 1977), this is the reason why β0 shows
downward biased. σ2L on the other hand has the largest NRMSE, though its
sample mean is much closer to the true value 1.7 compared to β0. This can
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be explained by the intuition that the effective sample size for estimating
σ2L actually equals the lot size 50 since each lot shares the same lot-to-lot
effect. This sample size is smaller than that used for estimating profile-to-
profile or site-to-site effect, which equals the total number of profiles 50×20.
Therefore, σ̂2L tends to be relatively inaccurate. Moreover, the inaccurate
estimation of σ2L also affects the estimation of β0 since they both contribute
to the intercept of each profile. The estimations for the rest parameters,
however, are shown to be relatively stable and accurate.
3.4.2 Effect of spatial correlation
We also investigated the effect of spatial correlation in the site-to-site effect.
We would like to find how much difference appears in the estimation if we
fail to recognize the spatial-correlation in a rival model. The rival model
simply leaves the residual εij on each profile to be an i.i.d. noise. Therefore
the residuals’ the covariance Λij becomes
Λij = σ
2
S × I6, ∀i = 1, 2, . . . , 50, and j = 1, 2, . . . , 20,
where I6 is a 6 × 6 identity matrix. We estimate the parameters of the
alternative model using the same 200 generations of testing profiles and
the same starting points as what we used in Section 3.4.1. The comparison
of estimations is shown in Table 3.4.
Table 3.4: Mean estimations with\without(rival) spatial-correlation in the
model.
β0 = 3 β1 = 2 σ
2
L = 1.7 σ
2
W = 0.5 σ
2
S = 0.2 θ = 0.3
with 2.836 1.998 1.719 0.500 0.200 0.300
without 2.624 1.999 1.848 0.553 0.147 -
As we can observe from the results, the rival model underestimates the
site-to-site variation. As a compensation, some extra variations are added
to wafer-to-wafer effect and lot-to-lot effect, make them overestimate the
true value. In addition, the estimation of β0 shows more downward biased
in the rival model. This comparison raise the importance of identifying the
spatial correlation in the model assumption.
The simulation studies in this section demonstrate that the proposed
EM method can provide accurate estimations for the variance components
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in the mixed-effects model. However due to the loss of degrees of freedom in
ML estimation, β̂ shows downward biased. As suggested in the literature
(Harville 1977; Laird and Ware 1982), the restricted maximum likelihood
(REML) estimation could provide a correction on the estimation of β.
Therefore the EM algorithm based on REML worths further consideration.
3.5 Evaluating a CMP Process
In this section, we apply the mixed-effects Gaussian process model to eval-
uate the capability of a CMP process in a 300mm wafer fabrication plant.
The CMP is a process to smooth wafer surface using chemical and me-
chanical combined approaches. During the process, a wafer is polished by
a rotating pad in conjunction with abrasive and corrosive chemical slurry
to remove unwanted material on the wafer surface (see Doering and Nishi
2007, for more details). A wafer is supposed to be flat and planar after
the CMP process. To monitor and evaluate the capability of the CMP
process, the fabrication plant measures thickness data at different sites on
the processed wafer surface. We received a sample data set containing 60
lots of wafers collected from an in-control CMP process (with preprocessing
to remove sensitive information). There are 6 wafers in each lot, and the
thickness data are measured at 17 fixed sites on each wafer surface. These
measurement sites are shown in Figure 3.8.
The mixed-effects Gaussian process model assumes that the data follows


















Figure 3.8: Measurement sites on one wafer.
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note that if the 17 measurements on each wafer, denoted by yij, follows
multivariate normal distribution with mean µ and covariance matrix Σ.
Consequently the quadratic form d2 = (y − µ)TΣ−1(y − µ) follows chi-
square distribution with 17 degrees of freedom. However, since µ and Σ
are unknown before we obtain the estimations from our proposed model, a
















(yijk − yk)(yijk′ − yk′). ∀k = 1, . . . , 17
Despite the fact that by using the sample statistics, d̂2 is not exactly chi-
square distributed, the quantile-quantile (Q-Q) scatter plot based on X 217
should still be approximately linear if the data follows multivariate normal
distribution (Burdenski Jr 2000). Therefore the Q-Q plot shown in Fig-
ure 3.9 implies that the normality condition holds, and our model can be
applied in this case.
















Figure 3.9: Q-Q plot based on X 217 for evaluating multivariate normality.
For demonstration purpose, we further show the site measurements on
the first three wafers from the first two lots in Figure 3.10. This figure
clearly displays the multiple sources of variation. Lot 1 overall has a lower
mean than Lot 2, indicating a lot-to-lot effect. Within the same lot, the
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Figure 3.10: Measurements on different wafers from different lots.
measurements on each wafer also have upward or downward shifts, exhibit-
ing a wafer-to-wafer effect. Additionally, despite being measured on differ-
ent wafers, the measurements share a similar trend from site to site. The
measurements at Site 3 and Site 6 are usually larger than others, whereas
those at Site 5 and Site 13 tend to be smaller. This implies the measure-
ments have a inherent spatial pattern, thus there exists spatial correlation
within the site-to-site effect.
More quantitatively, we conduct a likelihood ratio test to identify the
significance of spatial correlation among site-to-site variation. Similar to
the study in Section 3.4.2, we introduce a null model which treats the
site-to-site effect as i.i.d residual term. Recall that the elements in the site-
to-site covariance Λij is defined by the squared-exponential kernel (3.5).
The mixed-effect Gaussian process model as the alternative model can be
considered as a special case of the null model for letting the length-scale
parameter θ = 0. In other words, the hypothesis can be stated as
H0 : θ = 0 H1 : θ > 0.
We fit both models using the EM method. The estimated parameters
and log-likelihood values for each model are compared in Table 3.5. The
likelihood ratio is 580.034, and the corresponding p-value based on X 21 is
far less than 0.01, showing that the effect of spatial correlation is quite
significant.
55
3.5. EVALUATING A CMP PROCESS
Table 3.5: Comparison of estimations between the null and alternative
models.
Log-likelihood Mean Lot-to-Lot
Null -28806.411 2860.361 3598.779
Alternative -28516.394 2857.292 3791.089
Wafer-to-Wafer Site-to-Site θ
Null 4817.175 3686.934 -
Alternative 4455.819 4365.461 1.802
Given the specified limits L = 2150 and U = 3350, we can obtain the
Cpk value using (3.1) for both models
Null model Cpk = 1.484
Alternative model Cpk = 1.462
In terms of calculating the process capability, since the null model un-
derestimates the total variance for ignoring the spatial correlation among
site-to-site variation, its Cpk value tends to be optimistic. Despite that the
Cpk difference between these two models is not significant, if we further
investigate the ratios of variance component as presented in Table 3.6, we
can find the null model underestimates the site-to-site variance and adds
extra amount to the wafer-to-wafer component.
Table 3.6: Comparison of variance component ratios between two models.
Ratio
Total variance Lot-to-Lot Wafer-to-Wafer Site-to-Site
Null 12102.888 29.7% 39.8% 30.5%
Alternative 12612.369 30.1% 35.3% 34.6%
As we claimed in the Introduction Section 3.1, simply using Cpk to eval-
uate the process is insufficient since practitioners may also want to use the
ratios of variance component to determine the main target for improve-
ment. If using the null model for analysis, then practitioners may mainly
investigate the factors that influence wafer-to-wafer variation, such as in-
strument calibration, operator skills. However the site-to-site variation is
as critical as the wafer-to-wafer variation as inferred using the proposed
model, indicating the fabrication plant may also want to improve the pla-
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narization instrument to produce more flat surfaces. This difference raises
the importance of accurate estimation of variance component. Therefore,
our proposed model has great potential in the quality improvement practice
for the semiconductor industry.
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CHAPTER 4
MODELING TUNNEL PROFILES IN PRESENCE
OF COORDINATES ERROR: A GAUSSIAN
PROCESS-BASED APPROACH
4.1 Introduction
Tunnel deformation is critical to the safety of the tunnel. The hazards
of the tunnel deformation vary depending on the severity of the prob-
lem. Minor tunnel deformation may cause rockfalls, or jam the tunnel
boring machines (TBM) that will significantly delay the progress of the
project. Major tunnel deformation could be catastrophic, endangering the
personel inside the tunnel. Therefore, monitoring tunnel deformation is
dearly needed throughout the lifetime of a tunnel especially during the
construction period.
The deformation of the tunnel can be evaluated using tunnel profile,
which records the spatial position of objects on the tunnel inner surface. To
construct the tunnel profile, conventional point survey approaches measure
a set of reference points around the perimeter of the tunnel, see Kavvadas
(2003); Moosavi and Khazaei (2003) for examples. Despite their easy im-
plementations, these methods only measure at limited discrete locations,
hence they are unable to capture a comprehensive picture of the tunnel.
Recently, Terrestrial Laser Scanning (TLS) has been applied to measure
tunnel profile, see Monserrat and Crosetto (2008); Fekete et al. (2010);
Han et al. (2013) for examples. TLS scanner is able to provide large-
scale, high-resolution measurements in a short amount of time. In contrast
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to conventional point survey approaches, TLS can fully characterize the
entire tunnel surface by providing three-dimensional point cloud data. To
filter the measurement noise and fully utilize the point cloud data provided
by TLS, statistical approaches such as cylinder fitting (Van Gosliga et al.
2006) or elliptical fitting (Walton et al. 2014) have been introduced to
model the tunnel as a continuous surface profile. Based on the fitted model,
subsequent statistical analysis (Van Gosliga et al. 2006) or sensitivity test
(Delaloye et al. 2014) for deformation detection can be conducted.
In spite of the significance of incorporating statistical models, current
methods have some limitation. The existing methods all use paramet-
ric models based on cylindrical shapes. In practice however, the tunnel
surfaces are barely in perfect cylindrical geometry. Figure 4.1 shows an
example of a piece of tunnel segment and corresponding cylinder model

































































Figure 4.1: Comparison between original and fitted profiles: (a) original
tunnel and (b) fitted cylinder model.
4.1a, the tunnel surface can be rather complex that parametric cylinder
model in Figure 4.1b lacks the flexibility to capture the local variability of
the surface. Unfortunately, in deformation monitoring, the local variability
is equally important, whose changes play an important role. Therefore,
a more flexible model is preferable. Moreover, from the surface produced
from material removal process, measurements often exhibit spatial correla-
tion because physically adjacent points undergo similar process conditions.
As a result, it is important to account for the spatial structure to improve
the model accuracy.
Considering the challenges and features of modeling tunnel profile, Gaus-
sian process is a promising model because it is particularly fit to model
















Figure 4.2: Demonstration of coordinates error in two perspectives: (a)
radial perspective and (b) axial perspective.
Gaussian process has been used to model other profiles due to material re-
moval process, such as silicon wafer surface profile in semiconductor man-
ufacturing (Jin et al. 2012; Plumlee et al. 2013; Zhang et al. 2015). These
studies demonstrate the effectiveness and applicability of Gaussian pro-
cess model. Nevertheless, direct application of Gaussian process model in
approximating tunnel profile based on TLS sensing data is a challenge.
First of all, due to the nature of tunnel excavation process, the tunnel
profile has a cylindrical shape that it is different from the conventional
Gaussian process modeled profiles such as wafer surfaces (Jin et al. 2012)
and experiment responses (Santner et al. 2003). This cylindrical geometry
makes the tunnel profile unable to be expressed as a functional relationship
in the Cartesian coordinates, therefore Gaussian process regression cannot
be directly applied. To tackle this difficulty, a possible choice is to transform
the cylindrical tunnel profile to a two-dimensional surface profile first, and
then apply Gaussian process model to the transformed surface.
More important, data from TLS sensing are often contaminated with
noises or errors as discussed in Reshetyuk (2006). There are mainly two
sources of errors during TLS sensing, the range error and the angular er-
ror. The range error is also referred to as measurement noise, which can be
been accounted for in most statistical models. The angular error however,
receives much less attention. In more details, the coordinates of TLS mea-
surement include two angles, the azimuthal angle φ in radial perspective
and elevation angle θ in axial perspective as demonstrated in Figure 4.2.
During TLS survey, the measurements usually cannot be taken at designed
coordinates exactly due to machine and envrionmental factors, such as tol-
erances of the rotation joints Marshall and Stutz (2011), or TBM vibration
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Reshetyuk (2006). These angular errors (∆θ,∆ϕ in Figure 4.2) are often
unobservable, yet have tremendous impact on the modeling accuracy of the
tunnel profile.
To demonstrate the impact of angular errors, we use a one-dimensional
example to illustrate as in Figure4.3a. We intend to measure the height
y = f(x) at the designed location x marked by the red triangle. However,
the real measurement shifts to the black circle with error ∆x. Because ∆x
is unobservable, we receive this measurement as if it is still measured at
our designed location x, which results in the blue square record with value
f(x + ∆x). If we use error-contaminated measurements 〈xi, f(xi + ∆xi)〉
to predict the profile, as we can observe in Figure 4.3b, there are significant
biases between the fitted profile and the true profile. Therefore it is of great
importance to account for such errors in the statistical model in order to
produce a robust prediction. In the literature of regression, this problem is
also acknowledged as Berkson Error-in-Variable (EIV) problem (Berkson
1950). Despite methods to solve Berkson EIV problem in the context of
linear regressions (Burr 1988), the literature in the context of Gaussian
process modeling is rare.
To fill in the research gap in modeling tunnel profiles, in this chapter
we propose a Gaussian process model with error-adjustment estimation to
model the complex tunnel profile in presence of coordinates error. We first
elaborate the Gaussian process modeling framework to approximate the
tunnel profile from TLS measurements. To propagate the difficulty raised
by cylindrical geometry, we first transform the tunnel profile to a two-
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Figure 4.3: Measurement and regression in presence of coordinates error:
(a) how we observe the measurements with coordinates error and (b) pre-
diction with error-contaminated measurements.
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can be regarded as a functional relationship that maps the measurement
coordinates to the TLS reading. Each tunnel can be uniquely transformed
to a reading-surface. This transformation allows modeling the tunnel as a
surface profile by conventional Gaussian process regression. To account for
the coordinate errors, we utilize the capability of TLS scanner by taking
“repeated” measurements at designed locations. From the repeat measure-
ments, we propose an error-adjusted estimation method by considering
both the surface value and its gradient. The numerical results show that
the prediction is robust against coordinates error and is more accurate
than existing approaches. Our method is easy to implement in practice
and effective for most types of engineering surfaces.
The remainder of this chapter is organized as follows: Section 4.2 intro-
duces the reading-surface, based on which a general framework of modeling
tunnel profile using Gaussian process is presented. Section 4.3 discusses
a modified Gaussian process model for robust prediction based on error-
adjusted estimation from repeated measurements. Section 4.4 validates our
model through simulation studies, and applies our method in a real case
study to demonstrate the effectiveness and applicability of our method.
4.2 Gaussian Process Model for Tunnel Pro-
files
4.2.1 Reading-surface Profile
Objects on the tunnel surface are measured by TLS scanner. The mea-
surements are recorded in a spherical coordinate system. This coordinates
system is demonstrated in Figure 4.2. Specifically, we let X ≡ [ρ, ϕ, θ]T
denote a three-dimensional point on the tunnel surface in spherical coor-
dinates system, where ρ is the reading of distance measurement from the
scanner to the tunnel surface, ϕ is the azimuthal angle in radial perspective,
and θ is the elevation angle in the axial perspective.
In TLS scanning, ϕ and θ are controllable variables that are inputted
to the scanning system. The scanner then rotates as instructed to position
[ϕ, θ]T, takes measurements, and records the distance readings. In this con-
text, we define a function ρ = f(x) : R2 7→ R that maps the measurement
coordinates x ≡ [ϕ, θ]T to the distance reading ρ. This function is demon-
strated as a surface profile in Figure 4.4a. We call such f(x) a reading-
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Figure 4.4: Example of the reading-surface transformation: (a) a reading-
surface profile and (b) the transformed tunnel profile.
surface. Each reading surface uniquely determines a three-dimensional tun-
nel profile in Cartesian coordinate system through simple coordinates trans-
formation. Let X c = ρ×[cos θ cosϕ, sin θ, cos θ sinϕ]T denote a point on the
surface in Cartesian coordinate system. Figure 4.4b shows the transformed
three-dimensional tunnel profile. Consequently, modeling the tunnel profile
is equivalent to modeling the reading-surface.
Remark 4.1. The above described spherical coordinate system is local
to the scanner. When multiple scanners are used collaboratively, we could
transform the local coordinates to global ones by simply letting X g =
p + R · X c, where X g is the point on the global surface, p is the position
of the current scanner, and R is a rotation matrix. For demonstration
purpose in this study, we focus on modeling tunnel segment with a single
scanner.
4.2.2 Gaussian Process Model
We propose the following Gaussian process model to approximate the
reading-surface. We decompose the reading-surface into two parts:
f(x) = r(x) + z(x), (4.1)
where r(x) is the designed profile, and z(x) denotes the local variability
of the tunnel surface from the standard cylindrical shape due to deforma-
tion. Intuitively, r(x) represents the desired reading-surface in the perfect
scenario that the tunnel is in exact cylindrical shape. Therefore given the
designed tunnel radius α, r(x) only depends on θ as r(x) = α/ cos(θ).
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On the other hand, the local variability z(x) is usually unknown and
needs to be estimated from the measurements. We assume z(x) is a realiza-
tion of a Gaussian process with mean function µ and covariance function
k(·, ·). To capture the spatial correlation between points on the tunnel
surface, we assume the covariance between two arbitrary points X ,X ′ on
the tunnel surface depends on their Euclidean distance d, and hence it is a
function of x,x′. We further decompose this distance d in two orthogonal


















Figure 4.5: Projected distances between two points on the tunnel surface:
(a) radial perspective and (b) axial perspective.
• In the radial perspective (Figure 4.5a), the distance projected on x-
axis can be expressed as dx = |ρ cos θ cosϕ− ρ′ cos θ′ cosϕ′|, whereas
the one projected on z-axis is dz = |ρ cos θ sinϕ−ρ′ cos θ′ sinϕ′|. Since
ρ and ρ′ are unknown until we take measurements, we could use their
designed values r(θ), r(θ′) instead. Hence we obtain
dx = |α cosϕ− α cosϕ′|, (4.2)
dz = |α sinϕ− α sinϕ′|, (4.3)
• In axial perspective (Figure 4.5b), similarly we could obtain the pro-
jected distance
dy = |α tan θ − α tan θ′|. (4.4)
The covariance function k(·, ·) usually has a parametric form. The
most commonly used forms include exponential and mate´rn family. Us-
ing squared-exponential covariance as a demonstration, to represent the
anisotropic spatial correlation effects, we could assign three length-scale
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parameters lx, ly and lz to the projected distances respectively. Hence the
covariance between X and X ′ becomes
k(x,x′) = σ2f exp
[− (dx/lx)2 − (dy/ly)2 − (dz/lz)2] , (4.5)
where σ2f is the overall surface variance. Now the model has five parameters.
Specifically, we let Θ ≡ [µ, σ2f , lx, ly, lz]T denote the entire parameter set.
If Θ is unknown, we can estimate it from the measurements.
Suppose now we have collected n distance readings ρ ≡ [ρ1, ρ2, . . . , ρn]T
at corresponding coordinates X ≡ [x1,x2, . . . ,xn]T. According to (4.1),
given Θ, the measurements ρ follows multivariate normal distribution with
n-by-1 mean vectors µ1n + r(X), and n-by-n covariance matrix Σ0, whose
ijth element is defined as k(xi,xj). When Θ is unknown, it can be esti-
mated by maximizing the log-likelihood function (up to a constant)










where e = ρ−µ1n−r(X). The optimization problem in (4.6) can be solved
numerically or through maximizing profile likelihood.
However, direct optimization is easily trapped in local optima. To im-
prove the optimization performance, we can reduce parameters’ dimension
by maximizing the profile-likelihood. We note the fact that given σ2f and
L ≡ [lx, ly, lz], the choice of µˆ(σ2f ,L) that maximizes the likelihood function









Subsequently, σ2f and L can be estimated by maximizing the profile-likelihood
(up to a constant):
L˜(σ2f ,L) = −
1
2
log |Σ0| − 1
2
êTΣ−10 ê, (4.8)
where ê = ρ − µˆ(σ2f ,L)1n − r(X). This optimization can be easier and
more numerically stable since we reduce µ from the parameter set Θ.
Given (or estimated from historical data) Θ and conditional on X and
ρ, the reading-surface f(x∗) at any unmeasured coordinates x∗ will still
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follows a normal distribution. More specifically we have
E[f(x∗)|X,ρ] = µ+ r(x∗) + Σ∗,0Σ−10 e, (4.9)
V[f(x∗)|X,ρ] = Σ∗ −Σ∗,0Σ−10 ΣT∗,0, (4.10)
where Σ∗ = k(x∗,x∗) is the variance at point x∗, and Σ∗,0 is a 1-by-n vector
consisting of k(x∗,xi) for each element xi, i = 1, 2, · · · , n in X. Equation
(4.9) provides a prediction of the reading-surface at any locations, whereas
(4.10) quantifies the prediction uncertainty. Using this prediction, we can
obtain the entire reading-surface which can be transformed back to the
tunnel profile.
In summary, the Gaussian process modeling framework adapts a measure-
a-few-and-predict-the-rest work flow. It can efficiently produce a contin-
uous representation of the whole tunnel surface while still be flexible and
accurate to capture the local variability.
Remark 4.2. By (4.1) we assume the scanner’s reading is accurate. In
practice however, the measurement noises may exists. A few studies report
the measurement noise depends on the incident angle θ (Reshetyuk 2006;
Delaloye et al. 2011). When this measurement noise is present, we could
fit the Gaussian process model with noisy observations (Rasmussen and
Williams 2006) via simply substituting Σ0 by Σ0+Λ, where Λ is a diagonal
matrix containing the variances of measurement error. On the other hand,
since the noise depends on incident angle, empirically we could control θ
to be in the range [−0.45, 0.45] (in radian). Under this condition the noise
becomes negligible compared with other variabilities.
4.3 Estimation with Coordinates Error
In Section 4.2.1, we introduced TLS scanner’s two controlled variables ϕ
and θ. In practice, the measurements usually are not able to be taken at
exact designed locations [ϕ, θ]T. Instead, the measurement position may
shift to [ϕ + ∆ϕ, θ + ∆θ]T due to equipment vibration as demonstrated
in Figure 4.2. Here ∆ϕ,∆θ are random and unobservable. Without much
prior information, we treat them as Gaussian noise, i.e., ∆x ≡ [∆ϕ,∆θ]T ∼
N (0,Σ∆). The scale of Σ∆ is usually estimated during instrument cali-
bration.
When ∆x is present, TLS reading will be contaminated as ρ˜ = f(x +
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∆x) instead of f(x). Since ∆x is random and unknown, it becomes a
challenge to estimate f(·) through contaminated observations 〈x, ρ˜〉. For-
tunately, because of the fast sensing capability of TLS, we can take multiple
measurements at each designed locations. These “repeated” measurements
provide valuable and more accurate information on the f(·). To illustrate,
we use a one-dimensional example shown in Figure 4.6. In Figure 4.6a, we








































Figure 4.6: Repeated measurements at designed coordinates: (a) real mea-
surements around designed coordinates (marked by dashed lines) and (b)
received measurements as replications at designed coordinates.
take multiple measurements at each designed position xi
ρ˜ij = f(xi + ∆xij), j = 1, 2, · · · ,mi. (4.11)
However, since ∆xij are unknown, what we perceive are a sequence of
observation pairs 〈xi, ρ˜ij〉, i = 1, · · · , n, j = 1, · · · ,mi as demonstrated in
Figure 4.6b. In other words, the multiple measurements taken at a single
designed position are perceived as “repeated” measurements even if they
are actually taken at different positions. Even though we cannot obtain
the exact position xi + ∆xij, these “repeated” measurements are still in-
formative. First, the average
∑mi
j=1 ρ˜ij/mi can approximate the function
value at xi well as generally expected. More important, the variance of
ρ˜ij provide important information on the derivatives of f(·) at location xi.
As clearly demonstrated in Figure 4.6b, at locations where the curve has
larger derivative, the variance of ρ˜ij is also larger. As a result, we can utilize
the information on the function value and its gradient from the “repeated”
measurements to obtain a more accurate estimation of the tunnel profile.
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4.3.1 Estimating gradients from repeated measure-
ments
In this part, we provide technical details on how to estimate f(·) and its
gradient at location xi based on the “repeated” measurements.
Given some regularity conditions on f(·), e.g., continuity and smooth-
ness, we can apply first-order Taylor expansion f(xi + ∆xi) ≈ f(xi) +
Of(xi)T∆xi, where Of(xi) = [∂f(xi)/∂ϕi, ∂f(xi)/∂θi]T is the derivatives
of f(·) with respect to ϕ and θ. Since we assume ∆xi ∼ N (0,Σ∆), tak-
ing expectation and variance with respect to ∆xi on both sides of Taylor
approximation, we can obtain















, where H(ξ) is the Hessian matrix of f at ξ, and
ξ is somewhere between xi and the realization xi + ∆xij. In other words,
as long as the function f(·) is not highly non-linear and ∆xij are small,
first-order Taylor approximation can provide satisfactory accuracy.
Therefore we could use the sample statistics of “repeated” measure-
ments to estimate the f(xi) and Of(xi) based on (4.12) and (4.13). In
particular, we denote the sample mean Mi and sample variance S
2
i from











mi − 1 . (4.15)
As a result, a simple estimate of ρ̂i = f̂(xi) is simply Mi, with estimation
variance S2i /mi. However, an estimate of Of(xi) is more difficult to obtain
from (4.13). Without losing generality, we assume ∆ϕi and ∆θi are inde-
pendent, and σ2ϕ, σ
2
θ are the diagonal elements of Σ∆. As a result, (4.13)
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can be expressed as
















, we can obtain the gradient estimates∣∣∣∣∣∂f̂(xi)∂ϕi





In practice, τi and signs of the partial derivatives are unknown. To obtain
a robust and accurate estimate, we adopt an iterative approach, which will
be described in details at the end of the section. The estimation variance
































where c4 is the unbiased correction constant for sample standard deviation.
The expressions of c4 and V[S] are provided in Appendix 4-A.
4.3.2 Estimation with gradient information
From the estimates of f(xi) and Of(xi) based on “repeated” measurements,
we can also estimate the model parameters of the Gaussian process. Dif-
ferent from (4.6), where only function values are available, the estimated
gradient information in (4.17) should also be accounted. Because of the
nice property of Gaussian process, the gradient information can be easily
taken into consideration.
Specifically, let Dϕ ≡ [∂f(x1)/∂ϕ1, ∂f(x2)/∂ϕ2, . . . , ∂f(xn)/∂ϕn]T and
Dθ ≡ [∂f(x1)/∂θ1, ∂f(x2)/∂θ2, . . . , ∂f(xn)/∂θn]T. Subsequently, we de-
note ρA ≡ [ρ,Dϕ,Dθ]T as the augmented data which include both the
function values and gradients at all designed locations xi, i = 1, · · · , n. If
f(x) follows a Gaussian process, then the augmented data ρA also follow
multivariate normal distribution (Santner et al. 2003; Chen et al. 2013),
with a 3n-by-3n covariance matrix ΣA as demonstrated in Figure 4.7. ΣA
represents the covariance within augmented data ρA based on the Gaus-
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Figure 4.7: Covariance structure with estimated surface and gradient val-
ues.
sian process structure. When ρA are not directly observable, but estimated
from data, the estimation variance can also be considered, denoted by ΛA
in Figure 4.7. ΛA essentially accounts for the estimation error of ρ̂A based
on (4.14) and (4.17).
By plugging ρ̂A, ΣA, ΛA into (3.7) and (3.8), we can obtain the predic-
tion for the entire tunnel profile at any given location x∗
E[f(x∗)|X, ρ̂A] = µ+ r(x∗) + Σ∗,A(ΣA + ΛA)−1eA,
V[f(x∗)|X, ρ̂A] = Σ∗ −Σ∗,A(ΣA + ΛA)−1ΣT∗,A, (4.19)
where eA = ρ̂A − µ1An − rA(X) in which µ1An ≡ [µ1n,02n]T, rA(X) ≡
[r(X),02n]
T, and Σ∗,A is the augmented covariance between f(x∗) and ρ̂A.
Equation (4.19) hence provides an continuous prediction to f(·) with quan-
tified prediction uncertainty.
4.3.3 Implementation procedure
In short, the complete procedures of estimating a two-dimensional tunnel
surface profile based on data with coordinate errors are summarized here.
We first fit an initial Gassian process model only using data 〈xi,Mi〉, i =
1, · · · , n. Such initial model is also referred to as Gaussian process with
noisy observations in literature (Rasmussen and Williams 2006). Based on
the initial model, we obtain estimates of all τi as well as directions of the
partial derivatives. Then we can update the gradient estimates based on
(4.17) and update the Gaussian process model with better accuracy. We
repeat the above procedures to iteratively refine the estimates of τi and




Data: Observations xi, f(xi + ∆xij), i = 1, · · · , n; j = 1, · · · ,mi
Result: Gaussian process model for the tunnel profile
begin
Initialize: Estimate the mean Mi and fit the initial model based
on data 〈xi,Mi〉;
Compute: τi and signs of ∂f(xi)/∂ϕ and ∂f(xi)/∂θ for all i.
while τi does not converge do
Update the model based on 〈xi, ρ̂A〉 from last iteration;




In this section, we first use a one-dimensional numerical example to demon-
strate the proposed model. We then present a case study in which we apply
our method to model a tunnel segment in presence of coordinates error.
4.4.1 Predicting curve profile in presence of coordi-
nates error
We use the damped cosine function (Santner et al. 2003)
f(x) = exp(−1.4x) cos(3.5pix), x ∈ [0, 1] (4.20)
as the testing curve to represent the underlying profile to be predicted. To
predict this profile, we follow the procedures described in Section 4.3.3.
First, we generated six points using Latin-hypercube design, i.e. x =
[0.037, 0.312, 0.368, 0.653, 0.748, 0.935]T, as the designed measurement co-
ordinates. To simulate the coordinates error, we let ∆x ∼ N (0, 0.02), and
generated m = 20 samples for each xi, i = 1, . . . , 6. The measurements were
then taken at each xi + ∆xi but recorded as replications at each xi. Using
these measurements, we approximated f(xi) and the approximation errors
σ2fi by (4.14) and (4.15). Based on these approximations, we fitted the ini-
tial Gaussian process with noisy observations, and the initial prediction is
shown in Figure 4.8a. Since the testing function is one-dimensional, (4.17)
can be simplified as |f ′(xi)| = Si/σx with σx = 0.02 in this case. Similarly,
(4.18) becomes V[f ′(xi)] = S2i (1−c24)/σ2x. Applying the directions (positive
or negative) extracted from Figure 4.8a, we can obtain the estimations of
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Figure 4.8: Prediction of a curve profile: (a) prediction with noisy obser-
vations only; (b) derivative estimations from the repeated measurements;
and (c) prediction with derivative estimation. The shaded area denotes
95% confidence interval band.
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derivative at each xi. These estimations are illustrated in Figure 4.8b. We
then updated the Gaussian process model with the derivative estimations
added. The adjusted prediction is shown in Figure 4.8c.
One may notice that by only using noisy observations, the initial model
can already provide a moderate prediction as shown in Figure 4.8a. The
model difference that affects prediction performance in Figure 4.8a and
Figure 4.8c is whether or not we incorporate the derivative estimations. As
we can observe in Figure 4.8c, the prediction approaches the true profile
more closely than its rival in Figure 4.8a. More quantitatively, we can
compare their prediction performance in terms of mean-squared prediction
error (MSPE) evaluated at 1000 equally-spaced locations. The MSPE in
Figure 4.8a is 17.52 × 10−3, whereas in Figure 4.8c the MSPE decreases
to 1.25 × 10−3, which indicates a more accurate prediction. Moreover, if
we compare the prediction uncertainty represented by the 95% confidence
interval band, the prediction in Figure 4.8c is obviously preferable since the
interval band is much narrower. These justify the necessity of incorporating
derivative estimations in the Gaussian process model.
The above numerical result was obtained based on 6 measurement sites
on each profile, and 20 replication at each sites. We further studied how
different sample size affects the prediction performance in terms of MSPE.
We first fixed the replication size mi = 20 for all i and vary size of mea-
surement site n from 4 to 10. We compare the MSPEs of prediction with
(error-adjustment) or without (noisy observations only) derivative estima-
tion. The result is shown in Figure 4.9a. We can clearly observe that both









































Figure 4.9: MSPE comparison in terms of: (a) sites size n varies and (b)
replication size m varies.
MSPEs reduce as measurement sites increases. This is intuitive since we
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obtain more information on the profile when measuring more sites, thus
the prediction tends to be more accurate. In addition, we can find the
prediction with derivative always has a smaller MSPE. This again proves
the significance of incorporating derivative estimations.
Secondly, we fixed the size of measurement site n = 8 and vary replica-
tion size mi from 5 to 30 for all i. The comparison of MSPEs is shown in
Figure 4.9b. We can observe MSPE of prediction with derivative slightly
decreases as replication size increases. This is because more replications
can give a more accurate estimation on the derivatives. However, we no-
tice that both MSPEs are not that sensitive in m changes compared with
the first case where we vary n. This can be explained by the fact that the
estimation error has been accounted for in the covariance matrix described
in Figure 4.7. In other words, a moderate number of replications will be
sufficient to provide accurate prediction. When measurement capability
(e.g. total size m × n) is capped, we suggest allocate more budget on the
size of measurement sites for better prediction performance.
4.4.2 Case Study
We applied our proposed method to model a piece of tunnel segment. The
designed radius was 5 meters along this segment. During the construction,
a preliminary scanning showed that deformation had occurred, making the
real tunnel profile deviate from the designed profile. Therefore we would
like to estimate the current tunnel profile to monitor the deformation. This
experiment utilized a single TLS scanner which was set at the axis of the
segment by its internal GPS. The TLS scanner measured at the tunnel
surface and generated point cloud data to represent the tunnel profile.
However, we did not directly use the TLS measurements due to confidential
reasons. Instead, based on the TLS results, we used finite element analysis
(FEA) software to reproduce the tunnel surface. The reproduced data is
very close to the original data. Moreover, these data provide a continuous
representation of the tunnel surface thus it can better demonstrate the
objective tunnel the and help validate our method in this case study. The
designed and deformed tunnel surfaces are presented in Fig. 4.10a and
Fig. 4.10b shows the corresponding reading-surface. Our objective is to
predict this reading-surface based on sample measurements.
First, we considered a simple case where the TLS measurements were
















































Figure 4.10: The tunnel segment to be modeled: (a) the designed tunnel
shown in red surface and the deformed one shown in blue wire frame, and



















































Figure 4.11: Comparison between cylinder-fitting and Gaussian process:
(a) cylinder-fitting prediction and (b) Gaussian process prediction.
strate the effectiveness of the Gaussian process model applied on tunnel pro-
file. To model the reading-surface, we generated a 20-point equal-distance
grid as the designed measurement coordinates. The measurements were
sampled from these coordinates and used to fit the model according to (4.6).
The predicted reading-surface together with the samples are presented in
Fig. 4.11a. As a comparison, we applied the existing cylinder-fitting ap-
proach Van Gosliga et al. (2006) to these measurements. The intuition
of the cylinder-fitting is to find the cylinder’s radius such that the sum-
squared error from the cylinder to these measurements is minimized. The
transformed reading-surface from the fitted cylinder is shown in Fig. 4.11b.
Obviously, the Gaussian process prediction is more close to the true one
shown in Fig. 4.10b. Similar to Section 4.4.1, we quantitatively compare the
prediction accuracy through MSPE. The MSPE for cylinder-fitting predic-
tion is 5.93× 10−3, whereas the MSPE for the Gaussian process prediction
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reduces to 9.38 × 10−5. This significant improvement illustrates that the
Gaussian process model is more flexible and accurate to predict the tunnel
surface.
Second, we considered the case when the coordinates error was present
and contaminated the TLS measurements. Recall in (4.1) we decomposed
the reading-surface profile into the designed profile and the local variability.
This decomposition is demonstrated in Fig. 4.12. Specifically in this case,
the local variability is caused by deformation. Therefore, we refer to the

















































































Figure 4.12: Decomposition of reading-surface profile: (a) the reading-
surface is the summation of (b) the designed profile and (c) the deformation
profile.
is constant, modeling the reading-surface is equivalent to modeling the
deformation profile. If we ignore the coordinates error and simply use
single-run error-contaminated measurements to fit the Gaussian process
model, the predicted deformation surface is presented in Fig. 4.13a. The




















































































Figure 4.13: Different predictions when coordinates error is present: (a)




Table 4.1: MSPE comparison
Without Error
Cylinder-fitting Gaussian process
5.93× 10−3 9.38× 10−5
With Error
Single-run Noisy Observations With derivatives
2.30× 10−4 1.29× 10−4 8.06× 10−5
the error-free case. This changes clearly shows that the coordinates error
negatively affects the prediction accuracy. To account for this coordinates
error, we took repeated measurements at designed locations as proposed
in Section 4.3. Similar to Section 4.4.1, we compare two Gaussian process
models. The first model was fitted only using noisy observations, whereas
the latter is our proposed model that combined derivative estimations.
Fig. 4.13b and Fig. 4.13c show the predictions from these two models. The
one with noisy observations gives a MSPE of 1.29 × 10−4 that implies a
better accuracy than using single-run measurements. Moreover, the MSPE
of our proposed method further decreases to 8.06 × 10−5. The MSPEs
for all comparisons in this case study are summarized in Table 4.1. It
is interesting to note that the proposed method even has a lower MSPE
in presence of error than the error-free scenario. This is because with
the repeated measurements, the extracted derivative information brings in
additional information on the surface thus contributes to the prediction





4-A Expression of unbiased correction constant
The sample standard deviation S is a biased estimation of σ with the fact
that E[S] = c4σ. To derive the unbiased correction constant c4, we assume
the random variable X ∼ N (µ, σ2), then S2(n − 1)/σ2 ∼ X 2n−1. Let Z
distributed as X 2n−1, hence
E[S] = σE[Z1/2]/(n− 1)1/2
= σ[2/(n− 1)]1/2Γ(n/2)/Γ[(n− 1)/2]
= c4σ,
Where c4 = [2/(n− 1)]1/2Γ(n/2)/Γ[(n− 1)/2]. In addition, we can obtain





This thesis proposed three Gaussian process variants to model surface
profiles for different applications. These applications include: monitoring
wafers’ geometric quality; evaluating the capability of the semiconductor
manufacturing process; and modeling tunnel profiles in presence of coordi-
nates error.
5.1 Monitoring Wafers’ Geometric Quality
In Chapter 2, we presented a systematic method to monitor the geomet-
ric quality of wafer. We proposed an additive Gaussian process model
to approximate the unknown standard geometric profile and quantify the
spatially correlated deviations during an in-control manufacturing process.
Based on the AGP model, we developed two statistical tests, namely the T 2
test and the GLR test to determine whether or not newly produced wafer
is conforming. Numerical simulations and real case studies have demon-
strated that the proposed method is effective.
There are several topics worth further investigation. First of all, as
demonstrated in Section 2.4.2, estimating the AGP parameters from the
in-control samples often leads to an inaccurate α error of the developed
test. This problem is especially important if the number of in-control sam-
ples are limited. Therefore, adjusting the control limits to account for the
parameter uncertainty may improve the accuracy of the test. Second, in
this research all of the measurements are randomly sampled using a space-
filling strategy such as an LHS plan.. However, a more sensible way is
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to sequentially determine the measurement locations based on the current
AGP model and detection objective. This adaptive sampling strategy is
expected to improve the efficiency and effectiveness of the tests. Finally,
other types of monitoring schemes that can aggregate information from
multiple wafers can be investigated to allow fast detection of changes.
5.2 Evaluating Process Capability
In Chapter 3, we proposed a mixed-effects Gaussian process model to char-
acterize the measurements with multiple sources of variation, namely the
lot-to-lot, wafer-to-wafer and site-to-site effects in the semiconductor ap-
plication. Specifically, we considered the spatial correlation among site-to-
site variation, and modeled it by a Gaussian process. We applied the EM
method to estimate the model parameters, and the simulation studies have
demonstrated that the variance component can be accurately estimated.
We further presented a case study, in which the measurement data in real
practice showed that the spatial correlation between sites is significant. The
proposed model can provide a more accurate process capability evaluation
as well as estimations for the ratios of variance component, therefore has
great potential for quality improvement practice.
Despite the accurate estimation of variance component, the simulation
studies also showed that the estimation for fixed-effect part is downward
biased due to the loss of degrees of freedom in ML. In future studies, we
would like to consider estimating the parameters based on REML (Laird
and Ware 1982; Lindstrom and Bates 1988) to obtain unbiased estimations.
Moreover, inferences from the mixed-effect Gaussian process model is not
limited in evaluating the process capability. We are also interested in other
applications such as process control and fault diagnoses based on the model
inferences.
5.3 Modeling Tunnel Profiles
In Chapter 4, we presented a Gaussian process-based approach to model the
tunnel profile with TLS measurements. We introduced a reading-surface
profile which is uniquely transformed from a tunnel model in Cartesian
coordinate. This transformation propagates the difficulty raised by cylin-
drical geometry. To account for the coordinates error, we took repeated
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measurements at designed coordinates, from which we can extract mean
and gradient information of the reading-surface. The Gaussian process
model was fitted using both information, and provided a robust prediction
of the reading-surface which can be finally transform to the tunnel pro-
file. The numerical results indicated that our proposed method is effective
and applicable in practice. Therefore our method has great potential to be
applied for monitoring deformation of tunnel surface.
This work can be extended in several directions. Since Gaussian pro-
cess model also quantifies the variance of the predicted surface, we could
further incorporate statistical tests to develop a more systematic defor-
mation monitoring scheme. In addition, our method is currently developed
based on static measurements at a certain epoch. If the TLS measurements
can be recorded in time-series, we could further consider spatio-temporal
model to capture the dynamics of deformation process. In fact the pro-
posed methodology is not limited to modeling tunnel profile. By coordi-
nates transformation, Gaussian process can be applied to model cylindrical
objectives. Therefore the potential applications can cover many areas. For
instance, in 3D-printing field, our method can be applied to model and
detect deformation of cylindrical surfaces to inspect the geometric quality
of the product. Another example is in the health care area. The method
can be used to model human bones and blood vessels with 3D scanned data
to assist in the medical diagnosis. On the other hand, by using mean and
derivatives estimated from repeated measurements, the modified Gaussian
process can provide robust prediction against input error. This advantage
directly benefits the developing of meta-model for physical/simulation ex-
periments when experiment is conducted with input errors, e.g. instrumen-
tal error, environmental error, or round off error.
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