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Non-covalent interactions taking place in solution are essential in chemical and 
biological systems. The solvent environment plays an important role in determining 
the geometry and stability of interactions. This thesis examines aromatic stacking 
interactions, alkyl-alkyl interactions, edge-to-face aromatic interactions, halogen 
bonds and hydrogen
…
hydrogen interactions in solution. 
Chapter 1 briefly introduces the different classes of non-covalent interactions, in 
addition to the state-of-the-art models and methods for investigating these weak 
interactions. The chapter finishes with a focus on dispersion interaction in alkanes 
and arenes. 
Chapter 2 investigates dispersion interactions between stacked aromatics in solution 
using a new class of complexes and thermodynamic double mutant cycles (DMCs). 
In extended aromatics, dispersion was detected as providing a small but significant 
contribution to the overall stacking free energies. 
Chapter 3 concerns the experimental measurement of alkyl-alkyl dispersion 
interactions in a wide range of solvents using Wilcox torsion balances. The 
contribution of dispersion interactions to alkyl-alkyl association was shown to be 
very small, with DMC, QSPR method and Hunter's solvation model. 
Chapter 4 studies edge-to-face aromatic interactions in series of solvents. In the open 
system, edge-to-face aromatic interactions were found to be sensitive to the solvent 
environment. The solvent effects were complicated and cannot be rationalised by a 
single parameter. Further analysis is needed. 
Chapter 5 describes a preliminary approach to investigate organic halogen
…
π 
interactions in solution using supramolecular complexes and torsion balances.  
Chapter 6 is a preliminary investigation of the ability of hydrogen atoms to act as H 
bond acceptors in silane compounds. Computations and 
1
H NMR demonstrated a 
weak interaction between silane and perfluoro-tert-butanol. 
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Chapter 1 Non-covalent interactions 
 
Abstract 
This chapter gives general overview of non-covalent interactions. It introduces 
different classes of non-covalent interactions and goes on to present popular models 
and methods for quantifying these weak interactions. The chapter concludes with a 
focus on dispersion interactions in gas phase and in solution. 
1.1 General classes of non-covalent interactions 
The covalent bond, as has long been known by chemists, involves two atoms sharing 
a pair of electrons.
1
 Since covalent bonds commonly have energies of hundreds of 
kJmol
–1
, breaking a bond always requires large energy input either from an external 
energy source or from energy differences in other bonds that might be broken or 
formed in a chemical reaction. In contrast to strong covalent bonds, non-covalent 
interactions are relatively weak, and do not involve fully overlapping valence orbitals. 
Although weak, non-covalent interactions are fundamental parts in biological 
systems. Taking advantage of the non-bonded nature of interactions, which are 
normally reversible and easy to control, chemists are keen to exploit non-covalent 




 and in 
molecular machines
4
. The classification of non-covalent interaction is sometimes 
indistinct and classification boundaries are often blurred, or overlapping. Here we 
introduce several typical types of non-covalent interactions, including ionic 
interactions, hydrogen bonds (H bonds), halogen bonds, the hydrophobic effect, Van 
der Waals forces and aromatic interactions (Fig 1.1). 
 2  
 
 
Figure 1.1. a) Ionic interaction in NaCl.
5
 b) H bond in a base pair in DNA.
6
 c) Halogen bond in liquid 
crystals.
7
 d) Hydrophobic assembly of a micelle.
8
 e) Van der Waals interaction between Ne atoms.
9
 f) 




Ionic interactions occur between two charged elements, such as that occurring in 
salts like NaCl (Fig 1.1a). These types of interactions are considerably strong and 
sometimes comparable to the strength of a covalent bond. These types of interaction 
play an important role in drug and gene therapy, ion transport through membranes, 





H bonds (Fig 1.1b) are perhaps the most well-recognised non-covalent interaction 
that chemists make use of and are defined by IUPAC as "attractive interaction 
between a hydrogen atom from a molecule or a molecular fragment X–H in which X 
is more electronegative than H, and an atom or a group of atoms in the same or a 
different molecule, in which there is evidence of bond formation".
11
 H bonds are of 
moderate strength, for example the cooperative effect of four simultaneous H-bonds 




 Conventional H bonds take place between 
donors, such as halogen-H, NH, OH and SH, and acceptors such as N, O, S, and 
 3  
 
aromatics. Recent studies have also considered non-conventional H bond  
interactions such as the dihydrogen bond, where hydride-like hydrogen atoms may 




Unlike the heavily studied H bond, halogen bonding interactions have only attracted 
the interests of scientists within the last decade (Fig 1.1c). Halogen bonds are very 
similar to H-bonds. Halogens with electron deficient sites, which are known as σ 
holes,
14
 act as halogen-bond donors, while halogen-bond acceptors are the same as 
those found in H-bond interactions. Halogen-bond donor ability increases in the 
order of Cl<Br<I, while F does not possess a significant σ hole (Fig 1.2). Although 
halogen bonds have only been studied for a short period of time and many properties 






Figure 1.2. Electrostatic surface potentials (ESP) of hexafluorobenzene, chloropentafluorobenzene, 
bromopentafluorobenzene, iodopentafluorobenzene. ESPs are computed at the DFT/B3LYP/6-31G* 
level using Spartan. Colours are scaled from red to blue (–100 kJ mol
–1




The solvophobic effect describes the tendency of poorly solvated molecules to 
aggregate in solvents that form significant cohesive interactions (Fig 1.1d). The 
 4  
 
hydrophobic effect is a special case of the solvophobic effect that arises due to the 
formation of extended networks of H-bonded water molecules. The view that 
hydrophobic effects are entropically driven is a deeply rooted point of view, but it is 
not true in all cases. Solvation free energy is attributed to entropy in small molecules, 
but controlled by enthalpy in larger surfaces.
19
 Enthalpic effects also appear to 
manifest themselves in binding to small cavities.
20-22
 Solvophobic effects are hard to 
dissect from other effects, such as van der Waals dispersion forces because of their 
non-specificity, and because both classes of interaction are governed by differences 
in surface area contact. Though the definition is blurred and the origin is not always 





Figure 1.3. The Lennard-Jones potential as a function of distance.
24 
 
Van der Waals forces consist of both repulsive and attractive forces between 
molecules (Fig 1.1e). As shown in Fig 1.3, at closer separations, repulsive 
interactions dominate, which falls off rapidly as the minimum potential energy 
reaches equilibrium separation, Ro. Beyond this separation the attractive components 
become less favourable as distance increases. Dispersion interactions are the major 
contributor to the long-range part of the potential energy profile, and are discussed in 
 5  
 
detail in the later section of this chapter. Dispersion forces are often loosely called 
van der Waals forces. It is generally regarded as being the weakest non-covalent 
interaction in solution, but experimental data is limited. 
 
Aromatic interactions (Fig 1.1f) refer to non-covalent interaction between aromatics, 
which are often employed in chemical reactions, supramolecular chemistry and 
biological systems.
25-31
 This kind of interaction will be discussed in more detail later 
in this Chapter, and in Chapters 2 and 4.   
 
1.2 Methods for measuring non-covalent interactions 
While covalent bond energies can be studied easily by chemical reactions, the 
weakness of non-covalent bonds makes their measurement much more challenging. 
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1.2.1 Supramolecular complexes 
a 
        
b 
      
c 
      
d 
        
Figure 1.4. Supramolecular complexes used for the study of non-covalent interactions. 
 
Supramolecular complexes are quite convenient in the systematic study of 
non-covalent interactions, since each half of a complex can be varied to generate 
multiple host-guess combinations (Fig 1.4). Binding constants of these complexes 
can be determined by titration experiments using modern techniques such as 
1
H 




Fig 1.4a shows a double H-bond complex explored by Zimmerman.
33
 This AA-DD 
architecture avoids repulsive secondary electrostatic interactions between adjacent H 
bonds, resulting in a stable complex with a binding constant K = 260 M
–1
. Inspired 
by this discovery, others
12,34-35
 adapted variations of these complexes to explore 
larger systems with multiple H-bonds, for example AAA-DDD and AAAA-DDDD 
systems, in which even higher binding energies were observed. Zipper 




 designed by Hunter, also took advantage of multiple H bonds to offer 
a suitable geometry for studying aromatic interactions (Fig 1.4b). When replacing the 
aromatic group with a CX3 group, these types of complexes were also used to study 
halogen-π interactions.
38
 Most organic iodides are weak halogen-bond donors, 
however, binding to a strong acceptor such as tri-n-butylphosphine oxide (Bu3PO) 
enabled investigation of halogen bond interactions in solution (Fig 1.4c).
39
 
Meanwhile, modified naphthalenediimides with highly electron-deficient cores 
accommodate anion binding, facilitating analysis of anion-π interactions (Fig 1.4d).
40
 






















Figure 1.5. Folding molecules used to examine non-covalent interactions. 
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Two possible approaches exist for extracting thermodynamic information on 
non-covalent interactions from folding molecules or rotamers. The most popular 
approach involves studying conformer populations at equilibrium (as discussed with 
more examples below), while another involves measurement of the barrier to rotation 
about a hindered bond. For example, the early exploration of the barrier to rotation in 
1,8-diarylbiphenylenes provided a tool for studying parallel-offset aromatic 
interactions (Fig 1.5a).
42-43
 Although the rotational barrier cannot be directly 
determined from a single 
1
H NMR spectrum at room temperature, it can be 
determined by using variable temperature NMR. Similar approaches have been used 





As mentioned above, many so-called folding molecules feature a slowly rotating 
bond, which results in the generation of two conformations where the equilibrium 
population depends on the molecular contacts and the solvent environment in which 
the balance is placed. Thus, the preference for one conformer over another allows 
intramolecular interactions and solvent effects to be measured. Interaction free 
energies then can be obtained by 
1
H NMR spectroscopy and calculated as follows: 
 
ΔG = –RT ln (cfolded/cunfolded)              Equation 1.1 
 
In 1994, Wilcox introduced a particularly elegantly designed molecular balance, 
which has since become known as the Wilcox balance. This design involved 
introducing substituents on a biphenyl moeity to increase the rotational barrier,  
resulting in the observation of two conformations at room temperture (Fig 1.5b).
45
 In 
 9  
 









Sterically hindered amides have found application in molecular balances developed 
by Gellman (Fig 1.5c) and Shimizu (Fig 1.5d). Two ester groups improve solubility 
of Gellman’s balances, which facilitated its use in probing aromatic stacking 
interactions in aqueous solution.
52
 In contrast, Shimizu’s balances do not possess an 
aliphatic linker, and as a result provided a more rigid framework suitable for 
examining aromatic stacking
53





Triptycenes (Fig 1.5e) synthesised by Òki and Gung operate based on their slowly 
interconverting syn and anti-conformers. Since the R1 and R2 groups are easily 











Other interesting folding molecules have been developed by Motherwell.
58
 Unlike  
balances involving rotation of a single bond, this balance adopts a flipping movement, 
and equilibrium constants were derived from averaged coupling constants relative to 
control compounds (Fig 1.5f). 
 
The above provides a simple overview of some of the most important classes of 
folding molecules employed by chemists to quantify non-covalent interactions, and 
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1.2.3 Other methods for probing non-covalent interactions 
Chemical reactions provide another option for the quantification of non-covalent 
interactions. Wheeler, Houk and others have applied Diels-Alder cycloaddition 
reactions for the study of aromatic interactions as is discussed in greater detail later 
in this chapter.
59
 A similar approach has also been utilised based on examination of 
the differences in the standard molar enthalpies of formation between 
1-phenylnaphthalenes and 1,8-diphenylnaphthalenes, to enable a gas-phase 




Alternatively, mechanical measurements provide a direct approach for measuring the 
strength of non-covalent interactions. To illustrate just one example, Venkataraman 
and co-workers
61
 have used atomic force microscopy (AFM) to quantify Van der 
Waals forces between Au particle and pyridine molecules at the single-molecule level. 




1.2.4 Comparison of methods for measuring non-covalent 
interactions 
In summary, each of the methods introduced above have their own advantages and 
disadvantages for the measurement of non-covalent interactions. Supramolecular 
complexes are quite flexible and facilitate combinatorial examination of interactions, 
but require tedious NMR titration work. Normally, these supramolecular complexes 
employ H bond motifs, which mean that competitive H bond solvents cannot be 
examined because they disrupt the structure of the complexes.
64
 Meanwhile, folding 
molecules are harder to design and syntheses when special structural criteria need to 
 11  
 
be satisfied for a particular investigation. However, folding molecules present the 
advantage of allowing data to be collected rapidly in a range of solvents once they 
have been synthesised.  
1.3 Solvent effects on non-covalent interactions 
When dealing with non-covalent interactions in solution, it is necessary to consider 
solvent competition. Hunter proposed a solvation model to rationalise complicated 
solvent effects. In the theory, all solvents can be treated simply by considering their 
H bond donor and acceptor abilities, while assuming that van der Waals dispersion 
interactions cancel out for a rearrangement of molecular surfaces in solution.
65
 
Non-covalent interactions in solution now can be considered as an equilibrium 
between solute-solute, solute-solvent and solvent-solvent interactions as shown in 
Fig 1.6. Hence a given interaction can be expressed by the equation: 
 
∆∆G = (αβs+αsβ)–(αβ+αsβs) + 6 kJ mol
-1
 
       = –(α–αs) (β–βs) + 6 kJ mol
-1
          Equation 1.2 
 
Where α and β represent the solute’s H-bond donor and acceptor constants 
respectively, and αs and βs represent the solvent’s H-bond donor and acceptor 
constants respectively. α and β of most common solvents can be determined from 
experiment or by calculation, and these constants are listed in the literature.
66
 The 
value of 6 kJ mol
-1





In this point of view, solvophobic effects can be understood as arising from strong 
 12  
 
solvent-solvent interactions outcompeting solute-solvent interactions, thereby leading 
the association of apolar solutes, even though the direct interactions between the 
solutes may be very weak. 
 
 




Hunter’s model (Fig 1.6) has been shown to be applicable to solvent effects on 
H-bonds, and is also useful for rationalising the behaviour of binary solvent system, 
where solutes may be preferentially solvated.
67-68
 When the model is applied in 
reverse, αs and βs values for non-polar solvents can be derived that are otherwise hard 
to obtain by conventional methods.
69
 Furthermore, Cockroft and Hunter succeeded in 
applying this model to explain the discrepancy between the conclusions reached by 




Although this solvent competition model is quite successful in predicting 
non-covalent interactions in solution, it is a very simple model based on just H-bond 
properties, which only consider electrostatic interactions. When other properties such 
as dispersion interactions become important relative to electrostatic interactions, 
experimental free interaction energies are expected to deviate from the predictions.  
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1.4 Dispersion interaction theory 
The dispersion interaction, also known as London forces, is an attractive interaction 
between mutually induced, fluctuating dipoles/multipoles (in contrast to those 
occurring between permanent dipoles/multipoles).
72
 An example, a transient electric 
fluctuation generates an instantaneous dipole in one atom, which exerts influence on 
the neighbouring atom, which distorts in response to form a new dipole. When these 
two dipoles attract each other, this is referred to as dispersion (Fig 1.7). 
 
 
Figure 1.7. Representative of dispersion interaction 
 
Dispersion interactions can be defined by quantum mechanical theory by the 














            
Equation 1.4 
Where α is the polarisability, N is number of valence electrons, r is the distance 
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between two atoms. According to the definition formula, dispersion effects depend 
on the polarisability of the two interacting moieties. Generally speaking, the larger 
the molecular surfaces, the easier it is for the electron cloud to be distorted, and as a 
result, the polarisability is higher. For comparison, however, polarisability per unit 








 C N O F P S Cl 
C 1.0 1.0 1.1 1.1 1.5 1.4 1.1 
N 1.0 0.9 1.0 1.1 1.5 1.3 1.1 
O 1.1 1.0 1.0 1.1 1.6 1.4 1.2 
F 1.1 1.1 1.1 1.1 1.6 1.5 1.3 
P 1.5 1.5 1.6 1.6 2.1 1.8 1.5 
S 1.4 1.3 1.4 1.5 1.8 1.6 1.4 
Cl 1.1 1.1 1.2 1.3 1.5 1.4 1.2 
 
With modern techniques, computational chemists are keen to analyse non-covalent 
interactions using quantum mechanical models. While accurate dispersion 
interactions are well estimated by large-basis-set post Hartree-Fock methods,
73
 the 
original density functional theory (DFT) only considers electrostatics and poorly 
predicts dispersion dimers. Considering that the former method is computationally 
expensive, DFT methods capable of considering dispersion forces are emerging, such 
as dispersion-corrected DFT, parameterised functionals and dispersion-correcting 
potential.
74
 Although lots of effort has been spent on correctly calculating dispersion, 
different methods give different results. One should examine the methods carefully 
with respect to experimental data before drawing conclusions. 
 15  
 
1.5 Dispersion in alkanes 
1.5.1 Experimental and computational studies of dispersion 
interactions in alkanes 
Alkanes lack the ability to make polar cohesive interactions such as H bonds, and 
therefore any adhesion between molecules must be via dispersion forces. The 
cumulative addition of dispersion forces in alkanes is reflected in the boiling points 
of alkanes (Table 1.2). As the length of linear alkanes increase, boiling points 
increase dramatically, which means that intermolecular dispersion interactions must 
be responsible. Compared to linear alkanes, boiling points of corresponding 
cycloalkanes are higher by at least 9 °C. This is attributed to larger intermolecular 
surface contact for cycloalkanes, which arises from closer packing in the liquid state. 
 
Table 1.2. Boiling points of linear and cyclo alkanes.
75
 
Linear alkane Boiling point [°C] Cycloalkane Boiling point [°C] 
Methane –162 - - 
Ethane – 89 - - 
n-Propane – 42 cyclopropane – 33 
n-Butane 0 cyclobutane 13 
n-Pentane 36 cyclopentane 49 
n-Hexane 69 cyclohexane 81 
n-Heptane 98 cycloheptane 118 
n-Octane 126 cyclooctane 149 
n-Nonane 151 cyclononane 178 
n-Decane 174 cyclodecane 201 
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The patterns in the boiling points of alkanes illustrate how large the effects of 
dispersion interactions can be. Dispersion interactions are hard to measure on the 
molecular level. When Hunter et al
69
 were investigating H-bonding properties in 
non-polar solvents using a H-bond donor and acceptor as a probe, they found that the 
experimental results for alkanes were larger than those calculated using the / 
model. This implied that dispersion in alkanes cannot be ignored, because the 
/model only considers electrostatic effects. Although, the precise contribution 
arising from dispersion forces was not determined in the original investigation, a 
more recent study of evaporation in alkanes revealed that van der Waals interactions 
between chains were a linear function of molecular surface area and, thus 
rearrangement of surfaces in contact in molecular recognition events occurring in 




Alkanes, although simple, are not easy to fully simulate in silico. Tsuzuki’s 
calculations revealed that interaction energies between longer n-alkanes are large; the 
intermolecular interaction energy for the n-hexane dimer was predicted to be –19.2 
kJ mol
-1
 using the MP2 method, which is comparable to that of the H-bonded water 
dimer.
77
 Later, Tsuzuki and co-workers compared the interaction energies from 
different methods and basis sets, and achieved similar results. With these values, they 
obtained a linear relationship between dimer interaction energies and the number of 
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Figure 1.8. Estimated interaction energy of alkane dimers at MP2 level against number of C atoms.
78
 




More recently, calculations have been performed on even longer n-alkanes. In order 
to reduce the computational cost of the MP2 method, Ferrighi and co-workers
79
 
evaluated the interaction energies of alkanes up to 10 carbons with the 
DFT/MGGA-M06-L method. The compromise between accuracy and cost make this 
method attractive for calculations on large molecules. – 45.23 kJ mol
-1
 was reported 
for the decane dimer. 
 
The claim that strong dispersion forces arise between long alkanes due to multiple 
contacts is also supported by the very recent work of Shaik and Alvarez.
80
 They 
carried out a full computation on linear alkanes, branched alkanes and polyhedranes 
at the MP2 level, and compared the results with experimental melting points and 
crystal structures. The “dihydrogen contact”, as they describe it in their work, was 




H interaction, and the dissociation 
y = -3.873x + 2.488 



























number of carbon atoms 
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Figure 1.9. Structure of dodecahedrane dimers.
80 
 
The increased stability of branched alkanes compared to their unbranched 
equivalents can also be attributed to dispersion forces (Fig 1.10). In 1956, Pitzer and 
Catalano
81
 found isobutane was 5.0 kJ mol
–1
 more stable than n-butane, and 
neopentane was 7.5 kJ mol
–1
more stable than n-pentane, using Slater and Kirkwood’s 
dispersion formula. With the assistance of modern computation techniques, Wodrich 
et al. demonstrated that the stabilisation energy is worth 9.54 to 11.84 kJ mol
–1
per 
alkyl-alkyl branch contact using a bond-separating reaction.
82
 Furthermore, the 
alkane isomerisation energy, which is another indicator for this branching effect, was 
reported as at least 2.5 kJ mol
–1 





Figure 1.10. Intramolecular alkyl-alkyl contacts in some alkanes. 
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Similar types of intramolecular alkyl-alkyl dispersion forces have been proposed as 
significantly stabilising the longest known C-C bond.
84-85
 The C-C bond in ethane is 
1.533 Å, which is typical for the unstrained C-C bond.
75
 However, the cumulative 
effect of multiple H
…
H dispersion-mediated contacts allows the C-C length in 
compound 1 to be elongated to 1.704 Å despite the expected steric repulsion (Fig 
1.11). Changing from triamantane to tetramantane (compound 2) expands the 
dispersion contact area and pushes the C-C length boundary to 1.71 Å. The role of 
dispersion was confirmed by DFT calculations; only DFT calculations including 
dispersion corrections provided structures close to the X-ray crystal structures, while 
traditional DFT methods that do not take dispersion interactions were unsuccessful.  
It is worthy of note that these highly hindered diamondoid compounds prevent 
interpenetration of solvents and gases; hence dispersion forces between H
…
H 
contacts are undisturbed by competitive effects.  
 
 




The situation where dispersion interactions are able to overcome steric repulsion is 
verified in another case. Compound 3 is very unstable, with a dissociation energy as 
low as –38.0 kJ mol
–1
. In contrast, compound 4, which shares the core structure of 3, 
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has a melting point as high as 214 ˚C and a dissociation energy of + 57.3 kJ mol
–1
, 
some 95.0 kJ mol
–1
 higher than that of compound 3.
86
 The enhanced stabilisation is 
owed to twelve t-butyl groups contributing dozens of H
…
H contacts (Fig 1.12). 
 
 




1.5.3 Solvent competition in dispersion interactions in alkanes 
It has been shown that in the ideal condition where alkanes contain enforced 
intramolecular contacts, dispersion forces can be very strong. However, these 
intramolecular situations may be the exceptions rather than the rules, since many 
parts of chemical and biological systems are exposed to multiple competitive solvent 
molecules.  
 
It is widely known that alkanes prefer to stick together in aqueous solution, while 
Rebek's group discovered that alkanes tend to maximise the dispersion interaction 
inside a molecular capsule.
87
 More than 30 years ago, Abraham
88
 showed that 
solvation of n-alkanes by hexane is preferred over solvation by water by 3.85 
kJ mol
–1
 per CH2. More recently, Wu and Prausnitz
89
 published their result on the 
interaction of alkanes in water. Interpretation of these results involves consideration 
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of the H-bond network of water, van der Waals interactions between the alkanes and 
water, and van der Waals interactions between the alkanes. The hydrophobic 
potential of alkanes was calculated from free energies of solvation, which was 
derived from Henry’s constant. As shown in Fig 1.13, comparison between 
hydrophobic potential and the vdW energy indicated that when two methane 
molecules were in contact in water, the maximum vdW energy between methane was 
only half of the hydrophobic energy. In other words, the vdW energy has been 
masked by overwhelming hydrophobic effects, at least for short alkanes. 
 
 
Figure 1.13. The red solid line corresponds to the hydrophobic potential between two methane 
molecules in water, against their distance. Two methane molecules are separated at C–C bond length 
(r 1.533 Å) (A), at contact (B)and have non-overlapping solvation shells (C). The red dotted lines are 
the outer boundary of the solvation shell. The green dashed line is the Lennard–Jones potential 
between two isolated methane molecules. The black dotted line shows position (B) when the methane 




Meanwhile Ray and Akhremitchev et al
90
 successfully measured interactions 
between linear alkanes (decane, dodecane, tetradecane, hexadecane and octadecane) 
in water at the single-molecule level. Alkanes were bonded to either the substrate or 
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the AFM probe via PEG linkers, which also helped the alkanes to dissolve in water 
(Fig 1.14). The interaction energy was measured by the rupture force method, and the 




, which was close 










) might be attributed to dispersion interactions, which are apparently 
weakened by water competition. 
 
 





While the delicate H-bond network and resulting hydrophobic effects on alkane 
association has been relatively well studied, alkane interactions in non-aqueous 
solvents are less studied. Solvation energies of alkanes in 16 organic solvents showed 
that alkanes are more easily solvated by non-polar solvents than polar solvents.
88
 
This work indicated a stronger contribution of solvent-solute interactions than 
alkane-alkane interactions in non-polar solvents. Research conducted to date has 
shown that dispersion interactions between alkanes in solution are frequently 
overshadowed by solvophobic effects.  
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1.6 Dispersion in aromatic interactions 
Aromatic interactions can be classified into four geometric classes (Fig 1.15). 
Various different contributing factors have been proposed as governing the strength 
of aromatic interactions, including electrostatics, dispersion and solvophobic effects. 
The understanding of these contributors is fundamental to utilise aromatic 
interactions in applications of molecular assembly and the operation of molecular 
machines. Since stacked (sandwich and parallel-displaced) contacts have the largest 
surface contact areas, these types of interactions are likely to have the largest 
dispersion components.  
 
 
Figure 1.15. Diagrammatic pictures of arene-arene interaction geometries. 
 
It has been argued whether ‘aromaticity’ really matters for dispersion interactions.
91
 
Aromaticity is often known to stabilize a conjugated cyclic system through 
delocalisation of π electrons. Intuitively, the delocalisation displays a ‘soft’ π-electron 
cloud, which should be easily distortable. As softness is related to polarisability, one 
would think that dispersion forces in these types of systems would be significant. 
However, much controversy surrounds the study of aromatic interactions as detailed 
below. 
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1.6.1 Computational studies of aromatic stacking interactions 
Theoretical decomposition of aromatic interaction energies in the gas-phase is often 
classified into four contributors: electrostatic, dispersion, induction and exchange 
repulsion. As briefly introduced previously, computations using DFT methods are 
frequently employed in studies of non-covalent interactions. However B3LYP is 
unable to properly characterise the medium-range correlation energies involved in 
van der Waals interactions. One approach to overcoming this limitation is to use 
highly computationally intensive methods such as benchmark coupled-cluster 
CCSD(T) level,
29
 or second-order Møller-Plesset perturbation theory (MP2) 




 invented the M06-class functionals as 
an alternative approach for modelling van der Waals interactions within the 
framework of DFT. For example, M06-2X, M05-2X, M06-HF, M06 and M06-L 
functionals have been suggested as being suitable for modelling non-covalent 
interactions. 
 
Substituted benzene dimers have been widely studied by computation and 
experiment as recently reviewed by Wheeler.
94
 Calculations by Sinnokrot and 
Sherrill
95
 suggested that all monosubstituted benzene – benzene dimers were more 
stable than the benzene dimer. They indicated that electrostatic, dispersion, induction 
and exchange repulsion were all important to binding. A subsequent study revealed 
that substituted effects were additive in sandwich dimers.
96
 Later, Ringer and Sherill 
performed calculation on polysubstituted benzene dimers using 
counterpoise-corrected MP2 method. A very scattered plot of interaction energies 
against the sum of the Hammett constants of the substituents (Σσm) suggested that 
electrostatic effects were not dominant. An extreme demonstration of this effect was 
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provided by the very electron-rich hexaaminobenzene (C(NH2)6), and the very 
electron-deficient 1,3,5-tricyano and hexafluoro-substituted benzenes (C6H3(CN)3, 
C6F6), which shared similar interaction energies with benzene despite dramatic 
variation in their electrostatic potentials (Fig 1.16). This computational result has 
been attributed to major dispersion components,
92
 and even implied that two 
electron-rich aromatics would display an attractive stacking interaction. More 
examples on the importance of dispersion are also discussed in Sherill's recent 
review.
97
 Later calculations by Kim and co-workers
98
 also agree with Sherrill. 
 
Figure 1.16. ESPs of hexaamino-, 1,3,5-tricyano-,and hexafluoro-substituted benzene calculated at 





Figure 1.17. Decomposition energy of aromatic interaction for benzene derivatives.
99 




 provided greater insight to the findings of Sherrill. They also 
found that substituted-benzenes enhanced binding with benzene despite variations in 
the electrostatic potential surfaces of these molecules. Decomposition of stacking 
energy into dispersion, exchange, induction and electrostatic components revealed 
the sum of first three components were constant for all dimers (Fig 1.17). Thus, 
although dispersion was often the major energetic contributor, the trend in the 
interaction energies upon variation of substituents was clearly attributable to the 
electrostatic components. They concluded that both dispersion and electrostatic 
should be taken into consideration when predicting binding energies.  
 
Azulene possesses a resonant zwitterionic form which possesses a large dipole 
moment (Fig 1.18a). Surprisingly, calculations found the antiparallel orientation in 
which the dipoles were opposed was not the most stable dimer. Eleven dimer 
structures were studied by three methods. The most accurate DFT-D method pointed 
to the most stable complex (Fig 1.18a) as having an interaction energy of 30.1 kJ 
mol
-1 
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Moving to larger systems, computational chemists have found that the interaction 
energy between benzene and polycyclic aromatic hydrocarbons exhibited a linear 
relationship with polarisability.
105
 Dispersive effects have been identified as being 
important components in the parallel-stacked and offset-stacked aromatic geometries, 
with the dispersive component becoming stronger as the contact surface increased.
106
 
Nonetheless, calculated polyaromatic dimers
101-102,104,107
 have been shown to prefer 
parallel-displaced geometries (Fig 1.18b,d,e,f), except for anthracene (Fig 1.18c). 
The cross configuration adopted by the anthracene dimer was attributed to minimised 
valence repulsion, which did not overly compromise the dispersion component. 
Interaction energies between polycyclic aromatics also increased with the number of 
rings, with dispersion being the major contributor in all cases. A more persuasive 
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Figure 1.19. Structure of 5,15-diphenyl-10,20-bis[4-(N-methyl)pyridinium]porphyrin] dication dimer 
including counterions. top and side view. White balls represent H atom, grey balls represent C atoms, 






Addressing the question of whether aromaticity is a requirement for enhanced 
dispersive forces in aromatic stacking interactions, Grimme compared the theoretical 
interaction energies of a series of saturated ring systems and aromatics. He found that 
the stacking interaction energy for small ring systems, either saturated or aromatic is 
virtually indistinguishable, with a special dispersion contribution from the aromatic 
character of rings only seeming significant when rings contained more than 10-15 
carbon atoms.
91
 Indeed, Grimme recommends DFT-D3 for dispersion-corrected 
calculations of aromatic stacking since the method provides sp
2
 carbon atoms with a 










 carbon atoms 
behave differently with regards to dispersion interactions; Sherrill’s follow-up study 
found pentacene dimers to be 54 kJ mol
-1 
more stable than the corresponding 
saturated ring systems.
109
 Janowski and Pulay
103
 studied decalin, perhydrocoronene 
and their corresponding aromatic dimers at benchmark coupled-cluster CCSD(T) 
level, and found that σ-stacking energies were less stable than π-stacking energies. 
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Furthermore, Kim and co-workers
110
 performed comprehensive investigations on 
aromatic-π, aliphatic-π and non-π dimers, and he also declared that dispersion is most 
significant in aromatic-π stacking. 
 
Contrasting with these results, Schreiner et al. studied large non-aromatic 
[n]graphane dimers containing between 10 and 97 carbon atoms mainly at the B97D 
level.
111
 Association energies per carbon atom were found to be 5.0 kJ mol
-1
, which 
was similar to that seen in graphene dimers. Meanwhile, Wheeler et al.
112
 found that 
the delocalisation of π-electrons actually weakens stacking while non-aromatic 
polycenes exhibit better stacking.  
 
In other words, it has been proposed that aromaticity is not absolutely necessary for 





 have suggested that the term ‘π-stacking’ should be used with caution. 
However, there appears to be no theoretical controversy involved in describing these 
types of interactions as ‘aromatic interactions’, and it always remains necessary to 
test, or verify the predictions of theory using experimental data. 
1.6.2 Experimental study of aromatic stacking interactions in the 
gas-phase 
From the aspect of experimental research, Santos and co-workers
60
 analysed the 
formation enthalpies of 1,8-diphenylnaphthalenes and 1-phenylnaphthalenes in the 
gas-phase (Fig 1.20). The interaction energy increased as either OCH3 or CHO 
substituents were added, and energies were additive as the number of substituents 
increase. The stacking energies correlated well with molecular polarisability tensors 
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αzz. They concluded that these results gave support to the theoretical dominance of 
dispersion forces.  
 
 
Figure 1.20. Reaction scheme for the formation of 1,8-diphenylnaphthalenes in the gas phase 
employed in Santos’s study. 
 
 
Figure 1. 21. a) R1/R2=OCH3/H front view b) R1/R2=OCH3/OCH3 top view c) R1/R2=CHO/H side 
view d) R1/R2=OCH3/CHO top view. 
 
However, many aspects of these experiments were not discussed that are crucial in 
constructing the correct conclusion. Firstly, a very limited range of substituents was 
examined. OCH3 was the only substituent that was considered as an 
electron-donating group by the authors, yet calculations show that the OCH3 group is 
electron-withdrawing with respect to the electrostatic potential of the face of the 
aromatic ring. Secondly, when looking closely at the space-filling model of the 
1,8-diphenylnaphthalenes, interactions between the substituents themselves cannot 
be ignored. For example, where R1/R2 = OCH3/H a possible CH
…
O interaction may 
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be responsible for the total attractive energy (Fig 1.21a). Similarly, the additivity 
seen in R1/R2 = OCH3/OCH3 may be due to multiple CH
…
O contacts (Fig 1.21b). In 
the case of R1/R2 = CHO/H, the optimised structure shows that the antiparallel CHO 
dipoles may result in strong dipole-dipole interactions (Fig 1.21c). The last example 




OHC contacts (Fig 
1.21d). The view of direct interaction between substituents is also advocated by 
Wheeler.
94
 He proposed a direct, local interaction between substituents and the other 
aromatic without considering contribution from electrostatic, dispersion or other 
effects. 
 
Some other studies of aromatic stacking interactions in the gas-phase have been 
performed, but stacking conformation could not be verified experimentally or the 
results were not quantitative.
114-115
 
1.6.3 Experimental study of aromatic stacking interactions in solution 
While gas-phase and computational results emphasise the importance of dispersion 
in stacking interactions, experimental studies in solution have mainly pointed to a 
subtle or indeterminable contribution from dispersion. 
 
Cockroft and Hunter demonstrated that aromatic stacking interactions are mostly 
controlled by electrostatic components in CDCl3.
37
 By varying substituents in the 
benzene dimers of a series of zipper complex, correlations between stacking 
interaction energies and Hammett constants was clearly shown (Fig 1.22). In another 
words, dispersion component can be neglected in solution for small aromatic 
systems. 
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 and co-workers restated that dispersion was not central to the stacking 
interaction based on the observations of Diels-Alder cycloadditions in decane. As 
shown in Fig 1.23, substrates with different substituents on the aromatic ring 
underwent Diels-Alder reactions with anthracene to give different product ratios, 
which was reasoned to be due to the differing intermolecular interactions between the 
species involved. As part of this work, Wheeler et al. performed a full examination of 
the transition state regarding the secondary effects of substituents and steric 
interactions by computation. This led to the conclusion that these effects were minor 
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and the barrier differences (∆∆G
‡
) can represent the stacking energy. Their stacking 
energies correlated with Hammett constants σm. Although Lewis and co-workers
99
 
argued the correlation with σm was due to the limited variation in substituents (all 
substituents in this work were electron-withdrawing groups), and that their results 
were in accordance with previous finding.
37,116
 Another point to consider is that 
transition states are far more complicated: the conformation of a transition state is not 
visible, and substituent stability and steric effects are hard to predict by 
computation.
57
 Furthermore, Hunter found that aromatic interactions were stronger in 
transition states than in the products, with the difference depending on the 
substituent.
117
 Therefore it may not be appropriate to infer the properties of 




Molecular torsion balances have also been used to investigate aromatic stacking 
interactions in the ground state. Gung
118-120
 prepared two triptycene series for the 
study of stacking interactions in the parallel displaced and near-sandwich 
configuration (Fig 1.24). The isomer ratios were determined by 
1
H NMR in CDCl3. 
This study revealed that aromatic stacking was not controlled by a single effect: 
electrostatic effects governed the interaction when an extremely electron-deficient 
arene was involved, while the dispersion component increased when 
parallel-displaced configuration allowed close contact.
118,120
 Finally, it was suggested 
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Figure 1.24. Triptycenes used by Gung et al. 
118-120
 aromatic interaction in a) parallel displaced and b) 
sandwich configuration. 
 
Shimizu first designed a rigid molecular balance featuring a bicyclic 
N-arylsuccinimide framework, which provides a tool for investigating aromatic 
stacking interaction between benzene and polycyclic aromatics (Fig 1.25).
53
 Higher 
folding ratios were observed for larger aromatics. A solvent study showed a linear 
relation between the folding energies and solvent polarity ET(30). Later he designed 
a naphthalenediimide-based molecular balance to study face-to-face aromatic 
interactions between electron-deficient and electron-rich polycyclic aromatics in 
d2-tetrachloroethane and d6-DMSO (Fig 1.26).
64
 A non-linear trend of folding 
energies against arene surfaces (indicated by number of carbon) was observed. The 
interaction was much stronger for the larger pyrene system. It was uncertain whether 
this was due to solvophobic effects or larger dispersion.  
 




Figure 1.25. Shimizu’s molecular balances with bicyclic N-arylsuccinimide framework.
53 
 
Figure 1.26. Shimizu’s molecular balances with naphthalene diimide framework.
64 
 
 36  
 
Aromatic stacking in water is typically assumed to be dominated by hydrophobic 
effects. Gellman
121
 compared the folding of carboxylate compounds in water (Fig 
1.27). It was observed that compound 10 did not fold while compound 8 and 12 
folded. This phenomenon excluded the classical hydrophobic effect and dispersion as 
driving forces. He later used another folding molecule model to reinvestigate 





 measured the association constant of adenine with aromatic 
receptors in water (Fig 1.28). Association constants increased as the aromatic surface 
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 also investigated stacking interactions in water, but using a 
porphyrin and substituted benzene/pyridine or saturated guest (Fig 1.29). It was 
found that aliphatic guests showed little attractive interaction, while other guests with 
higher polarisability, for example, aromatics and halogens exhibited dispersive 
effects. However, no information concerning the geometry of this complex is known, 
and the results seem in stark contrast to other studies on dispersion forces. 
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While many chemists have focused on the study of aromatic interactions involving 
small aromatics like benzene, very little experimental data exists for interactions 
between polycyclic aromatic systems. However, the frequently encountered low 
solubility of large aromatic systems suggests the importance of dispersion in 




There is no consensus of opinion on the role of dispersion in edge-to-face aromatic 
interactions (Fig 1.30). Given the smaller areas of molecular contacts involved, it can 
be expected that dispersion forces in aromatic CH
…
π interactions are smaller than 
those encountered in aromatic stacking. 
 
 
Figure 1.30. Several types of edge-to-face configurations studied. 
 
 
Figure 1.31. Wilcox’s balance for examining aromatic edge-to-face interactions as the X and Y 
substituents are varied. 
 




 Wilcox first used his torsion balances to study edge-to-face aromatic 
interactions (Fig 1.31). The conformations in theses balances were tilted edge-to-face 
aromatics contacts with various substituents on the edge ring. Nakamura and Houk
125
 
examined these balances by computation, both in the gas phase, and with simple 
solvation fields. The calculated energies were overestimated, but the folding 
preferences were reproduced and folding was proposed to be a result of a 
compromise between dispersion and solvent effects. In the case of face-substituent 
effects (Fig 1.30 tilted conformation d), Wilcox et al.
47
 found that the folding 
energies of balances with edge-to-face interactions were relatively insensitive to the 
effects of the substituents on the face ring, and proposed that this was due to the 
dominant effect of dispersion interactions. Orozco et al.
126
 compared the simple 
edge-to-face aromatic model and Wilcox’s folding model by computation. 
Decomposition of the total energy led to the conclusion that dispersion was dominant, 
with electrostatics contributing in part. However, using similar Wilcox balances with 
electron-withdrawing CF3 substituents on the edge ring and varying the substituents 
on the face ring, Diederich et al. discovered a strong electrostatic relationship with 
interaction energy in C6D6.
49
 This discrepancy was tackled by Cockroft and Hunter
70
 
using the α/β solvation model. They explained that Wilcox’s study (in CDCl3) and 
Diederich’s study (in C6D6) were carried out in different solvents with different 
H-bond donor abilities, therefore the electrostatic effect for the more polar balances 
in a less polar solvent was detected (Diederich’s study), while the same effect for the 
less polar balance in a more polar solvent was washed out by the effects of the 
solvent, which was responsible for the misunderstanding of the importance of 
dispersion. 
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So far, experimental work all points to the electrostatic nature of edge-to-face 
interactions. In response to the above explanation, Diederich et al
46
 performed more 
comprehensive study. Folding energies of 14 balances with edge-to-face interaction 
were taken in CDCl3 and C6D6 respectively. The correlation with Hammett constants 
(σm) remained. Compared with computational findings, they believed that the 
edge-to-face interaction was dominated by dispersion and balanced with electrostatic 
and exchange repulsion. A few months later Cockroft and Hunter
71
 analysed 
Diederich’s new results. The original α/β solvation model still held for the new 
data-set when applied correctly. The same model was also shown to account for 
edge-to-face interaction energies obtained in supramolecular zipper complexes. Thus 
they insisted that the edge-to-face interaction in solution can be explained by an 
electrostatic solvation model. 
 
The advantage of the Wilcox balance is that the backbone offers well-defined 
geometries, allowing studies in solution. The disadvantage, owing to the same 
backbone, is that it complicates the simple interaction due to geometric effects and 
secondary interactions.
126
 In contrast, computational studies can focus on the net 
interaction in unconstrained equilibrium geometries. Sinnokrot and Sherill
95
 found 
that the effects of varying both edge and face substituents cannot be explained by 
electrostatics alone (Fig 1.30a, b). In some examples, dispersion was larger than 
electrostatics. Kim considered dispersion
127
 was the larger contributor in both edge or 
face substitution, but found that it is cancelled by exchange repulsion in the former 
and cooperates with exchange repulsion/electrostatics in the latter. Sherrill and others 
discovered that the T-shape interactions are controlled by electrostatic and 
dispersion.
96
 Meanwhile, Wheeler and Houk et al stated that substituent effects arose 
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from the electrostatic interactions of the edge substituent with face ring, combined 
with the sum of the electrostatic and dispersion interactions of the face substituent 




For edge-to-face interactions involving polysubstituted aromatics (Fig 1.30e), Sherril 
and others
96
 implied that multi-substituent effects are irregular, and that it was 
necessary to consider close contact between the substituent and the hydrogen atoms 
on the other ring. Wheeler and Houk
128
 suggested that substituent effects are 
addictive in disubstituted dimers. In contrast, studies of aromatic CH
…
π interactions 
in polyaromatic systems are rarely encountered; although it has been suggested that 





This chapter has introduced several classic non-covalent interactions, in combination 
with computational and synthetic models used to study these weak interactions. 
Hunter’s α/β solvent competition theory is a very powerful tool for unravelling 
solvent effects and predicting interaction energies. Dispersion interactions both in 
aliphatic alkane and aromatic system are discussed in detail. No agreement has been 
reached on the importance of this non-specific dispersion forces, particularly in 
solution, and it seems most appropriate to discuss the role of dispersion in the context 
of interactions occurring in solution and the gas-phase separately. New experimental 
investigations are required to probe the understanding of dispersion in solution, since 
the most important molecular recognition events occur in solution rather than the 
gas-phase. 
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Supporting information: All compound numbers refer to compounds exclusively as 
presented in this chapter. 
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Chapter 2 Measurement of interactions in 
extended aromatic contacts 
 
Abstract 
Aromatic stacking interactions are measured in solution using AAD-DAA H-bonded 
complexes. Interaction energies between extended aromatics are measured to be less 
than 3 kJ mol
-1
 in solution. Quantitative structure property relationships show that 
aromatic stacking interactions in solution are not governed by a single parameter. 




π interactions are common in nucleic acid base stacking and important in protein 
aggregation.
1-2





π interactions are often employed in molecular recognition due to 
their reversible nature and easy detection in spectroscopy.
5-7
 Comprehensive studies 
on this unique non-covalent interaction could lead to further improvements over 





 The total interaction energies are often decomposed into four 
components, which are electrostatic, induction, exchange and dispersion interactions. 
While computational chemists come to different conclusions regarding the precise 
composition of these four interaction components, they agree on importance of 
dispersion interactions in the gas phase.
10-13
 However, much progress remains to be 
made before computational approaches are able to accurately to model π
…
π 
 48  
 
interactions in solution. Although many studies have been carried out in solution 
using unimolecuar models or complexes, no agreement has been achieved.
5,14-17
 





 Meanwhile, Gung has suggested that the limits where 
charge transfer interactions might play a role.
14
 Furthermore, most previous 
experiments have focused on interactions between small aromatics, where dispersion 
effects might be masked by solvent effects. Therefore, further investigations of π
…
π 
interactions in solution, particularly those involving extended aromatic contacts are 
worthwhile. 
2.2 Methodology and initial project design 
 
 
Figure 2.1. Representative polyaromatic hydrocarbons (PAHs). 
 
Although aromatic interactions have been extensively studied in recent years, a 
knowledge gap still exists concerning interactions in polysubstituted aromatics, 
particularly those between extended aromatic rings with electron-rich surfaces. 
Aromatic groups that are able to present large surfaces of contact range from highly 
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substituted benzenes to polyaromatic rings, including electron-rich and electron-poor 
rings, and some of those rings that might be of interest for examination in this project 
are shown above (Fig 2.1). The larger polyaromatic rings should have larger 
dispersion interactions than benzene rings, which might provide an opportunity for 
revealing the importance of dispersion in solution. Furthermore, the lack of 
substituents on these types of polyaromatic rings should mean that additional 
secondary interactions such as H-bonds and dipole-dipole interactions should not 
complicate the data analysis. Thus, we have set out to design supramolecular 
complexes to experimentally determine whether dispersion interactions make 
important contributions to interactions between extended complementary molecular 
surfaces in solution. 
 
 
Figure 2.2. AA-DD complex developed by Zimmerman et al
19
 with Ka=260 M
–1
 in CDCl3 (a) and the 
initial complex design for this project (b). 
 
The desired geometries are important in studying the aromatic interactions. The 
complex should be carefully designed to fix the aromatic rings in the geometries of 
interest. In addition, good solubility is needed for the titration experiments to allow 
concentrations to fall within the sensitivity regime of NMR, and to allow a large 
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enough concentration range to be covered for good coverage of the binding isotherm. 
The complex in Figure 2.2a was previously investigated by Zimmerman et al
19
 and 
was found to have an association constant of 240 M
–1
 in CDCl3. Inspired by this, we 
initially designed an AA-DD double H-bond complex with 1,8-naphthyridine as a 
H-bond acceptor and a disubstituted thiourea as a H-bond donor (Fig 2.2b). 
 
The energy minimised Spartan reference models of naphthyridine derivatives 
(DFT/B3LYP/6-31G*) show that the dihedral angles of the naphthyridine moiety and 
aryls increase in sterically bulky aromatics (Fig 2.3). Anthracene is perpendicular to 
the naphthyridine plane. The steric effect of fluorine twists the phenyl ring out of the 
plane of naphthyridine compared to an unsubstituted phenyl ring, making the design 
suitable for the investigation of stacking geometries. 
 
 
       17°             46°               40°               90° 
Figure 2.3. Structures of naphthyridine derivatives (top) and energy minimised Spartan models using 
DFT/B3LYP/6-31G* shown (bottom). 
 
Thermodynamic double-mutant cycles (DMC) provide a convenient means of 
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dissecting an interaction of interest from the other interactions that contribute to the 
complexation free energy.
20
 The approach is widely used in analysing protein 
structures, in biomolecular recognition studies and for studying cooperativity in 
synthetic complexes and proteins.
20-22
 As shown to the left in Figure 2.4, the 
accompanying interactions in complex A complicate the interaction between X and Y. 
Making a single mutation to the complex by removing one of the interacting 
aromatic rings (A to B) removes most of the accompanying interactions that 
contribute to complexation such as the H-bonds. However, latent interactions 
between X and the other components will also contribute to ΔGA-ΔGB such as 
changes in the strengths of the H bonds due to variation in the electronic properties 
of the adjacent substituents. Thus, control complexes C and D are introduced to 
quantify the changes in the remaining secondary interactions. ΔΔG represents the net 
interaction between X and Y. This method is applicable to attractive and repulsive 
interactions, provided that the anchoring interactions at the core of the complex are 
more attractive than the repulsive interactions being measured.  
 
Figure 2.4. (left) Example of a double-mutant cycle that could be used to dissect aromatic stacking 
interaction energies from the contributions of the H-bonding and secondary effects contributing to the 
total binding energies, (right) a proposed double-mutant cycle that could be employed in the current 
project. 
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Many different methods can be used to determine binding constants in 
supramolecular complexes, such as fluorescence, UV-Vis, NMR and calorimetric 
titration. The most suitable method depends on the properties of the complex (i.e. the 
binding constant) and the detection limits of equipment in relation to the solubility of 
the complexes. NMR titration is the most suitable method for the proposed 
complexes, since 
1
H NMR chemical shifts are sensitive to H bond, and the 






 Dilution and 
titration data can be fitted to a 1:1 binding isotherm using nonlinear curve fitting 
procedures to obtain binding constants. Titration data may also be fitted to more 
complicated models that include dimerisation of the host and guest (as determined by 
dilution experiments). The free energy of complexation, ΔG can be calculated by the 
equation below. 
ΔG = –RT lnKa                 Equation 2.1 
Where R is the gas constant, T is the absolute temperature and Ka is the association 
constant. 
2.3 Synthesis and evolution of the complex design 
 
 
Figure 2.5. Syntheses of an unsymmetrical naphthyridine and a symmetrical thiourea 
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Syntheses of the initial complex components was straightforward. 2-Substituted 
1,8-naphthyridine was obtained by a Friedländer reaction under basic condition. The 
yield was very low due to the steric hindrance associated with 9-acetylanthracene 
(Fig 2.5a). A symmetrical thiourea was easily synthesised by reacting the amine with 
carbon disulfide in the presence of a dimethylaminopyridine (DMAP) catalyst (Fig 
2.5b). The product was separated by filtration and was pure enough to use in further 
experiments. 
 
However, dinaphthyl thiourea had poor solubility in most solvents except for DMSO, 
and the solubility of the thiourea compounds was seen to decrease dramatically as the 
aromatic rings became larger. This may not only be due to larger dispersion 
interactions between the aromatic rings but could perhaps be a result of stronger 
intermolecular H bonding or weaker solvation. It was suggested that adding 
solubilising groups to the thioureas could overcome this problem and make NMR 
titrations possible. 
 
Figure 2.6. Possible complex conformations in the second-generation complex design. 
 
Thus, a second generation model complex was designed. Solubilising groups were 
introduced into the thioureas to improve solubility (Fig 2.6). However, making the 
change to unsymmetrical N-butyl-N'-aryl thioureas introduces a problem with the 
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complex; two different complexes can be formed upon binding to the naphthyridine 
(Fig 2.6). One of the complexes contains the desired stacking interaction, but in the 
other, the two aromatics are on opposite sides of the complex. To overcome this 
problem the design of the naphthyridine molecules needed to be changed into 
symmetrical 2,7-diaryl-1,8-naphthyridines (Fig 2.7). 
 
 
Figure 2.7.Third-generationcomplex design. 
 
Figure 2.8. Syntheses of symmetrical naphthyridines. 
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The naphthyridine backbone was obtained in over 90% yield by reaction with the 
readily available starting materials, 2,6-diaminopyridine and malic acid. The amine 
was converted to a hydroxyl group through diazotization. Based on the consideration 
that the reactivity of halides and triflates for the coupling reaction is I > Br >OTf>> 
C1,
24
 compound 3 was treated with trifluoromethanesulfonic anhydride to give the 
corresponding triflate. Boronic acids, which is believed to be more effective than a 
boronic ester in sterically hindered reactions, was coupled with triflate to give the 
final product (Fig 2.8). Despite the use of the less hindered boronic acid, the steric 
hindrance of the large aromatic rings apparently remained, and compound 6 was 
obtained in a poor yield.  
 
Figure 2.9. Syntheses of unsymmetrical thioureas. 
 
Thiourea was synthesised by refluxing a mixture of butylisothiocyanate and the 
corresponding amine in DCM overnight (Fig 2.9a). Unfortunately, only compound 7 
was successfully made. For the sterically hindered amine, 1,1’-thiocarbonyl 
diimidazole was employed to convert the bulky amine to isothiocyanate,
25
 before the 
butyl amine was added (Fig 2.9b). The solubility of both compounds 7 and 8 was 
found to be good. 
 
With host and guest in hand, a titration experiment was performed. The limited 
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solubility of the naphthyridine compound made it hard to cover a large proportion of 
the binding isotherm. Nonetheless, the binding constant for complex 5•7 was found 
to be 20-50 M
–1
, much lower than that of Zimmerman’s AA-DD complex (Fig 2.2). 
Given the similarity of the naphthyridine half of the complex, this suggested that the 
weak binding may be due to the thiourea. In the solid state, only the E conformation 
was observed by IR spectroscopy in aryl-substituted thioureas.
26
 Although both E 
and Z isomers may exist in the solution, the E conformer appears to be more stable 
due to the presence of an intramolecular hydrogen-π interaction (Fig 2.10). Perhaps 
one explanation for the low binding constant is that the binding energy upon 
complexation does not compensate for the energy required to convert the E 
conformer to the Z conformer, which is the proper conformation for forming two H 
bonds to the naphthyridine.  
 
 
Figure 2.10. E and Z conformers of N-aryl-N-butyl thiourea. 
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Figure 2.11. NMR dilution of 1-butyl-3-(2,6-difluorophenyl)-2-thiourea 8 (top) and 




π interaction is dominated by electrostatic effects.
27
 Electrostatic potentials 
of 2,6-diflurophenyl amine and 1-naphthyl amine were calculated by Spartan to be 
–45 kJ mol
–1
 and –74 kJ mol
–1
 respectively (DFT/B3LYP/6-31G*). NMR dilution 
experiments of aryl substituted thioureas showed that NH1 and NH2 of 
 58  
 
1-butyl-3-(2,6-difluorophenyl)-2-thiourea were shifted upfield as concentration 
decreases while NH1 of 1-butyl-3-naphthyl-thiourea was concentration-independent 
(Fig 2.11). This strongly suggested that the NH
…
π interaction is stronger in the 
naphthyl derivative compared to the difluorophenyl derivative, which is consistent 
with the electrostatic potentials. 
 
 
Figure 2.12. Fourth-generation complex design. 
 
In order to cover at least 80% binding isotherm and achieve higher accuracy, 
complexes with higher binding constant were required for the project. Thus, an 
additional H-bond was added into the system (Fig 2.12). The upper DAA compound 
will be referred to a guest compound, and the lower ADD compound as the host from 
this point on. 
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Figure 2.13. Syntheses of (a) control compound G0 (b) aromatic substituted naphthyridines G1, G2, 
G3, G4. 
 
2-amino-1,8-naphthyridine was refluxed with hexanoic anhydride to give the control 
compound G0 (Fig 2.13a). Two steps were involved in making the starting 
compound 11 following a literature. Then hexanoic anhydride reacts with the amino 
group to form the amide, this compound is insoluble in most organic solvents, 
making it easy to purify by filtration. After that the hydroxyl group was converted 
into the triflate, resulting in a very soluble compound. Finally, a Suzuki reaction was 
employed to couple the triflate with the corresponding boronic acid (Fig 2.13b). The 
final products were obtained in moderate to high yield. 
 
 60  
 
 
Figure 2.14. Synthesis of compound 15 
 
The ADD host compound is synthesised in two steps; the starting bromide compound 
was coupled with butyl amine under microwave conditions using Pd catalyst, 
followed by demethylation using BBr3. This reaction required an excess of BBr3 and 
three days reaction time to achieve just 30% completion (Fig 2.14). The work up was 
also unpleasant due to the large amount of unreacted BBr3. This design was 
abandoned based on the consideration of synthetic challenges and the difficulty in 
introducing a suitable solubilising group. 
 
 
Figure 2.15. Fifth-generation complex design. 
 
Retaining the same guest compound, a uracil host was designed to replace the lower 
ADD half of the complex. This design keeps three consecutive H-bonds, but adds an 
alkyl solubilising group (Fig 2.15). 
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Figure 2.16. Syntheses of uracils. 
 
6-Chlorouracil underwent nucleophilic substitution with the butyl amine, and was 
then reacted with iodooctane to give the final compound. However, when this route 
was applied to aminonaphthalene, the reaction was slow and gave a mixture of 
starting material and product, which was hard to separate (Fig 2.16a). Thus, an 
alternative route was explored (Fig 2.16b). The solubilising group was added first, 
and then the product was suspended with aminonaphthalene in acetic acid and 
refluxed overnight. The precipitate obtained was mostly product which was then 
recrystallised from hot methanol. The solubility of the compound was still found to 
be very low despite the long alkyl substituent. 
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Figure 2.17. The final complex design. 
 
At the same time, another ADD host featuring a five-membered heterocyclic urea 
was synthesised (Figure 2.17). Previous studies showed that this kind of ADD host 










Figure 2.18. Syntheses of five-membered heteocyclicureas. 
 
The starting compound 21 was synthesised via three steps in high yield. Carboxylic 
acid was reacted with DPPA to yield carbonyl azide, which was rearranged into the 
cyanate upon heating before undergoing the reaction with amine. The other urea 
derivatives were synthesised without difficulty, although the yields were not good 
over both steps (Fig 2.18). Initial attempts to make the control urea (Urea0) via the 
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same route failed, because the alkyl amine was more reactive than the aromatic 
amine, it would react with carbonyl azide directly. 
 
 
Figure 2.19. Synthesis of control urea0 
 
Thus, conditions were required that allowed the carbonyl azide to rearrange before 
the butyl amine was added to the reaction. Column chromatography was needed to 
separate the carbonyl azide when using DPPA in the previous method, and the yield 
was low. Thus, an alternative, but simple and efficient one-pot two-step strategy was 
applied to make the azide (Fig 2.19). The carbonyl azide was heated in chloroform to 
give the cyanate, before addition of the butyl amine to yield the final compound. 
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2.4 Results and Discussion 
 
Figure 2.20. Compounds studied in the following section: G0, G1, G2, G3, G4 and Urea0, Urea1, 
Urea 2, Urea 3, Urea 4 
 
After several attempts, the complex design shown in Figure 2.20 was chosen for the 
study of π-π interactions. The synthetic routes provided access to many different 
combinations of host and guest compounds with varying aromatic surfaces.  
 
2.4.1 Dilution experiments 
 
Figure 2.21. Unfolded and folded state of the ureas employed in this study, showing the formation of 
intramolecular H-bonds. 
 
The six-membered heterocyclic ureas suffer from steric clash between the aromatic 
CH and the urea O, and prefer the folded state.
29
 In contrast, the ureas attached to 
five-membered rings have been shown to favour the unfolded state due to the 
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intramolecular H-bond between the aromatic CH and urea O (shown in red in Figure 
2.21).
28
 Owing to this pre-organisation, the binding constant of a quadruple H-bond 
complex has been shown to increase by a factor of 100 when switching from 
six-membered heterocyclicureas to five-membered heterocyclicureas.
29
 The ureas 
adopted in our system have similar properties (Fig 2.22). Computations of the 
minimised geometries of ureas0-4 were performed at the B3LYP/6-31G* level using 
Spartan. The planarity of the urea with the heterocyclic ring indicates that the 
triazole CH does not exert any steric strain against the O atom of the urea (Fig 2.22). 
 
Figure 2.22. a) Structure of the previously reported unfolded 1-Octyl-3-(2-phenyloxazol-4-yl)urea, 
the octyl group was replaced by methyl group for computational simplicity, and the geometry was 
calculated with DFT at the B3LYP/6-31G** level.
28
 b) Optimised Spartan models of ureas 0-4 
employed in our study. 
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Initially, dilution experiments were performed in CDCl3, however the dimerisation 
constants of the ureas were found to be relatively high. For example, the dimerisation 
constant of urea 1 was determined to be 622 M
–1
 in CDCl3. However, the addition of 
5% (v/v) d3-MeCN to CDCl3, reduced the dimerisation by an order of magnitude 
(Table 2.1). Therefore, this 5% (v/v) d3-MeCN/CDCl3 solvent mixture was used in all 
subsequent studies involving these compounds. The dimerisation constant of urea 4 
could not be determined due to the low solubility of this compound (< 2mM in 
CDCl3).  
 
Table 2.1. Dimerisation constants of ureas obtained from dilution experiments. Dilution experiments 













) 60 ± 14 60 ± 6 55 ± 3 234 ± 86 
 
During the dilution experiments, only the chemical shift of NHa experienced 
significant downfield shift while the other chemical shifts were only slightly affected. 
The fact that the NHb signal was not seen to move upon dilution excluded the 
folded-folded dimer and unfolded-folded dimers shown in Figure 2.23. This also 
indicated that the urea preferred the unfolded form as suggested in the earlier 
discussion. 
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Figure 2.23. Chemical shifts of urea0 upon dilution in 5% d3-MeCN/CDCl3 mixture (left) and 
possible dimerisation complexes (right). 
 
Naphthyridine-based guests are frequently used in H-bond complexes.
19,29-30
 Crystal 
structures in the CCDC database reveal that the amide in the naphthyridine 
compounds prefer the conformation shown in Fig 2.24. The H-bond donor and 
acceptors are found to be co-planar, providing a good geometric match with the urea 
hosts. Dilution of the guest compounds gave very small dimerisation constants, 
which therefore had a negligible influence on the much larger association constants 
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Figure 2.24. Crystal structure of naphthyridine derivatives
31
 (CCDC 236719) 
 
Table 2.2. Dimerisation constants of guest compounds. 
 G0 G1 G2 G3 G4 
Kd (M
-1
) 1.49 0.52 0.84 1.03 0.76 
 
2.4.2 Complex conformation analysis 
Compared to Hunter’s zipper complexes, which have been previously used to 
examine aromatic stacking interactions,
18
 the complexes of the present study are 
more rigid and conformationally less complicated. The pre-organisation afforded by 
the H-bond components of the host and guest compound helps in forming complexes 
of the desired geometry. To further analyse the conformations of these complexes, 
M06/6-31G* and DFT/6-31G* calculations were performed on all complexes using 
Spartan. The three NH
…
N H bonds had lengths of around 2Å, while the stacked 
aromatic planes were found in offset or face-to-face stacking with an interplane 
separation of ~3.5Å. An overlay of these M06-minimised structures shows that the 
complexes have similar geometries (Fig 2.25), thus, satisfying the structural 
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Figure 2.25. Overlapping Spartan calculated complexes (G0-Urea0, G0-Urea1, G1-Urea0, 
G1-Urea1). Structures were aligned using the heavy atoms of N-C-N in parts of the complex (shown 
in figure) 
 
2.4.3 Physicochemical parameters for analysing aromatic 
interactions 
Electrostatic surface potentials provide a visual and detailed view of any subtle 
changes in the electrostatic properties of the aromatic surfaces investigated in this 
study. ESPs of the molecules were calculated at the DFT/B3LYP/6-31G* level. As 
shown in Figure 2.26, the ESPs were not evenly distributed across the aromatic 
surfaces, which could complicate the interpretation of the aromatic stacking 










Figure 2.26. ESPs of simplified guest and host molecules (the long alkyl chains were replaced with 
methyl groups). ESP scales were set to –120 kJ/mol to +120 kJ/mol for comparison. Purple dots are 
the ring center where ESPs are measured as listed in Table 3. 
 
Nonetheless, with the exception of the difluorinated aromatics, the ESPs varied 
surprisingly little on each half of the complexes (Table 2.3). Other physicochemical 
properties for these aromatic groups were also calculated using Spartan. 
Polarisability is a parameter for considering dispersion interactions, while differences 
in surface areas should affect dispersion interactions as well as solvophobic effects.  
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Table 2.3. Calculated physical properties of guest and host compounds 























Guest     
Difluorobenzene -31 0.82 9.25 63 
Naphthalene -68 0.30 14.66 81 
Anthracene  -70 0.32 22.19 104 
Pyrene -61 0.42 24.91 110 
Host     
Difluorobenzene -9 0.62 9.31 d 
Naphthalene -58 1.67 14.73 d 
Anthracene n.d. 2.07 22.46 d 
Pyrene -57 2.18 25.42 d 
a
ESP values are for the ring centre in kJ mol
–1
 as shown in Figure 26. 
b
 Dipole moments and 
polarisability are calculated for the methyl or amino substituted aromatics, depending on whether it is 
host or guest compound. Polarisabilities are calculated using the AM 1 semiempirical method. 
c
Half of 
the calculated aromatic surface areas and surface areas are values for the unsubstituted aromatics. 
d
the 
surface area is the same as in the guest molecule for the corresponding aromatic. 
 
2.4.4 Binding studies 
Binding constants were obtained by 
1
H-NMR titration experiments. The urea hosts 
were dissolved in 5% d3-MeCN/CDCl3 in the concentration range of 0.7-3.8 mM, 500 
μl of this solution was transferred into a capped NMR tube. The naphthyridine guest 
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was dissolved in the stock host solution and titrated into the NMR tube. In this way, 
the concentration of urea was kept constant during titration. 
1
H-NMR spectra were 
recorded after each addition. 
 
Job plots analyses were performed with all complexes involved in this study. It was 
confirmed that the DAA-type guest can bind to the ADD-type host in a 1:1 binding 
stoichiometry (Fig 2.27).  
 
 
Figure 2.27. Job plot of G0 with Urea 2 by 
1
H-NMR titration experiments in 5% d3-MeCN/CDCl3. 
 
During the titration, the chemical shifts of NHa and NHb moved downfield, 
indicating formation of NH
…
N H bonds. The butyl and aromatic signals on the ureas 
moved upfield due to the shielding of the aromatic rings on the guest. All the NMR 
observations supported DAA-ADD complexation. Due to the good solubility of the 
guest compound, all titrations reached saturation, giving higher than 96% binding in 
all cases, and fitting errors were within 4%. 
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Table 2.4. Binding constants (Ka in M
–1
) and free energies (ΔG in kJ mol
–1












2180 ± 340 
–19.0 ± 0.4 
980 ± 260 
–17.0 ± 0.7 
4205 ± 50 
–20.7 ± 0.0 
7005± 1190 
–21.9 ± 0.4 
2810 ± 560 
–19.7 ± 0.5 
Urea1
 
20700 ± 4200 
–24.6 ± 0.5 
6060 ± 1100 
–21.5 ± 0.5 
17150 ± 2100 
–24.2 ± 0.3 
29100 ± 6200 
–25.5 ± 0.5 
15100 ± 2800 
–23.8 ± 0.5 
Urea2
 
5887 ± 1472 
–21.5 ± 0.6 
3327 ± 1220 
–20.0 ± 1.0 
4200 ± 580 
–20.7 ± 0.3 
8873 ± 1437 
–22.5 ± 0.4 
5265 ± 1230 
–21.2 ± 0.6 
Urea3
 
n.d. n.d. n.d. n.d. n.d. 
Urea4
 
10510 ± 1180 
–22.9 ± 0.3 
6647 ± 2110 
–21.7 ± 0.8 
10220 ± 760 
–22.9 ± 0.2 
53300 ± 14800 
–26.9 ± 0.7 
27567 ± 9031 
–25.3 ± 0.9 
Titration experiments were repeated at least twice. Errors are twice the standard error .n. d. not 
determined 
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Association free energies ranged from – 19.0 kJ mol
–1 
to – 26.9 kJ mol
–1 
for all of the 
complexes, which lie in the energy range of other triple H-bond complexes (Table 
2.4).
32
 Association energies for some Urea3 complexes could not be determined due 
to the heavy overlap of NMR spectra. Although other methods like UV-vis 
spectrometry are attempted, the spectra overlap problem still prevented the extraction 
of thermodynamic data. Generally, the G1 complexes were the weakest across all 





Among the same host series, the patterns of binding energies were found to be very 
similar, indicating similar conformations in the complexes (Fig 2.28). The largest 
difference in the binding energies across all π-π stacking complexes are less than 7 kJ 
mol
–1
. In stark contrast, high-level computations that take dispersion interactions into 





 This would mean that the pyrene-pyrene complex in our study 
would have a gas-phase stacking interaction of up to 60 kJ mol
–1
! Clearly, the very 
large favourable dispersion contributions to stacking interactions are mostly washed 
out by competitive dispersion interactions with the solvent in this experimental study. 
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Figure 2.28. Association free energies were shown in bar graph as group of host. 
 
Stacking interactions dissected using the double mutant cycle approach are listed in 
Table 2.5. The dissected interaction energies are relatively modest and range from 
–1.7 kJ mol
–1
 to +2.2 kJ mol
–1
, and are comparable with interaction energies that 
have been previously measured for small aromatic stacking interactions.
34
 For 
stacking interactions involving small aromatics like 2,6-difluorophenyl (data in the 
red column in Table 2.5), it is likely that dispersion does not play a large role and 
electrostatic effects may take control. It was demonstrated by Houk that stacking 
interactions in small aromatics in solution are not controlled by dispersion,
17
 and this 
is supported by Gung’s,
14,35
 and Hunter’s experimental studies.
18,34
 With the 
exception of the data marked in red, ΔΔG becomes more favourable (or less 
repulsive) as the size of the aromatic group is increased. It can be seen that the 
difference is small in row 1 where there is only one aromatic ring that can interact 
with the polyaromatic hydrocarbons (PAH). This difference becomes larger when 
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naphthalene interacts with PAH. While in the pyrene complexes (row 4), the 
difference is the most exaggerated, leading to favourable stacking interactions. This 
observation does not correspond with the ESP changes of the aromatic rings. 
Naphthalene and pyrene hosts have almost identical ESPs, but have opposite signs 
for their interaction energies with large aromatics (+1.8 vs –1.1 kJ mol
–1
, and + 0.9 
vs –1.7 kJ mol
–1
). However, the result could possibly be explained by solvophobic or 
dispersion effects. On one hand, solvophobically driven interactions should increase 
as the contact areas increase. On the other hand, dispersion interactions depend on 
both contact surface area and the polarisability of the interacting rings. Within our 
study, it is very hard to dissect solvophobic and dispersion effects since all 
measurements have been performed in one solvent.  The computed contact surface 
areas for naphthalene-naphthalene and naphthalene-pyrene interactions are identical 
(27Å
2
), however, the naphthalene-pyrene interaction is more favourable than 
naphthalene-naphthalene. The difference is that pyrene has a larger polarisability, 
thus, it might be expected that the interaction energy may have a larger contribution 
from dispersion. However, the difference is just within the error of the experiment. 
Thus, any contribution from dispersion is likely to be small. Notably, the aromatic 
stacking energies measured in this study do not show any good correlation with ESPs, 
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Figure 2.29. Stacking energies correlation with a) ESP, b) dipole moment, c) polarisability and d) 
surface area. Blue rhombus are Urea1 series; red square are Urea2 series; green triangles are Urea3 
series; e) All stacking energies are plotted against contact areas. 
 
Clearly, stacking behaviour in solution is complicated and cannot be characterized by 
a single parameter, and it seems probable that stacking energies in solution are 
governed by the interplay of electrostatic, dispersion and solvophobic interactions. 
 
One way in which electrostatic and dispersion effects can be taken into account is to 
perform calculations on the complexes examined in this study. To reduce the 
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computational cost of these relatively large complexes, hexyl groups on the host and 
guest molecules were replaced with methyl groups (Fig 2.30). Complexes were 
computed with DFT using the M06 and B3LYP methods. Since B3LYP is unable to 
take dispersion interactions into account,
36
 it is not recommended for computations 
on aromatic interactions. Recent research has also pointed out the problems with 
using B3LYP/6-31G* methods in thermochemical calculations.
37
 The B3LYP results 
predict large unfavourable stacking energies and a moderate correlation with the 
experimental double-mutant cycle results (R
2
=0.71). M06 method gave a slightly 
poorer correlation with R
2
=0.62 (Fig 2.31). However the predictions for attractive or 
repulsive interactions are almost correct in all cases except for the three stacking 
energies marked in red in Table 2.6. The key distinction compared to the B3LYP 
calculations is that the M06 method is able to account for medium-range correlation 




 computational finding that 
dispersion forces become important for large aromatics, is not obvious in our 
solution study. Dispersion interaction calculations are dramatically overestimated 
compared to the experimental results obtained in solution, especially for the large 
aromatics. A pyrene
…
pyrene interaction is only worth 1.7 kJ mol
–1
 in our study, while 
the M06 computations gave 23.0 kJ mol
–1
. This result further supports our hypothesis 
that dispersion interactions are largely cancelled in solution. 
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Figure 2.30. Simplified model for Spartan computations on complex energies. The long alkyl chains 
were replaced by methyl groups. 
 
Table 2.6. Computation double-mutant cycle results. M06 results are shown in roman. B3LYP results 
are shown in italics. All energies are in kJ mol
–1
. Aromatic contact areas are shown in parentheses (in 
Å
2
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In summary, a new class of supramolecular complex has been developed for the 
measurement of π-π interactions in solution. Conformational analysis confirmed that 
this model is valid for examining stacking geometries. Comprehensive 
thermodynamic data were obtained for stacking interactions involving polycyclic 
aromatic rings in solution for the first time. Interaction energies are notably small 
compared to computational results that take dispersion forces into account. This is 
the result of the interplay of electrostatic, solvent and dispersion effects. Dispersion 
is underestimated by B3LYP method while they are overestimated by M06 method. 
2.6 Experimental Section 
All compound numbers refer to compounds exclusively as presented in this chapter.  
 
John Brazier developed the synthetic route to compound 21. He also tried other 
synthetic route of some host compounds which are not showed in this thesis. I 
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resynthesised compound 21 and synthesised all other compounds, and performed all 
experiments unless otherwise specified.  
 
All compounds were purchased from Sigma-Aldrich, VWR or Fluoro Chem. Melting 
points were determined using Stuart melting apparatus and are reported uncorrected. 
NMR dilution and titration experiments were performed on either a 
BrukerAvance400 MHz or 600 MHz spectrometers. Mass spectra were obtained by 
the University of Edinburgh mass spectrometry service. NMR dilutions and titrations 
were fitted using an Excel spreadsheet provided by Prof. Christopher A. Hunter. 





 A mixture of 2-aminonicotinadehyde 
(91.5 mg, 0.75 mmol), 9-acetylanthracene (165.1 mg, 0.75 mmol) and a drop of 10% 
ethanolic potassium hydroxide in ethanol (10 mL) was refluxed until all starting 
material had disappeared as indicated by TLC. After cooling, the precipitates were 
collected by filtration and purified by chromatography on silica gel. Product was 
obtained as red solid (10 mg). Yield 4%. m.p. 180-183˚C 
1
H NMR (500 MHz, CDCl3) 
δ 9.23 (dd, J = 4.1, 1.8 Hz, 1H), 8.58 (s, 1H), 8.37 (d, J = 8.2 Hz, 1H), 8.34 (dd, J = 
8.2, 1.9 Hz, 1H), 8.06 (d, J = 8.5 Hz, 2H), 7.70 (d, J = 8.2 Hz, 1H), 7.66 (d, J = 8.8 
Hz, 2H), 7.59 (dd, J = 8.1, 4.3 Hz, 1H), 7.49 – 7.44 (m, 2H), 7.37 – 7.34 (m, 2H). 
13
C 
NMR (126 MHz, CDCl3) δ 162.48, 156.31, 154.11, 137.14, 137.07, 134.57, 131.32, 
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 A mixture of 1-naphthylamine (3.58 g, 25 
mmol), CS2 (2.4 mL, 40 mmol) and DMAP (0.3 g, 2.5 mmol) in 5 mL dry ethanol 
was refluxed at 78 
o
C for 1 day. After cooling, the precipitate was filtered and 
washed with ethanol. 1.64 g white solid. Yield 40%. Compound was reported in 
Ref
41
 m.p. 205-206˚C 
1
H NMR (360 MHz, d6-DMSO:CDCl3=1:1) δ 9.64 (s, 2H), 
8.04 (d, J = 8.2 Hz, 2H), 7.87 (d, J = 8.0 Hz, 2H), 7.78 (d, J = 8.2 Hz, 2H), 7.60 – 
7.46 (m, 8H).
13
C NMR (63 MHz, DMSO) δ 183.19, 135.63, 134.27, 130.59, 128.46, 
127.26, 126.52, 126.47, 126.19, 126.02, 123.54. 
 






 A mixture of 
trifluoromethanesulfonic anhydride (4.00 mL, 24.0 mmol) in dry CH2Cl2 (10.0 mL) 
was added dropwise to the solution of pyridine (3.23 mL, 40.0 mmol) and 
2,7-dihydroxy-1,8-naphthyridine (20.0 mmol) in dry CH2Cl2 (20 mL) at 0 
o
C. After 
addition, the mixture was warmed to room temperature and stirred for 1 h. 20 mL 
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Et2O was then added. The reaction was quenched with 10 % aq.HCl and washed 
successively with sat. NaHCO3 and brine. The solvent was evaporated and the crude 
product was purified by chromatography on silica gel. 3.66 g white solid. Yield 43%. 
m.p. 147-149˚C 
1
H NMR (500 MHz, CDCl3) δ 8.55 (d, J = 8.7 Hz, 2H), 7.52 (d, J = 
8.7 Hz, 2H). 
13
C NMR (126 MHz, CDCl3) δ 157.08, 152.01, 142.42, 122.33, 






 The mixture of triflate (51 mg, 
0.12 mmol), 1-naphthylboronic acid (82.6 mg, 0.48 mmol), Pd(PPh3)4 (27.7 mg, 
0.024 mmol) and Ba(OH)2·8H2O (174 mg, 0.55 mmol) in 2 mL DME was degassed 
by sonication several times. The solution was refluxed at 80 °C under N2. After the 
reaction was completed as indicated by TLC, the solution was allowed to cool to 
room temperature, filtered over Celite and extracted with DCM. The crude product 
was purified by flash chromatography on neutral alumina, followed by 
recrystallisation in DCM and petroleum ether with slow evaporation. Cubic 
yellowish crystals were obtained in 53% yield (24 mg). m.p. 230-233˚C 
1
H NMR 
(500 MHz, CDCl3) δ 8.45 (d, J = 8.3 Hz, 2H), 8.30 (d, J = 8.4 Hz, 2H), 8.01 – 7.96 
(m, 4H), 7.94 – 7.90 (m, 4H), 7.65 – 7.62 (m, 2H), 7.56 – 7.49 (m, 4H). 
13
C NMR 
(126 MHz, CDCl3) δ 163.06, 155.97, 137.90, 136.98, 133.89, 131.03, 129.68, 128.75, 
128.47, 126.82, 126.00, 125.64, 125.35, 124.50, 120.28. MS (EI) m/z 382.0 (M
+
) 





 The mixture of triflate (107 mg, 
0.25 mmol), 9-anthracenylboronic acid (220 mg, 1 mmol), Pd(PPh3)4(58 mg, 0.05 
mmol) and Cs2CO3 (357 mg, 1.08 mmol) in toluene/ethanol/H2O (2 ml/2 ml/1.5 ml) 
was degassed by sonication several times. The solution was refluxed at 100 °C under 
N2 and protected from light. After the reaction was completed as indicated by TLC, 
the solution was cooled to room temperature, extracted with DCM. The crude 
product was purified by flash chromatography on silica gel. 29 mg redish solid Yield 
24%. m.p. higher than 300 ˚C 
1
H NMR (500 MHz, CDCl3) δ 8.61 (s, 2H), 8.59 (d, J 
= 8.2 Hz, 2H), 8.10 (d, J = 8.5 Hz, 4H), 7.89 (d, J = 8.3 Hz, 2H), 7.84 (dd, J = 8.8, 
0.9 Hz, 4H), 7.53 – 7.47 (m, 4H), 7.44 – 7.39 (m, 4H). 
13
C NMR (126 MHz, CDCl3) 
δ 162.85, 156.35, 136.84, 134.57, 131.31, 129.93, 128.49, 128.11, 126.52, 126.24, 




1-butyl-3-(naphthalen-1-yl)thiourea (7). A solution of butylisothiocynate(0.95 
mmol) was added dropwise to the mixture of 1-naphthylamine(0.48 mmol) in 5 ml of 
DCM. The mixture was refluxed for 2 hours under N2. The reaction mixture was 
filtered and the resulting solution was dried with Na2SO4. After solvent was 
evaporated under vacuum, the crude product was purified by flash chromatography to 
afford the product as 78 mg brownish solid. Yield 63%. m.p. 107-110˚C 
1
H NMR 
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(500 MHz, CDCl3) δ 8.64 (s, 1H), 8.07 – 7.97 (m, 1H), 7.93 – 7.82 (m, 2H), 7.57 – 
7.40 (m, 4H), 5.71 (s, 1H), 3.53 (m, 2H), 1.46 – 1.33 (m, 2H), 1.20 – 1.15 (m, 2H), 
0.80 (t, J = 7.4 Hz, 3H). 
13
C NMR (126 MHz, CDCl3) δ 181.29, 134.69, 131.97, 
129.99, 128.86, 128.47, 127.35, 127.05, 125.82, 125.24, 122.78, 45.14, 31.05, 19.90, 






 The mixture of 2,6-difluoroaniline 
(215 ml, 2mmol) and butyl isothiocyanate (241 ml, 2mmol) in 5ml dry DCM was 
refluxed overnight. TLC shows no product formed. So 1,1'-thiocarbonyldiimidazole 
(315 mg, 1.77 mmol) was added, refluxed overnight. The isothiocyanate was formed, 
monitored by TLC. Butyl amine (0.4 ml, 4 mmol) was added, refluxed for 5h. The 
solvent was removed by rotary evaporation. The crude product was purified by 
chromatography on silica gel. 176 mg white solid. Yield 36%. m.p. 82-85˚C 
1
H 
NMR (500 MHz, CDCl3) δ 7.68 (s, 1H), 7.32 – 7.26 (m, 1H), 6.99 (t, J = 8.1 Hz, 2H), 
6.20 (s, 1H), 3.72 – 3.44 (br, 2H), 1.67 – 1.44 (m, 2H), 1.36 – 1.31 (m, 2H), 0.91 (t, J 
= 7.4 Hz, 3H). 
13
C NMR (126 MHz, CDCl3) δ 181.46, 159.35, 157.35, 
129.21/129.13/129.06(t), 114.00, 112.42, 112.26, 45.56, 30.89, 19.94, 13.73. 
19
F 




1-(anthracen-9-yl)-3-butylthiourea (9) was synthesised as reported.
26
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 The mixture of 
1,8-naphthyridin-2-amine (218 mg, 2 mmol), 2 ml hexanoic anhydride and 0.3 ml 
triethylamine was heated to reflux at 100 ˚C overnight. After cooling down, the 
solution was diluted with DCM and washed with sat. NaHCO3 three times. Then the 
solvent was removed. The crude product was purified by column chromatography. 
97 mg brownish solid. Yield 20%. m.p. 148-150˚C 
1
H NMR (500 MHz, CDCl3) δ 
9.82 (s, 1H), 9.00 (dd, J = 4.3, 1.9 Hz, 1H), 8.59 (d, J = 8.9 Hz, 1H), 8.20 (d, J = 8.9 
Hz, 1H), 8.13 (dd, J = 8.0, 1.9 Hz, 1H), 7.39 (dd, J = 8.0, 4.3 Hz, 1H), 2.49 (t, J = 7.6 
Hz, 2H), 1.79 – 1.62 (m, 2H), 1.31 – 1.18 (m, 4H), 0.84 (t, J = 7.1 Hz, 3H). 
13
C 
NMR (126 MHz, CDCl3) δ 173.28, 154.86, 154.36, 153.60, 139.40, 136.58, 120.73, 














2-amino-7-hydroxyl-1,8-naphthyridine (495 mg, 3 mmol) and 10 ml hexanoic 
anhydride was heated at 100˚C for 2 days until TLC shows the completion of 
reaction. The precipitate was collected by filtration and washed with diethyl ether. 
The crude product was used without further purification. 513 mg white solid. Yield 
66%.
 1
H NMR (500 MHz, DMSO) δ 11.86 (s, 1H), 10.50 (s, 1H), 8.05 (d, J = 8.5 Hz, 
1H), 7.95 (d, J = 8.5 Hz, 1H), 7.85 (d, J = 9.4 Hz, 1H), 6.43 (d, J = 9.4 Hz, 1H), 2.44 
(t, J = 7.4 Hz, 2H), 1.62 – 1.56 (m, 2H), 1.40 – 1.22 (m, 4H), 0.88 (t, J = 6.9 Hz, 3H). 
13
C NMR (126 MHz, DMSO) δ 172.96, 163.39, 152.55, 148.89, 138.98, 138.50, 
120.41, 110.58, 108.55, 36.18, 30.87, 24.64, 21.93, 13.91.MS (EI) m/z 259.1 (M
+
) 









anhydride (0.28 ml, 1.64 mmol) in 10 ml dry DCM was added dropwise to the 
phenol (354 mg 1.37 mmol) and 0.22 ml pyridine in 40 ml dry DCM at 0˚C. Then 
solution was stirred for 2h at room temperature before it was diluted with diethyl 
ether, quenched with 10% aq. HCl solution, washed with sat. NaHCO3 and brine. 
The organic layer was dried over MgSO4. Solvent was removed. The product was 
purified by column chromatography. 450 mg white/yellowish solid. Yield 84%. m.p. 
103-105˚C 
1
H NMR (400 MHz, CDCl3) δ 8.89 (s, 1H), 8.68 (d, J = 8.9 Hz, 1H), 8.35 
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(d, J = 8.5 Hz, 1H), 8.29 (d, J = 8.9 Hz, 1H), 7.27 (d, J = 8.5 Hz, 1H), 2.50 (t, J = 7.5 
Hz, 2H), 1.86 – 1.66 (m, 2H), 1.48 – 1.21 (m, 4H), 0.91 (t, J = 7.1 Hz, 3H). 
13
C 
NMR (101 MHz, CDCl3) δ 172.81, 156.30, 155.28, 152.95, 142.02, 139.23, 
123.37/120.18/116.99/113.80 (CF3), 120.25, 116.27, 112.63, 37.90, 31.24, 24.86, 
22.36, 13.86.
19




General procedure for Suzuki coupling 
Triflate (1mmol), the corresponding boronic acid (1.05 mmol), sodium carbonate 
(137 mg, 1.3 mmol) and Pd(PPh3)4 was added into the solution of 25 ml 
dimethoxyethane (DME) and 5 ml H2O. The mixture was degassed, protected from 
light and stirred at 80˚C under N2 overnight. After cooling down, the mixture was 
quenched with H2O, extracted with DCM and washed with brine. The organic layer 
was dried over MgSO4. Solvent was removed. The residue was purified by column 
chromatography. 
 
N-(7-(2,6-difluorophenyl)-1,8-naphthyridin-2-yl)hexanamide (G1). White solid. 
Yield 40%. m.p. 167-169˚C 
1
H NMR (400 MHz, CDCl3) δ 8.62 (d, J = 8.9 Hz, 1H), 
8.49 (s, 1H), 8.20 (t, J = 9.1 Hz, 2H), 7.63 (d, J = 8.2 Hz, 1H), 7.44 – 7.31 (m, 1H), 
7.07 (t, J = 8.0 Hz, 2H), 2.49 (t, J = 7.5 Hz, 2H), 1.91 – 1.71 (m, 2H), 1.45 – 1.31 (m, 
4H), 0.94 (t, J = 7.0 Hz, 3H). 
13
C NMR (101 MHz, CDCl3) δ 173.35, 161.73, 159.19, 
154.59, 153.26, 139.10, 136.67, 130.66, 122.93, 119.66, 116.32, 111.94, 111.69, 
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37.60, 31.16, 24.98, 22.32, 13.83. 
19
F NMR (376 MHz, CDCl3) δ -113.86 (t, J = 6.4 




N-(7-(naphthalen-1-yl)-1,8-naphthyridin-2-yl)hexanamide (G2). White solid. 
Yield 63%. m.p. 138-140˚C 
1
H NMR (500 MHz, CDCl3) δ 8.68 (s, 1H), 8.62 (d, J = 
8.8 Hz, 1H), 8.30 – 8.25 (m, 3H), 7.979 – 7.95 (m, 2H), 7.82 (dd, J = 7.1, 1.0 Hz, 
1H), 7.76 (d, J = 8.2 Hz, 1H), 7.62 (dd, J = 8.1, 7.2 Hz, 1H), 7.56 – 7.79 (m, 2H), 
2.50 (t, J = 7.6 Hz, 2H), 1.80 – 1.67 (m, 2H), 1.42 – 1.30 (m, 4H), 0.92 (t, J = 6.9 Hz, 
3H). 
13
C NMR (126 MHz, CDCl3) δ 172.63, 162.87, 154.85, 153.97, 139.19, 138.02, 
136.55, 133.90, 130.98, 129.58, 128.47, 128.39, 126.79, 125.98, 125.56, 125.29, 




N-(7-(anthracen-9-yl)-1,8-naphthyridin-2-yl)hexanamide (G3). Yellowish solid. 
Yield 13%. m.p. 253-255˚C 
1
H NMR (500 MHz, CDCl3) δ 8.67 (d, J = 8.9 Hz, 1H), 
8.58 (s, 1H), 8.37 – 8.34 (m, 3H), 8.08 (d, J = 8.5 Hz, 2H), 7.68 – 7.62 (m, 3H), 7.53 
– 7.42 (m, 2H), 7.39 – 7.31 (m, 2H), 2.47 (t, J = 7.5 Hz, 2H), 1.83 – 1.68 (m, 2H), 
1.41 – 1.31 (m, 4H), 0.91 (t, J = 7.0 Hz, 3H). 
13
C NMR (126 MHz, CDCl3) δ 172.49, 
162.72, 155.00, 153.92, 139.36, 136.54, 134.64, 131.29, 129.82, 128.49, 127.95, 
126.05, 126.01, 125.19, 124.64, 119.44, 115.42, 77.28, 77.03, 76.77, 38.08, 31.28, 
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24.99, 22.41, 13.90. MS (EI) m/z 419.1 (M
+





, calc. 419.19921) 
 
N-(7-(pyren-1-yl)-1,8-naphthyridin-2-yl)hexanamide (G4). Yellow solid. Yield 
90%. m.p. 129-132˚C 
1
H NMR (500 MHz, CDCl3) δ 8.70 (s, 1H), 8.63 (d, J = 8.8 Hz, 
1H), 8.55 (d, J = 9.3 Hz, 1H), 8.38 (d, J = 7.9 Hz, 1H), 8.35 – 8.20 (m, 5H), 8.18 – 
8.10 (m, 3H), 8.06 (t, J = 7.6 Hz, 1H), 7.89 (d, J = 8.2 Hz, 1H), 2.51 (t, J = 7.5 Hz, 
2H), 1.76 (dd, J = 15.0, 7.4 Hz, 2H), 1.43 – 1.30 (m, 4H), 0.91 (t, J = 7.1 Hz, 3H). 
13
C NMR (126 MHz, CDCl3) δ 172.62, 163.14, 155.01, 154.00, 139.22, 136.49, 
135.14, 131.90, 131.39, 130.86, 128.72, 128.40, 128.26, 128.23, 127.43, 126.12, 
125.60, 125.29, 125.01, 124.80, 124.74, 123.60, 119.17, 115.18, 38.03, 31.30, 24.99, 
22.40, 13.90.  MS (EI) m/z 443.1 (M
+









 Bromopyridine (5 mmol, 1eq), 
Pd2(dba)3  (0.05 mmol, 1 mol%), 2-dicyclohexylphosphino-2′-(N,N-dimethylamino) 
biphenyl (0.075 mmol, 1.5 mol%), amine (6 mmol, 1.2eq) and Nat-OBu (7 mmol, 
1.4 mol%) was mixed in 12 ml toluene in the vial. The vial was sealed. The mixture 
was degassed three times and placed in the microwave reactor at 120 ℃ for certain 
minutes. After the mixture was cooled down, it was diluted with ethyl acetate. The 
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solution was filtered through Celite. The filtrate was concentrated under reduced 
vacuum. The crude product was purified by chromatography on silica gel. 774 mg 
brown solid. Yield 86%. 
1
H NMR (400 MHz, CDCl3) δ 7.36 (t, J = 7.9 Hz, 1H), 
6.03(d, J = 7.6 Hz, 1H), 5.95 (d, J = 7.8 Hz, 1H), 4.40 (s, 1H), 3.87 (s, 3H), 3.28 – 
3.23 (m, 2H), 1.70 – 1.56 (m, 2H), 1.55 – 1.38 (m, 2H), 0.98 (t, J = 7.3 Hz, 3H). 
13
C 
NMR (101 MHz, CDCl3) δ 163.65, 158.00, 139.99, 97.24, 97.02, 53.06, 42.06, 31.74, 
20.25, 13.89. 
 
6-(butylamino)pyridin-2(1H)-one (15). Methoxy pyridine (2.3 mmol, 1eq) was 
dissolved in dry DCM. The solution was cooled to –10℃ in an ice-brine bath. BBr3 
(4.6 mmol, 2 eq) was added. After addition, the solution was warmed to room 
temperature overnight. Then the reaction was quenched by H2O. The resulting 
mixture was neutralised with sat. NaHCO3, extracted with ether. The organic layer 
was washed with H2O and brine, dried over MgSO4 and purified by chromatography 
on silica gel. 246 mg purple solid. Yield 50%. m.p. 85-87˚C 
1
H NMR (400 MHz, 
CDCl3) δ 7.33 (t, J = 8.2 Hz, 1H), 6.13 (s, 1H), 5.72 (d, J = 8.6 Hz, 1H), 5.37 (d, J = 
7.9 Hz, 1H), 3.11 (br, 2H), 1.68 – 1.60 (m, 2H), 1.53 – 1.35 (m, 2H), 0.97 (t, J = 7.3 
Hz, 3H). 
13
C NMR (101 MHz, CDCl3) δ 164.27, 151.97, 143.98, 102.28, 86.28, 
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 A mixture of Uracil16 
(236 mg, 1.3 mmol), hexamethyldisilazane (1ml, 4.8 mmol) and (NH4)2SO4 (9 mg, 
0.07 mmol) was heated to 140 ℃ for 2h. Then the solution was cooled down, 
1-iodoactane (0.25 ml, 1.4 mmol) was added. The solution was heated to 120℃ for 
2.5h. Cooling in an iced bath, sat. NaHCO3 was added. The mixture was extracted 
with DCM. The organic layer was dried over MgSO4. Solvent was removed. The 
crude product was purified by column chromatography. 215 mg white solid. Yield 
56%. m.p. 199-200˚C 
1
H NMR (400 MHz, CDCl3) δ 10.46 (s, 1H), 5.33 (s, 1H), 4.87 
(s, 1H), 3.89 – 3.80 (m, 2H), 3.12 – 3.08 (m, 2H), 1.71 – 1.52 (m, 4H), 1.51 – 1.19 
(m, 12H), 0.97 (t, J = 7.3 Hz 3H), 0.88 (t, J = 6.9 Hz 3H).  
13
C NMR (126 MHz, 
CDCl3) δ 164.77, 152.62, 152.34, 74.41, 41.92, 40.24, 31.85, 30.75, 29.41, 29.28, 
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 6-chlorouracil (146 
mg, 1 mmol) and 1-aminonaphthalene (168 mg, 1.2 mmol) was ground together. The 
oil bath was preheated to 180 ℃, and then the mixture was heated at the same 
temperature under N2 for 1 h.  After cooling down, the mixture was suspended in 
ether and filtered. The solid was recrystallised from ethanol. 169 mg white solid. 
Yield 67%. m.p. higher than 300˚C 
1
H NMR (500 MHz, DMSO) δ 10.45 (s, 1H), 
10.35 (s, 1H), 8.46 (s, 1H), 8.03 – 7.98 (m, 1H), 7.98 – 7.93 (m, 1H), 7.89 (d, J = 8.2 
Hz, 1H), 7.64 – 7.52 (m, 3H), 7.48 (d, J = 7.2 Hz, 1H), 4.22 (s, 1H). 
13
C NMR (126 
MHz, DMSO) δ 164.79, 154.29, 151.35, 134.53, 133.60, 129.43, 128.89, 127.32, 
127.17, 127.03, 126.38, 123.99, 122.78, 76.14.MS(EI) m/z 253.1 (M
+
) 




 (254 mg, 1 mmol), hexamethyldisilazane (1.4 ml, 6.7 mmol) and 
(NH4)2SO4 (3.3 mg, 0.02 mmol) was heated to 140 ℃ until a clear solution was 
obtained. Then the solution was cooled to 65℃, 1-iodoactane (1.2 ml, 6.7 mmol) was 
added. The solution was heated to 120℃ for 12h. Cooling in iced bath, 5 ml sat. 
NaHCO3 was added with vigorous stirring. The precipitate was filtered and washed 





 1-aminouracil (1.9 g, 15 
mmol), hexamethyldisilazane (5.3 ml, 25.5 mmol) and (NH4)2SO4 (50 mg, 0.38 
mmol) was heated to 140 ℃ for 3h. After cooled down to 65 ℃, 1-iodooctane  (2.9 
ml, 16 mmol) was added. The solution was heated at 120 ℃ for 2h. Cooling in the 
ice bath, sat. NaHCO3 was added and the mixture was stirred overnight. The 
precipitate was filtered and washed with H2O and ether. 2.4 g white solid. Yield 68%. 
m.p. 246-249˚C 
1
H NMR (400 MHz, DMSO) δ 10.35 (s, 1H), 6.19 (s, 2H), 4.54 (s, 
1H), 3.62 – 3.60 (m, 2H), 1.53 – 1.37 (m, 2H), 1.34 – 1.11 (m, 10H), 0.86 (t, J = 6.8 
Hz, 3H). 
13
C NMR (126 MHz, DMSO) δ 163.52, 154.15, 151.56, 74.65, 39.13, 31.68, 









mixture of uracil (2.39 g, 10 mmol), 1-aminonaphthalene (4.3 g, 30 mmol) and 0.6 
ml acetic acid was heated at 207 ℃ for 6 h. After cooled down, 9 ml ethanol was 
added and further stirred for 15 min. The precipitate was filtered and recrystallised 
from methanol.  1.06 g brownish needle-like crystal. Yield 29%. m.p. 171-173˚C 
1
H 
NMR (400 MHz, DMSO) δ 10.59 (s, 1H), 8.42 (s, 1H), 8.07 – 7.92 (m, 2H), 7.90 (d, 
J = 8.2 Hz, 1H), 7.66 – 7.53 (m, 3H), 7.48 (dd, J = 7.3, 1.0 Hz, 1H), 4.34 (s, 1H), 
3.77 – 3.60 (m, 2H), 1.54 – 1.41 (m, 2H), 1.37 – 1.12 (m, 10H), 0.86 (t, J = 6.9 Hz, 
3H).
13
C NMR (101 MHz, DMSO) δ 163.41, 152.64, 151.28, 134.54, 133.61, 129.42, 
128.89, 127.25, 127.14, 127.02, 126.38, 123.87, 122.78, 76.12, 31.69, 29.18, 29.07, 









General procedure for the synthesis of urea compounds
28
 
Et3N (350 μl, 1.75 mmol), diphenylphosphoryl azide (DPPA) (355 μl, 1.65 mmol) 
was added successively into the carboxylic acid 21 (197 mg, 1 mmol) in 25 ml dry 
chloroform. The mixture was protected from light and stirred at room temperature 
under N2 for 10h. Then the corresponding amine (5.5 mmol) was added. After that, 
the mixture was heated to reflux overnight. The mixture was cooled down and 
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solvent was removed under vacuum. The crude product was purified by column 
chromatography.  
 
1-(2,6-difluorophenyl)-3-(1-hexyl-1H-1,2,3-triazol-4-yl)urea Urea1. White solid. 
Yield 25%. m.p. 160-161˚C 
1
H NMR (400 MHz, CDCl3) δ 10.39 (s, 1H), 7.96 (s, 
1H), 7.43 (br, 1H), 7.02 – 6.84 (m, 2H), 4.32 (t, J = 7.2 Hz,, 2H), 2.07 – 1.76 (m, 2H), 
1.40 – 1.22 (m, 6H), 0.87 (t, J = 7.0 Hz, 3H). 
13
C NMR (126 MHz, CDCl3) δ 
159.09(d), 157.13(d), 152.59, 144.87, 126.78(t), 114.53(t), 112.14, 111.63(d), 
111.44(d), 50.97, 31.12, 30.00, 26.07, 22.38, 13.93. 
19
F NMR (376 MHz, CDCl3) δ 




1-(1-hexyl-1H-1,2,3-triazol-4-yl)-3-(naphthalen-1-yl)urea Urea2. White solid. 
Yield 20%. m.p. 127-130˚C 
1
H NMR (400 MHz, CDCl3) δ 10.40 (s, 1H), 8.62 – 7.62 
(m, 5H), 7.58 (d, J = 8.1 Hz, 1H), 7.46 – 7.34 (m, 3H), 4.29 (t, J = 7.2 Hz, 2H), 2.01 
– 1.78 (m, 2H), 1.42 – 1.17 (m, 6H), 0.89 (t, J = 6.8 Hz, 3H). 
13
C NMR (101 MHz, 
CDCl3) δ 153.49, 145.40, 134.14, 133.04, 128.41, 127.57, 126.07, 125.89, 125.67, 
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1-(anthracen-9-yl)-3-(1-hexyl-1H-1,2,3-triazol-4-yl)urea Urea3. Yellowish solid. 
Yield 21%. No obvious melting over 300˚C, compound turned black.
 1
H NMR (500 
MHz, DMSO) δ 9.57 (s, 1H), 8.87 (s, 1H), 8.60 (s, 1H), 8.24 – 8.06 (m, 4H), 7.86 (s, 
1H), 7.63 – 7.47 (m, 4H), 4.30 (t, J = 7.0 Hz, 2H), 1.86 – 1.69 (m, 2H), 1.37 – 1.10 
(m, 6H), 0.85 (t, J = 6.9 Hz, 3H). 
13
C NMR (126 MHz, DMSO) δ 153.84, 144.94, 
131.83, 129.76, 129.07, 128.86, 126.47, 126.02, 125.96, 124.21, 112.38, 50.10, 31.05, 




1-(1-hexyl-1H-1,2,3-triazol-4-yl)-3-(pyren-1-yl)urea Urea4. White/yellowish solid. 
Yield 22%. No obvious melting over 300˚C, compound turned black. 
1
H NMR (500 
MHz, DMSO) δ 9.69 (s, 1H), 9.34 (s, 1H), 8.66 (d, J = 8.4 Hz, 1H), 8.35 (d, J = 9.4 
Hz, 1H), 8.29 – 8.27 (m, 3H), 8.18 – 8.03 (m, 3H), 4.36 (t, J = 7.0 Hz, 2H), 1.92 – 
1.73 (m, 2H), 1.45 – 1.07 (m, 6H), 0.87 (t, J = 6.9 Hz, 3H). 
13
C NMR (126 MHz, 
DMSO) δ 152.50, 144.58, 133.24, 131.57, 131.04, 127.82, 127.64, 127.14, 126.90, 
126.22, 125.84, 125.53, 125.04, 124.97, 124.63, 121.38, 121.24, 120.02, 112.41, 
50.20, 31.07, 30.09, 25.98, 22.42, 14.34. MS (ESI) m/z 434.51 [M+Na]
+
 





 21 (250 mg, 1.3 mmol) and 
SOCl2 (4 mL) was refluxed overnight. Excess SOCl2 was evaporated to give dry acid 
chloride. Then the acid chloride was dissolved in 7 ml dry acetone at 0˚C. Sodium 
azide (300 mg, 4.6 mmol) in 15 ml H2O was added to the solution. The mixture was 
stirred at 0˚C for 30min and further stirred at room temperature for 4 h. The mixture 
was filtered and washed with H2O to give the azide. The product was dried 
thoroughly and used in the next step without further purification. 289 mg white solid. 
Yield 99%. 
1
H NMR (400 MHz, CDCl3) δ 8.18 (s, 1H), 4.40 (t, J = 7.3 Hz, 2H), 1.92 
– 1.86 (m, 2H), 1.44 – 1.09 (m, 6H), 0.82 (t, J = 7.0 Hz, 3H). 
13
C NMR (126 MHz, 
CDCl3) δ 165.66, 140.51, 128.09, 50.81, 30.96, 29.99, 25.91, 22.29, 13.81. 
 
1-butyl-3-(1-hexyl-1H-1,2,3-triazol-4-yl)urea Urea0. Azide 22 (222 mg, 1 mmol) 
was dissolved in 5 ml dry CHCl3 and heated to reflux for 10 h under N2. The solution 
was cooled down to room temperature. Then butyl amine (400 μl, 4 mmol) was 
added and the solution was kept stirring overnight. Then solvent was removed under 
reduced pressure. The crude product was purified by column chromatography. 56 mg 
white solid. Yield 21%. m.p. 83-85˚C 
1
H NMR (400 MHz, CDCl3) δ 9.63 (s, 1H), 
7.62 (s, 1H), 5.96 (s, 1H), 4.31 (t, J = 7.2 Hz, 2H), 3.35 – 3.31 (m, 2H), 1.99 – 1.84 
(m, 2H), 1.63 – 1.51 (m, 2H), 1.49 – 1.23 (m, 8H), 0.98 – 0.90 (m, 6H).
13
C NMR 
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(126 MHz, CDCl3) δ 154.94, 145.76, 110.65, 50.88, 40.08, 32.17, 31.16, 30.03, 
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Weak alkyl-alkyl interactions are examined using delicately designed Wilcox torsion 
balances. The variety of solvents examined in this study allow full analyses of  
solvent effects on alkyl-alkyl interactions. The dispersion between alkyl-alkyl chains 
is largely washed out by the competitive cohesive solvent effects. Density functional 
theory computations suggest HF or DFT/B3LYP methods are better at estimating 
non-covalent interactions in solution than the DFT-D method. 
3.1 Introduction 
Dispersion, part of van der Waals forces, are weak non-covalent interaction between 
induced instantaneous dipole/multipoles.
1
 Dispersion forces are found widely in 
Nature, from protein folding
2
 to gecko adhesion,
3
 and have been exploited in 
biologically inspired robot systems.
4-5
 It has been calculated that dispersion energy in 
one C-H
…
H-C contact is 1.3 kJ mol
-1 
in the gas-phase and that they may provide 
significant stabilising forces when they are totalled over extended molecular 
contacts.
6,7
 Owing to this interaction, fully extended alkanes (CnH2n+1) do not exist 
for n > 17.
8
 Dispersion forces are known to stabilise branched alkanes
9
 and these 
cumulative alkane-alkane interactions are also responsible for stabilising long C-C 
bonds.
10-11
 However, the question remains, how strong are dispersion forces in 
solution? Here we present our study on dispersion interactions in a wide range of 
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solvents using modified Wilcox torsion balances and the double-mutant cycle 
method.  
3.2 Project design and methodology 
Alkanes are a good subject for the investigation of dispersion forces in solution. The 
apolar nature of alkanes means that they can only form dispersion interactions and 
only weak, or negligible polar interactions such as hydrogen bonds (H-bond). Thus, 
the enthalpy of vaporisation (ΔHvap), which  is the energy required to break 
intermolecular interactions during the transition from liquid to gas, can be used as a 
measure of dispersion forces in alkanes. Table 3.1 lists a series of alkanes showing 
that vaporisation energies increase by around 4 kJ mol
-1
 per CH2 from methane to 
hexane. This energy is equivalent to a H bond between amides in chloroform.
12
 
However, it is not fully understood how solvent competition affects the apparent 
strength of alkane-alkane dispersion interactions in solution. 
 
Table 3.1. Boiling points and enthalpies of vaporisation for alkanes (ΔHvap) reported to the nearest 
unit.
13 
 Boiling point, tb/
o
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Figure 3.1. Unfolded and folded conformations of a Wilcox balance in equilibrium in solution. 
 
A new Wilcox torsion balance was designed to study alkane-alkane interactions (Fig 
3.1). The Wilcox balance backbone is very well-defined and features two 
conformations at room temperature on the NMR time scale.
14-15
 In the unfolded state, 
the ester arm rests outside the pocket formed by the Tröger’s base, keeping the two 
alkyl substituted aromatic rings apart. In the folded state, the ester arm is located 
inside the pocket of the Tröger’s base, and the aromatic rings come into contact in an 
edge-to-face configuration. The two long alkyl chains are also brought into contact in 
this folded conformation (Fig 3.1). According to Hunter’s solvation theory,
12
 in the 
unfolded state, the alkyl chains should be fully solvated by the surrounding solvent 
molecules. In the folded state, the alkyl chains are close to each other, excluding 
solvent molecules where the chains come into contact. As a result, the 
folded/unfolded ratio at equilibrium is the result of competition between 
solvent-solute interactions, solute-solute interactions and solvent-solvent interactions 
(Fig 3.1). 





H NMR spectra showing two peaks corresponding to the methyl protons in the unfolded 
and folded conformations. 
 
In these two states, the methyl group gives two distinct NMR signals due to different 
magnetic environments provided by the aromatic ring in the Tröger’s base (Fig 3.2). 
By integrating these two peaks separately, one can work out the folded/unfolded ratio 
and the folding free energy is given by: 
ΔG = – RT ln (cfolded/cunfolded)    Equation 3.1 
where R is the gas constant. 
 
 
Figure 3.3. Double mutant cycle for dissecting alkyl-alkyl interactions. 
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As mentioned above, there is an aromatic edge-to-face interaction formed in the 
folded state in addition to the alkyl-alkyl interaction of interest. Figure 3.3 shows 
how it is possible to extract the free energy of the alkyl-alkyl interaction using the 
double mutant cycle approach.
16
 A control balance (±)-2 which lacks the n-hexyl 
group on the Tröger’s base is introduced. Going from balance (±)-1 to balance (±)-2, 
the energy of the edge-to-face aromatic interaction is subtracted from the folding free 
energy of (±)-1. However, other secondary interactions such as the interaction 
between the hexyl group and the Tröger’s base backbone may also contribute to the 
folding free energies. Therefore, two further control balances (±)-3 and (±)-4 can be 
synthesised. The secondary interaction energies are given by the difference going 
from balance (±)-3 to balance (±)-4. Thus, a full double mutant cycle gives the net 
interaction between the alkyl chains (including any effects of the solvent). 
 
∆Galkyl-alkyl = (∆G(±)-1–∆G(±)-3)–(∆G(±)-3–∆G(±)-4)      Equation 3.2 
 
To gain more understanding of dispersion interactions in solution, we thus examined 
balances (±)-1 to (±)-4 in a large range of organic solvents and solvent mixtures. 
3.3 Synthesis 
The esters 7a and 7b were obtained in good yield using 
N,N'-dicyclohexylcarbodiimide (DCC) as a coupling reagent in esterification 
reactions. However, in the step to make the Tröger’s base, a yield of only 19% was 
achieved due to the formation of two other self-coupling products. Next, the iodo 
compound was converted to boronic esters (±)-5a or 5b using a palladium catalyst. 
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These boronic esters were then incorporated into the previously made bromide 7a or 
7b to form Wilcox balances (±)-1-4 (Fig 3.4). 
 
Figure 3.4. Syntheses of Wilcox balances. 
3.4 Results and Discussion 
3.4.1 Structure determination 





C NMR spectra of balances (±)-1 to (±)-4 were quite complicated with most of 
the proton environments exhibiting two signals. However, the peaks could be 
assigned using COSY, HSQC, DEPT and HMBC. To confirm that the alkyl-alkyl 
come into contact in the folded state, a 1D-NOE spectrum was taken (Fig 3.5). The 
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methylene signal indicated in Figure 3.5 was irradiated in the folded state. The NOE 
signals marked with a star correspond to Ha and Hb which were close to the excited 
proton in space. For the other protons on the alkyl chain, the NOE cannot be 
distinguished due to overlapping signals. 
 
 




Figure 3.6. (a) The asymmetric unit of balance (±)-1 (CCDC deposition number 898520).  
Displacement ellipsoids are at the 50% probability level; most H atoms and all disorder are omitted.  
(b) Spacefilling model of the crystal structure determined in this study. 
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Luckily, we were able to crystallise balance (±)-1 from a saturated methanol solution. 
The X-ray crystal structure shows the balance is in its folded state with two alkyl 
chains lying together. The space-filling model suggests that there is no severe steric 
clash between these two alkyl chains. Although the solid state does not necessarily 
represent the structure in solution, it implies that this conformation is one of the 
energy minimum states (Fig 3.6). 
3.4.2 Solvent studies 
Various solvents with a range of interaction properties were examined in subsequent 
studies (Table 3.2). THF has low H-bond donor ability (αs = 0.9), while methanol and 
ethanol have higher H-bond donor abilities (αs= 2.7). DMSO is a good H-bond 
acceptor (βs = 8.7) while alkane solvents and carbon tetrachloride are very poor 
H-bond acceptors. Solvents with different polarisability ranging from methanol (αpol 
= 3.3) to hexane (αpol = 11.9) are included. Dielectric constants
13,17 and ET30
18 provide 
alternative measures of polarity, with εr ranging from 1.9 to 47.2, and ET30 from 30.9 
to 55.5. The wide range of solvents covered in this study allows us to explore the 
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Table 3.2. Solvent properties. Molecular polarisabilities (αpol),
19
 H-bond donor constants (αs), H-bond 
acceptor constants (βs),
12,20
 ET30 values, enthalpies of vaporisation at the solvent boiling point (ΔHvap) 
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 ΔGexp is the value of the alkyl-alkyl interaction (including solvent effects) calculated 




 Solvents used are all deuterated 











































































































































































Figure 3.7. Experimental free energies (ΔG) of folding for compounds (±)-1 to (±)-4 (coloured bars) 
and alkyl-alkyl interaction energies dissected using the chemical double-mutant cycle. Errors are 
discussed in Table 3.3. Solvents used are all deuterated solvent except fluorinated solvents. 
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To gain more insight from the solvent study, all data are shown in a bar graph for 
comparison (Fig 3.7).  
 
Folding free energies for balance (±)-1 in apolar (group a) solvents are similar to the 
other three control balances, with CS2 being an exception (Table 3.3). The DMC 
results are listed in Table 3.3. In more polar solvents (group b), ∆G(±)-1 values become 
more significant and alkyl-alkyl interactions become favourable. This finding implies 
that the interaction is mostly driven by a solvophobic effect. Thus, further 
measurements were carried out in THF/D2O mixtures. As the water content increased, 
the folding free energy of balance (±)-1 increased dramatically, while the others see 
little change. This result strongly points to a contribution from solvophobic effect. 
Nonetheless, the most important observation is that even in the most polar solvents 
the interaction energies are very small compared to the computed n-hexane dimer 
interaction, which has been reported to be as high as 19 kJ mol
-1
 in the gas-phase.
22
 
Thus, the large dispersion forces present in alkyl-alkyl interactions in the gas phase 
appear to be very much reduced in solution. 
 
Given the large amount of data collected, the question may then arise: when do 
alkyl-solvent dispersion interactions win over alkyl-alkyl dispersion interactions? No 
obvious correlation was seen between the experimental alkyl-alkyl interaction results 
against the experimental molecular polarisability (αpol) of the solvents (Fig 3.8). 
Correlations against ET30 and solvent H-bond donor (αs) and acceptor abilities (βs) 
were also poor. Better correlations were obtained with dielectric constants (R
2
 = 0.80) 
and enthalpies of vaporisation (R
2
 = 0.78). However, these correlations are not very 
satisfying (Fig 3.8). Surprisingly, ∆Gexp values were highly dependent on the solvent 
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molecular surface area per unit volume (R
2
 = 0.94, Fig 3.9). Solvents with greater 
accessible areas can develop larger solvent cohesive interactions. In other words, this 
observation is consistent with favourable alkane-alkane interactions been driven by 
stronger solvent-solvent (solvophobic) interactions, however further dissection of 
whether solvent cohesion is driven by cohesive electrostatic interactions or 
dispersion interactions is difficult. Nonetheless, some interesting results are seen in 
the perfluorinated solvents and CS2. Notably, the perfluorocarbon solvents are slight 
outliers on the correlation in Figure 3.9. Perfluorocarbon solvents possess lower 
polarisabilities than their non-fluorinated equivalents. For example, a small increase 
in the preference for folding is seen in 1-iodoperfluorohexane and perfluorobenzene. 
Although perfluorobezene and perfluorohexane are nonpolar solvents, 
1-iodoperfluorohexane exhibits halogen bond donor ability with its σ-hole which 




Interesting results are also seen in the folding ratios determined in CS2, which were 
significantly smaller for all four balances than in other solvents (the opposite to that 
observed in CS2). This phenomenon was also observed in Motherwell’s balances 
(unpublished result). The reason might be that CS2 is a very good solvent for 
aromatics, even for carbon nanotubes and buckyballs
25
 i.e. the balances are better 
solvated by CS2. It has also been demonstrated in a recent study that large binding 
between CS2 and aromatics was arising from dispersion interactions.
26
 CS2 is a very 
apolar solvent (αs = 1.0 and βs = 0.1), thus these interesting results are likely due to 
the high polarisability of sulfur compared to hydrocarbons, but once again the energy 
differences are small, consistent with a small, but measurable influence from 
differences in dispersion interactions. 




Figure 3.8. Experimental double-mutant cycle alkyl-alkyl interaction free energies (ΔGexp) measured 
in a range of solvents (except fluorinated solvents and solvent mixtures) plotted against a range of 
solvent properties (Table 3.2). 
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Figure 3.9. Experimental double-mutant cycle alkyl-alkyl interaction free energies (ΔGexp) measured 
in a range of solvents (except fluorinated solvents and solvent mixtures) plotted against molecular 
surface area per unit volume. Hollow dots are energies in fluorinated solvents and are excluded from 
the fitting. The energy in water is extrapolated from data obtained in THF/D2O mixtures.  
 
An alternative approach for dissecting the measured alkyl-alky interactions can make 
use of Hunter’s simple solvation model.
12
 Using this model, the alkyl-alkyl folding 
process can be considered as being made up of solute-solute interactions (∆Galkyl-alkyl), 
solute-solvent interactions (∆Gαs+∆Gβs, which correspond to the desolvation energy 
of the alkyl chains by H-bond donors and H-bond acceptors, respectively) and 
solvent-solvent interactions (∆Gαsβs). Thus, the experimental interaction energy in 
solution can be divided into four components as expressed in the following equation: 
 
∆Gexp = ∆Galkyl-alkyl + ∆Gαs+ ∆Gβs + ∆Gαsβs                           Equation 3.3 
 
Derived from the above equation, the interaction energy can also be expressed as: 
 
∆Gcalc= a + bαs +cβs + dαsβs                                            Equation 3.4 
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Where αs and βs are the H-bond donor and acceptor ability of solvents, a, b, c, d are 
constants. The a term represents the solvent-independent solute-solute interaction 
∆Galkyl-alkyl plus any constant energy contribution from other components such as 
entropy. 
 
The data were fitted into equation 3.4 with solver function in Excel, and the results 
are shown in Table 3.4. The positive a value implies there is no favourable dispersion 
contribution to the overall interaction energy. The positive b and c values suggest the 
desolvation processes are associated with a small energy cost as might be expected. 
The only negative value, d suggests that a favourable interaction energy comes from 
the stronger solvent-solvent interaction/solvophobic effect, consistent with earlier 
discussion. 
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  bαs cβs dαsβs Gcalc Gexp
  /kJ mol–1 /kJ mol–1 /kJ mol–1 /kJ mol–1 /kJ mol–1 
Cyclohexane 0.067 0.021 -0.043 0.23 0.36 
n-Hexane 0.067 0.021 -0.043 0.23 0.34 
Carbon disulfide 0.056 0.004 -0.006 0.24 0.21 
Dichloromethane 0.106 0.039 -0.125 0.20 0.21 
Chloroform 0.123 0.032 -0.119 0.22 0.16 
Carbon 
tetrachloride 
0.078 0.021 -0.050 0.23 0.11 
Benzene 0.062 0.074 -0.139 0.18 0.07 
Tetrahydrofuran 0.050 0.207 -0.319 0.12 0.11 
Pyridine 0.078 0.245 -0.588 -0.08 -0.03 
Acetone 0.084 0.203 -0.522 -0.05 0.09 
Acetonitrile 0.095 0.179 -0.520 -0.06 -0.14 
Ethanol 0.151 0.186 -0.859 -0.34 -0.26 
Methanol 0.151 0.186 -0.859 -0.34 -0.29 
DMSO 0.123 0.305 -1.148 -0.54 -0.63 
 
The calculated interaction energies determined from this fitting process were plotted 
against the experimental results, and gave a good correlation (R
2
 = 0.89) (Fig 3.10a). 
Indeed, solvophobic term dαsβs, is so dominant, that it alone correlates well with the 
experimental interaction energies (R
2
 = 0.88) (Fig 3.10b). This again confirmed that 
alkyl-alkyl interactions are dominated by solvophobic effects. The same analysis was 
applied to calculated energies with added polarisability term (Fig 3.11). However, no 
improvement in the correlation was seen, and polarisability coefficient e was 
determined to be very small. This further confirmed that dispersion forces between 
alkyl and solvent are subtle. 
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Figure 3.10. Experimental double-mutant cycle alkyl-alkyl interaction free energies (ΔGexp) 
measured in a range of solvents vs. (a) ΔGcalc calculated using Equation 3.4, and (b) the product of 
solvent H-bond parameters αs and βs, which provides a measure of solvent cohesive interactions. 
 
 
Figure 3.11. Experimental double-mutant cycle alkyl-alkyl interaction free energies (ΔGexp) measured 
in a range of solvents plotted against ΔGcalc = a + bαs + cβs + dαsβs + eαpol. Where the empirically derived 
coefficients were determined to be a = 0.19, b = 0.053, c =0.035, d =–0.059, e = –0.001.  
 
3.4.3 Enthalpy and entropy determination 
The folding free energy consists of enthalpic and entropic components. Thus, to 
dissect these contributions to folding, variable-temperature NMR experiments were 
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performed in d6-ethanol. NMR spectra were recorded from 283K to 303K. As the 
temperature increased, the equilibrium shifted towards the unfolded state. A Van’t 









                                                       Equation 3.5 
Where R is the gas constant. Thus, the slope of the graph plotted in Figure 3.12 is 
equal to – ∆H and the intercept is equal to ∆S. Generally, the fitting was good with 
R
2
= 0.88 for balance (±)-3 and all the others exceeded 0.94. 
 
 
Figure 3.12. Van’t Hoff plot of balances (±)-1-4. RlnK was plotted against 1/T. 
 
The determined enthalpy and entropy values are summarised in Table 3.5 along with 
the experimental DMC results. It reveals that the folding for all four balances is 
enthalpy driven, which is similar to previous findings.
21
 The alkyl-alkyl interaction 
dissected by the DMC approach was also found to be enthalpy driven. Basically, the 
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folding enthalpies for balances (±)-2, (±)-3 and (±)-4 are very similar and ~1 kJ/mol 
higher than for balance (±)-1. The net gain in enthalpy for balance (±)-1 can be 
attributed to the extra (mostly solvophobically driven) alkyl-alkyl interaction which 
is absent in the other balances. The same pattern is seen in entropy. The entropy 
decreases more in balance (±)-1 in accordance with enthalpy-entropy 
compensation.
27
 The enthalpy (∆H = – 0.87 kJ/mol) gained in forming the alkyl-alkyl 
interaction is almost cancelled by the large entropic term (–T∆S = + 0.62 kJ/mol), 
leaving only a small favourable interaction free energy (∆G = –0.25 kJ/mol).  
 
Table 3.5. Folding enthalpies (∆H) and entropies (∆S) in d6-ethanol determined from Van't Hoff plot, 








































The classic hydrophobic effect is driven by entropy, because disorder increases upon 
liberation of solvent molecules upon the association of two solutes.
28
 This conclusion 
is true in many cases for small species. However, solvophobic effects are a 
multifaceted phenomenon complicated by the nature of the solvent, and the size of 
the solute, and sometimes solvophobic binding is found to be enthalpy driven.
29
 A 
non-classical hydrophobic effect was reported previously for folding molecules.
30
 
Analogously, in our case, the solvophobic effects is enthalpy driven, which means 
that it is thus categorised as a non-classical solvophobic effect. 
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3.4.4 Computation studies 
Computations were performed using the Hatree-Fock (HF), and DFT methods using 
B3LYP, ωB97X-D and M06 functionals as indicated in Table 3.6. The minimised 
folded and unfolded configurations were calculated for all four balances. The 
computed folded configurations for balance (±)-1 are similar to the crystal structure 
(Fig 3.6). The HF and B3LYP method do not provide complete electron correlation.
31
 
B3LYP functional cannot accurately describe medium range exchange correlation,
32
 
which is crucial to dispersion interactions. Without dispersion, balance (±)-4 (which 
contains no alkyl substituents) is predicted to be most stable in the folded 
conformation, whilst folding in balance (±)-1 is predicted to be less favourable in the 
gas phase (Table 3.6). The alkyl-alkyl interaction as dissected using an in silico DMC 
is predicted to be slightly favourable (∆Gcalc = –1.9 and–3 kJ/mol) using the 6-31G* 




 both take dispersion into 
account. In these calculations, folding free energy estimates for balance (±)-1 are 
dramatically more favourable than the other balances (over 20 kJ mol
-1
 difference). 
The dissected DMC alkyl-alkyl interaction is now predicted to be very favourable 
(∆Gcalc = – 13.4 and – 14.7 kJ mol
-1
). In contrast, the folding energies for balance 
(±)-1 calculated using HF and B3LYP functional are very small compared to the 
ωB97X-D and M06 energies. Given the differences between these computational 
approaches discussed above, the energy differences can be attributed to large 
calculated dispersion forces between the alkyl chains in the M06 and ωB97X-D 
methods. Although HF and B3LYP method are blamed for their systematic errors in 
estimating dispersion in alkanes in the gas phase,
34
 the data calculated by these 
methods appeared to be closer to the experimental results obtained in solution; while 
the ωB97X-D and M06 results overestimate the interaction by a considerable margin. 
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This further supports the view that dispersion interactions are almost negligible in 
solution. This suggests that one should never use ωB97X-D and M06 methods, when 
considering dispersion interaction in solution. 
 
Table 3.6. Gas-phase folding free energy differences calculated from the minimised folded and 
unfolded structures of compounds (±)-1 to (±)-4 using Density Functional Theory at the levels of 






































In conclusion, a Wilcox torsion balance featuring in intramolecular alkane-alkane 
interaction was carefully designed and synthesised. Systematic evaluation of the 
alkyl-alkyl interaction was carried out in a variety of solvents. The experimentally 
determined interaction energies, ∆Gexp correlated with molecular surface area per unit 
volume of solvent, and other measures of cohesive solvent interactions. This points 
to a major contribution to apolar alkyl associate from solvophobic effects. Further 
decomposition of the interaction energy by Hunter’s theory, combined with 
enthalpy-entropy analyses and computational results, led to a conclusion that 
dispersion plays minor role in molecular recognition in solution. Very small 
contributions to alkyl-alkyl interactions (<0.5 kJ mol
-1
) from dispersion differences 
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were seen in very highly polarisable solvents (e.g. CS2), and those with low 
polarisability (perfluorinated solvents). 
3.6 Experimental Section 
All compound numbers refer to compounds exclusively as presented in this chapter. 
 
Hayat P. H. Saifuddin assisted in developing the synthetic routes to balances (±)-1 
and (±)-4, and carried out a preliminary solvent study on these two balances. Gary S. 
Nichol performed X-ray crystal analyses. 
 
General Synthetic Methods and Materials 
Unless otherwise stated, all chemicals were purchased for Sigma-Aldrich, VWR or 
FluoroChem and used without further purification. Dry solvents were obtained from 
a PureSolv solvent purification system. Unless  stated  otherwise,  all  reactions  




C NMR were 
recorded using either a 400 MHz Bruker AV 400 spectrometer or a 500 MHz Bruker 




C NMR spectra were referenced to residual 
solvent peaks and reference to tetramethylsilane. Mass spectra recorded by the Mass 
Spectrometry Service at the University of Edinburgh. Melting points were 
determined using Stuart melting point apparatus and are uncorrected.Column 
chromatography was performed on GeduranSi 60 silica gel. Preparative TLC was 
performed on molecular balances (±)-1 to 4 using 2.0 mm thick UniplateSilica gel 
plates, and observed under UV light. 
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General procedure for the synthesis of Trӧger’s base ((±)-5a, b)
35
  
4-iodoaniline (1.3 g, 6 mmol), aniline (6 mmol) and paraformaldehyde (580 mg, 19.2 
mmol) were successively dissolved 30 mL TFA in –15˚C ice/salt bath. The mixture 
was warmed to room temperature and stirred for 3 days under N2 and protected from 
light. Then the mixture was basified with 90 mL ammonium solution (30 mL 36% 
ammonium and 60 mL water), 100 mL sat. NaHCO3 aqueous solution. The mixture 
was extracted with DCM and washed with brine. The organic layer was dried over 
MgSO4, filtered and the solvent was removed under vacuum. The crude product was 
purified by column chromatography. 
 
2-iodo-6H,12H-5,11-methanodibenzo[b,f][1,5]diazocine ((±)-5a) was synthesised 






Brown solid. Yield 19%. m.p. 112-114˚C 
1
H NMR (400 MHz, CDCl3) δ 7.47 (dd, J 
= 8.5, 2.0 Hz, 1H), 7.26 (d, J = 1.9 Hz, 1H), 7.02 (m, 2H), 6.92 (d, J = 8.5 Hz, 1H), 
6.73 (s, 1H), 4.69 (d, J = 16.7 Hz, 1H), 4.64 (d, J = 16.8 Hz, 1H), 4.35 – 4.25 (m, 
2H), 4.15 (d, J = 5.8 Hz, 1H), 4.11 (d, J = 5.6 Hz, 1H), 2.50 (t, J = 7.8 Hz, 2H), 1.62 
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– 1.48 (m, 2H), 1.36 – 1.26 (m, 6H), 0.90 (t, J = 6.9 Hz, 3H). 
13
C NMR (101 MHz, 
CDCl3) δ 148.13, 145.19, 138.96, 136.19, 135.79, 130.70, 127.69, 127.11, 126.52, 
124.79, 87.32, 66.77, 58.77, 58.08, 35.46, 31.71, 31.46, 29.08, 22.60, 14.11. MS 




General procedure for the synthesis of boronic ester ((±)-6a, b)
36
  
The corresponding iodide compound (1.05 mmol), bis(pinacolato)diboron (300 mg, 
1.19 mmol), AcOK (309 mg, 3.15 mmol), and [Pd(dppf)Cl2] • CH2Cl2 (19 mg, 0.025 
mmol) were mixed in 10 mL dry DMF. The mixture was degassed, flushed with N2 
and heated to 70 ˚C overnight. Then the reaction was cooled to room temperature, 
diluted with DCM, washed with brine and water. The organic layer was dried over 
MgSO4, filtered and the solvent was removed under reduced pressure. The crude 





White Solid. Yield 63%. m.p. 166-168˚C 
1
H NMR (500 MHz, CDCl3) δ 7.63 (d, J = 
8.0 Hz, 1H), 7.43 (s, 1H), 7.22 – 7.10 (m, 3H), 6.98 (m, 1H), 6.91 (d, J = 7.6 Hz, 
1H), 4.74 (d, J = 16.6 Hz, 1H), 4.71 (d, J = 16.6 Hz, 1H) 4.37 (s, 2H), 4.23 (d, J = 
16.6 Hz, 2H), 1.32 (s, 12H). 
13
C NMR (126 MHz, CDCl3) δ 151.03, 147.67, 133.93, 
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133.74, 127.74, 127.44, 127.09, 126.96, 125.05, 124.38, 124.11, 83.71, 66.83, 58.73, 





benzo[b,f][1,5] diazocine ((±)-6b). 
 
Dark/brown oil. Yield 90%. 
1
H NMR (400 MHz, CDCl3) δ 7.65 (dd, J = 8.0, 0.9 Hz, 
1H), 7.44 (s, 1H), 7.17 (d, J = 8.0 Hz, 1H), 7.06 (d, J = 8.2 Hz, 1H), 6.99 (dd, J = 
8.2, 1.7 Hz, 1H), 6.72 (s, 1H), 4.72 (d, J = 16.6 Hz, 1H), 4.71 (d, J = 16.6 Hz, 1H) 
4.35 (s, 2H), 4.21 (d, J = 16.6 Hz, 2H), 1.64 – 1.45 (m, 2H), 1.39 – 1.24 (m, 18H), 
0.91 (t, J = 6.8 Hz, 3H). 
13
C NMR (126 MHz, CDCl3) δ 151.40, 145.46, 138.64, 
134.00, 133.64, 127.55, 127.37, 126.52, 124.81, 124.41, 83.67, 66.94, 58.82, 58.57, 




General procedure for the esterification (7a, b). 
2-bromo-3-methylbenzoic acid (2 mmol, 430 mg), the corresponding phenol (2 
mmol), dicyclohexylcarbodiimide (2.2 mmol, 454 mg) and 4-dimethylaminopyridine 
(0.2 mmol, 25 mg) were dissolved in 20 mL dry DCM. The mixture was stirred at 
room temperature overnight. Then the mixture was filtered, the filtrate was 
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concentrated under reduced pressure. The crude product was purified by column 
chromatography. 
 
phenyl 2-bromo-3-methylbenzoate (7a). 
 
White solid. Yield 84%. m.p. 62-65˚C 
1
H NMR (500 MHz, CDCl3) δ 7.72 (dd, J = 
7.6, 1.1 Hz, 1H), 7.52 – 7.41 (m, 3H), 7.39 – 7.26 (m, 4H), 2.54 (s, 3H). 
13
C NMR 
(126 MHz, CDCl3) δ 165.68, 150.80, 140.05, 133.69, 133.29, 129.55, 128.37, 




4-heptylphenyl 2-bromo-3-methylbenzoate (7b). 
 
Obtained as colourless oil. Yield 78%. 
1
H NMR (400 MHz, CDCl3) δ 7.70 (dd, J = 
7.6, 1.3 Hz, 1H), 7.46 – 7.42 (m, 1H), 7.35 (t, J = 7.6 Hz, 1H), 7.30 – 7.24 (m, 2H), 
7.23 – 7.17 (m, 2H), 2.66 (t, J = 7.7 Hz, 2H), 2.54 (s, 3H), 1.74 – 1.59 (m, 2H), 1.45 
– 1.23 (m, 8H), 0.94 (t, J = 6.9 Hz, 3H). 
13
C NMR (101 MHz, CDCl3) δ 165.88, 
148.70, 140.83, 139.99, 133.59, 133.48, 129.39, 128.33, 126.98, 123.53, 121.18, 
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General procedure for Suzuki coupling ((±)-1, (±)-2, (±)-3, (±)-4). 
Boronic ester (0.22 mmol), corresponding bromide (0.22 mmol), and Pd(PPh3)4 (0.02 
mmol, 23 mg) were mixed in 10 mL toluene and 2 mL ethanol. K2CO3 (0.66 mmol, 
91 mg) in 1 mL water was added. The mixture was degassed and heated to 110 ˚C 
under N2 overnight. Then the reaction was cooled to room temperature, diluted with 
DCM and washed with water. The organic layer was dried over MgSO4, filtered and 




3-methylbenzoate ((±)-1).  
 
White solid/colourless crystal. Yield 63%. m.p. 103-105˚C 
1
H NMR (500 MHz, 
CDCl3) δ 7.76/7.70 (2d, J = 7.5 Hz, 1H), 7.45 – 7.35 (m, 2H), 7.25 – 7.04 (m, 5H), 
6.90 – 6.77 (m, 2H), 6.71-6.67 (m, 2H), 6.09 (d, J = 8.3 Hz, 1H), 4.89 – 4.58 (m, 
2H), 4.48 – 4.06 (m, 4H), 2.69 – 2.37 (m, 4H), 2.18/2.12 (2s, 3H), 1.72 – 1.48 (m, 
4H), 1.48 – 1.10 (m, 14H), 1.00 – 0.82 (m, 6H). 
13
C NMR (126 MHz, CDCl3) δ 
168.15/167.66, 148.54/148.06, 147.09, 145.40, 140.91/140.50, 140.41/139.96, 
138.85/138.73, 137.47/137.35, 136.07/135.80, 133.27/133.12, 132.14, 129.12, 
129.02, 128.47/128.15, 127.75/127.50, 127.39 (2C), 127.28/127.23, 127.15/127.07, 
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126.98/126.87, 126.56/126.51, 125.16/125.01, 124.86, 120.89, 120.62, 66.89/66.77, 
58.43/58.37/58.34/58.16 (2C), 35.77/35.53/35.51/35.35 (2C), 
31.89/31.83/31.76/31.72 (2C), 31.47, 31.45, 29.46/29.29/29.26/29.17/29.06 (3C), 
22.70/22.66/22.60 (2C), 20.81/20.75, 14.13, 14.12. MS (EI) m/z 614.3 (M
+
). HRMS 









Obtained as a waxy colourless solid. Yield 61%. 
1
H NMR (500 MHz, CDCl3) δ 
7.77/7.69 (2d, J = 7.5 Hz, 1H), 7.45 – 7.35 (m, 2H), 7.28 – 6.95 (m, 7H), 6.86/6.84 
(2s, 1H), 6.70 – 6.68 (m, 2H), 6.06 (d, J = 8.3 Hz, 1H), 4.88 – 4.64 (m, 2H), 4.50 – 
4.12 (m, 4H), 2.65 – 2.39 (m, 2H), 2.17/2.11 (2s, 3H), 1.60 – 1.53 (m, 2H), 1.39 – 
1.25 (m, 8H), 0.97 – 0.84 (m, 3H). 
13
C NMR (126 MHz, CDCl3) δ 168.15/167.60, 
148.54/148.04, 147.84, 146.83, 140.90/140.47, 140.42/139.90, 137.45/137.39, 
136.27/135.94, 133.29/133.12, 132.15/132.06, 129.12, 129.06, 128.54/128.22, 
127.92, 127.61/127.40, 127.29, 127.27/127.24, 127.17/127.09, 127.03, 
126.96/126.90, 125.44/125.29, 124.85, 124.34/124.14, 120.89, 120.44, 66.80/66.70, 
58.47/58.42/58.34/58.26 (2C), 35.35/35.27, 31.85/31.83, 31.49/31.41, 
29.26/29.22/29.17 (2C), 22.71/22.69, 20.82/20.73, 14.14/14.13. MS (EI) m/z 530.2 
(M
+




, calc. 530.29278) 





White solid/colourless crystal. Yield 72%. m.p. 134-136˚C 
1
H NMR (500 MHz, 
CDCl3) δ 7.77/7.70 (2d, J = 7.5 Hz, 1H), 7.46 – 7.31 (m, 3H), 7.28 – 6.95 (m, 5H), 
6.78 – 6.91 (m, 4H) , 6.23 (d, J = 7.7 Hz, 1H), 4.91 – 4.59 (m, 2H), 4.54 – 4.07 (m, 
4H), 2.66 – 2.44 (m, 2H), 2.17/2.12 (2s 3H), 1.66 – 1.56 (m, 2H), 1.45 – 1.20 (m, 
6H), 0.99 – 0.82 (m, 3H). 
13
C NMR (126 MHz, CDCl3) δ 167.97/167.46, 
150.69/150.21, 147.18, 145.41, 140.98/140.60, 138.83, 137.52/137.41, 
136.02/135.73, 133.36/133.22, 132.01/131.99, 129.28, 129.13, 128.40/128.11, 
127.71, 127.51, 127.47, 127.26, 127.17/127.00, 127.11/126.92, 126.53, 
125.72/125.19, 125.11/125.01, 124.89, 121.27, 120.90, 66.88/66.76, 
58.45/58.38/58.18 (2C), 35.64/35.50, 31.78/31.72, 31.49, 29.29/29.06, 22.63, 
20.81/20.75, 14.13/14.10. MS (EI) m/z 516.2 (M
+
















White solid. Yield 50%. m.p. 63-65 ˚C 
1
H NMR (500 MHz, CDCl3) δ 7.77/7.74 (2d, 
J = 7.5 Hz, 1H), 7.48 – 7.30 (m, 3H), 7.27 – 6.73 (m, 10H), 6.19 (d, J = 7.8 Hz, 1H), 
4.88 – 4.64 (m, 2H), 4.51 – 4.14 (m, 4H), 2.24/2.08 (2s, 3H). 
13
C NMR (126 MHz, 
CDCl3) δ 167.93/167.39, 150.69/150.20, 147.77, 146.91, 140.97/140.55, 
137.50/137.45, 136.20/135.90, 133.40/133.24, 131.98/131.90, 129.29, 129.21, 
128.50/128.20, 127.62, 127.51, 127.40, 127.29/127.23, 127.19/127.14, 
127.03/127.01, 126.97, 125.73/125.32, 125.29, 124.84, 124.38/124.14, 121.27, 
120.82, 66.79/66.74, 58.46/58.41/58.34 (2C), 20.83/20.75. MS (EI) m/z 432.2 (M
+
). 




, calc. 432.18323) 
 
Solvent study 
All four balances were prepared as 10mM solutions in deuterated or fluorinated 
solvents, except in d12-cyclohexane where solubilities were lower, saturated solutions 
were used instead. As for nondeuterated solvents, internal standards filled with D2O 
were used. Folding ratios were determined by integration of the folded/unfolded 
NMR signals (methyl signal in most cases, ArCH signal in acetone and acetonitrile 
where methyl signals overlap with solvent residual signal or water).  The integrated 
regions were fitted with Guassian/Lorentzian=1:1 function incorporated in 
MestReNova software. 
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VT experiments 
All 4 balances were prepared as 10mM solutions in d6-ethanol. Spectra were taken 









H NMR spectra of (±)-2 in d6-ethanol as 10 mM solutions at variable temperature. 















 136  
 
X-ray Crystallography 
Crystals of (±)-1 were grown by slow evaporation of methanol solution. Crystals 
were obtained as large transparent and colourless parallelogram body. CCDC- 
898520 crystallographic datais available from the Cambridge Crystallographic Data 
Centre. 
 
Chemical formula (moiety) C42H50N2O2·CH4O 
Chemical formula (total) C43H54N2O3 
Formula weight  646.88 
Temperature  120(2) K 
Radiation, wavelength  CuK, 1.54184 Å 
Crystal system, space group  triclinic, P1 
Unit cell parameters a = 9.4140(2) Å        = 87.8308(17)° 
 b = 9.4615(2) Å        = 79.2432(18)° 
 c = 23.4843(5) Å       = 63.911(2)° 




Calculated density  1.165 g/cm
3
 




Crystal colour and size colourless, 0.19  0.17  0.15 mm
3
 
Reflections for cell refinement 30752 ( range 3.8 to 76.4°) 
Data collection method Agilent Technologies SuperNova 
 scans 
range for data collection 3.8 to 76.6° 
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Index ranges h 11 to 11, k 11 to 11, l 29 to 29 
Completeness to  = 76.6° 98.9 %  
Reflections collected 45757 




Absorption correction Gaussian 
Min. and max.transmission 0.9001 and 0.9202 
Structure solution charge-flipping 
Refinement method Full-matrix least-squares on F
2
 
Weighting parameters a, b 0.0824, 1.3610 
Data / restraints / parameters 7676 / 27 / 585 
Final R indices [F
2
>2] R1 = 0.0656, wR2 = 0.1689 




Extinction coefficient 0.0023(5) 
Largest and mean shift/su 0.000 and 0.000 
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Edge-to-face aromatic interactions are studied in a wide range of solvents using a 
Wilcox torsion balance. Patterns in the solvent effects were found to be too 
complicated to be rationalised by current approaches. Nevertheless, the edge-to-face 
aromatic interactions in solution are very small and sensitive to the solvent 
environment. 
4.1 Introduction 
Solvent effects are a complicated but useful phenomenon that can be exploited in 
chemical reactions
1
 and molecular recognition processes.
2-4
 Numerous efforts have 





 have found that the stability of molecular inclusion complexes 
depend on solvent size and packing. Rebek et al proposed that the 55% packing 
coefficient found in his molecular capsules was the same at that found in organic 
liquids. Diederich et al reported that the complexation free energies of pyrene within 
cyclophanes increased linearly with solvent polarity, as measured using the ET30 
scale.
7
 Iverson also found this kind of relationship in aromatic stacking in folding 
molecules.
8
 Meanwhile, Hunter has developed a simple solvation model based on 
H-bond acceptor and donor ability for simple non-covalent systems.
9
 Considering the 
multitude of solvent studies, it becomes apparent that solvent effects on non-covalent 
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interactions vary from system to system and may not always be general. Here we 
start from the heavily studied edge-to-face aromatic interaction to see how solvent 
influences the interaction. 
4.2 Project Design and Synthesis 
Many variations of the classic Wilcox torsion balance have been used to study 
edge-to-face aromatic interactions, and in some cases contradictory models of the 
factors governing the behaviour of this system have been proposed.
2,10-12
 However, to 
date, solvent screens on the effects of solvents on these types of interactions have 
been limited to less than 10 different solvents, which are mostly polar solvents.
12-14
 




Figure 4.1. Balance (±)-2 and control balance (±)-1. 
 
Balance (±)-2 features an edge-to-face aromatic interaction in the folded state (Fig 
4.1 and Fig 4.2). As described in previous chapters, 
1
H NMR provides a tool for 
measuring folding free energies in solution. Figure 4.2 shows that an unsolvated, 
vacuum-like region of space is generated in the folded state of balance (±)-1 as 
indicated in red. In contrast, the phenyl group occupies the entire space within the 
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cavity of the folded state in balance (±)-2. Control balance (±)-1 does not possess an 
effective interaction between the methyl and the face aromatic, since the 
CH
…
aromatic distance is over 4.2Å (as shown by calculation using Spartan ‘08 in 
Fig 4.2). This distance is also too far for effective dispersion interactions to be 
formed between the methyl group and the lower aromatic ring, although the bite 
angle of the Tröger’s base may be somewhat flexible.
15
 Similar torsion balances 







Figure 4.2. Space filling models of the folded conformations of Wilcox balances (±)-1 and (±)-2, 
geometries were optimised using DFT/B3LYP/6-31G*. The solvent-inaccessible “vacuum” area 
generated in balance (±)-1 is marked in red.  
 
It is also important to note that the methyl group is large enough to cause desolvation 
of the aromatic ring on the base of the balance in folded conformation. This is an 
important feature of the current experimental design since solvation of this ring has 
been proposed as being a major contributor to governing the folding free energies of 
these types of molecules.
2
 Given the design features discussed above, ΔGexp should 
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represent the edge-to-face aromatic interaction, as given by the equation: 
ΔGexp= ΔG(±)-2–ΔG(±)-1                 Equation 4.1 
Thus, building on our experience of the measuring folding free energies of Wilcox 
balances in many different solvents (Chapter 3), it should be possible to screen 
solvent effects readily following synthesis of the methyl ester control compound. 
 
Figure 4.3. Syntheses of balance (±)-1. 
 
Methylation of 2-bromo-3-methylbenzoic acid was carried out in methanol, where 
the methanol served as a solvent as well as a reactant. Suzuki coupling of compound 
3 with the boronic ester successfully gave balance (±)-1 in 42% yield (Fig 4.3). 
Synthesis of balance (±)-2 was described earlier (refer to balance (±)-4 in Chapter 3). 
4.3 Results and Discussion 
Folding free energies of balances (±)-1 and (±)-2 were measured in a wide range of 
solvents (Table 4.1 and Fig 4.4), it can be seen that changes in ΔGexp are very small 
with less than 1 kJ mol
–1
 difference among all the solvents tested. Notably, the 
experimental value in solution is much smaller than the 6 kJ mol
–1
 predicted for 
edge-to-face interactions in the gas phase.
18
 Upon classifying the data according to 
the types of solvents as previously employed successfully in Chapter 3, few obvious 
trends can be seen, except for in THF/water mixtures. Increased folding in the phenyl 
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balance relative to the methyl ester control can be rationalised on the basis of the 
increased hydrophobic effect.
19
 This contrasts with Wilcox’s previous report that the 





It is interesting to see that balance (±)-1 and (±)-2 behave differently in the 
THF/water mixtures. Due to the lack of significant CH
…
π interactions in balance 
(±)-1, it might have been anticipated that ΔG(±)-1 values would not change much as 
the solvent was varied. However, the data in Table 1 shows that variation of the 
solvent has a significant impact on the folding of the control balance. ΔG(±)-1 is less 
favourable as the water content increases while ΔG(±)-2 changes in the opposite way. 
In fact, ΔG(±)-1 is determined by the relative solvation energies of the folded and 
unfolded conformations of the Wilcox balance, which clearly vary as the solvent is 
changed. Although there is no CH
…
π interaction between methyl group and aromatic 
base of balance (±)-1, it is possible that small solvent molecules may possibly enter 
the internal cavity of the Tröger’s base. Water is the smallest solvent examined in this 
screen and has two O-H functional groups. Thus, it might be possible that water 
forms one O-H
…
O=C and one O-H
…
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Table 4.1. Folding free energies of balance (±)-1 and balance (±)-2.ΔGexp is interaction energy 





Errors for ΔGexp are calculated as 𝛿∆𝐺exp = √(𝛿∆𝐺(±)−𝟏)
2 + (𝛿∆𝐺(±)−𝟐)
2 = 0.17 kJ mol
-1
.  
































THF /9% water 
THF /15% water 
THF /20% water 
THF /25% water 
THF /30% water 
THF /35% water 
































































































a. Surface area of solvent molecule are calculated by Spartan. 
 
According to this hypothesis, the preference for folded state becomes less 
energetically favourable because water can solvate the folded and the unfolded states 
equally well. Thus the hydrophobic effect provides little driving force for folding in 
balance (±)-1. Compared to the previous reported balance (±)-3, the folding ratio 
changed little as the solvent was varied (Fig 4.5b).
16
 One possibility could be that 
 146  
 
 
Figure 4.4. Folding free energies of balance (±)-1 and (±)-2, and ΔGexp are shown in bar graph. Errors 
are discussed in Table 4.1.  
 
Figure 4.5. (a) Structure of water complexed to balance (±)-1, Spartan energy minimised using 




the methyl group on the face aromatic of the balance may play a role in occluding 
solvent from solvating the lower ring and the phenyl ring above it in the folded 
conformation. Thus, making the interaction is insensitive to the solvent. However, 
the scope of the solvents examined by Wilcox was very small.  
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Figure 4.6. ΔGexp(except mixed solvents and fluorinated solvents) plotted against a range of solvent 
property parameters. 
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Nonetheless, balance (±)-2 is more exposed to the solvent, and energetic effects of 
varying the solvent are clearly seen. The other solvent trends are harder to rationalise. 
To characterise solvent effects in normal organic solvents (mixed solvents and 
fluorinated solvents were excluded for simplicity), solvent parameters like solvent 
polarity, size and polarisability were employed (as listed in Chapter 3). None of these 
parameters gave good correlations (Fig 4.6). Hunter's solvation model was also 
employed in an attempt to fit the data, but no good results arose (Fig 4.7). The 
polarity dependence on edge-to-face aromatic interactions seen in metal 
tris-bipyridine complexes was not shown here.
13
 This suggests that even for the same 
kinds of interaction, the solvent effects behave differently and depends on the system 




Figure 4.7. ΔGexp plotted against ΔGcalc (ΔGcalc = a + bαs + cβs + dαsβs Where the empirically derived 
coefficients were determined to be a = – 0.089, b = 0.070, c =0.018, d =–0.034) 
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Figure 4.8. Optimised structure of balance (±)-1 using Spartan at a) HF/6-31G*; b) 
DFT/B3LYP/6-31G*; c) DFT/M06/6-31G*; d) DFT/ωB97X-D/6-31G* level. 
 
Further computational analyses revealed that if dispersion interaction is important, 
the Tröger's base backbone might bend to form a dispersive CH
…
π contact (Fig 4.8), 
giving a very favourable folding free energy (–8.6 and –10.0 kJ mol
-1
 from 
DFT/M06/6-31G* and DFT/ωB97X-D/6-31G* calculations respectively). However, 
calculations by HF/6-31G* (+1.0 kJ mol
-1
) and DFT/B3LYP/6-31G* (+0.6 kJ mol
-1
) 
method gave results closer to the experimental data. This is in consistent with our 
conclusion in Chapter 3 that dispersion interactions are mostly cancelled in solution. 
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4.4 Conclusion and Future Work 
The classic Wilcox torsion balance was applied in the solvent study of edge-to-face 
aromatic interactions. In the open system, edge-to-face aromatic interactions are 
small and sensitive to the solvents. Compared with previous findings, our study 
suggests that this type of weak non-covalent interaction is solvent dependent and the 
influence of solvent depends on the solvent accessibility of the system. This accounts 
for the different behaviours reported in closed systems such as capsules,
6,21-22
 
partially open systems such as cyclophanes
7,23
 and open systems like that employed 
here. Further study on the origin of these solvent effects are required. 
4.5 Experimental Section 
All compound numbers refer to compounds exclusively as presented in this chapter. 
 
All of the compounds involved in the syntheses were purchased from Sigma-Aldrich, 
VWR or FluoroChem and used without further purification. 
 
Methyl 2-bromo-3-methylbenzoate 3. SOCl2 (160 μl) was added dropwise to 
2-bromo-3-methylbenzoic acid (214 mg, 1 mmol) in 2 ml methanol at 0 ˚C. After 
complete addition, the solution was heated to reflux at 70 ˚C for 3 h. After cooling, 
the solvent was removed under reduced pressure. Then it was diluted with H2O and 
extracted with DCM. The organic layer was washed with sat. NaHCO3 and H2O. 
Organic layer was dried over MgSO4 and solvent was removed to give 200 mg pure 
product. 201 mg brownish oil. Yield 88%. 
1
H NMR (500 MHz, CDCl3) δ 7.47 (d, J = 
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7.6 Hz, 1H), 7.35 (d, J = 7.5 Hz, 1H), 7.25 (t, J = 7.3 Hz, 1H), 3.94 (s, 3H), 2.47 (s, 
3H). 
13
C NMR (101 MHz, CDCl3) δ 167.72, 139.72, 134.02, 133.13, 127.89, 126.85, 






methyl ester balance (±)-1. Boronic ester (150 mg, 0.43 mmol), bromide (117 mg, 
0.51 mmol), and Pd(PPh3)4 (50 mg 0.04 mmol) were mixed in 10 mL toluene and 2 
mL ethanol. K2CO3 (179 mg, 1.30 mmol) in 1 mL water was added. The mixture was 
degassed and heated to 110 ˚C under N2 overnight. Then the reaction was cooled to 
room temperature, diluted with DCM and washed with water. The organic layer was 
dried over MgSO4, filtered and solvent was removed under reduced pressure. The 
crude product was purified by column chromatography. 68 mg yellowish solid. Yield 
42%. m.p. 136-138˚C 
1
H NMR (500 MHz, CDCl3) δ 7.62/7.55 (2d, J = 7.6 Hz, 1H), 
7.43 – 7.32 (m, 1H), 7.28 (m, 1H), 7.24 – 7.11 (m, 3H), 7.08 – 6.86 (m, 3H), 
6.73/6.69 (2s, 1H), 4.78 – 4.27 (m, 2H), 4.52 – 4.31 (m, 2H), 4.30 – 4.12 (m, 2H), 
3.60/2.80 (2s, 3H), 2.20/2.05 (2s, 3H). 
13
C NMR (126 MHz, CDCl3) δ 169.69/169.12, 
148.30/147.89, 146.91/146.74, 140.98/140.66, 137.31/136.80, 135.95/135.75, 
132.96/132.85, 132.75/132.12, 128.11/127.92, 127.89, 127.42/127.28, 127.20, 
127.06/127.01, 126.94, 126.84, 126.75, 125.26/124.92, 124.57/124.23, 
123.87/123.84, 67.36/66.79, 59.32/59.23, 58.60/58.55, 51.89/50.90, 20.92/20.71.MS 
(EI) m/z 370.2 (M
+
) 
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π interactions are rarely investigated in solution. In this chapter, two 
methods are attempted to measure the thermodynamic properties of this weak 
interaction in solution. Halogen-arene complexes are too weak to be measured even 
in non-competitive solvents. The synthesis of a new class of molecular torsion 
balance failed due to compound instability.  
5.1 Introduction 
In the most recent decades, halogen bonding has been recognised as an important 
class of non-covalent interaction. It has been treated as a novel interaction in organic 
chemistry, material science and medicinal chemistry.
1-3
 Halogen-bond donor ability 
is generally attributed to the uneven electron distribution on halogen atoms, which 
generate an electron-positive σ hole.
4
 Commonly investigated halogen bond pairs are 
iodine-arene interactions,
5-7
 organic halide-anion interactions and organic 
halide-N/O/S interactions.
3,8-9
 However, organic halide-arene (C-X
…
π) interactions 
have been less studied, although they have been suggested as providing attractive 
driving forces in crystal engineering.
10-11
 Meanwhile, 33% of interactions involving 




 where the mean 




In contrast to the large amounts of structural data on X
…
π interactions, 
thermodynamic data is scarce. Organic chloride/bromide-benzene interactions have 
been analysed using different computational methods, and the results point to 
dominant contributions from dispersion forces.
13
 Hunter and co-workers
14
 applied 
thermodynamic double-mutant cycles to obtain experimental association free 
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energies for C-X-arene interactions, using zipper complexes in CDCl3. However, 
repulsive interactions were measured in all cases, which was attributed to the 
geometric constraints of the complexes, which were unable to fully accommodate 
steric bulk of the CX3 groups. Very recently, the binding constants of 2-C3F7I and 






 The very 
limited experimental thermodynamic data for X
…
π interactions obtained to date 
means that there is a great desire to study these types of interactions systematically to 
reveal their stabilities and physical origin in solution. 
5.2 Iodide-aromatic complexes 
According to ESPs of organic halogens, halogen-bond donor ability increases in the 
order of F< Cl< Br < I. Perfluorinated aromatic iodides are among the strongest, and 
most stable organic halogen-bond donors reported to date. They also enable 
19
F-NMR experiments and allow more choices of organic solvents beside expensive 
deuterated solvents. Considering the important and often dominant effects of solvent 
competition, solvents need to be carefully chosen for the following study. CCl4 and 
cyclohexane have no particularly electro-positive or negative sites, which makes 
them suitable for the investigation of halogen bonding interactions. A series of 





Despite the weakly competitive solvents used, the binding constants were too low to 
be measured accurately by this method. This is in consistent with the very recent 





interactions without any solvent competition.
15
 Although the percentage bound could 
not be determined from the titration curves, significant chemical shift changes were 
observed upon binding. δF moved upfield as guests were added for complexes A, B 
and C. This suggests that stacking conformations may be adopted for these 
complexes, because upfield chemical shifts are often observed upon aromatic 
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stacking. For complexes D and E, downfield changes in δF were observed. This 
suggests that these two complexes adopt a T-shape conformation with the iodine 
atom pointing to the other ring. The different conformational preferences of 
complexes D and E compared to the other complexes might be attributed to the steric 
effects of the bulky tert-butyl which prevent stacking. Even with this chemical shift 
data, other conformations cannot be excluded. The flexibility in these systems results 





 and the very weak nature of the interactions means that binding is too 
weak to be reliably measured using the complexes shown in Table 5.1. Therefore, an 





Table 5.1. Titration results of complexes investigated. numbers next to structure are the changes of 




    
solvent CCl4 CCl4 cyclohexane cyclohexane cyclohexane 
CHost 0.56 M 0.001 M 0.2 M 1 M 0.5 M 
Cguest 0-2.8 M 0- 0.3M 0-0.25 M 0-1.6 M 0-2 M 
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5.3 Molecular torsion balances 
Molecular torsion balances provide a convenient tool for quantifying weak 
non-covalent interactions. A modified Wilcox balance was designed in which the 
benzoate group was replaced with phenol acetate-bearing halides with the aim of 
measuring halogen
…
π interactions (Fig 5.1e). Crystal structures of the main 
functional groups were obtained from the Cambridge Crystal Database (Fig 5.1a-c), 
and a target compound model was built based on these crystal data (Fig 5.1d). The 
space-filling model shows that the iodine atom is nicely positioned above the face of 
the aromatic ring with the σ hole pointing towards the ring. 
 
 
Figure 5.1.a) a crystal structure of a typical Wilcox balance (CDS entry GIPRAZ), b) a compound 
containing a phenol acetate fragment (CDS entry SORZAB), c) a compound contain an iodoacetic 
acid fragment (CDS entry BRUCLB), d) mimic space-filling model of target compound, and e) 
structure of target compound. 
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In addition to a suitable geometry to accommodate halogen
…
π interactions, a further  
essential requirement for operation as a molecular balance is that the rotation about 
the biphenyl bond is slow on the NMR timescale, such that different conformer 
signals can be observed at room temperature. Two classes of Wilcox balances have 
been reported in previous successful studies of non-covalent interactions that satisfy 
these barrier to rotation requirements: one has two ester groups in the ortho positions 
to hinder the rotation (Fig 5.2a),
17-18
 the other has one ester group and one methyl 
group in the ortho positions (Fig 5.2b).
19
 Rotational barrier calculations were carried 
out for the simplified model-biphenyl derivatives using B3LYP/6-31G*, and the 
barrier to rotation for our design (Fig 5.2c) was found to be –57 kJ mol
–1
, which lies 
between those of the previously made Wilcox balances (– 46 kJ mol
–1
 and – 62 kJ 
mol
–1
). Thus, it should be expected that our modified torsion balance is also likely to 




Figure 5.2. Rotation barriers calculated at DFT/B3LYP/6-31G* level. 
 
Following this promising computational design, synthesis of the torsion balance 
shown in Figure 5.1e was initiated starting from readily available amines (Fig 5.3). 
The unsymmetrical Tröger’s base was formed by condensation of two anilines and 
paraformaldehyde under acid catalyst. The desired product could be easily separated 
from the mixture of symmetrical Tröger’s bases and side products. The second step 
was completed by boronation with a palladium-catalyst. The bromide compound was 
obtained via selective bromination of m-cresol using a novel brominating reagent. 
This compound was then coupled with previously made boronic ester by Suzuki  








coupling. The final esterification step was catalysed by DMAP with DCC serving as 
the coupling reagent. 
 
Compound 1 was successfully made, however distinct folded and unfolded 
conformer signals could not be seen in the 
1
H-NMR spectrum. One possible reason 
for this could have been that the rotational barrier calculation was not accurate. It 
might have been possible to examine this possibility further using 
variable-temperature NMR. However, the iodoacetic group is larger than the 
chloroacetic group, thus, there is a chance that the bulkier group may hinder the 
rotation by increasing the energetic barrier to rotation. Unfortunately, compound 2 
was not stable at room temperature and was very hard to purify. The instability of the 
iodoacetyl compound can be attributed to its reactivity towards nucleophiles, it was 
likely undergoing aliphatic nucleophilic substitution, where the iodine serves as the 
leaving group. 
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5.4 Conclusion and Future work 
Preliminary NMR titration experiments showed some evidence of halogen
…
π 
interactions. However, the interactions are not measurable by this method. The 
subsequent design and synthesis of a new class of Wilcox balance to measure this 
interaction also failed due to the stability of the compound. Further work is required 





5.5 Experimental Section 
All compound numbers refer to compounds exclusively as presented in this chapter. 
 
All of the compounds involved in the syntheses were purchased from Sigma-Aldrich, 
VWR or FluoroChem and used without further purification. 
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zo[b,f][1,5]diazocine was reported in Chapter 2 
 
General synthetic procedure for Suzuki coupling 
A mixture of 2-bromo-3-methylphenol (0.9 mmol, 170 mg), the corresponding 
boronic ester (0.6 mmol), Pd(PPh3)4 (0.05 mmol, 70 mg) and Na2CO3 (1.8 mmol, 
191 mg) were added into 10 ml DME and 8 ml water solution. The resulting mixture 
was degassed and heated to reflux under N2 for 24h. Then the solution was cooled 
down, acidified with 2M HCl aqueous solution, extracted with DCM and washed 
with sat. NaHCO3. The solvent was evaporated, and the crude product was purified 








phenol. White solid. Yield 74%. 
1
H NMR (500 MHz, CDCl3) δ 7.19 (d, J = 8.2 Hz, 
1H), 7.14 – 7.11 (m, 2H), 7.04 (dd, J = 8.2, 1.4 Hz, 1H), 7.00 (d, J = 8.3 Hz, 1H), 6.85 
(d, J = 1.8 Hz, 1H), 6.81 (s, 1H), 6.73 (d, J = 2.6 Hz, 1H), 6.68 (dd, J = 8.2, 2.5 Hz, 1H), 
6.03 – 5.59 (m, 1H), 4.77 (d, J = 16.6 Hz, 1H), 4.75 (d, J = 16.7 Hz, 1H), 4.41 (s, 2H), 
4.25 – 4.19 (m, 2H), 2.28 (s, 3H), 2.20 (s, 3H). 
13
C NMR (126 MHz, CDCl3) δ 154.97, 
145.67, 144.64, 137.83, 136.87, 134.11, 133.75, 130.97, 128.72, 128.42, 127.75, 
127.35, 127.30, 126.96, 124.90, 124.49, 117.02, 112.74, 66.91, 58.50, 58.42, 20.93, 






White solid. Yield 76%. m.p. 223-224˚C 
1
H NMR (400 MHz, CDCl3) δ 7.25 – 6.94 
(m, 7H), 6.85 (d, J = 1.5 Hz, 1H), 6.71 (d, J = 2.5 Hz, 1H), 6.67 (dd, J = 8.2, 2.6 Hz, 
1H), 5.94 (s, 1H), 4.78 (d, J = 16.7 Hz, 2H), 4.41 (s, 2H), 4.27 (d, J = 16.6 Hz, 1H), 
4.24 (d, J = 16.7 Hz, 1H), 2.21 (s, 3H). 
13
C NMR (101 MHz, CDCl3) δ 154.89, 
147.89, 146.16, 137.56, 136.94, 133.81, 131.01, 128.63, 127.93, 127.70, 127.44, 
127.26, 127.07, 125.21, 124.56, 124.17, 117.02, 112.71, 66.76, 58.65, 58.54, 20.67. 




General synthetic procedure for esterification
23
 
Acid (1eq.) and 4-dimethylaminopyridine(3% mol) were dissolved in 5 ml dry DCM 
in ice bath. N,N'-Dicyclohexylcarbodiimide (1.1eq.) was added to this solution. The 
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mixture was stirred for 30 mins. Then this mixture was added dropwise to phenol 
(1eq.) solution in 5 ml dry DCM. The mixture was warmed to room temperature and 
stirred overnight. Water was added. The solution was extracted with DCM and 
washed with brine. Organic layer was dried over MgSO4 and filtered. Solvent was 





2-chloroacetate (Compound 1). 20 mg colourless waxy solid. Yield about 33%. 
1
H 
NMR (500 MHz, CDCl3) δ 7.24 – 7.10 (m, 5H), 7.07 – 6.95 (m, 4H), 6.86 (d, J = 1.2 
Hz, 1H), 4.78 (d, J = 16.7 Hz, 2H), 4.39 (s, 2H), 4.32 (s, 2H), 4.29 – 4.18 (m, 2H), 
2.26 (s, 3H).
13
C NMR (126 MHz, CDCl3) δ 166.07, 149.17, 148.04, 146.99, 139.70, 
137.24, 136.63, 130.89, 128.35, 127.96, 127.57, 127.55, 127.41, 127.04, 125.23, 
124.73, 124.09, 122.57, 118.27, 66.79, 58.65, 58.60, 40.92, 20.67. characterizations 
are incomplete due to the abandon of this design. 
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Hydrogen was investigated as H bond acceptor in a silane-perfluoro-tert-butanol 
complex. 
1
H NMR showed an upfield shift of δSi-H upon binding with 





F NMR titration experiment. The H
…
H distance was found to be 
1.786 Å as computed by DFT/B3LYP/6-31G*. 
6.1 Introduction 
Hydrogen bonds (H-bonds) have been studied extensively. H-bonds are responsible 
for the precise organisation of the DNA double helix
1
 and have become a building 
motif for material science.
2-3
 Classic H-bond acceptors are electronegative atoms, 
like N, O, S and inorganic F. Hydrogen atoms are rarely regarded as being able to 
serve as H-bond acceptors until very recently. Close H
…
H contacts observed in 
crystal structures are often referred to as dihydrogen bonds.
4
 Metal hydrides are now 
regarded as being very good H-bond acceptors, and many M-H
…
H-O/N interactions 
have been found where M is a transition metal such as Ir, Re, or Nb.
4-6
 Some 
thermodynamic data has been determined for these types of H-bond interactions and 
they were found to be comparable in strength to classical H-bonds.
4-5,7-8
 Other main 
group metal hydrides like LiH and BeH2 have also been reported to serve as H-bond 
acceptors.
6
 Metalloids such as B and Si also form hydrides, which might be capable 
of forming dihydrogen bonds. Boron hydrides, such as that found in the 
ammonia-borane complex is a potential hydrogen storage material.
9
 Recently, 
Shore’s group demonstrated that the B-H
…
H-N dihydrogen bond facilitates formation 
of the diammoniate (Fig 6.1a) involved in diborane formation, which is crucial to 
dihydrogen release.
9
 Meanwhile, McGrady and co-workers have shown that the 










H-N interactions found in the crystal database are bent 
(Fig 6.1b). The common explanation is that the N-H bends towards the large 
electronegative B atom due to Coulombic interactions.
5
 However, it is possible that 
B-H
…
H-N contacts observed in the solid-state are just a consequence of favourable 
N-H
…
B interactions which bring the hydrogen atoms close in space. Silane (SiH4) is 
often used as a reducing agent, which due to silicon being less electronegative than 
hydrogen, provides a rare example of a non-metallic compound that containing a 
weakly electron-rich hydrogen. The ability of Si-H to act as a H-bond acceptor was 
first reported in 2005 by Mikan and Ishikawa et al., who identified dihydrogen bonds 
in phenol-diethylmethylsilane clusters via IR-UV double resonance spectroscopy.
11
 A 
theoretical study has also claimed that Si-H
…
H-C interactions assist Si-C bond 
formation.
12
 However, no further study has been carried out to further investigate the 
thermodynamic properties of Si-H
…
H interactions. Fully understanding dihydrogen 
bonds may be helpful in revealing organic mechanisms, and for exploring new 
reactions and efficient hydrogen storage materials. 
 
 
Figure 6.1. a) The formation of diammoniate of diborane
9









 166  
 




Figure 6.2. Electrostatic surface potentials (ESPs) of a) hexane, b) benzene, c) methanol, d) 
perfluoro-tert-butanol, e) NbCp2H3 metal hydride and f) tri-n-hexylsilane. ESPs are scaled from 
–100 kJ mol
–1
 (red) to +100 kJ mol
–1
 (blue). ESPs were calculated using B3LYP/6-31G*.  
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Normally protons in organic compounds are electron-positive, as illustrated by the 
electrostatic potentials (ESPs) shown for alkanes, benzene and alcohols in Figure 6.2. 
The ESP of the OH in alcohol is over +200 kJ mol
–1
 (Fig 6.2c), which is consistent 
with its good H-bond donor properties. Perfluoro-tert-butanol (PFTB) is very strong 
H-bond donor with an ESP of +292 kJ mol
–1 
and is often employed in the study of 
H-bonds (Fig 6.2d).
14-15
 In contrast, metal hydrides have very electron-negative 
protons –132 kJ mol
–1 
(Fig 6.2e), and accordingly, the dihydrogen bond energy in the 
NbCp2H3 and trifluoroethanol complex was determined to be 18.8±1.3 kJ mol
–1
 
through IR examination of the OH stretch region.
7
 In comparison, the Si-H in 




The aim of this project is to investigate the Si-H group in trihexylsilane as a weak 
H-bond acceptor (Fig 6.3a). Two H-bonds are to be tested, one with a strong H-bond 
donor perfluoro-tert-butanol (PFTB) and the other a weaker donor, 
1H-perfluorohexane (Fig 6.3b-c). Since Si-H is also a potential halogen-bond 
acceptor, iodopentafluorobenzene will be employed as halogen-bond donor in this 
study (Fig 6.3d). As the H-bond donors are fluorinated compounds, 
19
F-NMR 




Figure 6.3. Structures of a) trihexylsilane,b) perfluoro-tert-butanol (PFTB), c) 1H-perfluorohexane 
and d) iodopentafluorobenzene 
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H-NMR spectra of tri-n-hexylsilane (20mM) with different equivalents of PFTB in 
d12-cyclohexane.. 
 
When hydrogen acts as a H-bond donor, a downfield shift is seen upon complexation 
with a H-bond acceptor. However, an upfield shift was observed in δSi-H of the silane 
upon addition of perfluoro-tert-butanol in d12-cyclohexane (Fig 6.4). Although the 
movement is small (0.02 ppm), it provides evidence that Si-H is acting as a H-bond 
acceptor rather than a H-bond donor. An upfield shift was also reported in the 




Due to the small change in the observed 
1
H NMR chemical shifts, 
19
F NMR was 
introduced for determining thermodynamic data. During the titration, δF was seen to 
move downfield as the concentration of silane was increased, implicating the 
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formation of the desired complex between the very weak H-bond acceptor of silane 
and the strong H-bond donor PFTB. Using this titration data it was also possible to 
determine the binding constant as 0.75 ± 0.10 M
–1 
in cyclohexane at 298 K (Fig 6.5). 
The small binding constant indicates that Si-H is indeed a very weak H-bond 
acceptor, which is likely weakened further by solvent interactions. The binding 
constant of the silane with the weaker H-bond donor 1H-perflurohexane and the 
halogen-bond donor were too weak to be measured using this method. 
 
Figure 6.5. An example of tri-n-hexylsilane and perfluoro-tert-butanol complex binding isotherm. 
 
Further support for the dihydrogen bond between tri-n-hexylsilane and PFTB was 
provided by density functional theory (DFT) calculations. After geometry 
minimisation, the Si-H proton was found to be in close contact with the strong 
H-bond donor OH as shown in Figure 6.6. The H
…
H distance was 1.786 Å, which 





was 161.8° and the H
…
H-Si angle was 149.7°. The bent geometry can be attributed to 
steric hindrance between the bulky perfluoro-tert-butyl and hexyl groups. The H
…
H 
interaction energy was computed as 23 kJ mol
–1
, but since this value did not include 
correction of the basis set superposition error (BSSE), the error may be large. A 

















silane concentration / mM 
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permits. The O-H bond was also elongated compared to its free form (0.978Å vs 




Figure 6.6. Optimized complex structure calculated at DFT/B3LYP/6-31G* level. 
6.4 Conclusion and Future work 
To conclude, the binding constant of the dihydrogen bond involving Si-H as a 
H-bond acceptor was determined for the first time, confirming that Si-H acts as a 




F NMR studies. Further work might examine the interaction using 
molecular torsion balances, or using a supramolecular balance that exploits 
cooperativity to amplify weak interaction as small as 60 J/mol.
17
 
6.5 Experimental Section 
All compounds were purchased from Sigma-Aldrich, VWR or Fluoro Chem. Solvents 
were dried over 4Å molecular sieves. 20mM trifluoroacetic acid in D2O was used as 
an internal standard during 
19
F NMR experiments. Fluorinated compounds served as 
the host in titration experiments. Silane guest solutions were prepared using host 
stock solution, so that the host concentration remained constant during the titration 
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experiments. Fitting was performed using an Excel spreadsheet provided by Prof. 
Christopher A. Hunter. DFT calculations were carried out using the program 
Spartan ’08. 
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