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Abstract
Sufficient conditions for the existence, uniqueness and stability of the bounded (in R) solution of
the second-order systems of nonlinear differential equations are given.
 2003 Elsevier Science (USA). All rights reserved.
1. We will be concerned here with the second-order vector differential equation
y ′′ +Cy ′ +Ay + F(y)= p(t), (1.1)
where A,C are constant n× n matrices, F :Rn → Rn is continuous, p :R→ Rn is con-
tinuous and bounded.
The note presents conditions ensuring the existence of a bounded in R solution of (1.1),
its uniqueness and global asymptotic stability.
For the scalar equations this problem has been investigated in numerous papers and in
certain cases obtained sufficient conditions for the boundedness proved to be also necessary
(see [1] for details). The literature concerning second-order systems is relatively small and
only the sufficient conditions for the boundedness/stability of solutions are known. For the
recent works in this direction we refer to papers [2,7] in which further information can also
be found.
The work [7] uses the functional analytic argument, while [2] utilizes the geometric ap-
proach, exploiting the suitably constructed Lyapunov functions. Such an approach applies
also in the present note but, in contrast to [2], only the information about the existence of
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depending on the particular choice of a Lyapunov function.
In the case of unbounded F the desired information about boundedness or stability,
expressed in terms of coefficients of (1.1), are extracted from the algebraic result (the
frequency domain condition), due to Yakubovich, presenting necessary and sufficient con-
ditions for solvability of special matrix inequalities.
Investigations of stability or boundedness of scalar equations via the frequency domain
methods has been carried by various authors, see, e.g., [3,4,6,10] or, in the case of vector
third-order equations, by the author in [8].
The following notation is used. Rp is the Euclidean real p-space, Rp×q (Cp×q ) is the
space of real (complex) p×q matrices, O denotes the p×q matrix with all entries equal to
zero. AT (respectively, A∗) denotes the transpose (the conjugate transpose) of a matrix A.
Rp is identified with Rp×1. | · | denotes the Euclidean norm in Rp , |x|2 = xT x . The same
notation is used for the matrix norm subordinated to | · |. B(ρ) denotes the ball with the
radius ρ, centered at 0, B(ρ)= {x: |x| ρ}. For square matrices, detA, ReA= (1/2)(A+
A∗) denote, respectively, the determinant and the Hermitian part of A.
λ1(A) denotes the smallest eigenvalue of a symmetric or Hermitian matrix A, A > 0
(A  0), means that A is positive definite (semidefinite), i.e., λ1(A) > 0 (or  0). In ∈
Rn×n is the unit matrix. Matrix P ∈Rn×n is said to be stable if its characteristic polynomial
ϕ(λ)= det(P − λIn) has roots with negative real parts.
A solution y0(t) of (1.1) is said to be bounded in (t0,∞), −∞ t0, provided |y0(t)| +
|y ′0(t)| is bounded for t ∈ (t0,∞). The bounded solution y0(t) is globally asymptotically
stable if for any solution y(t) of (1.1), defined in [t0,∞), limt→∞(|y0(t)−y(t)|+ |y ′0(t)−
y ′(t)|)= 0, and y0(t) is exponentially stable provided there is α > 0 such that for t  t0,
(|y0(t)− y(t)| + |y ′0(t)− y ′(t)|) (|y0(t0)− y(t0)| + |y ′0(t0)− y ′(t0)|) exp(−α(t − t0)).
2. The first result of the paper concerns the case of an unbounded nonlinear term in (1.1).
Theorem 1. AssumeA,C ∈Rn×n are symmetric and positive definite. Supposep :R→Rn
is continuous and bounded, F(y)= ∇Ψ (y), where Ψ ∈ C1(Rn,R). Let F(0)= 0 and let
for certain positive k and k0,
yT F (y)− (1/k)∣∣F(y)∣∣2  k0|y|2 for all y ∈Rn. (2.1)
Then (1.1) has a bounded in R solution. If condition (2.1) is strengthened to the following:
k < λ21(C) and
(y1 − y2)T
(
F(y1)− F(y2)
)− (1/k)∣∣F(y1)− F(y2)∣∣2 > k0|y1 − y2|2 (2.2)
for all y1, y2 ∈Rn, then (1.1) has a unique bounded solution which is exponentially stable.
Remark 1. From (2.1) it follows that k0|y| |F(y)| k|y| and yT F (y) (k0/k)|y||F(y)|
for all y ∈Rn.
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A being an n×n symmetric, positive semidefinite matrix and F(y)=∇Ψ (y)with function
Ψ (y) ∈C2(Rn,R) satisfying conditions
0 aI D2Ψ (y) bI, ∀y ∈Rn, with a, b ∈R, a < b, (2.3)
a + λ1(A) > 0, (2.4)
b < a + c2 + 2c√a + λ1(A). (2.5)
Obviously, from (2.5) it follows that k < λ21(C). Conditions (2.3) and (2.4) imply (2.2). To
see this, suppose λ1(A)= 0 and let N ∈Rn×l (1 l  n) satisfy AN = 0 and NT N = Il .
From (2.3) and (2.4) it follows that there is the unique y0 such that Ay0 + ∇Ψ (y0) = 0.
Setting in (1.1), y = z+ y0, one gets the equivalent equation
z′′ + cz′ +A1z+∇Ψ1(z)= p(t),
where A1 = A + aNNT , Ψ1(z) = Ψ (z + y0) + yT0 Az − (1/2)a|NT z|2. AT1 = A1,
λ1(A1)= a and A1, Ψ1(z) satisfy (2.3) and (2.4). From the formula∇Ψ1(y1)−∇Ψ1(y2)=∫ 1
0 D
2Ψ1(y2 + s(y1 − y2))(y1 − y2) ds and (2.3) one gets (2.2) for F(y)=∇Ψ1(y), k = b,
k0 = (b/a)− 1.
In the case of F(y) bounded theorems below improve results of works [2,7].
Theorem 2. Suppose f :R×Rn →Rn is bounded and continuous with respect to the first
variable, matrices A,C ∈Rn×n are symmetric and positive definite. Let
∣∣f (t,0)∣∣ µ0, ∀t ∈R,
f (t, y) is locally Lipschitz in y, uniformly with respect to t . (2.6)
Then for any ρ > 0, k > 0 there exist positive constants γ,α such that the equation
y ′′ + γCy ′ + αAy = kf (t, y) (2.7)
has the unique, bounded inR, solution y0(t) such that |y0(t)|+|y ′0(t)| ρ for t ∈R, which
is exponentially asymptotically stable. If f (t, y) is globally Lipschitz with a constant L,
i.e., |f (t, u) − f (t, v)|  L|u − v| for any u,v ∈ Rn, t ∈ R, then one can choose γ,α
(depending only on k and L) such that (2.7) admits exactly one, globally asymptotically
stable, bounded solution.
This result, under stronger assumptions C = In, f (t, y) = kF (y) + p(t), has been
shown in [7, Theorems 3.1 and 3.2]. It is worth to note that the proof given here is simpler.
Theorem 3 (cf. [2, Theorem 1.3]). Suppose the matrices C,A are symmetric, C is posi-
tive definite, A is positive semidefinite with eigenvalue λ1(A)= 0 of multiplicity l, l < n.
Let N ∈ Rn×l be the matrix formed by eigenvectors corresponding to λ1(A): AN = 0,
NT N = Il . Denote by C(δ) the cone {y: |NNT y|δ  |(In −NNT )y|}. Let F(y) be con-
tinuous and bounded, say |F(y)| µ0 for y ∈ Rn, let p(t) be continuous and bounded.
Suppose that p(t) admits a decomposition p(t)= p∗(t)+ p∗∗(t) such that
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y→∞
yT CNNT (F (y)− p∗∗(t))
|NNT Cy|  α for y ∈ C(δ) uniformly in t, (2.8)∣∣∣∣∣
t∫
0
NNT p∗(t) dt
∣∣∣∣∣<∞ for all t ∈R, (2.9)
for certain constants α > 0, δ > 0. Then (1.1) has a bounded solution. If, in addition
to (2.8), for all y1, y2 ∈B(r),
(y1 − y2)T
(
F(y1)− F(y2)
)− (1/k)∣∣F(y1)− F(y2)∣∣2  a(r)|y1 − y2|2, (2.10)
where the function a(r) is positive, decreasing, and limr→∞ a(r)= 0, then the bounded
solution y0(t) to (1.1) is unique and asymptotically stable.
Remark 2. For the sake of simplicity Theorem 3 is formulated for the second-order sys-
tems but, as it will be clear from the proof, its conclusion holds also for the higher-order
systems
y(n) +A1y(n−1) + · · · +Any + f (y)= p(t),
where the m × m constant matrices Aj are symmetric, assuming that the polynomial
ϕ(λ)= det(λn Im+λn−1A1 + · · ·+An) has the l-fold, 0 < l <m, zero root and remaining
roots with the negative real parts. For An =O the boundedness in [t0,∞) of solutions to
the above system has been proved in [9].
The boundedness problem in R reduces to the study of boundedness of solutions in the
interval [t0,∞) (−∞< t0) as results from the following simple theorem. Its easy proof is
omitted. In a slightly different formulation Theorem 4 is stated and proved in [2, Proposi-
tion 3.1].
Theorem 4. Suppose that V ∈ C0(Rp;R) satisfies limx→∞ V (v)=∞ and let for c  c0
the set D(c)= {x ∈Rp: V (x) c} is positively invariant of
x ′ = F(t, x). (2.11)
If each solution of (2.11) eventually enters D(c0), then for any t0 every solution of (2.11)
is defined and bounded in [t0,∞) and (2.11) has at least one solution bounded in R.
Remark 3. For V ∈ C1(Rp,R) the sufficient condition for global attraction and invariance
of D(c) reads as follows: for t1  t0, c  c0, and x(t1) ∈ bdryD(c), the derivative of V
along solutions of (2.11) satisfies the inequality V ′(2.11)(x(t1)) < 0.
As a by-product of Theorems 1–3 and Remark 3, for equations with terms periodic
in t , one gets the existence of periodic solutions. Note however that similar results can be
obtained under the significantly weaker hypotheses; see, e.g., [5] and references therein.
Theorem 5. If assumptions of Theorems 1, 2, or 3 hold and function p(t) (in Theorems 1
and 3) or f (t, y) (in Theorem 2) is T -periodic in t , then system (1.1) (or (2.7)) has the
T -periodic solution which is unique and asymptotically stable.
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x ′ = Px + q(F(σ)− p(t)), σ = rT x, (3.1)
where
P =
(−C In
−A O
)
, q =
(
O
−In
)
, r =
(
In
O
)
, x =
(
x1
x2
)
, x1 = y. (3.2)
Proof of Theorem 1. In the proof we follow the argument used in [8], where it has been
applied to the third-order systems.
At first, we show the existence of the matrix H =HT ∈R2n×2n and a positive constant
θ such that V (x)= xT Hx+ θΨ (σ) is the Lyapunov function of the autonomous equation
x ′ = Px + q∇Ψ(σ), σ = rT x. (3.3)
Note that σT F (σ)  0, consequently, Ψ (σ) = ∫ 10 σT F (tσ ) dt > 0 and V (x) is positive
definite for any H > 0 and θ  0.
Write the expression V ′(3.3)(x) = xT (PT H + HP)x + 2xTHqF(σ)+ θF (σ)T rT Px
(F(σ)=∇Ψ (σ)) for the time derivative of V (x) in the form
V ′(3.3)(x)=−S
(
x,F (σ)
)−R(σ), (3.4)
where
R(σ)= σT F (σ)− (1/k)∣∣F(σ)∣∣2,
S
(
x,F (σ)
)= xTGx + 2xT gF(σ)+ ρ∣∣F(σ)∣∣2, (3.5)
and G,g,b,ρ are given by
−G= PT H +HP, −g =Hq + b, b= (1/2)(θP T + I2n)r, ρ = (1/k)In.
(3.6)
By (2.1), R(σ)  k0|σ |2. We claim that parameters H and θ can be so chosen that the
quadratic form S(x, z) is positive definite, i.e., that the block matrix Q(H) ∈R2n×2n with
elements G,g,ρ defined by (3.6), associated with S(x, z), satisfies the inequality
Q(H)=
(
G gT
g ρ
)
> 0. (3.7)
For this purpose we refer to the following famous Yakubovich result (the frequency domain
condition cf., e.g., [11, Theorems 3 and 4]), which for the our purpose is stated in the form
of the following lemma.
Yakubovich lemma. Let X,P ∈R2n×2n, a, b ∈R2n×n, ρ ∈Rn×n . Let P be stable and let
ρ = ρT > 0. Define matrices U1 = (a,Pa, . . . ,P 2n−1a), U2 = (b,P T b, . . . , (P T )2n−1b),
and put
−G= PT X+XP, −g =Xa + b, Q(X)=
(
G g
gT ρ
)
,
π0(ω)= ρ + 2 Re
(
bT (P − iωI2n)−1a
)
.
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XT > 0 satisfying the matrix inequality Q(X) > 0.
We apply the lemma for a = q , b and ρ defined by (3.6). Note first that the matrix P
defined by (3.2) is stable which follows from the formula of its characteristic polynomial
ϕ(λ)= detd(λ), where d(λ)= λ2In + λC +A, and the observation that since matrices A
and C are positive definite, detd(λ) has roots with negative real parts. In particular, this
implies that for all real ω and θ  0 matrices θPT + I2n, P − iωI2n are nonsingular. Thus
the submatrices
(q,Pq)=
(
O −In
−In C
)
,
(b,P T b)= (1/2)(θP T + I2n)(r,P T r), (r,P T r)=
(
O C
−In In
)
,
of U1,U2, respectively, have full ranks.
Substituting (3.6) into the right-hand side of π(ω) and applying the formulae
rT q = 0, rT (P − iωI2n)−1q = d(iω)−1,
(P − λI2n)−1P = I2n + λ(P − λI2n)−1
after a straightforward calculation one obtains rT (θP +I2n)(P −iωI2n)−1q = (1+θiω)×
d(iω)−1. Hence π0(ω)= (1/k)I2n + Re(1 + θiω)d−1(iω)= (d−1(iω))∗Π0(ω)d−1(iω),
where
Π0(ω)= (1/k)
(
d(iω)
)∗
d(iω)+Re(1+ θiω)d∗(iω)
= (1/k)(d(iω))∗d(iω)+ω2(θC − In),
and it is clear that π0(ω) > 0 holds for all realω, independently on the choice of k, provided
θ satisfies the inequality θλ1(C) 1. By Yakubovich lemma, (3.7) has the solution H =
HT > 0, which proves the claim.
From (3.4), (3.5), and Remark 1 we get estimates of V and its derivative (cj are suitable
constants):
0 < c1|x|2  V (x) c2|x|2, (3.8)
c3|x|2 −V ′(3.2)(x) c4|x|2 < 0, x ∈R2n. (3.9)
By (3.8), limx→∞ V (x)=∞. Conditions (3.8) and (3.9) imply in turn the estimate
−V ′(3.1)(x)=−V ′(3.2)(x)+ 2xTHqp(t) c3|x|2 − 2|x|
∣∣Hqp(t)∣∣
and finally the inequality V ′(3.1)(x)−c5V (x)+ c6
√
V (x).
Consequently, the set D(c)= {x ∈ R2n: V (x)  c} satisfies conditions of Theorem 4,
from which it follows that (3.1) has at least one solution bounded on R.
To prove its uniqueness, we repeat the argument of [11]. Let xi(t), i = 1,2, be solutions
of (3.1). Then the function z(t)= x1(t)− x2(t) satisfies the differential equation
z′ = Pz+ qψ(t), (3.10)
where ψ(t)= F(σ1(t))− F(σ2(t)), σi(t)= rT xi(t).
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aid of the Lyapunov function W(z)= zT Lz.
Write, as previously, W ′(3.10) in the form W
′
(3.10) =−S1(z,ψ)−R1(z,ψ), with
R1(z,ψ)= zT ψ − (1/k)|ψ|2, S1(z,ψ)= zT G1z+ 2yT g1ψ + ρ1|ψ|2,
−G1 = PT L+LP, −g1 = Lq + (1/2)r, ρ = (1/k)In.
From (2.2) it follows that R1(z,ψ) 0. The formulae for the coefficients G1 and g1 differ
from (3.6) only by the term containing θ , hence, using the previous argument, we conclude
that S1(z,ψ) is positive definite provided
Π1(ω)= (1/k)
(
d(iω)
)∗
d(iω)+Red∗(iω)
= (1/k)(ω2In −A)2 +ω2
(
(1/k)C2 − I)+A> 0.
Assumption k < λ21(C) implies that Π1(ω) > 0 for all real ω, hence W(z) is a desired
Lyapunov function of (3.10). From the inequality k < λ21(C) and positive definiteness of
forms zT Lz and S1(z,ψ) we conclude that estimates of the form (3.8) and (3.9) are also
valid for W and −W ′(3.10) (with appropriate constants ci ), giving the inequality
W ′(3.10)(z)−c7W(z), c7 > 0,
implying in turn the exponential stability of z(t) = 0. This proves that limt→∞(x1(t) −
x2(t))= 0 for arbitrary solutions of (3.1), and consequently, the uniqueness and exponen-
tial stability of the bounded solution of (3.1). The proof of Theorem 1 is complete. ✷
Proof of Theorem 2. Observe that y(t) ∈ B(ρ) for t ∈ R iff for any s > 0, z(t) = y(st)
belongs to B(ρ) for any t ∈ R. If y(t) is the solution of (2.7), then setting γ = 1/s, α =
1/s2, it follows that z(t) satisfies the equation
z′′ +Cz′ +Az= µf (st, z), (3.11)
where µ = s2k is a parameter. Thus it remains to prove that for a given ρ > 0 one can
find µ small enough such that z(t), z′(t) ∈ B(ρ) for t ∈ R. For this end we prove that the
equivalent system
x ′ = Px +µqf (st, σ ), σ = qT x, x1 = z, (3.12)
where P,q, r, x are defined by (3.2), admits the Lyapunov function.
By the argument of the previous proof, P is stable, so the system
x ′ = Px (3.13)
has the Lyapunov function V (x) = xT Hx , H ∈ R2n×2n, H = HT > 0 satisfying
V ′(3.13)(x)= −|x|2. Fix ρ > 0. Choose c > 0, M and L such that D(c) = {x: V (x)  c}⊂ B(ρ), M =max{|f (ts, σ )|: x ∈D(c), t ∈R}, and |f (t, u)− f (t, v)|L|u− v| for all
(t, u), (t, v) ∈R×B(2ρ).
Since
V ′ (x)=−|x|2 + 2µxT Hqf (ts, σ )T −|x|2 + 2µ|Hq|M|x|(3.12)
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tive µ, showing by Theorem 4, the existence in B(ρ) a bounded solution of (3.12).
The uniqueness proof repeats the argument used previously. Set z(t) = x1(t) − x2(t),
where x1(t), x2(t) are bounded solutions of (3.12). Then z(t) ∈B(2ρ) for all t and
z′ = Pz+µq(f (ts, σ1(t)))− f (ts, σ2(t)), σi = qT xi. (3.14)
TakingW(z)= zT Hz, with H defined as above, and replacing, if necessary,µ by a smaller
number, we get
W ′(3.14) =−|z|2 + 2µzTHq
(
f
(
ts, σ1(t)
)− f (ts, σ2(t)))
−|z|2 + 2µ|Hq|L|z|2−c8W(z). (3.15)
The last inequality follows from estimates of the form (3.8) satisfied also by W(z).
(3.15) implies the uniqueness in B(ρ) of the bounded solution and its asymptotic expo-
nential stability.
If f (t, y) is globally Lipschitz, then (2.6) implies that |f (t, y)| L|y|+µ0 and conse-
quently, V ′(3.12)(x)−|x|2 + 2µ|Hq|(L|x|2 +µ0|x|). Hence one can find c0 > such that
if c  c0 and µ is small enough, then V ′(3.12)(x) < 0 for x ∈ bdryD(c) proving that set
D(c0) is globally attracting and it contains all bounded solutions of (3.13). The proof of
the remaining part of conclusion repeats arguments used and is left to the reader. ✷
Proof of Theorem 3. We consider system (3.1) equivalent to (1.1). By the formulae
ϕ(λ) = det(λ2In + λC + A), AN = 0, we conclude that P has 2n − l roots with neg-
ative real parts and that kerP = {x: x1 = C−1Ns,x2 = Ns, s ∈ Rl}. Let the matrix
S ∈ R2n×2n transform P to the block diagonal form S−1PS = G = diag(B,O) with
B ∈ R(2n−l)×(2n−l), O ∈ Rl×l . Note that B is stable. Making in (3.1) the change of vari-
ables x = Sz one arrives to the system
z′1 = Bz1 + f1(z)− e1(t), z′2 = f2(z)− e2(t), (3.16)
where
f T (z)= (f T1 (z), f T2 (z)), e(t)= (eT1 (t), eT2 (t)),
f (z)= S−1qF(rT Sx), e(t)= S−1qp(t) (e(t)= e∗(t)+ e∗∗(t)). (3.17)
Let the 2n× l matrix N1 satisfy NT1 P =O . Then NT = (O, Il) S−1 =NT1 (O, In) and
consequently z2 =NT x2, f2(z)− e∗∗2 (t)=−NT (F(x1)− p∗∗(t)). By (2.8),
zT2
(
f2(z)− e∗∗2 (t)
)=−xT2 NNT (F(x1)− p∗∗1 (t))
=−(Cx1 + x2 −Cx1)T NNT
(
F(x1)− p∗∗1 (t)
)
 α|NNT Cx1| −µ0
∣∣NNT (x2 −Cx1)∣∣> 0,
provided |x| is large and x belongs to the cone C(α, δ)= C(α/µ0)∩C1(δ), where
C(α)= {x: α|NNT Cx1| − ∣∣NNT (x2 −Cx1)∣∣> 0},
C1(δ)=
{
x1: |NNT x1|δ 
∣∣(In −NNT )x1∣∣}.
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kerG= S−1 kerP = {z: z1 = 0} is contained in the cone K(α, δ)= S−1C(α, δ).
On the other hand, for ρ1 > 0 there is r(ρ1) > 0 such that kerG ∩ S(r(ρ1)) ⊂ {z:
|z1| ρ1, |z2| r(ρ1)} ⊂K(α, δ)∩ S(r(ρ1)), where S(ρ)= {z : |z2| ρ}.
Set E∗2 (t)=
∫ t
0 e
∗
2(s) ds and let L= LT > 0 satisfy BT L+LB =−I2n−l .
Define functions V (z1),W(z2, t) by V (z1) = (1/2)zT1 Lz1 and W(z2, t) = (1/2)|z2 +
E∗∗2 (t)|2. The time derivatives of V and W are given by the formulae
V ′(3.16)(z1)=−|z1|2 + 2zT1 LB
(
f1(z)− e1(t)
)
,
W ′(3.16)(z2, t)=
(
z2 +E∗∗2 (t)
)T (
f2(z)− e∗2(t)
)
= |z2|
(
zT2 (f2(z)− e∗2(t))
|z2| +
E∗∗T2 (f2(z)− e∗2(t))
|z2|
)
,
from which, by the boundedness of |LB||z1||f1(z) − e1(t)| and assumptions (2.8)
and (2.9), we conclude that there exist constants ρ∗1 , ρ∗2 such that
V ′(3.16)(z1) < 0 for |z1| ρ∗1 , uniformly in (z2, t),
W ′(3.16) < 0 for z ∈K(α, δ)∩ S(ρ∗2 ), uniformly in (z1, t). (3.18)
Let c1 > 0 be so chosen that {z: |z1| ρ∗1 } ⊂ {z: V (z1) < c1}. For c  c1 select c2 =
k(c) such that {z: |z2| ρ∗2 } ⊂ {z: W(z2, t) < k(c)} and {z: V (z1)= c1} ∩ {z: W(z2, t)=
k(c)} ⊂ K(α, δ) for all t . (This is possible since lim|z1|→∞ V (z1) = lim|z2|→∞W(z2, t)
=∞.)
From (3.18) it follows that the family of sets D(c)= {z ∈ R2n: V (z1) c, W(z2, t)
k(c)}, c  c1, has properties listed in Theorem 4, which proves that (3.1) has a bounded
solution.
To prove its uniqueness and asymptotic stability, write (3.1) in the form
x ′ = P1x + q
(
F1(σ )− p(t)
)
, σ = rT x,
F1(σ )= F(σ)− γ σ, P1 =
( −C In
−A1 O
)
, A1 =A+ γ In, (3.19)
where m = min{a(r): r ∈ [0, ρ0]}, ρ0 denotes the radius of a ball containing D(c1):
D(c1)⊂ {z: |x1| ρ0, |x2| ρ0} and γ ∈ (0,m/2). P1 is stable and for any γ > 0, D(c1)
is the invariant set of (3.19). For γ sufficiently small, function F1(y) satisfies in D(c1)
condition (2.10) with a(r) replaced by m/2. Thus, repeating the argument of Theorem 1,
we conclude that x0(t) is exponentially stable. ✷
Proof of Theorem 5. As shown in proofs above assumptions of Theorems 1 or 2 imply the
existence of the bounded, positively invariant set D(c0) of (3.1) having the form {x ∈R2n:
V (x)  c0}. Hence the map τ :R2n → R2n defined by τx0 = x(T , x0), where x(t, x0) is
the solution of (3.1), x(0)= x0, maps D(c0) into itself.
The set D(c0) is convex since the function V :R2n→R is convex. By the Brouwer fixed
point theorem, τ has a fixed point v ∈D(c0) and consequently, x(t, v) is the T -periodic
solution of (3.1) which is obviously bounded. Hence Theorems 1 or 2 imply that x(t, v) is
unique and asymptotically stable, which proves the last part of assertion.
706 S. Se¸dziwy / J. Math. Anal. Appl. 281 (2003) 697–706The similar argument applied to the set D(c)= {z ∈R2n: V (z1) c, W(z2, t) k(c)},
constructed in the proof of Theorem 3, shows that (3.16) has a T -periodic solution. ✷
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