Abstract. A fast algorithm for the computation of maximum compatible classes (Mcc) among the internal states of an incompletely specified sequential machine is presented in this paper. All the maximum compatible classes are determined by processing compatibility matrices of progressingly diminishing order, whose total number does not exceed (p + m), where p is the largest cardinality among these classes, and m is the number of such classes. Consequently the algorithm is specially suitable for the state minimization of very large sequential machines as encountered in VLSl circuits and systems.
Introduction
Most algorithms for the state minimization of incompletely specified sequential machines 0SSM) require at some stage the set of maximum compatible classes (MCC). The extensively used method of determining the MCC for a given sequential machine (Kohavi 1978; Hill & Peterson 1981; McCluskey 1986 ) consists of two steps. First, the compatible pairs (cv) of the machine are found by the implication chart of Paull & Unger (1959) . Second, the maximum compatible classes are computed by an exhaustive comparison among the compatible pairs. Since both the steps depend on exhaustive comparison, the complexity of the first step has the order O(n2), where n is the number of states of the ISSM, and that of the second step has the order O(m2), where m is the number of cP. Thus the overall complexity of the algorithm has the order O(n4). Hence this method is suitable only for small and medium size machines not exceeding, say, 15 states. However, with the advent of very large scale integration (VLS0, many hardware and software systems are now being designed as a collection of finite state sequential machines (DeMicheli & Sangiovanni-Vincentelli 1983) . Such machines are invariably incompletely specified and have very large number of internal states often exceeding 15 or 20. In such a situation the existing algorithms are very uneconomical, both time and computation-wise. In this paper a new algorithm is presented for the fast computation of maximum compatible classes from the compatibility matrices with far less computation and time. The algorithm is also programable and therefore can be very conveniently developed into a computer-aided design (CAD) package for use in the design of VLSX circuits and systems.
The algorithm
In describing the algorithm, the frequently used terms, such as, incompletely specified sequential machine (ISSM), compatibility, compatible pair (ce) and maximum cfmpatible class (Met) will be assumed to have their usual definitions as given in books on switching theory and logical design (Kohavi 1978; Hill & Peterson 1981) . We shall develop the algorithm by working out an example. Like other algorithms here also the compatibility relations between all pairs of states are determined by the implication chart. This compatibility relation is then depicted in the form of an n × n matrix where n is the number of states of the ISSM. The rows and columns of the matrix are the states of the machine. A 1(0) is written at the intersection of a row and column when the corresponding pairs of states is compatible (incompatible). Table 1 shows the compatibility matrix CMt of a 9-state ISSM showing the compatibility relations between all pairs as obtained from the implication chart. Note that the compatibility matrix ¢Mt is a symmetric matrix with an all-1 leading diagonal. This is so because each state is compatible with itself. In table 1 two more columns are added to ¢M~. The two additional columns give the weight (~) and candidate maximum compatible class (CMCC) of each row, which are defined below.
DEFINITION 1
The number of ones in a row will be called its weight.
It will be designated by a. Again each row of the other additional column gives the collection of all states which are compatible with the state heading the row. Thus in table 1 each of the states among ABCDHI is compatible with state A, and each of the states BCDEH is compatible with the state E.
DEFINITION 2
The collection of states which are compatible with a state will be called a candidate maximum compatible class (CMCC) . The state with which each of the states of a cMcc is compatible will be called the generating state of the CMCC.
Thus every state of the machine, that is, every row of the CM1 generates a CMCC. It is also obvious that each MCC is either a CMCC itself or a subset of a CMCC. The algorithm finds all the maximum compatible classes of the IssM from these candidate classes with the help of the following theorems and corollaries. Proof. If the element aii of a subcompatibility matrix (scM) is a 0, then the element aji will also be a 0, since the SCM is a symmetric matrix. Now, this pair of zeros can be eliminated from the scM in two ways, by deleting either the row and column i or the row and column j. Hence, the scM will produce two all-1 submatrices and, therefore,
If the scM of a cMcc has more than two zeros, then find all the Mcc by following the generalized procedure as applied to a CM. To apply theorem 1 to CM 1 of table 1, first the CMCC of the least cardinality is chosen. In this case it is the CMCC FG generated by the state F of the ISSM and it has a cardinality of 2. By corollary 1.1 FG can be listed as an ucc without any further processing. Once FG is selected as an MCC, the row and column of state F are deleted from CMI as a direct consequence of theorem 3. This is how CM2 (table 2) is derived from CM1. Note that while CM1 was a matrix of order 9, CM z becomes a matrix of a reduced order, namely, 8. Again applying theorem 1 to CM2 the CMCC BCG generated by the state G has the least cardinality. In order to check if the CMCC is an MCC, a submatrix with B, C and G as rows and columns is derived from CM2. This is called the subcompatibility matrix SCM2 (BCG) and is shown in table 3. Obviously all the states will be pairwise compatible, if the submatrix is an all-1 matrix. It can be seen that the submatrix SCM2(BCG) is an all-1 matrix, as all the row weights are 3. Hence, by theorem 1, BCG is an MCC. After BCG is selected as an MCC, state G is deleted from the rows and columns of CM2, and CM 3 as shown in table 4 is obtained. 
ABCH BCEH
In this table three candidate maximum compatible classes generated by the states C, E and I have the least cardinality of 5. The corresponding candidate classes are now processed one after another. First the submatrix SCM 3 (ABCEH) as shown in table 5 is derived. The row weights of the SCM are not 5 in all rows. It has two rows A and E having weights 4. It can be easily seen that the submatrix of the SCM, SCM 3 (ABCH) will be an all-1 matrix, as the row and column E having the 0 will be absent. Similarly the SCM3(BCEH) will also be an all-1 matrix as the row and column A having the 0 will be absent. Hence, by Corollary 2.1 ABCH and BCEH are maximum compatible classes. Note that before deriving the SCMa(BCDEH ) the state C is deleted from the CMCC as the CMCC of the generating state C have been processed (theorem 3). Hence, SCM3(BDEH ) (table 6) is derived from CM3. This is an all-1 matrix (as all the row weights are 4). Therefore BDEH is an Mcc. After this the submatrix scM3(ABDHI ) is derived. This produces the Mcc ABDHI. This completes the processing of all the least cardinality candidate maximum compatible classes of CM 3. Before deriving CM4 from CM 3, the number of rows of CM4 should be calculated. Here it is 4. Therefore, if CM4 produces any MCC, its cardinality must be less than those 
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Conclusion
It is evident from the above description of the algorithm that to determine all the maximum compatible classes, the number of compatibility matrices which need to be derived from the previous matrices starting from CM1 will not exceed the largest cardinality among the maximum compatible classes, and the number of all-1 submatrices to be derived and processed will not exceed the total number of such classes. The processing of matrices also does not involve expensive matrix operations such as multiplication or inversion. For these reasons the algorithm becomes much faster than existing ones, specially for large and very large incompletely specified sequential machines. To compute all 30 MCC of a 22-state machine the compatibility matrix algorithm took only 0.755 s of cpu time in a DEC 1090 computer, compared to 5-329s of cPu time (Chakraborty 1987) in the same computer by the existing algorithm as presented in Kohavi (1978) , Hill & Peterson (1981), and McCluskey (1986) .
