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Abstract
The blow-up of solutions to the PDE cðxÞut ¼ ½r  AðxÞr þ bðxÞum is studied via energy
methods. The key step is a similarity transformation of the original unstable equation to a
nonlocal stable one.
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1. Introduction
The nonlinear parabolic equations ut ¼ Duq þ u p with p41 have self-similar
solutions uðt; xÞ ¼ FðT 	 tÞVðgðT 	 tÞxÞ that blow up in a ﬁnite time T :
Furthermore, for certain such equations, other solutions tend asymptotically to
self-similar shape as they blow up: After applying an appropriate similarity
transformation uðt; xÞ ¼ FðT 	 tÞvðsðtÞ; gðT 	 tÞxÞ deﬁned in terms of the unknown
blow-up time T ; the rescaled solution vðs; yÞ tends to V as s tends to N ¼ sðTÞ
([SGKM95] and references therein, [BG96,CDPE98]). The arguments used to prove
such results are quite delicate, because the PDE satisﬁed by the transformed solution
v is unstable.
For the case q ¼ p in which no rescaling of the spatial variable occurs, an
alternative form
u ¼ fðtðtÞÞvðtðtÞ; xÞ ð1:1Þ
of similarity transformation will be considered here: Instead of choosing the growth
factor f to match that of the self-similar solution with the same blow-up time, that
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factor will be a functional of the solution v chosen so as to stabilize the PDE that v
satisﬁes. Such a choice of f allows energy methods to be applied. This approach has
been inspired by numerical work on such equations ([LR97]), in which f has
typically been chosen so that the LN norm of v is conserved. However, the LN norm
is awkward from an analytical viewpoint, so a different norm will be used here.
The main result proven here by this energy approach is the convergence, along a
sequence of times approaching the blow-up time, of the rescaled and translated
positive solutions of the equation
cðxÞut ¼ ½r  AðxÞr þ bðxÞum; ð1:2Þ
under appropriate conditions on AðxÞ; bðxÞ; cðxÞ; and the initial data u0; to a
nonzero solution of the limit equation
0 ¼ ½r  AðxÞr þ bðxÞvm 	 cðxÞv: ð1:3Þ
This result generalizes that of [CDPE98] obtained using the traditional scaling, by
allowing nonconstant coefﬁcients and initial data with noncompact support,
although the conclusion here is weaker in that the possibility that some or all of
the mass of the solution tends to spatial inﬁnity has not been ruled out. One way to
avoid this difﬁculty is to consider the PDE on a bounded domain, with appropriate
boundary conditions; that case will also be treated here.
Although the main result obtained here is similar to that obtained previously by
different methods, the energy method also yields results that would be difﬁcult to
obtain via the traditional comparison methods applied to an unstable rescaled
equation. In this paper some bounds will be obtained on the blow-up time and the
number of components of the support of the limit solution. In particular, a ﬁnite
upper bound will be obtained for the blow-up time even for the case in which the
upper bound in [CDPE98] was inﬁnity. Future papers will examine equations of
higher order and perturbation theory for solutions with initial data close to the
spatial proﬁle of the self-similar solution.
2. The similarity transformation and its consequences
Since the basic scaling properties of (1.2) hold for a wider class of equations, some
of which will be treated in later work, let us consider equations of the form
cðxÞut ¼ 	Lðjujm	1uÞ; ð2:1Þ
where m41;
c is a positive function; ð2:2Þ
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and
L is a self-adjoint strongly elliptic operator: ð2:3Þ
Substituting transformation (1.1) with f40 into (2.1) yields the equation
f0t0cv þ ft0cvt ¼ 	fmLðjvjm	1vÞ: ð2:4Þ
In order to obtain balance between the scales of the time and space derivatives we let
t0ðtÞ ¼ fðtðtÞÞm	1: ð2:5Þ
Eq. (2.4) can then be written in the form
cvt ¼ 	Lðjvjm	1vÞ 	 lðtÞcv; ð2:6Þ
where
lðtÞ :¼ f
0ðtÞ
fðtÞ : ð2:7Þ
Note that the scaling has altered the equation only by the inclusion of the term
involving l: The usual similarity transformation would be obtained by choosing l to
be a constant. It will be chosen here instead to be a functional depending on the
unknown v: The basic idea is to choose some functional F ½vðtÞ to be conserved in
time and then solve for l from the equation d
dt F ½vðtÞ ¼ 0: One natural choice, at
least when v is nonnegative, would be to conserve the total mass
R
v dx: However, the
choice F ½vðtÞ :¼ R cjvjmþ1 dx turns out to be technically more useful, because the
time-derivative of l is then a constant times
R
cjvjm	1v2t dx; which yields compactness
in time; see Corollaries 2.1 and 2.2.
In order to present the basic ideas simply, let us assume in this section that the
solutions are sufﬁciently smooth; in the case of nonnegative solutions of second-
order equations these assumptions will be justiﬁed later by a combination of
approximation, estimates, and assumptions on the initial data.
Lemma 2.1. Assume that (2.2) and (2.3) hold. Define l by the condition thatR
cðxÞjvjmþ1 be conserved. Then l is a nondecreasing function of t:
Proof. Multiplying Eq. (2.6) by jvjm	1v and integrating over space yields
0  1
m þ 1
d
dt
Z
cðxÞjvjmþ1
¼ 	
Z
ðjvjm	1vÞLðjvjm	1vÞ dx 	 l
Z
cðxÞjvjmþ1 dx;
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whence
l ¼ 	
R ðjvjm	1vÞLðjvjm	1vÞ dxR
cjvjmþ1 dx : ð2:8Þ
For late use, note that the right-hand side of (2.8) is well-deﬁned even when jvjm	1v
lies in Hs; via integration by parts.
Since the denominator in formula (2.8) for l is conserved and L is self-adjoint
Z
cjvjmþ1 dx
 
d
dt
l ¼ 	 2
Z
d
dt
ðjvjm	1vÞ
 
Lðjvjm	1vÞ dx
¼ 2m
Z
jvjm	1vtðcvt þ lcvÞ dx
¼ 2m
Z
cjvjm	1v2t dx; ð2:9Þ
where the last equality follows from the conservation of
R
cjvjmþ1: &
Under appropriate positivity and boundedness assumptions on the coefﬁcients in
(2.1), formulas (2.8) and (2.9) yield the compactness of the solution v in both time
and space:
Corollary 2.1. Assume that
0oc1pcðxÞpc2oN ð2:10Þ
and that
L is a uniformly self -adjoint strongly elliptic operator of order 2s;
whose coefficients have a sufficient number of bounded derivatives: ð2:11Þ
Then for as long as v exists,
jjjvðt; Þjm	1vðt; Þjj2Hspc3jjvð0; Þjj2mLmþ1 	 c4lð0Þjjvð0; Þjjmþ1Lmþ1 ; ð2:12Þ
lð0ÞplðtÞpc5jjvð0Þjjm	1Lmþ1 ; ð2:13Þ
and
Z Z
jvjm	1v2t dx dtpc6jjvð0Þjj2mLmþ1 	 c7lð0Þjjvð0Þjjmþ1Lmþ1 : ð2:14Þ
S. Schochet / J. Differential Equations 192 (2003) 134–154 137
Proof. Since lðtÞ is nondecreasing, formula (2.8), Ga˚rding’s inequality, and the
Gagliardo–Nirenberg calculus inequalities (e.g. [Fri76] for both) yield
lð0Þ
Z
cjvð0; Þjmþ1 dxp lðtÞ
Z
cjvð0; Þjmþ1 dx
¼ 	
Z
ðjvjm	1vÞLðjvjm	1vÞ dx
p 	 cjjjvjm	1vjj2Hs þ kjjjvjm	1vjj2L2
p 	 c
2
jjjvjm	1vjj2Hs þ k2jjvjj2mLmþ1
¼ 	 c
2
jjjvjm	1vjj2Hs þ k2jjvð0Þjj2mLmþ1 : ð2:15Þ
Estimate (2.15) implies both (2.12) and (2.13). Integrating (2.9) over t and using
(2.13) yields (2.14). &
Corollary 2.2. Assume that (2.2) and (2.3) hold and that the solution v of (2.6) exists
for all time t: Then lðtÞ converges to a finite value lN as t-N; and for every sequence
tn converging to infinity and every sequence xn; there is a subsequence for which
vn :¼ vðtþ tn; x þ xnÞ converges in C0ð½0; T ; L2mlocÞ to some function vN independent of
t; and jvnjm	1vn converges in C0ð½0; T ; Hs	eloc Þ to jvNjm	1vN; where vN is a weak
solution of
0 ¼ 	LðjvNjm	1vNÞ 	 lNcvN: ð2:16Þ
Furthermore, if vN is not identically zero then Eq. (2.8) holds with v and l replaced by
their limits vN and lN:
Remark 2.1. The coefﬁcient lN in the limit equation (2.16) could be normalized to
lie in the set f	1; 0; 1g by rescaling vN:
Remark 2.2. There still remains to prove that the xn can be chosen so that vN is not
identically zero. This will be shown later for nonnegative solutions in the second-
order case.
Proof. First, since lðtÞ is nondecreasing and bounded, it converges as t-N to a
ﬁnite limit lN:
The basic idea for showing the convergence of vn is that (2.12) yields compactness
in space and (2.14) yields compactness in time. However, the powers of v for which
we have estimates of the spatial derivatives and the time derivative are different. We
therefore begin by showing that the L2 bound on the time derivative of jvjðm	1Þ=2v
yields the equicontinuity in time of an appropriate Lp norm of jvjm	1v:
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Claim 2.1.
jjjvðt2; Þjm	1vðt2; Þ 	 jvðt1; Þjm	1vðt1; ÞjjLðmþ1Þ=m
pcjt2 	 t1j1=2½lðt2Þ 	 lðt1Þ1=2; ð2:17Þ
and for some a40;
jjjvðt2; Þjm	1vðt2; Þ 	 jvðt1; Þjm	1vðt1; ÞjjL2pcjt2 	 t1ja: ð2:18Þ
Proof.
jjjvðt2; Þjm	1vðt2; Þ 	 jvðt1; Þjm	1vðt1; ÞjjLðmþ1Þ=m
pm
Z t2
t1
jjjvðs; Þjm	1vtðs; ÞjjLðmþ1Þ=m
¼ m
Z t2
t1
Z
½jvjmþ1ðm	1Þ=ð2mÞ½jvjm	1v2t ðmþ1Þ=ð2mÞ
 m=ðmþ1Þ
pc
Z t2
t1
Z
cvmþ1
 ðm	1Þ=ð2mÞ Z
cvm	1v2t
 ðmþ1Þ=ð2mÞ( )m=ðmþ1Þ
¼ cjjc1=ðmþ1Þv0jjðm	1Þ=2Lmþ1
Z t2
t1
Z
cvm	1v2t
 1=2
pcðt2 	 t1Þ1=2jjc1=ðmþ1Þv0jjðm	1Þ=2Lmþ1
Z t2
t1
Z
cvm	1v2t
 1=2
¼ cðt2 	 t1Þ1=2jjc1=ðmþ1Þv0jjmLmþ1 ½lðt2Þ 	 lðt1Þ1=2;
which yields (2.17). By the Gagliardo–Nirenberg calculus inequalities, the Hs bound
for jvjm	1v implies an Lp bound for some p42; so (2.17) and interpolation in Lp
spaces yields (2.18), since l is known to be bounded. &
By Ascoli’s theorem, estimates (2.12) and (2.18) show that some subsequence of
jvnjm	1vn converges in C0ð½0; T ; L2locÞ for any ﬁnite T : By interpolation in Hs spaces,
this implies convergence in C0ð½0; T ; Hs	eloc Þ; and hence also in Lploc for pop: The L2loc
or L
p
loc convergence implies that, after restricting to a further subsequence, jvnjm	1vn
converges pointwise. Thus vn also converges pointwise, and calling its limit vN we
have that the limit of jvnjm	1vn is jvNjm	1vN: By the elementary inequality
ja 	 bjppcðm; pÞjjajm	1a 	 jbjm	1bjp=m; ð2:19Þ
the convergence of jvnjm	1vn implies the convergence of vn to vN in L2mloc or even
L
ðp	eÞm
loc :
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Taking the weak limit of (2.6) with v replaced by vn therefore yields (2.6) with v
and l replaced by vN and lN; respectively.
Estimate (2.17) plus (2.19) with p ¼ m þ 1 imply that for bounded tðjÞ;
jjvnðtð2ÞÞ 	 vnðtð1ÞÞjjLmþ1pc½lðtn þ tð2ÞÞ 	 lðtn þ tð1ÞÞ1=2m-0; ð2:20Þ
which shows that the limit vN is independent of t: The limit equation therefore
reduces to (2.16).
The limit vN inherits the L
mþ1 bounds of v; and jvNjm	1vN inherits the Hs bound
of jvjm	1v; so we can multiply (2.16) by jvNjm	1vN and integrate to obtain
lN
Z
cðxÞjvNjmþ1 dx ¼ 	
Z
ðjvNjm	1vNÞLðjvNjm	1vNÞ dx;
where the right-hand side is interpreted, via integration by parts, as a bilinear form
on Hs: Provided that vN is not identically zero, dividing by
R
cðxÞjvNjmþ1 dx yields
(2.8) with v and l replaced by vN and lN:
Since the transformation deﬁned by (1.1), (2.5), (2.8) does not explicitly map the
blow-up time to t ¼N; it is no longer clear a priori that transformed solution exists
for all t nor that the original solution blows up as t-N: However, it turns out that
the former implies the latter when l is eventually positive, provided that blow up is
deﬁned in terms of the norm ½R cjujmþ11=ðmþ1Þ: In particular, assuming that the
solution of (2.6) exists for all t; this yields a sufﬁcient condition for the blow up of
the solution u of the original equation (1.2), namely that l should be positive at time
zero. In fact blow up also occurs when lð0Þ ¼ 0 unless the solution is constant in
time. Furthermore, the function lðtÞ determines the blow-up time in the original
time variable t:
Lemma 2.2. Suppose that the solution v of (2.6) exists for all time t and that lðt0Þ40
for some t0X0: Then the norm
R
cjujmþ1 of the corresponding solution u of (1.2)
determined by (1.1), (2.5), and (2.7) blows up at the finite time
t ¼ t :¼ 1
fð0Þm	1
Z N
0
e
	ðm	1Þ
R t
0
lðt1Þ dt1 dt: ð2:21Þ
Proof. Solving (2.7) yields
fðtðtÞÞ ¼ fð0Þe
R tðtÞ
0
lðt1Þ dt1 ; ð2:22Þ
which allows (2.5) to be written in the form
1
fð0Þm	1 e
	ðm	1Þ
R tðtÞ
0
lðt1Þ dt1t0ðtÞ ¼ 1:
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Integrating this yields formula (2.21) for the time t ¼ t corresponding to t ¼N:
Since l is nondecreasing, once it becomes positive it remains larger than a positive
constant, which ensures that t is ﬁnite and also, from (2.22), that fðtÞ tends toN as
t-t: By (1.1) and the conservation of
R
cvmþ1;Z
cjujmþ1 ¼fmþ1
Z
cjvjmþ1 ¼ fmþ1
Z
cjvð0; Þjmþ1
¼ fðtðtÞÞ
fð0Þ
	 
mþ1 Z
cju0jmþ1;
which shows that
R
cjujmþ1 tends to inﬁnity at t ¼ t: &
3. The main result: blow up for the second-order case
In the remainder of this paper we restrict attention to the case when the order 2s of
the operator L in (2.11) equals two. The rescaled equation therefore has the form
cðxÞvt ¼ ½r  AðxÞr þ bðxÞðjvjm	1vÞ 	 lcv: ð3:1Þ
For this equation, the ﬁrst part of Assumption (2.11) becomes
vT AðxÞvXcjvj2; ð3:2Þ
while for the second part it sufﬁces that
jjAjjC1 þ jjbjjC0pc: ð3:3Þ
In order to ensure that blow up occurs we will need to assume that the
undifferentiated term in the original equation is positive, i.e.,
bðxÞXb040: ð3:4Þ
When the spatial domain is Rd or when it is a bounded domain and Neumann or
periodic boundary conditions are imposed then no additional assumption is
required. If the spatial domain O is bounded and the Dirichlet boundary condition
is imposed then the domain must be sufﬁciently large, in the sense that:
There exists a nontrivial nonnegative C2 function wðxÞ
satisfying the boundary condition; such that
	 Lw  ½rAðxÞr þ bðxÞw is nonnegative andZ
O
wm=ðm	1Þð	LwÞ	1=ðm	1ÞoN: ð3:5Þ
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Remark 3.1. An appropriate function w exists whenever there exists a nontrivial
nonnegative compactly supported solution of the normalized limit equation 	Lw ¼
w1=m whose support ﬁts inside the domain being considered; for the constant-
coefﬁcient case such solutions are known explicitly in the one-dimensional case
([SGKM95]) and have been proven to exist in the multi-dimensional case
([Gui95,CEF96]). Another sufﬁcient condition for the existence of an appropriate
w is that 	L should have a nonnegative eigenfunction with positive eigenvalue. This
condition is satisﬁed whenever the domain is sufﬁciently large. Such eigenvalue
conditions for blow up are well known; see Section 4 of [LS84].
Theorem 3.1. Assume that (2.2), (3.2), (3.3), and (3.4) hold, and that l is defined by
(2.8). Suppose that the initial data vð0; xÞ for the equation
cðxÞut ¼ ½r  AðxÞr þ bðxÞðjujm	1uÞ ð3:6Þ
lie in Lmþ1; are nonnegative and not identically zero, and are such that vð0; xÞm lies in
H1: When the spatial domain is bounded and Dirichlet boundary conditions hold then
assume in addition that (3.5) holds.
Then the solution u of (3.6) blows up in LN in a finite time, while the solution v to the
rescaled equation (3.1) exists and remains nonnegative and uniformly bounded for all
time t; lðtÞ converges as t-N to a finite value lN; and for every sequence tn
converging to infinity there exists a sequence xn such that a subsequence of vðtn þ
t; xn þ xÞ converges to a nontrivial solution vN of
0 ¼ ½rAðxÞr þ bðxÞvmN 	 lNvN: ð3:7Þ
Furthermore, the blow-up time t satisfies (2.21), and
lN ¼
R
bðxÞðvmNÞ2 	 ðrvmNÞT AðxÞðrvmNÞR
cvmþ1N
: ð3:8Þ
In the course of the proof we will use some results to be proven in the next two
sections, which make use of assumptions (3.4) and (3.5).
Proof. Begin by approximating the initial data by smooth, strictly positive data, for
which standard parabolic estimates ensure that the solution will be smooth enough
to justify using the results of Section 2. When the spatial domain is Rd ; then the
initial data should also be made periodic with period tending to inﬁnity at an
appropriate rate to ensure that the relevant norms remain ﬁnite and uniformly
bounded. The assumptions on the initial data together with the estimates from
Section 2 ensure that the conclusions of the results in that section remain valid in the
limit, so for notational simplicity we will henceforth consider the solution v having
the actual initial data.
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By standard parabolic estimates, v will exist for all time provided that it remains
bounded; this LN bound will be proven in Section 5. It will be shown in Section 4
that l is eventually positive; by Lemma 2.2, this implies that u blows up in the Lmþ1
norm at time t given by (2.21). Since v is bounded in LN; u does not blow up in LN
before time t; and u will blow up in LN at that time provided that the LN norm of v
does not tend to zero.
The convergence of l and v to limits satisfying (3.7) follows from Corollary 2.2,
and so will (3.8) provided that the limit vN is not identically zero.
There remains only to prove that jjvjjLNXcX0 and that the xn can be chosen so
that the limit vN is not identically zero. When the spatial domain is bounded then
both follow from the fact that the Lmþ1 norm of v; which is nonzero initially, is
conserved; xn may be taken to be zero. To treat the case when the spatial domain is
Rd ; let B be a cubic cell and let Bj be translates of B such that R
d ¼ Sj Bj and every
Bj-Bk is at most a lower-dimensional set.
By Corollary 4.2, there exists a time t1 and a positive l0 such that lXl0 for tXt1:
Restrict attention to times tXt1: Deﬁne w :¼ jvjm	1v and
lj :¼
R
Bj
bðxÞw2 	 ðrwÞT AðxÞðrwÞR
Bj
jwjðmþ1Þ=m
:¼ nj
dj
:
The equation
l0pl ¼
P
j
R
Bj
bðxÞw2 	 ðrwÞT AðxÞðrwÞP
j
R
Bj
jwjðmþ1Þ=m
¼
P
j njP
j dj
implies that for some j; possibly depending on the time t; ljXl0:
Claim 3.1. supwAL2ðBÞ
R
B
bðxÞwðxÞ2	ðrwðxÞÞT AðxÞðrwðxÞÞR
B
jwjðmþ1Þ=m
h i2m=ðmþ1Þ oN:
Proof. Suppose that there existed a sequence wn for which the left-hand side of the
estimate tended to þN: Since that left-hand side is invariant when we multiply w by
a constant, we can normalize wn by the condition that
R
B
bðxÞw2n ¼ 1: ThenR
B
ðrwnðxÞÞT AðxÞðrwnðxÞÞo1 for sufﬁciently large n; and
R
B
jwnjðmþ1Þ=m-0: The
boundedness of wn in H
1ðBÞ implies that there exists a subsequence converging in
H1	eðBÞ to some w: This yields the contradiction R
B
w2 ¼ 1 butR
B
jwjðmþ1Þ=m ¼ 0: &
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Thus, there exists a ﬁnite k such that
kX
R
Bj
bðxÞwðxÞ2 	 ðrwðxÞÞT AðxÞðrwðxÞÞ
½R
Bj
jwjðmþ1Þ=m2m=ðmþ1Þ
¼ lj
½R
B
wðmþ1Þ=mðm	1Þ=ðmþ1Þ
X
l0
½R
B
jwjðmþ1Þ=mðm	1Þ=ðmþ1Þ
;
which implies a lower bound for
R
Bj
jvjmþ1: Since Bj is bounded, this implies a lower
bound for the LN norm too, and by choosing xn to lie in the cell Bj obtained at time
tn we ensure that the limit vN will inherit these lower bounds. &
4. Blow-up time estimates
The fact that the solution blows up will be proven by showing that l is eventually
positive, so that Lemma 2.2 applies. As a by-product, an upper bound on the blow-
up time will be obtained.
Lemma 4.1. When the hypotheses of Theorem 3.1 hold then there exist constants c1
and c2 such that Z t
0
e
	ðm	1Þ
R s
0
lðrÞ dr
dspc1ð1	 e	c2tÞ: ð4:1Þ
Proof. By the maximum principle, the nonnegativity of the initial data for (3.1)
implies that the solution is also nonnegative.
When the domain is bounded and Dirichlet boundary conditions are imposed,
then by assumption there exists a nontrivial function w such that ½r  AðxÞr þ
bðxÞw is also a nontrivial nonnegative function and (3.5) holds. If Neumann or
periodic boundary conditions are used instead then w :¼ 1 satisﬁes those conditions
since bðxÞ40 by assumption. When the domain is Rd then let WðxÞ be any nontrivial
nonnegative C20 function; then for d sufﬁciently small the function wðxÞ :¼ WðdxÞ
satisﬁes the conditions in (3.5). Then
Z
wcv ¼
Z
½ð	LwÞvm1=m½wm=ðm	1Þð	LwÞ	1=ðm	1Þcm=ðm	1Þðm	1Þ=m
p
Z
ð	LwÞvm
 1=m Z
wm=ðm	1Þð	LwÞ	1=ðm	1Þcm=ðm	1Þ
 ðm	1Þ=m
p c3
Z
ð	LwÞvm
 1=m
; ð4:2Þ
where the ﬁnal estimate follows from (2.10) and (3.5).
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Next, multiplying Eq. (3.1) by w; integrating over the spatial domain, and
applying (4.2) yields
d
dt
Z
wcv ¼
Z
wð	LÞvm 	 l
Z
wcv
¼
Z
ð	LwÞvm 	 l
Z
wcvXc4
Z
wcv
 m
	l
Z
wcv; ð4:3Þ
with c4 ¼ c	m3 :
This estimate has the form of a differential inequality Z0ðtÞXc4ZðtÞm 	 lðtÞZðtÞ;
where Z :¼ R wcv: Hence ZðtÞXY ðtÞ; where YðtÞ is the solution of the
corresponding differential equation Y 0 ¼ c4Y m 	 lðtÞY having the same initial
value. Explicitly,
Z
wcvX
e
	
R t
0
lðrÞ dr
½c5 	 c4ðm 	 1Þ
R t
0 e
	ðm	1Þ
R s
0
lðrÞ dr
ds1=ðm	1Þ
; ð4:4Þ
where c5 :¼ ½
R
wcvð0; xÞ	ðm	1Þ:
Next, since ð	LwÞ is bounded and w has compact support when the spatial
domain is unbounded, estimate (3.5) implies that
R
wðmþ1Þ=moN: Together with
(2.10) and the Lmþ1 bound for v; this shows that
Z
wcvpc6: ð4:5Þ
Although we could use (4.5) to conclude directly from either (4.4) or (4.3) that lmust
eventually become positive, it will be useful to plug (4.5) into (4.4) and calculate
further so as to get a quantitative estimate:
Deﬁne
tðtÞ :¼
Z t
0
e
	ðm	1Þ
R t
0
lðrÞ dr
ds; ð4:6Þ
the calculation of Lemma 2.2 shows that t is the original time variable, provided that
fð0Þ is normalized to one. Raise both sides of inequality (4.4) to the power m 	 1
and apply (4.5) to obtain
t0ðtÞpcm	16 ½c5 	 c4ðm 	 1ÞtðtÞ; ð4:7Þ
where we also used the fact that the bound (4.5) implies that the denominator of the
right-hand side of (4.4) must remain positive. Since formula (4.6) shows that
S. Schochet / J. Differential Equations 192 (2003) 134–154 145
tð0Þ ¼ 0; solving the differential inequality yields
Z t
0
e
	ðm	1Þ
R s
0
lðrÞ dr
ds  tðtÞp c5
c4ðm 	 1Þ ½1	 e
	cm	1
6
c4ðm	1Þt; ð4:8Þ
which has the desired form (4.1). &
By Lemma 2.2, we can obtain an estimate for the blow-up time by taking t-N in
estimate (4.1):
Corollary 4.1. Under the hypotheses of Theorem 3.1, the blow-up time t satisfies
tpc1:
Remark 4.1. A lower bound for the blow-up time can be obtained by comparison
with the spatially constant solution equal to jjuð0; ÞjjLN at time zero ([SGKM95]), or
by plugging the upper bound for l from (2.13) into (2.21). A lower bound on the
blow-up time valid for all initial data under consideration was also derived in
[CDPE98].
However, the estimate of Corollary 4.1 seems to be the ﬁrst general upper bound
on the blow-up time, since previous upper bounds were restricted to particular
classes of initial data:
When lð0Þ is positive, then an upper bound for the blow-up time can be obtained
by substituting the estimate lðtÞXlð0Þ into formula (2.21). The resulting integral can
be evaluated to obtain tp 1ðm	1Þlð0Þ; assuming as usual that fð0Þ ¼ 1: This estimate is
equivalent to the one obtained in [CDPE98]. However, when lð0Þp0 then this
method does not yield any ﬁnite bound.
For the constant-coefﬁcient case, an upper bound can also be obtained by
comparison methods in certain cases. Speciﬁcally, if the initial data are positive on a
set with sufﬁciently large diameter then an upper bound for the blow-up time can
also be obtained by comparison with a sufﬁciently small constant times the
compactly supported solution of the limit equation. However, if the diameter of
the largest set on which the initial data are positive is smaller than support of the
compactly supported solution of the limit equation, then an upper bound for the
blow-up time can only be obtained in the one-dimensional case, for which explicit
solutions with arbitrarily small diameter are known; see Chapter 4, Section 4.2.3 of
[SGKM95].
Since formula (4.6) shows that decreasing l increases t; an upper bound for t
corresponds to a lower bound for l; and vice versa. For example, as noted in
Remark 4.1, the upper bound for l in estimate (2.13) implies a lower bound for the
blow-up time. Similarly, estimate (4.8) yields not only an upper bound for t but also
a lower bound for lN: Plugging the bound lplN into that estimate and calculating
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the integral yields
lNX
c4
c5
: ð4:9Þ
In addition, the upper bound (4.8) or (4.1) for tðtÞ can be used to obtain a lower
bound for lðtÞ for ﬁnite values of t; thereby yielding a quantitative version of the
result noted earlier that l must eventually become positive. Speciﬁcally, if we assume
that lðtÞ is at most L for 0ptpt1; then we obtain an explicit lower bound for the
expression
R t1
0 e
	ðm	1Þ
R s
0
lðrÞ dr
ds: If L is smaller than 1ðm	1Þc1 then plugging this
estimate into (4.1) yields an upper bound for t1; after which l must be greater than
L: By using the particular value L ¼ 1
2ðm	1Þc1 we obtain the following result:
Corollary 4.2. Under the hypotheses of Theorem 3.1, lðtÞX 1
2ðm	1Þc1 for tX2ðlog 2Þc1:
5. The LN bound
In this section we will prove the LN bound for nonnegative solutions of Eq. (3.1)
by recursively obtaining bounds for a sequence of Lpr norms of v; and then taking the
limit as pr-N:
Lemma 5.1. Under the assumptions of Theorem 3.1, the integrals
Xr :¼
Z
cv2
rþm	1 dx ð5:1Þ
satisfy the recursive differential inequality
d
dt
Xrpc12rfc2cr3X 2r	1 	 lXrg: ð5:2Þ
Furthermore, for any constant k the functions
Xr;k :¼ e	kc12rtXr ð5:3Þ
satisfy (5.2) with Xr replaced by Xr;k and l replaced by lþ k:
Proof. Multiplying (3.1) by qjvjq	2v; integrating by parts, and using assumption
(3.2), we obtain
d
dt
Z
cjvjq ¼ q
Z
jvjq	2vf½r  Arþ bðjvjm	1vÞ 	 lcvg
¼ 	 mqðq 	 1Þ
Z
jvjmþq	3ðrvÞT AðrvÞ þ q
Z
bjvjqþm	1 	 ql
Z
cjvjq
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p 	 4c1mqðq 	 1Þðq þ m 	 1Þ2
Z
jrðjvjðmþq	1Þ=2Þj2 þ cq
Z
½jvjðqþm	1Þ=22
	 ql
Z
cjvjq: ð5:4Þ
We will now use a Gagliardo–Nirenberg estimate to bound the term involvingR ½vðqþm	1Þ=22 by the helpful term involving R jrðjvjðqþm	1Þ=2Þj2: Since the gradient of
g :¼ jvjðqþm	1Þ=2 ð5:5Þ
occurs there, it is natural to use a Gagliardo–Nirenberg inequality for g: The second
factor on the right-hand side of such inequalities is some Lp norm of g with pX1; i.e.
some Ls norm of v with sXðq þ m 	 1Þ=2: Taking the choice p ¼ 1; i.e. s ¼
ðq þ m 	 1Þ=2; will yield an estimate that involves the Lðqþm	1Þ=2 norm of v: In order
to bound a sequence of Lqr norms by induction we should therefore take qr	1 to
equal ðqr þ m 	 1Þ=2: Solving the resulting equation for qr yields
qr ¼ 2r þ m 	 1: ð5:6Þ
The natural conserved Lmþ1 norm then corresponds to r ¼ 1:
In Rd or on a bounded domain with zero Dirichlet boundary conditions, the
estimate
Z
g2pCO
Z
jrgj2
  N
Nþ2 Z jgj 
4
Nþ2 ð5:7Þ
holds. However, in a bounded domain with Neumann or periodic boundary
conditions, (5.7) is valid for functions with zero mean but not for all functions, as
can be seen by considering constant functions. Let jOj denote the volume of a
domain O: Then
Z
O
g2 ¼
Z
O
g 	 1jOj
Z
O
g þ 1jOj
Z
O
g
 2
¼
Z
O
g 	 1jOj
Z
O
g
 2
þ 1jOj
Z
O
g
 2
p C˜O
Z
jrgj2
  N
Nþ2 Z
g 	 1jOj
Z
O
g


  4
Nþ2þ 1jOj
Z
O
g
 2
pCO
Z
jrgj2
  N
Nþ2 Z jgj 
4
Nþ2þ 1jOj
Z
O
g
 2
: ð5:8Þ
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Substituting (5.8) with g given by (5.5) into (5.4) and using (5.6) and the fact that
qr ¼ Oð2rÞ yields
d
dt
Z
cjvjqrp 	 k1
Z
jrðjvjqr	1Þj2
þ k22r
Z
jrðjvjqr	1Þj2
  N
Nþ2 Z jvjqr	1 
4
Nþ2
8<
:
þ
Z
jvjqr	1
 2
	l
Z
cjvjqr
9=
;: ð5:9Þ
Now write
k22
r
Z
jrðjvjqr	1Þj2
  N
Nþ2 Z jvjqr	1 
4
Nþ2
as
k1
Z
jrðjvjqr	1Þj2
  N
Nþ2
k32
ðN2þ1Þr
Z
jvjqr	1
	 
2" # 2Nþ2
;
apply the inequality
azb1	zpza þ ð1	 zÞb;
substitute the result into (5.9), and use (2.10) to get
d
dt
Z
cjvjqrpk22r k42Nr=2
Z
cjvjqr	1
	 
2
	l
Z
cjvjqr
" #
;
which has form (5.2) with c1 ¼ k2; c2 ¼ k4 and c3 ¼ 2N=2: To prove the estimate for
Xr;k; calculate the derivative of Xr;k by using the product rule, estimate (5.2) for
d
dt Xr;
and the fact that e	kc12
rt ¼ ðe	kc12r	1tÞ2: &
Suppose that lðtÞXL40: Then the right-hand side of the ODE (5.2) will be
nonpositive when Xr is at least
c2c
r
3
X 2
r	1
L : Hence if Xr	1 is bounded by some value Br	1
then Xr can be no bigger than the larger of its initial value or
c2c
r
3
B2
r	1
L : This yields a
bound Br for Xr: It will turn out that we can arrange for the initial value of the Xr to
satisfy the bound determined by the ODE, so that the bounds will satisfy the
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recursion relation
Br ¼ c2c
r
3B
2
r	1
L
: ð5:10Þ
Before trying to determine the nonrecursive formula for the Br; let us note that since
the LN norm of v is the limit of X
1=ð2rþm	1Þ
r ; in order to obtain a ﬁnite value for
jjvjjLN the Xr must grow no faster than a constant to the power 2r: This suggests that
we write Br in the form
Br ¼ ðzrÞ2
r
; ð5:11Þ
a ﬁnite bound will then be obtained for the LN norm if and only if the sequence zr
remains bounded. Upon substituting (5.11) into (5.10) we ﬁnd that zr ¼
ðc2LÞ1=2
r
c
r=2r
3 zr	1: Note that we have reduced the quadratic recursion relation (5.10)
to a linear one, which is easily solved to yield
zr ¼ b c2L
 Pr
j¼1 1=2
j
c
Pr
j¼1 j=2
j
3 ; ð5:12Þ
where b is at this point an arbitrary constant, that will later be chosen sufﬁciently
large so that the bounds are satisﬁed at time zero. Since the inﬁnite sums
PN
j¼1 1=2
j
and
PN
j¼1 j=2
j converge, the sequence zr indeed remains bounded.
In order to treat the case where l is negative initially, the following result is
expressed in terms of Xr;k; the case of Xr is then just the special case when k ¼ 0:
Lemma 5.2. Assume that the hypotheses of Theorem 3.1 hold, and that for some
positive k and L; lðt0Þ þ kXL40: Define
d :¼
XN
j¼1
j
2j
; ð5:13Þ
g :¼ min 1; c2
L
 
minð1; cd3Þ; ð5:14Þ
and
b :¼
jjvðt0; ÞjjLNmax 1;
R
cvð0;xÞmþ1
jjvðt0;xÞjj2LN
	 

g
: ð5:15Þ
Then for tXt0;
jjvðt; ÞjjLNpb
c2
L
cd3e
kc1t: ð5:16Þ
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Proof. In view of (5.1), (5.3), and the fact that the LN norm is the limit of the Lp
norm as p-N; estimate (5.16) can be obtained as the limit of the inequality
Xr;kðtÞ1=2
rpzr; ð5:17Þ
where zr is deﬁned in (5.12) and (5.15).
Now the argument in the discussion following the proof of Lemma 5.1, with Xr
replaced by Xr;k and l replaced by lþ k; shows that if (5.17) holds for some r and
holds at time zero for r þ 1 then it holds for all time for r þ 1: Also, since differential
inequality (5.2) is autonomous, the starting time may be shifted to any time t0: Thus,
in order to deduce by induction that (5.17) holds for all rX1 and tXt0 it sufﬁces to
show that it holds for all such r at time t0 and that it holds for r ¼ 1 for tXt0:
However, the conservation of
R
cvmþ1 and deﬁnition (5.3) imply that X1;k is
nonincreasing in time while the bound in (5.17) is independent of time, so the bound
for the case r ¼ 1 will hold for all time after t0 provided that it holds at that time.
Hence it sufﬁces to prove bounds (5.17) at time t0:
The constants g and b have been deﬁned so as to make those bounds hold:
Xr;kðt0Þ1=2
rpXrðt0Þ1=2
r ¼
Z
cvðt0; xÞ2
rþm	1
 1=2r
p jjvðt0; Þjj2
r
LN
R
cvðt0; Þmþ1
jjvðt0; Þjj2LN
" #1=2r
¼ jjvðt0; ÞjjLN
R
cvð0; xÞmþ1
jjvðt0; Þjj2LN
" #1=2r
p jjvðt0; ÞjjLNmax 1;
R
cvð0; xÞmþ1
jjvðt0; Þjj2LN
 !
¼ bgpb c2
L
Pr
j¼1 1=2
j
c
Pr
j¼1 j=2
j
3 ¼ zr:
This complete the proof of the lemma. &
Since l eventually becomes positive, Lemma 5.2 implies that jjvjjLN remains
bounded for all time t:
Theorem 5.1. Under the hypotheses of Theorem 3.1, there exists a constant c such that
jjvjjLNpc for all t:
Proof. If lð0Þo0; choose L40 and deﬁne k ¼ L	 lð0Þ: By Lemma 5.2 with these
values of k and L; there exist constants c1 and c2 such that jjvjjLNpc1ec2t: By
Corollary 4.2, there exists a time t0 such that lðt0ÞXc340: If lð0Þ40; then deﬁne
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c3 ¼ lð0Þ and t0 ¼ 0: In either case, jjvjjLN is bounded for times up to and including
t0: Applying Lemma 5.2 with k ¼ 0 now shows that jjvjjLN is uniformly bounded for
tXt0: &
6. Bound on the number of components
We now restrict our attention further to the constant-coefﬁcient case, i.e. to the
equation ut ¼ Dum þ um: By [CEF96], any solution to the limit equation
0 ¼ DvmN þ vmN 	 lNvN ð6:1Þ
having ﬁnite Lmþ1 norm has the form vN ¼ l1=ðm	1ÞN
PM
j¼1 zðx 	 xjÞ; where vN  z is
the unique compactly supported radial solution of (6.1) with lN set to one, and the
xj are such that zðx 	 xjÞzðx 	 xkÞ  0 for jak: The number M of copies of z
occurring in the limit is therefore the number of components of the set
fx j vNðxÞa0g: What bounds can be obtained on M?
The ﬁrst point to notice is that our methods are not strong enough to ever obtain a
nontrivial lower bound MX2: The reason is that an arbitrarily small perturbation of
initial data leading to more than one component may reduce the number of
components to one. For example, initial data of the form
PM
j¼1 zðx 	 xjÞ with the xj
as above yields a stationary solution of the equation for v; and hence M components
for the limit, whereas initial data v ¼ ð1þ eÞzðx 	 x1Þ þ
PM
j¼2 vðx 	 xjÞ with e40
yields only one component in the limit since the ﬁrst component blows up before the
others. We will therefore only obtain an upper bound for M:
The upper bound on M is obtained by calculating the Lmþ1 norm of the limit:
Z
vð0; xÞmþ1 dxX
Z
vmþ1N dx ¼ Mlðmþ1Þ=ðm	1ÞN
Z
zmþ1 dx: ð6:2Þ
Solving (6.2) for M and plugging in a lower bound for lN from (4.9) yields
Mp c5
c4
 ðmþ1Þ=ðm	1Þ R
vð0; xÞmþ1 dxR
zmþ1 dx
; ð6:3Þ
where from the discussion from (4.2) to the line following (4.4) we see that
c4 ¼
Z
wm=ðm	1Þ
ðw þ DwÞ1=ðm	1Þ
" #	ðm	1Þ
and c5 ¼
Z
wvð0; xÞ
 	ðm	1Þ
: ð6:4Þ
Here w is any function satisfying the conditions from (3.5); in particular, as noted in
Remark 3.1, when the domain is large enough we can take w to equal zm: From (6.1)
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with lN ¼ 1 and (6.4), we ﬁnd that the bound (6.3) then reduces to
Mp½
R
zmþ1m R vð0; xÞmþ1
½R zmvð0; xÞmþ1 : ð6:5Þ
To summarize:
Lemma 6.1. For the PDE ut ¼ Dum þ um with initial data vð0; xÞ; the number M of
components of the limit solution vN of the rescaled equation satisfies bound (6.3), where
z is the radial limit profile and the constants c4 and c5 are given by (6.4), where w is any
function satisfying (3.5). In particular, choosing w ¼ zm yields bound (6.5).
For the initial data vð0; xÞ ¼ zðxÞ; estimate (6.5) yields the sharp bound Mp1: Of
course, the estimate may not be sharp for other data, and it is possible that for some
such data a different choice of w may yield a better bound. Note, however, that since
M is an integer, in order to show that the limit contains only one component it
sufﬁces to obtain an estimate MpM0o2: Thus, (6.5) shows that any initial data
consisting of z plus a function v1 of disjoint support having L
mþ1 norm less than that
of z yields only one component in the limit.
As a particular case, if v1 has compact support located sufﬁciently far from the
support of z; then the localization result of [CDPE98] shows that the two
components do not interact, so the fact that the limit has only one component
must mean that the solution z by itself blows up before the solution v1 by itself. (If v1
blew up ﬁrst we could multiply it by a constant less than one so as to make it blow up
at the same time as z; which would contradict the result that the limit has only one
component since the modiﬁed v1 would still have L
mþ1 norm less than that of z:) This
result can also be obtained without making use of localization, thereby removing the
requirement for compact support: Consider the initial data v1 by itself. Solving (6.2)
for lN shows that it is less than one, which by Eq. (2.21) shows that the blow-up time
for v1 by itself is greater than the blow-up time for initial data z:
Example 6.1. For the case m ¼ 2 in one dimension, bound (6.5) reduces to
Mp½
R
z32 R vð0; xÞ3
½R z2v3 : ð6:6Þ
For this case, the limit solution z is ([SGKM95] or [LR97])
zðxÞ ¼
4
3
cos2ðx
4
Þ jxjp2p;
0 jxj42p;
(
for which Z
z2 ¼ 8p
3
and
Z
z3 ¼ 80p
27
: ð6:7Þ
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Since the supports of the functions zðx 	 xjÞ in the limit solution are disjoint, the
minimal separation of peaks in the limit is 4p: There exist carefully chosen initial
data taking on its maximum value at points separated by more than 4p; for which we
can nevertheless show that the limit contains only one component:
Taking vðxÞ to be identically one on ½	2p; 2p; we obtain from (6.6) and (6.7) that
Mp ½
R
z32 R vð0; xÞ3
½R z2v3
¼
ð80p
27
Þ2½4pþ Rjxj42p vð0; xÞ3
ð8p
3
Þ3 ¼
50
27
þ
R
jxj42p vð0; xÞ3
ð8p
3
Þ3 : ð6:8Þ
Since 50
27
o2; we can obtain a bound less than two even when v takes on values larger
than one in both of the regions x42p and xo2p; provided that the set where v takes
on those large values is sufﬁciently small and that it then decays to zero sufﬁciently
rapidly as jxj-N:
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