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I. INTRODUCTION, REVIEW AND DEFINITIONS 
A. Introduction and Review of Literature 
In the study of Markov chains ergodic properties or loss 
of memory properties have received considerable attention. In 
the case of nonhomogeneous chains two distinct kinds of ergodic 
behavior must be distinguished, weak ergodicity, lack of 
memory, and strong ergodicity, convergence to a limiting 
distribution. Hajnal (1956) introduced the concepts of weak 
and strong ergodicity using ideas from Dobrushin (1956a). 
Dobrushin's ergodic coefficient, to be defined later, proved 
to be a convenient tool in this study. 
For finite, homogeneous, discrete or continuous time 
Markov chains the concepts of ergodicity, strong ergodicity, 
and weak ergodicity coincide. But, as will be shown later, 
for infinite chains, the notions of ergodicity and strong 
ergodicity are separated. 
This dissertation establishes new results in the 
characterization of strong ergodicity for continuous time 
Markov chains. In Chapters II, III, and IV we deal with 
homogeneous chains, while in Chapters VI and VII nonhomo­
geneous chains are examined. 
For finite homogeneous ergodic Markov chains the eigen­
values of the transition matrix can be used to determine 
the geometric rate at which the chain converges. Isaacson 
2 
and Luecke (1978) showed for infinite Markov chains that 
the spectrum plays a similar role. They showed that a 
discrete time chain is strongly ergodic if and only if the 
spectral radius of P-L is less than 1. Here P is the 
transition matrix of the chain and L is the row constant 
stochastic matrix to which P^ converges. They also showed 
that the "best" possible rate of convergence is given by 
the spectral radius of P-L. In Chapter II, we show that 
the results of Isaacson and Luecke remain valid for con­
tinuous chains. 
In Chapter III we introduce the intensity of passage 
matrix, Q. Tweedie (1975) gave conditions on a Q-matrix 
which guaranteed that there exists a unique Markov chain 
with Q as its intensity matrix. In such a case the chain 
is said to be regular. The unique Markov chain determined 
by Q is called the Feller process. Tweedie also gave 
conditions on Q which imply ergodicity and recurrence for 
the Markov chain. Isaacson and Arnold (1978), with certain 
conditions on Q, showed that the "embedded" chain determined 
by Q is Cesaro strongly ergodic if and only if the original 
chain is strongly ergodic. Yong (1976) assumed conditions 
on Q, similar to those of Isaacson and Arnold, which permit 
him to define a related discrete time homogeneous Markov 
chain. He assumed that sup{|q.. |} = q<+<» and defined the 
i Q 
chain X(n), generated by the powers of P = I + ^ , where 
3 
c>q. Yong was able to show that X(n) is irreducible, 
aperiodic, recurrent, positive recurrent, null recurrent, or 
ergodic if and only if the continuous time chain possesses 
the corresponding property. Also when either chain is 
ergodic the limiting distributions coincide. We employ the 
results found in Chapter II and functional analytic tech­
niques to show that if X(n) is strongly ergodic, then the 
continuous time chain, X(t), is strongly ergodic. Also, 
the converse holds when we impose conditions on the choice 
of the number c>q and when we assume that the spectral radius 
of P-L is an element of the spectrum of P-L. By assuming 
the above conditions, we are able to show that a rate of 
exponential convergence for X(t) is an exponential function 
of the rate of geometric convergence for X(n). 
In Chapter IV we strengthen the main result found in 
Chapter III by introducing mean visit times. Huang and 
Isaacson (1976) used mean visit times to characterize strong 
ergodicity for discrete time homogeneous and nonhomogeneous 
Markov chains. Isaacson and Arnold (1978) extended this work 
to the continuous time homogeneous case. Both works showed 
that a chain is strongly ergodic if and only if the mean 
visit times to some positive recurrent state are bounded. 
We shall use the above results to show that X(t) is strongly 
ergodic if and only if X(n) is strongly ergodic. This will 
4 
be done through the following argument. As mentioned in 
the previous paragraph, Yong showed that the mean visit 
time for some state is finite for X{t) if and only if the 
mean visit time is finite for X(n). He failed to mention 
the fact, which we prove, that there is a simple functional 
relationship between the mean visit times for X(t) and the 
mean visit times for X(n). Hence, we shall then be able to 
show the equivalence of strong ergodicity between the two 
chains. 
Pitman (1974) used mean visit times to establish 
uniform rates of convergence of an ergodic discrete time 
Markov chain. He did not mention the possibility of ex­
tension to continuous time chains. In Chapter V we draw 
upon the results found in Chapters III and IV to determine 
the uniform rate of convergence for an ergodic continuous 
time chain. 
In Chapter VI we begin the investigation of continuous 
time, nonhomogeneous Markov chains. The main result states 
that the chain is uniformly strongly ergodic if and only 
if the chain .is uniformly ergodic and the mean visit times to 
some state are bounded over the starting states and starting 
times. The method of proof has the flavor of the proof given 
by Isaacson and Arnold for homogeneous chains. A major por­
tion of this chapter establishes a uniform limit for a col­
lection of discrete time nonhomogeneous chains induced by the 
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continuous time chain, and a uniform bound for the mean visit 
times for the collection of discrete times chains is given. 
The intensity of passage matrix for a nonhomogeneous 
chain depends on the time of movement. In Chapter VII we 
consider the case where Q{s) = h(s).Q, where Q is an in­
tensity matrix and h(s) satisfies certain regularity condi­
tions. With these assumptions, we may use the results of 
Yong (1976) , to show that strong ergodicity for the continuous 
time chain may be determined from the behavior of the 
discrete time chain determined by Q. In this special case 
we show that the limiting distribution L satisfies LP(s,t) =L 
for all s<t. 
B. Definitions and Notation 
This dissertation will be concerned with viewing sto­
chastic processes indexed by the nonnegative integers or 
the nonnegative reals. Therefore, it is convenient to 
denote the index set by T. We will be dealing with a special type 
of stochastic process, a Markov chain. 
Definition l.B.l; 
A stochastic process {X(t):teT} (or X(t)) with state 
space S = {0,1,2,...} is said to satisfy the Markov property 
if for any set of times tQ<t^<t2<••.<t^<t and for any set 
of states iQ,i^,...i^,j it is true that 
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P(X(t) = jlx(t^) = X(t^_3_) = 
= P(X(t) = j lx(t^)=i^). 
This describes the fact that where the process moves on its 
next step depends only on what state it currently occupies. 
We will denote P(X(t) = j|X(s) = i) by p^j(s,t). Thus 
Pj^j{s,t) represents the probability of occupying state 
j at time t given that at time s the process occupied state 
i. Thus given any s<t we may define an infinite matrix 
P(s,t), where 
P(s,t) = 
Pqo(S't) Poi(s,t) 
p^Q(s,t) Pii(s,t) 
P2Q(s,t) P2i(s,t) 
P02(s,t) 
(S't) 
P22 (s,t) 
Pno'S'tl Pnl'S't) Pn2'S'tl • • • 
The elements of P(s,t) satisfy the following conditions: 
A) p..(s,t) > 0 for all i,jeS and all s<t. 1] — — 
B) Z p..(s,t) = 1 for all ieS and all s£t. 
j=0 
C) For all times s, u, and t such that s<u<t and for 
all i and j elements of S the Chapman-Kolmogorov 
equations hold: 
7 
p. .(s,t) = Z p., (s,u) p. .(Uft). 
13 k=0 
1 if i=j 
Condition B gives the result that the sura of any row 
of P(s,t) is equal to 1. Coupled with condition A we have, 
for any row of P(s,t), a probability distribution on S. 
Condition C says that if one wants to examine the proba­
bility of going from state i at time s to state j at time 
t then one only need to examine an intermediate time u and 
all paths which lead from i to another state in u units 
of time and all paths which go from the intermediate state 
to state j in t-u units of time. Note that condition C also 
gives the following matrix equation. For all s<u<t, 
P{s,t) = P(s,u) •P(u,t) . 
If a stochastic process X(t) satisfies the Markov 
property then X(t) is said to be a Markov chain. Since T 
is either the set of nonnegative reals or nonnegative 
integers, we can immediately distinguish between two types 
of chains. 
Definition 1.B.2; 
Let {X(t):teT} be a Markov chain. If T is the set 
of nonnegative integers then {X(k):k = 0,1,2...} is said 
to be a discrete time Markov chain. If the set T is the 
8 
nonnegative real numbers then {X(t):t>0} is said to be a 
continuous time Markov chain. 
We may further distinguish between types of chains by 
examining the behavior of the transition probabilities. 
Definition 1.B.3; 
A Markov chain X(t) (discrete or continuous) is said 
to be time homogeneous (or homogeneous) provided 
Pj^j (t,t+h) = p^j (0,h) 
for all h and t elements of T and for all i and j elements 
of S. A Markov chain is said to be nonhomogeneous if the 
above condition fails to hold. 
If a Markov chain is homogeneous then the probability 
of moving from one state to another in a fixed unit of time 
is independent of the starting time. Hence, we will write, 
for X(t) homogeneous/ 
P(X(t) = j| x(s) = i) = p^j(t-s). 
Example 2.B.1; 
Let {X(n);n = 0,1,2,...} be a Markov chain having 
probability transition matrix from time n to time n+1 of 
r 
P(n,n+1) = j 
8  . 2  
1,7 .3 
= P for n>0. Then, X(n) is a 
discrete time homogeneous Markov chain, since the elements 
of P(n,n+1) do not depend on n. 
Example 2.B.2; 
Let {Y(n): n = 0,1,2,...} be a Markov chain with 
probability transition matrix from time n to n+1 of 
, for n>0. 
then, Y(n) is a discrete time nonhomogeneous Markov chain. 
It may happen, that after a length of time, the chain 
is in some state or class of states from which it cannot 
return. We resolve this problem by assuming that any 
homogeneous Markov chain we examine has the following 
property. 
Definition 1.6.4; 
A homogeneous Markov chain X(t) is irreducible if for 
every pair of states i and j there exist times s and t 
such that p^j(s)>0 and Pj^(t)>0. 
Example 1.B.3: 
Let X(n) be a discrete time homogeneous Markov chain 
with transition matrix 
8 + 
n+6 n+6 
P(n,n+1) = 
7 -
n+6 ,3 + n+6 
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It is clear that Pqq(2) = 1, p^^(2) = 1, Pg^fl) = 1, and 
Pio(l) = 1 so that the chain is irreducible. 
In the above example the chain determined by P was 
irreducible. Yet, the probability of returning to a 
particular state is positive only when the time of re­
turning is a multiple of 2. This brings us to the next 
definition. 
Definition 1.B.5; 
Let X(n) be a discrete time homogeneous Markov chain. 
State j is said to have period d if the following condi­
tions hold: 
A) Pjj(n) = 0, unless n = md for some positive 
integer m. 
B) d is the largest integer that has property A. 
If d=l the chain is said to be aperiodic. 
In the previous example, we can see that both states 
have period 2, since p^^(2n) = 1 for all n. 
We are not only interested in the transition proba­
bilities, but we would like to know the probability of a first 
visit at a particular time. 
11 
Definition 1.B.6; 
If X(n) is a discrete time homogeneous Markov chain, 
let f..(n) denote the probability that the first visit to 
state j from state i occurs at time n. That is 
f \ j ( n )  =  P ( X ( n )  =  j ,  x ( n - l ) ^ i , . . . x ( l ) ^ i | x ( 0 )  =  i )  .  
The analogous definition for continuous time homogeneous 
chains is found in the following manner. If X(t) is a con­
tinuous time homogeneous Markov chain the waiting time to 
move from state i is given by the following random variable 
= inf{t:t>0, X(t)^i}. 
Let T.. be the random variable which measures the time 1] 
until the first visit from state i to state j. That is 
T^ j = inf{t:t>W^, X(t) = j}. 
With this definition we have the following definition. 
Definition 1.B.7; 
The distribution function F..(t) = P{T. .<t) represents 
ij ij— 
the first visit distribution from state i to state j. 
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Definition 1.B.8: 
If X(t) is a homogeneous Markov chain then, 
i) f.. = Z f..(n) = probability of ever visiting 
n=l state j from state i, when 
. the chain is discrete. 
ii) F. . = dF..(t) = probability of ever visiting 
Q state j from state i, when the 
chain is continuous. 
Using the above definition, we can characterize the indi­
vidual states of the chain by the behavior of f^^ or . 
Definition 1.B.9; 
A state i is said to be recurrent provided 
i) f^^ = 1 when the chain is discrete. 
ii) F^^ = 1 when the chain is continuous. 
If f;^<l (F\^<1) then state i is said to be transient. 
If f= 1 then the first return probabilities form a 
probability distribution on the state space. Hence we may 
talk about the mean return time. 
Definition I.B.IO: 
If = 1 then define 
m. . = E n.f. . (n) 
n=l 
13 
to be the mean return time for state i. If then 
state i is said to be null recurrent. If then state 
i is said to be positive recurrent. 
Similarly if F^^=l, then F\^(t) is a distribution 
function of the proper random variable Hence, the 
expectation of makes sense. 
Definition l.B.ll; 
If F..=1 then define 
11 
tdF.,(t) 
0 
to be the mean return time for state i. If state i 
is positive recurrent, otherwise it is null recurrent. 
If X(t) is an irreducible Markov chain, then if one 
state is recurrent, fL^=l or F\^=l, then all states are 
recurrent. Hence, if one state in an irreducible chain 
is recurrent then f\j=l for all i and j when the chain is 
discrete, or f\j=l for all i and j if the chain is continuous. 
Thus we may define, for a recurrent state j, the mean visit 
time from i to j. 
uerinirion i.o.iz: 
If state j is recurrent then 
00 
i) m^. = E n.f^.(n) = mean visit time from i to j 
n=l ^ for a discrete time chain 
14 
ii) = t«dF..(t) = mean visit time from i to j 
for a continuous time chain. 
It is well-known that given the transition proba­
bilities and an initial distribution the unconditional 
distribution of the chain may be determined. After observing 
the chain after a long period of time we would like to see 
if the probability of being in a particular state is inde­
pendent of the starting state. This occurrence falls under 
the general heading of ergodic behavior. 
Definition 1.B.13; 
Let X(t) be a homogeneous Markov chain. If 
lim p. . (t) = TT. 
t-^oo J J 
00 
independent of i for all j and Z TT . = 1, ïï . ^ 0, then we 
i=o ] ^ 
say that the chain is ergodic. 
The vector IT = (TTQ, TT^, ... ) is called the stationary 
distribution for X(t), and satisfies 
ïïP(t) = IT 
for all times t= 
Example 1.B.4: 
Consider the continuous time homogeneous Markov chain 
X(t) with transition probability matrix 
15 
^ e"^ i-;t 
P(t) = 
0 1 
Clearly lim Pg^tt) = p^gft) = 0 and lira Pg^ft) = p^^tt) =1 
so that the chain is ergodic. 
For a nonhomogeneous chain ergodicity is defined in a 
similar manner. That is, we require, for each s, 
lim p. . (s, t) = ir.. 
t-»-oo ^ 
If the convergence is uniform with respect to s then we 
say the chain is uniformly ergodic. 
Ergodicity guarantees the convergence of the elements 
of P(s,t) . We may want to see if the matrix P(s,t) con­
verges, in some sense. Before we do this, we need the 
following definition. 
Definition 1.B.14; 
If p = (pQfP-j^,... ) is a vector, then define the 
norm of p as 
1IPI1 = : iPil• i=0 1 
If A = (auj) is a matrix, define the norm of A by 
00 
1|a1I = sup Z [a..I. 
i j=0 
It is easy to show that ||«|| is actually a norm. We 
will use this norm to discuss the convergence of P(s,t). 
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Definition 1.B.15; 
A Markov chain X(t) is said to be strongly ergodic if 
there exists a row constant stochastic matrix L, such that 
for all times s 
lim I|P(s,t)-L|I = 0. 
t^oo 
Suppose X(t) is strongly ergodic. Let ir = (TTq, . . .  )  
be any row of L. For any times s and t 
00 00 
1P.^ (S,t)-1T. I < I |p., (s,t)-n, I < sup I [p., (s,t)-TT 1 
] k=0 ^ i k=0 ^ ^ 
= 1|P{s,t)-L|I. 
Taking limits, lim p. . (s,t) = ir. for each s. Hence X(t) 
t-)-oo 3 
is ergodic. 
If X{t) is a strongly ergodic homogeneous Markov 
chain then each row of L is ÏÏ, the stationary distribution 
for P(t). If X(t) is a strongly ergodic nonhomogeneous 
Markov chain and ||P(s,t)-L|| goes to zero uniformly in s 
as t goes to infinity then we say that X(t) is uniformly 
strongly ergodic. 
For homogeneous, aperiodic, irreducible, finite state, 
discrete time Markov chains the concepts of ergodicity and 
strong ergodicity coincide. Yet, in the infinite state 
space situation we may have elementwise convergence without 
having matrix convergence. 
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Example 1.B.5: 
Let X(n) be the discrete time homogeneous Markov chain 
determined by the stochastic matrix 
q p 0 0 0 . 
• • 
q 0 p 0 0 . . 
0 q 0 p 0 . 
• 
0 0 q 0 p . 
• • 
Here p+q = 1 and 0<p<q<l. This is a random walk with an 
elastic barrier. For any two states i and j with j>i we 
can see that p..(j-i) ^  p^ ^>0. If j<i then p..(i-j) ^ 
1 J J 1 
q^ ^  >0. Hence the chain is irreducible. Since P qq(1) = 
q>0 state 0 is aperiodic. Hence all states are aperiodic. 
To show that the chain is recurrent, we need the fol­
lowing result. 
Theorem l.B.l; 
Let X(n) be an irreducible, aperiodic, homogeneous, 
discrete time Markov chain. Consider the system of linear 
equations 
00 
= Z (1) f j = 0,1,2, . , . . 
J i=l 1 
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Then all states are recurrent and, in fact, positive re­
current if and only if there exists a solution IT with 
00 
ïï . > 0 and E IT. = 1. j  i = 0  ^  
Proof; (See Cinlar (1975, p. 175)) 
The solution of ÏÏP(1) = IR for this example is given 
by following system of linear equations: 
TTQ.q + TT^.p = TTQ 
TTqP + TT^q = ïï^ 
TT^p + ïï^q = ÏÏ2 
'n-lP + "n+l-a = "n 
and E TT. = 1. Clearly 
j=0 ^ 
1-q _ p _ 
^1 q ^0 g 0 
2 
"2 ° i'VP'o'  ° T "o 
q q 
_ p^ 
~ n '^0 q 
19 
Hence 
1 = E ïï_ 
n=0 n 
_ q 
n=0 q-p "0 • 
"O ' "l ^ '9-P) ' • • • "n = ^  (9-P) 
By the theorem the chain is recurrent and hence all states 
are positive recurrent. Having all states positive re­
current is sufficient for ergodicity. So 
pj 
lim p,.(n) =1T = % , (q-p) for j = 0,1,2,... . 
n-x» j q] ^  
The chain, however, is not strongly ergodic. To see 
this, we use the following theorem. 
Theorem 1.B.12; 
A discrete time, homogeneous aperiodic, irreducible 
Markov chain is strongly ergodic if and only if ô(P(n))<l 
for some n. Where 
_ P 
n 
-
6(P(n)) = p sup I lP^i,(n)-p.^(n) 1 . 
i,j k=0 ^ ^ 
n For this example, P(n) is found by finding P , and 
P^ = 
è 
X 
4» 
Hence we can find, for any n, 2 rows, say i and k, such 
that the ith row is 
20 
(Pj^Q(n) / ••• p^.(n) / 0 ^ 0/ 0,.. « ) 1] 
and the kth row is 
(0, 0, 0, .0, p^^(n), Pk,b+i(n)' •••) where h>j. 
Hence 
|Pin.'"'-Pj<m'"'|- S Pim'n) + E.Pkm'"'  1+1=2' 
m=0 m=0 m=h 
Thus, 
CO 
I sup E |Pim(n)-Pk_(n)| = ô(P(n)) = 1. 
i,k m=0 km 
Since this is true for all n, the chain is not strongly 
ergodic. 
Note: the number a(P(n)) = 1-6 (P(n)), where ô(P(n)) 
was defined in Theorem 1.B.2, is Dobrushin's ergodic 
coefficient. 
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II. STRONG ERGODICITY FOR CONTINUOUS TIME HOMOGENEOUS 
CHAINS USING SPECTRAL CONDITIONS 
For a strongly ergodic Markov chain,, on a finite, 
dimensional state space, determined by a stochastic matrix 
P, it is well-known that 
3 = sup{|X|: \ is an eigenvalue of P, 
is the best possible rate of convergence of P(n) = p'^ to L. 
In order to study infinite dimensional chains one needs to 
define the spectrum and spectral radius of P. 
Definition 2.1; 
If A is a matrix then the spectrum of A is denoted and 
defined by 
a(A) = {A; A-ÀI does not have a continuous inverse}. 
Definition 2.2; 
r(A) = sup{|A|; Aea(A)} is called the spectral radius 
of A. ^ 
It can be shown that lim ||A^||^ = r(A). 
n->oo 
For an infinite dimensional, homogeneous Markov chain 
X(n), it has been shown, by Isaacson and Luecke (1978), 
that if X(n) is ergodic then X(n) is strongly ergodic if 
and only if r(P-L)<l. In this case r(P-L) = 
22 
sup{|A|: Aea(P), A?^!} and r(P-L) is the "best" geometric 
rate of convergence of P(n) to L. 
In this chapter we show the same results hold true for 
continuous time, homogeneous Markov chains. We first show 
that X(t) is strongly ergodic if and only if r(P(l)-L)<l. 
Through a series of lemmas we are able to show 
1 1 
r(P(l)-L) = inf(6(P(t)))t = lim(6 (P (n) ) ) " 
t n^oo 
1 1 
= lim(5(P(t)))t = lim||P(t)-L||t. 
We then show for strongly ergodic X(t), the convergence of 
P(t) to L is at an exponential rate. Although this result 
is by no means new, the rate given by the standard proof 
depends on an integer time. From the string of equali­
ties we are able to improve on this rate. 
For the remaining part of this chapter, X(t) will be a 
continuous time, homogeneous, ergodic Markov chain. P(t) 
will represent the matrix of transition probabilities of 
X(t) . 
We begin by stating some well-known inequalities in­
volving the ê-coefficient and the norm. 
Lemma 2.1; 
If Pj^ and P^ are stochastic matrices then 
dfPi'Pg) 1 6 (Pi) .dfPg) . 
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Proof ; 
See Isaacson and Madsen (1976, p. 145). 
Lemma 2.2; 
If P is stochastic and R is a matrix such that 
CO 
I |R| I < +00 and E r^J^ = 0 for all i, then 
k=0 
I|RP|| 1 1|R||-6(P). 
Proof : 
See Isaacson and Madsen (1976, p. 147). 
Lemma 2.3; 
For any matrices A and B 
a) I I AS I I < ||A||'||B|| 
and 
b) ||A+B|| < ||A||+||B||. 
If X(t) is strongly ergodic then there exists a real 
number T such that ô(P(T))<l. For any t>T 
P(t) = P(t-T+T) = P(t-T).P(T). 
Hence by Lemma 2.1 
ô(P(t)) < 6(P(t-T) ) .ô(P(T)) < ô(P(T)) < 1. 
Note that ô(P(t)) is a monotone decreasing function of t. 
We can use the above fact to characterize strong 
ergodicity for X(t) in terms of strong ergodicity for the 
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discrete time chain generated by the powers of P(l). 
Lemma 2.4: 
X(t) is strongly ergodic if and only if the discrete 
time chain generated by P(n), n an integer, is strongly 
ergodic. 
Proof ; 
If X(t) is strongly ergodic then there exists a time 
t such that 6(P(t))<l. Let n be any integer larger than 
t. By the comment after Lemma 2.3 6(P(n)) £ 6(P(t)) < 1. 
Hence the chain generated by P(n) is strongly ergodic. 
The converse is proved in a similar manner by re­
versing the roles of n and t. 
For a discrete time homogeneous Markov chain, strong 
ergodicity is equivalent to having r(P-L) <1. We now show 
this is true when discrete is replaced by continuous. 
Theorem 2.1: 
X(t) is strongly ergodic if and only if r(P(l)-L) < 1. 
Proof : 
X(t) is strongly ergodic if and only i£ F(l) generates 
a strongly ergodic discrete time Markov chain. From the 
work of Isaacson and Luecke (1978) the second statement 
is equivalent to having r(P(l)-L) < 1. 
25 
We now begin the study of the rate that P(t) converges 
to L, when X{t) is strongly ergodic. For the discrete 
time, homogeneous, strongly ergodic Markov chain generated 
by the powers of P(l) we have, by Isaacson and Luecke, 
1 1 
that lim(ô(P(n)))^ exists and equals inf(5(P(n)))". Let 
n->«> n 
[x] be the greatest integer less than or equal to x. By 
thé argument after Lemma 2.3 we have for any t 
5{P([tl+l)) < ô(P(t)) < Ô(P([t])) 
Thus 
1 . [t]+l 1 
(6(P([t]+l)))[t]+l t < (6(p(t)))t 
[t] 
< (S(p([t]))) ^ 
As t-voo 4- 1 and -»• 1. Also 
1 1 
lim(6(P([t]))it] = lim(6(P(n)))* 
where n is an integer. Hence 
1 [t]+l 1 
lim({6(P([t]+l))}[t]+l) t < lim[6(P(t))]t 
t->CO 
1 [t] 
< lim({6(P([t]))}[t]) t 
t-»-oo 
_1_ 1 1 
lim(6(P(n+l)))*+l < lim(ô (P (t) ) ) ^ < lim(6 (P (n) ) )^ 
t-^°o n"^°o 
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Therefore 
1 1 
liin(6 (P (t) ) )^ exists and equals inf (â (P (n) ) )" . 
t-><» n 
1 
We are now ready to replace the inf(6(P (n)))^ by 
1 n 
i n f  ( ô ( P ( t ) ) ) t .  
t 
Lemma 2.5;  
I f  X ( t )  i s  s t r o n g l y  e r g o d i c  t h e n  
1 1 
l i m ( 5 ( P ( t)))t =  i n f ( 6 ( P(t)))t. 
t-»-a> t 
Proof: ^ 
Let 3 = inf(6(P(t)))^, then there exists, for any e>0, 
t 1 
a real T such that (ô(P(T)))T < g+e. Let t be any real and 
write t = nT+r, where n is an integer and 0<r<T. consider 
1  1  1 1  
(6(P(t)))t = ( 6 ( P ( n T + r ) ) ) t  <  ( 6 ( P ( n T ) ) ) ^ - ( 6 ( P ( r ) ) ) ^  
n 1 nT 
<  ( 6 ( P ( T ) ) ) ^  =  ( 5  ( P ( T ) ) ^  
nT 
< (3+e) ^ . 
1 
As t+m, nT/t+1. Hence lim sup(6{P{t)))^ £ 3+e. Since 
t-><» 1 
this holds for all e>0 and since (ô&(t)))^ > 3 for all t 
1 1 
we have that lim{ô(P{t) ) )^ = inf(6(P(t)))^. 
t->a' t 
Combining this result with the comments preceding 
Lemma 2.5 we have 
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1 1 1  
l i m ( 6 ( P ( t ) ) ) t  =  l i m ( ô ( P ( n ) ) ) ^ . =  i n f ( 6 ( F ( t ) ) ) ^ .  
t-»-'» n^oo t 
Again let X(t) be strongly ergodic. Hence the chain 
determined by the powers of P(l) is strongly ergodic. 
1 
Hence lim| |P(n)-I,| exists and equals r(P(l)-L) . We now 
n->-a> 
replace the limit as n goes to infinity by the limit as 
t goes to infinity. 
Lemma 2.6;  ^  
I f  X ( t )  i s  s t r o n g l y  e r g o d i c  t h e n  l i m | [ P ( t ) - L | | ^  e x i s t s  
t-x» 
and equals r(P(l)-L). 
Proof ; ^ 
From the comments given above lim||P(n)-L||^ = r(P(l)-L) 
n^œ 
For any s<t 
||P(t) - L l |  =  I|P(t- s + s ) - L i  1  =  IiP(t- s ) •P(S)-l|I  
= I |P(t-s) . (P(s)-L) I 1 
< 1|p(t-s) I 1.11p{S)-l1I 
= 1 | P ( s ) - L |  I . 
Hence for any real t 
| | P ( [ t ] + l )  - l I I  <  | | P ( t)-l|| < I  j P ( [ t])-l|I. 
AS in the argument preceding Lemma 2.5, it is easily shown 
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that 
1 1 1  
l i r a i | P ( n + l ) - L | <  l i m | | P ( t ) - L | <  l i m | | P ( n ) - L | 1 " .  
t->-°° n-><» 
1 1 
Sin c e  l i m | | P ( n ) - L | | ^  =  r ( P ( l ) - L ) ,  l i m | | P ( t ) ~ L ] [ ^  exists 
n-)-oo t-^°° 
and equals r(P(l)-L). Thus the proof is complete. 
Isaacson and Luecke also showed for a strongly ergodic 
discrete time Markov chain r(P-L) = inf (6 (P(n) ))^. Applying 
n 
this to the strongly ergodic chain generated by P(l) we 
have 
1 1 1  
l i m ( 6 ( P ( n ) ) ) n  =  i n f  ( 6  ( P  ( t )  )  )  ^  =  l i m ( ô  ( P  ( t )  )  )  ^  
t t->-<» 
1 
=  r ( P ( l ) - L )  =  l i m ] | P ( t ) - L | 1 ^ .  
t->00 
We now give the result concerning exponential con­
vergence. Using the above equalities we can improve on 
the exponential rate. 
Lemma 2.7;  
I f  X ( t )  i s  s t r o n g l y  e r g o d i c  t h e n  P ( t )  c o n v e r g e s  a t  
an exponential rate. 
Proof; 
Since X(t) is strongly ergodic there exists a row 
constant stochastic matrix L such that 
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l i m | | P ( t ) - L | 1  =  0  
V 
and LP(t) = P(t)*L = L = L for all real t and all integers 
k ^ l .  S i n c e  t h e r e  e x i s t s  r e a l  s u c h  t h a t  6 ( P ( T ^ ) ) <  1 ,  
define 
T = inf{n; and n is an integer}. 
Since the ô-coefficient is monotone decreasing we have 
6 { P { T ) )  <  Ô ( P ( T ^ ) )  <  1 .  
For any real t^T, we may write t = q.T+r where 0 £ r < T 
and q = [^]. Thus for t^T 
| | P ( t ) - L | |  =  1 l P ( T q + r ) - L | I  =  I | P ( r ) • P ( T q ) - L l I  
=  I  | P ( r )  • P ( T q ) - L - P ( T q )  |  \
< I |(p{r)-L) 'P(Tq) 1 I .  
The matrix F(r)=L has row sums equal to zero, and 
I [ P ( r ) - L | 1  £  2 .  H e n c e  b y  L e m m a  2 . 2  | | P ( t ) - L | |  £  2 « 6 ( P ( T q ) ) .  
S i n c e  q  i s  a n  i n t e g e r  P ( q T )  =  P ( T + T . . . + T )  =  [ P ( T ) ] ^ ,  s o  
that 
ô ( P ( q T ) )  <  ( 6 ( P ( T ) ) ) S .  
Put n = ô( P { T ) ) < l .  H e n c e  | | P ( t ) - L | |  <  2.n^. Since 
q = [§]^q 1 I - 1- Thus 
t 1 
— - 1 T t 
n S  <  n ?  = i l Ù  .  H e n c e  
n 
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1 
l l P ( t ) - L l l  <  2 . n S  1 - ^  •  2 .  
1 
2 T Put c = — and Y = ri <1. Thus 
1 | P ( t ) - L | I  <  c . y t  
for t^T. 
Now if t<T then ||P(t)-L|| £ 2 = 2 • ^ . Since t<T 
- ^ 
and Y = < 1/ we have Y^>Y^ or y ^<y Thus |  jP(t)-L| |_< 
2'Y^'Y ^ £ 2'Y^'Y ^ . Y^ = c.y^'- Hence for all t 
I|P(t)-L|I £ c.Y^ so P(t) converges to L at an exponential 
rate. 
The proof of Lemma 2.7^hinged on choosing an integer 
time T such that (ô(P(T)))^ < 1. From the equalities 
preceding Lemma 2.7 we have (6(P(T)))™ ^ inf(â(P(t)))^ = 
F t 
r ( P { l ) - L )  =  l i m j  1  ( P ( t ) - L )  1  1  .  L e t  B  =  r { P { l ) - L )  a n d  d e f i n e  
t-j-oo ^ 
a  =  B - 1 | P ( t ) - L | 1 ^ .  T h e n  l i m  a  =  0  a n d  | | P ( t ) - L | |  =  
t-»co 
(B+ot^)^ for all t. Hence the "best" rate of convergence 
is given by B = r(P(l)-L) and the other rate, 6(P(T))?, 
1 
will never be smaller than g since B =inf(6(P(t)))^. 
t 
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I I I .  S T R O N G  E R G O D I C I T Y  F O R  C O N T I N U O U S  T I M E  H O M O G E N E O U S  
CHAINS USING A RELATED DISCRETE TIME CHAIN 
In practice one does not deal with the transition 
functions P(t). If one is modelling some phenomena, by a 
continuous time Markov chain, the transition intensities 
a r e  e s t i m a t e d  f r o m  t h e  d a t a  f i r s t .  
Definition 3.1;  
Let P(t) be the transition probabilities for a con­
tinuous time Markov chain X(t). Define 
p . . ( h ) - l  
a )  q - •  =  l i m  
h;o+ h 
and 
( h )  
b) q, . = lim —^ for 
we call q^^ the intensity of passage out of state i. Simi­
larly, for i^j q^j is called the intensity of passage from 
state i to state j. 
It can be shown that q^^ is always nonpositive and 
may take on the value -°°. Also q^^ exists and is finite 
f o r  a l l  i ^ i .  
The reasoning behind the naming "intensity of passage" 
may be found via the following argument. If i=j, then 
l - P i i ( h )  =  P ( X ( h )  ^  i  | X ( 0 ) = i ) .  
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From the definition of the derivative, for small h we have 
P(x(h)^i|x(0)=i) = -q^^.h+o(h). 
Where o(h) is a term such that ^ 0 as h+0. Similarly 
for i^i puj(h) = P (X(h)=j |X(0)=i) . Thus for small values 
of h 
P ( X ( h )  =  i | X ( 0 ) = i )  =  q ^ j . h + o ( h ) .  
Let Q = (q^j) be the matrix of transition intensities. 
Note that each row of Q satisfies -q.. = Z q... 
iz^i 
It can be shown that Q satisfies the matrix differ­
ential equation P'(t) = P(t)"Q = QP(t) (Reuter and Leder­
m a n n  ( 1 9 5 4 ) ) .  Y e t  t h e  g e n e r a l  e q u a t i o n  F ' ( t )  =  F ( t ) * Q  =  
QF{t) may have solutions other than P(t). Reuter and 
Ledermann gave a sufficient condition for the solution of 
F'(t) = F(t)Q = QF(t) to be unique. If we assume 
sup{ {q. . i }=q<o°r then the solution of F'(t) = F(t)*Q = 
i 
Q F ( t )  w i l l  b e  u n i q u e  a n d  t h e  s o l u t i o n  i s  g i v e n  b y  P ( t ) .  
Hence assume that sup{|q..|} = q<+<». Then P'(t) = 
i 11 -
~ ni.ti Q - P ( t )  =  P ( t ) - Q .  D e f i n e  F ( t )  =  I  +  E  - ,  -  I t  i s  e a s i l y  
j=i 
shown that F'(t) = Q'F(t) =F(t)*Q. Hence P(c) =F(t) so that 
" oifi 
we may write P(t) = I + E ^— = exp(Qt). Here exp(Qt) 
j=l ^ * 
is regarded as an infinite series of matrices. 
Since Q is more likely to be available than P (t) , one would 
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like to impose conditions on a Q which guarantee ergodic 
properties of X(t). One method is to look at a discrete 
time chain determined by Q. Define a matrix R as follows, 
'  9 l j / l < 3 i i l  f o r  q^iT^O 
r. . = 0 f o r  i = j  and 1] 
1 for i = j  and 
'11' 
iii= 
Example 3.1; 
Let 
- 2  1 1  
Q  =  1 - 1  0  
1 1 - 2  
then 
0 1 1' 2 2 
R = 1 0 o: 
1 1 ^ 0 
It is clear that R is a stochastic matrix, hence the 
powers of R generate a discrete time Markov chain, Y{n). 
Y { n )  i s  c a l l e d  t h e  " e m b e d d e d "  c h a i n  d e t e r m i n e d  b y  Q .  
For an irreducible, continuous time Markov chain 
- q . . > 0 .  I f  n o t ,  t h e n  q . . = 0  f o r  s o m e  i  t h e n  w e  m u s t  h a v e  
^11 ^11 
P i i ( t )  =  1  f o r  a l l  t .  H e n c e  t h e  c h a i n  w o u l d  n o t  b e  
irreducible. In terms of Y(n), this says that even though 
X(t) is irreducible, Y(n) may not be aperiodic. 
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Example 3.2:  
I f  Q  =  ( 2 - 2 ^  t h e n  R  =  ( ^  q). The chain determined 
by Q is strongly ergodic. Yet Y(n) is a periodic chain, 
with both states having period 2. Therefore Y(n) cannot 
be strongly ergodic. 
To eliminate the problem of periodicity of Y(n), we 
shall define a different discrete time chain determined 
by Q. Since sup{|q^^|} = q<+<», let c>q and define 
i 
P = I + ^,(see Yong (1976)), 
Lemma 3.1; 
P generates a discrete time Markov chain, X(n). 
Proof: 
944 
For any i and j p.. = 6.. + —If i=j then p.. = 
1] 1] c 11 
q.. 
1 + Since c>|q^^|, for all i we have that 
qii 
-1 < -al < 0 
— c — 
or 
0  <  p . .  < 1 .  
— 11 — 
Similarly, 
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0  <  p . .  <  1 .  C o n s i d e r  
— ij — 
OO CO q , . OQ 
Z p. . = E ((5, . + -^) = 1 + ^ • Z q. . 
_ n  j=0 j=0 id ° i=0 1] 
=  1  +  +  . î . ' ï l j '  =  1  +  ? ( ' 3 l i - ' ï l i '  =  1 -
Hence P is stochastic for each c>q. Thus by taking 
integer powers of P, we generate a discrete time chain 
X ( n ) .  
Example 3.3:  
Suppose 
P ( t )  =  
. 0 1  +  . 9 9  e x p ( - l O O t )  . 9 9  -  . 9 9  e x p ( - l O O t )  :  
.01 - .01 exp(-lOOt) .99 + .01 exp(-lOOt) i 
Then 
lim 
t-»-0+ 
P ( t ) - I  
= 0 = ,-99 99. 
^ 1 -l' 
Hence R = q) . With c = 198 we have P = ^Y/ISS 197/198^ 
X ( t )  i s  n e v e r  p e r i o d i c  w h i l e  t h e  c h a i n  d e t e r m i n e d  b y  R  i s  
periodic. Yet X(n) is aperiodic. More importantly P 
reflects the staying power of the chain X(t) while the 
e m b e d d e d  c h a i n  a f f o r d s  n o  s u c h  i n t e r p r e t a t i o n .  T h a t  i s ,  
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since "^qq = 99 and = 1 the chain moves faster out of 
_ 1 _ 
state 0 than state 1, having ^ and p^Q = 1/198 
reflects this property. Yet r^^ = r^^ = 1, which gives no 
reflection of properties possessed by X(t). 
As mentioned earlier, Yong (1976) proved that X(t) 
is ergodic if and only if X(n) is ergodic. In fact X(t) 
and X(n) have the same limiting distribution IT. That is 
lim p. . (n) = lim p. . (t) = IT . 
n-i-oo -'•J t-»-oo J 
00 
independent of i for all j and Z IT. = 1. We shall extend 
j=0 ] 
Yong's result to strong ergodicity. 
To this end, we know that P(t) = exp Qt. Since we are 
assuming sup|q..| = q«», for any c>q, Q = c(P-I). Hence 
i 
P { t )  =  e x p [ c t ( P - I ) ]  =  [ I  +  Z  ( P - I )  ] •  
k=l 
In general exp(A+B) need not equal exp («.)-exp (B) when A 
and B are matrices. Yet P-I = I*P, so that we will be 
a b l e  t o  r e w r i t e  e x p [ c t ( P - I ) ] .  
Lemma 3.2;  
P ( t )  =  e x p ( - c t )  •  e x p ( c t  p) 
37 
Proof ; 
00 k 
P ( t )  =  e x p ( c t ( P - I ) )  =  I  +  E  ( P - I ) ^  
k=l 
= I + Z I (^)P^{-1)^"^ . 
k=l £=0 i 
We will be assuming that the n-step transition proba­
bility matrix P^ may be written as P(n) . Now we may write 
Pit) = I + Ï s 
k=l &=0 
- I + Ï r I (ct)' ' ^p(t) ^ ( - c t ) k  .  
., : (-ct)",(ct)'p(«,) , : (-ct)*., 
' "IT 
The interchange of the summations is valid since 
n ; ; 
k = l  & = 0  ( k - £ ) ! a !  k = l  1=0  
= e ( z (^))-^f^ 
k=l &=0 ^ 
-  e x p ( 2 c t ) .  
00 00 if if — p — 
That is to say the sum 2 Z o ITo i ^ is 
k=i «=0 
absolutely summable, so we may interchange the order of 
summation by Fubini's Theorem. Hence 
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e • exp(ct P). 
Hence the proof is complete. 
Since the limiting distributions for X(t) and X(n) are 
equal, when either Markov chain is ergodic, we may define 
L to be a row constant stochastic matrix, each row of L 
being the common stationary distribution. Since we will 
be relating strong ergodicity for X(t) in terms of strong 
e r g o d i c i t y  f o r  X ( n )  w e  w o u l d  l i k e  t o  r e l a t e  P ( t ) - L  t o  
P(n)-L. Using Lemma 3.2 we can almost achieve a func­
tional relationship. 
Suppose we let t=l. By Lemma 3.2, P(l)-L = e ^ exp cP-L. 
Since both chains are ergodic we have 
L ^  =  P ( t ) - L  =  L P ( t )  =  P ( m ) - L  =  L P { m )  =  L  
for all n, m, and t. Hence we may write 
P ( l ) - L  =  e " ^ [  Z  ^ 
00 
z 
n=l 
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Since P(n) = P^, and P and L commute we can easily show that 
(P(n)-L") = (P-L)'^. 
Replacing P(n)-L^ by (P-L)^ in (3.1) we have 
P(1)_L = e-"[ ; _ ,-CL 
or 
n=0 
P ( l ) - L  =  e  ^ • e x p ( c ( P - L ) )  -  e  .  ( 3 . 2 )  
The relationship given by (3.2) is not a strict 
functional relationship between P(l)-L and P-L. Yet by 
using functional analytic techniques, we will be able to 
relate the spectral radius of P-L to the spectral radius 
of P(l)-L. But first we need the following result. 
Lemma 3.3: 
I f  X ( t )  ( o r  X ( n ) )  i s  e r g o d i c ,  t h e n  
r(P(l)-L) < r(P(l)-L + e"^L) . 
Proof; ^ 
By definition r(P(l)-L) = lim| |(P (1)-L)^| |^. Consider 
n->oo 
(P{1)=L)*+1 = (P(l)-L)"^l f (P(l)-L)-L-e"^^ 
=  ( P ( l ) - L )  [ ( P ( l ) - L ) "  +  e " " ^ - L ] .  
2 The first equality holds since (P(1)-L)*L = P(1)L-L = 
L-L = (}). By induction on n we may easily show that 
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( P ( l ) - L ) *  +  e ~ " ° L  e q u a l s  ( P ( 1 ) - L + e " ^ L ) H e n c e  ( P ( 1 ) - L ) =  
( P ( l ) - L ) ( P ( l ) - L + e ~ ^ L ) " .  T h e r e f o r e  
1 1 
1  1  ( P ( l ) - L ) * |  I *  =  I I  ( P ( l ) - L )  •  ( P { l ) - L + e " ^ L f " ^ l  r  
1 1 , n-1 
<  | | P ( 1 ) - L | | *  .  | | ( P ( l ) - L + e " C L ) * " l | | * " l  ^  
1 _1_ 
<  2" •  { | j (P(l)-L+e"^L)'^"^l 1""^) * 
1 
Hence r(P(l)-L) = lim||(P(l)-L)"||* 
n->oo 
1 n-1 
< lim(i|(p(l)-l+e"^l)^~^|l^"^) ^  . 
n-too 
Since ^ -> 1 as n-^» we have that r(P{l)-L) <r(P(l)-L+e ^L). 
n — 
This completes the proof. 
Rewriting the result given by (3.2) we have that 
( P ( l ) - L )  +  e  =  e  ^ " e x p  c ( P - L ) .  
By Lemma 3.3 we have that 
r ( P ( l ) - L )  <  r ( P ( l ) - L + e ~ ^ L )  =  r ( e " ^ * e x p  c  ( P - L )  )  .  
From Theorem 2.1 we know that X(t) is strongly ergodic if 
and only if r(P(l)-L)<l. From the work of Isaacson and 
Luecke (1978) strong ergodicity for X(n) is equivalent to 
having r(P-L)<l. Thus we shall show r(P-L)<l implies 
r(P(l)-L)<l, to obtain a characterization of strong ergodi­
city for X(t). To accomplish this we need to show that 
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r(exp c (P-L)) £ exp(c.r(P-L)). 
To prove the above statement we consider the spectrum 
of exp{c(P-L)). By the Spectral Mapping Theorem we 
can show that 
a ( e x p ( c ( P - L ) ) )  =  e x p ( c . a ( P - L ) ) ,  
since exp(-) is a continuous function (Rudin (1973)). We 
interpret exp(c.a(P-L)) as {e^^: Xea(P-L)}. Hence 
r ( e x p ( c ( P - L ) ) )  =  s u p { | X | :  À £ a ( e x p  c ( P - L ) ) }  
=  s u p { | X | :  X e  e x p ( c . a ( P - L ) ) }  
=  s u p { | e ^ ^ | :  y e o ( P - L ) }  
= sup{e^^^^: yEO(P-L)}. 
The last equality is found by the relation, |e^| = e^®^ 
— i 12 f o r  a n y  c o m p l e x  n u m b e r  z .  N o w  f o r  a n y  z e a ( P - L ) ,  \z\ = 
( R e z ) ^  +  ( I m z ) ^  h e n c e  | R e z |  £  | z | .  S i n c e  r ( e x p  c ( P - L ) )  =  
s u p { e ^ ^ ^ ^ :  y G O ( P - L ) }  w e  c a n  s e e  t h a t  s u p { R e y :  y e a ( P - L ) }  £  
sup{|Rey|: YEO(P-L)} < sup{|Y|: yea(P-L)} = r(P-L). There­
fore, 
r ( e x p ( P - L ) )  =  s u p { e ^ ™ ^ T .  y e a  ( P - L ) }  
= exp(sup{c*Rey; yea(P-L)}) 
4  e x p ( c r ( P - L ) ) .  
Therefore, we have the following result. 
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Lemma 3.4;  
r ( P ( l ) - L )  £  e  ^  e x p ( c - r ( P - L )  ) .  
Proof: 
From Lemma 3.3 r(P(l)-L) £ e ^r(exp c(P-L)). From 
the above argument r(exp c(P-L) £ exp c(r(P-L)). There­
fore r(P(l)-L) £ e °(exp c-r(P-L)), as desired. 
Using the above lemma we can relate strong ergodicity 
f o r  X ( t )  i n  t e r m s  o f  s t r o n g  e r g o d i c i t y  f o r  X ( n )  .  
Theorem 3.1: 
I f  X ( n )  i s  s t r o n g l y  e r g o d i c  t h e n  X ( t )  i s  s t r o n g l y  
ergodic. 
Proof : 
I f  X ( n )  i s  s t r o n g l y  e r g o d i c  t h e n  r ( P - L )  < 1 .  B y  L e m m a  
3 . 4 ,  r  ( P  ( 1 ) - L )  £ e  ^  e x p  ( c r  ( P - L )  )  .  S i n c e  - c ( l - r ( P - L ) )  < 0  w e  
have that r{P(l)-L) <1. Thus by Theorem 2.1, X(t) is strongly 
ergodic. 
In Chapter IV we shall prove the converse of Theorem 
3.1. For now, though, we can prove the converse by adding 
assumptions. But first we need the following definition. 
Definition 3.2:  
Let A be an infinite dimensional matrix. If for some 
complex number A there exists a sequence of unit vectors, 
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{ x  } ,  s u c h  t h a t  l i m  | | ( A-ÀI) x  I |  =  0 ,  t h e n  X  i s  s a i d  t o  b e  
" n-x» 
an element of the approximate point spectrum of A. The set 
of all such X's will be denoted by a^(A). 
It is well-known that the boundary of the spectrum is 
contained in the approximate point spectrum. Also the 
boundary of the spectrum contains all those points whose 
modulus is the spectral radius. Hence the approximate 
point spectrum contains this collection of points. 
Applying these comments to our situation we have that, 
if there exists a y, such that y is real and y = r(P-L) then 
it is easily shown that r(exp(c(P-L))) = exp(cr(P-L)). 
If we can show that r(P(l)-L) = e ^r(exp c(P-L)) then the 
converse of Theorem 3.1 will hold. To this end, let 
X e a ^ ( P ( l ) - L  +  e  * ^ L )  .  H e n c e  t h e r e  e x i s t s  a  s e q u e n c e  { x ^ }  
such that I|x | | =1 and lim||(P(l)-L + e - XI)x | |  = 0. 
^ n->oo 
Since 
1 lL(P{l)-L+e~*^L-XI)x^l 1 < 1 |l| 1 • 1 j {P(l)-L+e~*^L-Xl)x^l 1 
we have that lim]]L(P(1)-L+e ^L-Xl)x |] = 0. Yet 
n^co 
L ( P ( 1 ) - L )  +  e  ^ L ^ - X L  =  ( e  " ^ - X ) - L .  H e n c e  f o r  X ? ^ e  ^  
l i m I ]Lx  11= 0 .  
n-m." n" 
Thus lim|](P(l)-L-Xl)x 1 I £ lim]|(P(1)-L+e ^L-Xl)x | |  + 
n->*ûo ^ 
l i m | I e  ^ L x  1 1 = 0 .  T h u s  b y  d e f i n i t i o n  X e a  ( P ( l ) - L ) ,  f o r  
n->co 
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Xj^e Similarly we can show that for Oj^Xea^ (P (1)-L) that 
Xea^ (P (1)-L+e *^L) .  Hence the following set equivalence 
holds, 
{ X ;  X e a ^ ( P ( l ) - L )  o r  X  =  e  =  { X ;  X = 0  
o r  X e a ^ ( P ( l ) - L + e  ^ L ) } .  
From the comments after Definition 3.2 by taking the supremum 
we have 
r ( P ( l ) - L + e  =  m a x { r  ( P  ( 1 ) - L )  ,  e  
Now let c be so large so that e ^<r(P(l)-L). And 
suppose that r(P-L) is an element of a^(P-L). Hence we 
have that 
r ( P ( l ) - L )  =  r ( P { l ) - L  +  e  * ^ L )  =  e  ^  e x p ( c - r ( P - L )  )  .  
Hence the spectral radius of P(l)-L is less than 1 if and 
only if the spectral radius of P-L is less than 1. Hence 
X(t) is strongly ergodic if and only if X(n) is strongly 
ergodic. 
In view of the above argument, one might conjecture, 
"the spectral radius of P-L is always an element of the 
spectrum of P-L". By the following example the con­
jecture is false. 
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Example 3.4;  
Suppose 
; -1 1 0 
Q = ; 0 -1 1 
^ 1  0 - 1  
Let c=2 and then 
. 1 
2 
P = 0 ^ 
# 0 ^ 
The powers of P generate a discrete time, irreducible, 
a p e r i o d i c ,  r e c u r r e n t  c h a i n ,  X ( n ) .  S i n c e  Ô ( P )  =  
2 
1 1 1 yr sup Z |p. -p. I = y max{l,l,l} = X(n) is strongly 
i,j n=0 in ]n ^ 
ergodic. The long run distribution is given by 
tt - y' t' 
a ( P - L )  =  { 0 ,  
wicn u 
tti 
we can easily show that 
l+i/3 l-i/3. 
- ,  — ^ T h u s  r ( P - L )  =  y  a n d  ^  i s  n o t  
an element of the spectrum of P-L. Hence the conditions 
to gain the converse of Theorem 3.1 are needed. 
Note that when r(P(l)-L) = e ^ exp c*r(P-L), we have 
that the exponential rate of convergence of P(t) is a simple 
exponential function of the best possible geometric rate of 
c o n v e r g e n c e  o f  P ( n ) .  
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IV. STRONG ERGODICITY FOR CONTINUOUS TIME HOMOGENEOUS 
CHAINS USING MEAN VISIT TIMES 
In Chapter III we showed that if the intensity of 
passage matrix, Q, satisfies certain regularity conditions 
then strong ergodicity for the continuous time chain, which 
Q determines, can be obtained from a discrete time Markov 
chain determined by Q. We also showed that strong ergo­
dicity for the continuous time chain implies strong ergo­
dicity for the discrete time chain when certain assumptions 
are met. 
In this chapter we show that strong ergodicity for a 
continuous time, homogeneous, irreducible Markov chain is 
equivalent to strong ergodicity for the discrete time 
Markov chain without the added assumptions given in Chapter 
I I I .  
Throughout this chapter let X(t) be a continuous time, 
homogeneous, irreducible Markov chain. Let the intensity 
of passage matrix, Q, satisfy sup{|q..|} = q<+<». As in 
i 
Chapter III we may write, for any c>q, 
— n 
P = I + I . 
The powers of P, p"^ = P(n), generate a discrete time, homo­
geneous, aperiodic, irreducible discrete time Markov chain, 
X(n). Again if X(n) or X(t) is ergodic, then the other is 
ergodic with common limiting distribution ir. 
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With the assumptions given above, the following results 
are consequences of the Renewal Theorem, For any ieS 
lim p..(n) = 
n->-oo E  k - f . , ( k )  
f o r  a l l  j e S ,  i f  
k=l 11 
E  k - f .  .  ( k )  <  + 0 0  
k=l ^ 
= 0 otherwise. 
Similarly for all ieS 
lim p.^ft) = 
t ->-oo 
-q 11 
f o r  a l l  j e S  i f  
t d F . . ( t )  
t*dfii(t) < +00, 
= 0 otherwise. 
Here f\^(k) and F^^(t) are the first return probability 
to state i; for X(n), and the first return distribution 
to state i, for X(t), as defined in Chapter I. 
From the results given in Chapter I we know that 
m .  .  =  E  k * f .  .  ( k )  a n d  m .  •  
^ k=l ^ 
t d F . ^ ( t ) .  
Hence, by the Renewal Theorem, for all ieS 
lim p.. (n) = 2^ and lim p. • (t) = _  ^  —  .  
n-^ ^ m^j^ t-^o° ii ii 
If we assume that X{t) is ergodic then we know that 
lim p.^(n) = lim p.^(t) = for all i independently of j with 
n->oo t->-oo 
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00 
E ïï. = 1. Thus from the above result 
j=0 ^ 
1 
m. . 11 
or that 
m .  . .  ( - q . . )  =  m .  . .  H e n c e  w e  h a v e  t h e  f o l l o w i n g .  11 ^11 11 ^ 
Lemma 4.1;  
X ( t )  i s  p o s i t i v e  r e c u r r e n t  i f  a n d  o n l y  i f  X ( n )  i s  
The importance of this lemma is realized from the fact 
that we may calculate the mean return time to state i 
from state i for the continuous time chain by considering 
only the discrete time chain. 
Example 4.1;  
Let X(t) be a continuous time Markov chain with 
intensity matrix given by 
positive recurrent In fact m.. = , for all i 
1 1  - q . .  
- 1 0  1 0  
2 - 2 0 0  
Q = 
0  0 - 4 4  
0 6  0  -6  
Let c = 8 and then 
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0 
0 
j-
2 : 
1 ; 
4 i 
t 2 g o 
The long run distribution for P is given by ir = 
if) • Hence 5u '  ll' ^22 ° T' S 3 = T "44 = ¥" 
>, -1 u 23 23 23 
Lemma 4.1 we have m^^ = "^22 ~ 12' ^33 ~ 12 ^ ^"^44 ~ 
23 
12* 
In view of Lemma 4.1, one would hope that a simple 
functional relationship between m^^ and m^^^^ also holds for 
m . .  a n d  m . . .  A s  w e  s h a l l  s h o w ,  t h i s  i s  t h e  c a s e ,  i n  f a c t  
m. 
m . .  =  — ^  f o r  a l l  i ^ j .  Y e t ,  w e  w i l l  n e e d  s o m e  p r e l i m i n a r y  
13 c 
work. 
For discrete time chains, mean visit times may be 
calculated by using generating functions (see Isaacson 
and Madsen (1976)). Since we will be dealing with both 
continuous and discrete time chains, we shall use a 
more general approach. That is, we will use the Laplace 
transforms of the functions (t) and p^^^ (t) , and of the 
sequences p^^(n) and f(n), to calculate mean visit 
times. 
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Definition 4.1; 
a )  F \ f ( u )  =  
b) = 
00 
e  ^ ^ d F . . ( t )  = L a p l a c e  t r a n s f o r m  o f  F . . ( t ) .  
0 
fOO 
e  ^ ^ p . .  ( t ) d t  =  L a p l a c e  t r a n s f o r m  o f  p . . ( t ) .  
0 ^ 
00 , 
c )  f . f ( u )  =  E  e  ^  f . . ( k )  =  L a p l a c e  t r a n s f o r m  o f  f . . ( k )  
id k=0 
— CO _ _ 
d )  p . * { u )  =  E  e  ^  p . . ( k ) = L a p l a c e  t r a n s f o r m  o f  p . . ( n ) .  
ij k=o j 
We now show that each of the transforms exists and is 
finite for each u>0. Since |F^t(u)| £ |e-ut|df (t) < 
0 
d F . . ( t )  =  1 ,  w e  h a v e  t h a t  F . f ( u )  e x i s t s  a n d  i s  f i n i t e  f o r  
0 ^ 1 
u>0. Similarly we can show that for u > 0  | p ^ t ( u ) |  £  — ,  
| f , f ( u ) |  ± l r  a n d  p . f ( u )  <  ( 1 - e  ij ij 
The mean visit time from state i to state j, for X(t), 
may be calculated by taking the derivative of F^t(u) 
at u=0. Similarly, the mean visit time from state i to 
state j, for X(n), may be calculated by finding 
lim f.*(u). We shall show that F.Mu) = f . t (In ) , 
u->0 ^ *-
by relating P\t(u) to pu%(u). Hence, we will be able to 
p r o v e  t h a t  m ^ j  =  m u j . c .  
The probability of visiting state j, from state i, 
at time n, using X(n), can be found by conditioning on the 
51 
time of the first arrival to state j from state i. That 
_ n _ _ 
i s  p .  . ( n )  =  I  f .  .  ( k ) . p .  . ( n - k ) .  T h i s  r e p r e s e n t a t i o n  
13 k=l ^ J] 
has the following continuous time analogue. 
Lemma 4.2;  
For all i and j 
See Chung (1967). 
We may now appeal to Laplace transforms to show that 
P l j ( t )  =  6 . . e  
Proof : 
F . ^ ( u )  i s  a  f u n c t i o n  o f  P . * ( u )  a n d  P . f ( u ) .  ij 1j 11 
Lemma 4.3; 
If i^i then E\f(u) = Pjf(u)F^f(u). 
Proof ; 
By Lemma 4.2 
J 0 
+  P . ^ ( t - s ) d F . . ( s )  
J r\ J -i -L J 
Taking the Laplace transform of both sides we find 
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pi^(u) = 
• 00 
e 
-ut 
0 
>00 
•t 
0 0 
i] 
e-"t[ 
0 
p . • ( t - s ) d F . . ( s ) ] d t  ]] id 
e  j { t - s ) d F ^ j ( s ) d t .  
Since the terms of integration are nonnegative we may 
interchange the order of integration, by Tonelli's Theorem. 
Thus 
pj^^(u) = [ e  P j j ( t - s ) d t ] e  ^ ^ d F ^ j ( s )  
0 
e ^^p.j(x)dx]e''^^dF. . (s) 
= pjf(u) e ' ^ ^ d F . . ( s )  
1 
Hence 
= pjf(u) .f\f(u) 
pis(u) 
f\f(u) - —=! f o r  a l l  i ^ g  
pj|(u) 
From the comment preceding Lemma 4.2 and by using the 
technique given in Lemma 4.3 we can show that 
f (u) = pj^^ (u)/pj^(u). 
Since F.f(u) = P.f(u)/P.f(u) and f.f(u) = p.f(u)/p.f(u), j-j j- j j J 1j x j J j 
if we can relate P\t(u) to p^^(n) then we will be able to 
r e l a t e  F . t ( u )  t o  f . f ( u ) .  W e  r e l a t e  P . t ( u )  t o  p . t ( u )  b y  ij ij ij ij 
employing the relation P(t) -ct exp(ct P) in the next 
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lemma. 
Lemma 4.4: 
For all i and j 
Proof ; 
?4(u) 
J 
e  ( t ) d t  
e-uc[e-ct 
00 2^ 
z  P -  ( n )  ] d t  
n=0 
"  ;  ( ç K p..(n)e-("+^)"dt. 
0 n=0 n! " 1] 
Again by Tonelli's Theorem we may interchange the order 
of integration and summation to find 
pi^(u) 
00 çoo 
1 [l 
n=0 J 0 
.n^-(u+c)t^^i n 
^pij{n) 
z [ 
n=0 u+c n! '^i] 
p . 4 ( n )  
n=0 u+c u+c ni 
s k  e x p [ - n . l n ( ! i ^ ) ] - p .  . ( n )  
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pif(u) 
From Lemma 4.3 F. + (u) = — . From the previous 
^ pjt(u) 
lemma P.t(u) = • p. f (In for all i and j. Hence ij u+c ij c 
by combining the last two results we find that 
' pj^an(ïï^)) 
Thus the following is true 
fi5(ln(ïï^)) 
Lemma 4,5: 
,U+C\ If i^i then F.f(u) = f.Mln(-—)). 
1J 1J c 
since we have a simple functional relationship between 
the Laplace transforms, we may differentiate to obtain the 
relationship between mean visit times. To this end, con-
e " ^ ^ d F . . { t )  =  
1 
- t e ' ^ ^ d F . . ( t )  
' 0 
Note that 1-t.e ^^|dF^j(t) <+«> for each u so that the 
interchange of the order of differentiation and integration 
is valid, by the dominated convergence theorem. 
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For suppose that the mean visit time from state i 
to state j for X(t) is finite. That is 
m. . 1] 
Thus 
00 
t • dF . . (t) < +00. 
0 
lim F.*(u) = lim 
u^O du u-^0 
00 
-te dF..(t) = -m.by the 
0 
dominated convergence theorem. 
Now, since F. %(u) = f.  ^  (In ( ^^-^)) 
1J 1J c 
00 
= ;^( E exp(-k ln(^^) )-f. . (k) ) 
au c ID 
oo 
Z  k . .  f , • ( k ) .  
u+c u+c 1] 
c k Since E k (——) < oo for all u>0, the termwise differentia-
k=i 
tion of the series is justified. Since m^^ is finite and 
U™'" A = ""ij' have that 
"ii = ^ 
By Abel's Theorem we may interchange the order of the 
1 — limiting operations. Hence m.. = — • E k-f..(k). By id c id 
CO 
definition E k-f. .(k) = m. thus m. . = cm. .. Hence we 
k=l 
have that if the mean visit time from state i to state j 
for X(t) is finite then the mean visit time from i to j 
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using X(n) is finite, in fact = c-muj. 
00 
Conversely, suppose m. . = E k*f. . (k) < +00 .  Hence 
13 k=:i 1] 
CO 
lim Z k"exp(-k ln(^^^j)'f..(k) = m. . 
u->0+ k=0 ^ 
= c .  lim 
u->0 
00 
te ^^dFj_. (t) 
0 ] 
Since lim 
u^o 
c - m u j  =  c -
^ -ut t * e  d F ,  .  ( t )  <  + 0 0 ,  b y  F a t o u ' s  L e m m a  
0 
t d F . . ( t )  £  c - l i m  
0 j u-^0 
00 
e  •  t d F . . ( t )  =  m . . .  
0 
Hence if m^^ < +<» then m^^ < +<». Hence by the first part 
we may write m.. = —^ . Thus we have the following 1] c 
theorem. 
Theorem 4.1;  
The mean visit time from i to j, i?^j, using X{t) is 
finite if and only if the mean visit time_frcm i to j for 
- m. . 
X ( n )  i s  f i n i t e .  I n  t h i s  s i t u a t i o n  m .  .  =  — .  1J c 
At the outset of this chapter we said that we would 
s h o w  t h e  e q u i v a l e n c e  o f  s t r o n g  e r g o d i c i t y  b e t w e e n  X ( t )  
and X(n). Using Theorem 4.1 and Lemma 4.1 this is 
easily found. Because strong ergodicity for a Markov 
chain, discrete or continuous, is equivalent to having the 
supremum of the mean visit times, to some positive re­
current state, bounded over the starting states (Issacson 
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and Arnold (1978) ; Huang and Isaacson (1976)). 
Theorem 4.2;  
I f  X ( t )  h a s  a t  l e a s t  o n e  p o s i t i v e  r e c u r r e n t  s t a t e ,  
then X(t) is strongly ergodic if and only if X(n) is 
strongly ergodic. 
Proof ; 
If state j is positive recurrent for X(t), then by 
Lemma 4.1 state j is positive recurrent for X(n). Since 
the chain, X(t), is irreducible all states of X(t) and X(n) 
are positive recurrent. Hence m. . < « and m. . < for all 1] 1] 
i and j. Suppose X(t) is strongly ergodic. From the com­
ment preceding this theorem, this is equivalent to having 
sup m. . < 0°. 
i  
nil jj in' '  
From Lemma 4.2 and Theorem 4.1, m. . = and m. . = —1 
-i ~"ii _ -J ^ 
m .  .  - m . .  
for i/g. Hence sup m. . = max{sup —- , —^}. Hence 
i ° ' 'jj 
sup m. . < +00. 
i  
Since sup m. . < +«>, X(n) is strongly ergodic. 
i  
The converse is proved similarly. 
In Chapter III we were able to show that if X(n) is 
strongly ergodic then X(t) is strongly ergodic. This was 
a c c o m p l i s h e d  b y  s h o w i n g  r ( P - L )  <  1  i m p l i e s  r ( P ( l ) - L )  <  1 .  
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In light of Theorem 4.2 we have the following. 
Corollary 4.1;  
The spectral radius of P(l)-L is less than 1 if and 
only if the spectral radius of P-L is less than 1. 
Proof; 
Strong ergodicity for X(t) is equivalent to having 
r ( P ( l ) - L )  <  1 .  
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V, RATES OF CONVERGENCE FOR CONTINUOUS TIME 
HOMOGENEOUS CHAINS 
Pitman (1974) used mean visit times to find new results 
on the uniform rate of convergence of discrete time Markov 
chains. He made no mention of the extension of his results 
to the case of continuous time. By appealing to the func­
tional relationship between P(t) and P, given in Chapter 
III, and the functional relationship between the mean visit 
times for X(t) and X(n) we can extend his results to the 
continuous time framework. 
We shall assume throughout this chapter that X(t) will 
be an irreducible, positive recurrent, homogeneous con­
t i n u o u s  t i m e  M a r k o v  c h a i n  o n  t h e  s t a t e  s p a c e  S  =  { 0 , 1 , 2 , . . . } .  
P(t) will be the transition probability matrix and Q will 
be the intensity of passage matrix. Also, as in Chapter 
III, assume 
sup{ |q. J } = q < +«>, 
i  
and hence we may write, for c>q, 
P = I + g. 
Again, P will generate a discrete time, homogeneous, 
a p e r i o d i c ,  p o s i t i v e  r e c u r r e n t  M a r k o v  c h a i n ,  X ( n ) ,  I n  
fact we may write 
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-et 
where we are assuming that P(n) is P^. 
Having X(t) irreducible and positive recurrent implies 
t h e  c h a i n  i s  e r g o d i c .  H e n c e  X ( n )  i s  e r g o d i c ,  a l s o  X ( t )  
and X(n) have a common limiting distribution, it = (ïïq/TT^, 
...). Thus 
lim p. .(t) = IT- = lim p. .(n) 
t-^oo •' n->a> ^ 
f o r  a l l  j  i n d e p e n d e n t  o f  i .  W e  f o r m u l a t e  t h i s  f a c t  i n  
terms of initial distributions. 
Definition 5.1;  
A vector À = is said to be a probability 
distribution on S = {0,1,2,...} if ^0 for all j and 
Given a probability distribution À on S, we may think 
of X as an initial distribution for X(t) or X(t). That 
is, set 
00 
L ^ 
j=0 
Z — 1 
00 
p, . ( t )  -  ( X P ( t ) ) .  =  Z  X . p . . ( t )  
A J  J  4 _ n  1  i=0 
and 
00 
( X P ( n ) ) .  =  E  X . p . . ( n ) .  
3 i=o ^ 
Thus p^j(t) (p^j(n)) is the probability that at time t(n) the 
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chain X(t) (X(n)) occupies state j, given that at time 0 
the probability of occupying state i is Hence 
and 
p ^ j ( t )  =  P ^ ( X ( t ) = j )  
p ^ j ( n )  =  ( X ( n ) = j ) .  
Therefore XP(t) (AP(n)) is the distribution of X(t) (X(n)), 
given A. 
The concept of initial distributions can be tied in 
wit h  e r g o d i c i t y .  L e t  A  b e  a n  i n i t i a l  d i s t r i b u t i o n  f o r  X ( n )  
Consider |  |AP(n)-ïï| |  where IT is the long run distribution 
for X(n). Now 
A P  ( n ) - ï ï l  1  =  E  | p ,  .  ( n )  - i r .  
j=0 ] 
00 00 
=  E  I  E  A . p . ^ ( n ) - ï ï ^  
j=0 i=0 '  
00 00 
=  Z  I  E  A .  ( p .  .  ( n )-IT.) 
j=0 i=0 ] 
00 CO 
<  E  E  A  J p .  .  ( n ) - r r .  I  
j=0 i=0 J J 
00 oo 
=  E  E  [ p .  .  ( n ) - T T .  I  A .  
i=0 j=0 ^ 
£  E  A . ( E p . . ( n ) +  E ï ï . )  
i=0 ^ j=0 j=0 ^ 
< 2 • E A • = 2. 
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From the dominated convergence theorem we then have 
00 CO 
lim| 1 ÀP (n) -ÏÏ I i = Z EX. (lim p. . (n) -IT ,  )  = 0 .  
n->-oo j=0 i=0 n->-oo ^ ^ 
Thus for any initial distribution on X(n), the distribu­
tion of X(n) converges to the limiting distribution for 
X ( n ) .  N o t e  t h a t ,  b y  t h e  t r i a n g l e  i n e q u a l i t y  f o r  | |  j ] ,  
for any two initial distributions X and \i 
lim I I XP (n) -yP (n) j |  = 0. 
n-voo 
Naturally similar amplifications can be made concerning 
X(t). That is, for any two initial distributions X and y 
lim j IXP(t)-yP(t)1 I = 0. 
t->-00 
The results in the previous paragraph are immediate 
consequences of ergodicity. Two of Pitman's results, to be 
stated next, strengthen the result given above for the 
discrete time chain X(n). We state Pitman's results in 
terms of X(n), yet the theorem holds for any discrete time 
c h a i n  p o s s e s s i n g  t h e  s a m e  p r o p e r t i e s  a s  X ( n ) .  
Theorem 5.1: (Pitman) 
Suppose X(n) is an irreducible, aperiodic, positive 
recurrent, discrete time, homogeneous Markov chain. Let 
X and y be any two initial distributions on the state space 
S = {0,1,2, — }. Suppose X and y are such that for all j 
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m ,  .  =  I  X . m . .  a n d  m  .  =  E  y . m . .  
i=0 ^ " i=0 ^ 
are finite. Then 
lim n* i I XP (n)-uP (n) I I = 0 (5.1) 
n^oo 
and 
00 
E  j  I  X P  ( n ) - y P  ( n )  I  I  <  « >  .  ( 5 . 2 )  
n=l 
By assuming the added conditions that m, . and in . are 
U] 
finite, Pitman's work gives stronger results concerning 
the convergence of | |XP(n)-yP(n)||. Statement (5.2) im­
plies that 1 1 XP (n)-yP (n) 1 1->0 as n^», and statement (5.1) 
says that a common rate of convergence can be taken to be 
1 
n 
Having m,.«» may be interpreted as having the "average A] 
mean waiting time" to visit state j finite. By assumption 
m. .<+00, yet we may not have, in some cases, m .<+<». ÂS Pit-
1] A] 
man observed, though, if m, . is finite for some j then m, . 
A3 X] 
is finite for all j. 
As indicated at the start of this chapter, Pitman's 
results will be extended to the continuous time situation. 
Theorem 5.2;  
Let X(t) be a continuous time, homogeneous, irreducible, 
positive recurrent Markov chain. Let X and y be two initial 
d i s t r i b u t i o n s  o n  S  =  { 0 , 1 , 2 , . . . }  s u c h  t h a t  f o r  a l l  j  m , .  
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and m , are finite. Then 
W] 
lim t - I I XP (t) -yP (t) I I = 0 (5.3) 
t->-oo 
and 
fOO 
1  1  X P  ( t ) - u P  ( t )  1  I ' d t  <  ( 5 . 4 )  
0 
Proof ; 
To show (5.3) and (5.4) we appeal to the relationship 
between X(t) and X(n). That is, since X(t) is irreducible, 
and positive recurrent we have that X(n) is irreducible, 
aperiodic, and positive recurrent. Since we assumed that 
X and y are such that m-, . and m . are finite for all j, X ]  y ]  
we shall show that m, . and m . are finite. From the work 
done in Chapter IV we have 
m. . = —- for all ij^j and m. . = .  
ID c 11 
Hence 
00 
m  .  =  Z  X . m . .  =  Z  X . m . .  +  X . m  . .  .  
XD i=o ^ i^j ^ ] ]] 
=  E  X . C ' m . .  +  X . ( - q . . ) * m . .  
1 1] ] ]] ]] 
CO 
= c E x,m_ + (-xj(q^^ + c)m_.^ 
i=0 J J J-> 
=  c m . .  _  X . m . . ( q . . + c )  <  
X] ]  ]]  ^3] 
Thus m,. and m . are finite for all j. Hence the conditions X] y: 
of Theorem 5.1 are satisfied. Thus 
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lim I I XP (n) -yP (n) |  |  • n = 0 
n-»-oo 
and 
00 
Z  I | X P { n ) - u P ( n )  i  | < = .  
n=l 
Now consider t| |AP(t)-yP{t)|| = t | |(A-y)P(t)| | 
00 n 
=  t ' e " C t . | | ( x _ u ) .  E  i £ ^ p ( n ) | |  
n=0 
< t.e'ct g j|AP(n)-yP{n)|| 
n=0 *' 
-ct . >n+l _ _ 
=  T H Ï Ï T T  ( n + l ) ' l | X P ( n ) - ; P ( n  
=  E  n - 1  l A P ( n - l ) - y P ( n - l )  1  I  
° n=l *' 
Since n- |  | XP (n) -yP (n)|| -»• 0 and |  | XP (n) -yP (n)|| •> 0, 
for all E>0 there exists an N = N(e) such that for n>N 
( n - 1 ) • I l X P ( n - l ) - y P { n - l ) 1  !  +  |  j X P ( n - 1 ) - y P ( n - 1 ) j  j  <  
Thus n I 1 XP (n-1)-yP (n-1) I j < .  Now 
-ct N-1 . ..n _ _ 
t ' | |XP(t) - y P ( t ) | |  <  V - [  Z  l X P ( n ) - y P ( n  
^ n=l 
00 n 
4. r ( c t )  e - C i  
• „;,^û r-
< 2e_^ (N-1) .(ct)N + 
c ^ 
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Since ê^^(ct)^->0 as there exists a T=T(e) such that 
for t>T 
2 e " ^ ^ ( N - l ) ( c t ) N  ^  E _  
c 2 '  
Hence for any £>0 there exists a T such that for t>T 
t -  1  I  À P  ( t ) - y P  ( t )  I I  <  - ^  +  Y  =  e .  
Thus lim 11 IAP(t)-yP(t)I I = 0. Hence statement (5.3) holds. 
t->-oo 
To prove (5.4) we appeal to the same techniques used 
inthe proof of (5.3). To this end 
00 n 
• • X P ( t ) - y P ( t ) I  I  <  e " C t .  g  ( e t )  | I A P ( n ) - y P ( n ) I  I .  
n=0 n! 
Integrating both sides we find 
I  I A P ( t ) - y P ( t )  l l d t  <  °°e-ct g (ct)'^I 
0 n=0 ni 
AP (n) -yP (n) I Idt 
Since each term of the sum is nonnegative we may inter­
change the order of integration and summation. So 
1  | A P ( t ) - y P ( t )  1  I d t ^  Z  | | ( A - y ) P ( n )  
0 n=0 
" e-ct(ct)" 
nl d t .  
c - e ' ^ ^ f c t ) "  The function ^—-— is the density of a gamma random 
variable with parameters n and c. Hence 
d t  =  -  f o r  n  =  0 , 1 , 2 , . . .  .  
n ! c 
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thus 
.00 00 
I | X P (t)-viP(t) I |dt ^  E 1 | X P ( n ) - y P ( n )  I 
JO ° n=0 
1 1 _ _ 
=  - •  | | X - y l l + - - E  I  | \ P ( n ) - y P ( n )  I  I  
^  ^ n = l  
9  1 ° °  -  -
<  E  I  l X P ( n ) - u P ( n )  I I  <  = .  
°  C n = l  
Thus the proof of the theorem is complete. 
n _ n _ 
From Theorem 5.1 we know that X E P(k)-y E P(k) 
k=l k=l 
n _ 
converges. For any initial distribution,À• E P(k) repre-
k=l 
sents the "expected occupation time" measure for the chain 
X(n). To see this, consider for any state j the random 
variable 
_  1  i f  X ( n )  =  j ,  g i v e n  X 
j " ^ 0  o t h e r w i s e  
n __ 
The expression E Z,.(n) represents the random variable 
k=l 
which counts the number of visits to state j in the first 
n steps of X(n) given X. Since E(z\.(n)) = p, . (n) , 
A] A] 
n _ 
E  p ,  . ( k )  i s  t h e  e x p e c t e d  n u m b e r  o f  v i s i t s  t o  s t a t e  j  i n  
k=l 
the first n steps. Hence the difference 
n _ n _ 
X  E  P ( k ) - u  E  P ( k )  
k=l k=l 
represents the difference of the expected number of visits 
for each state given X and the expected number given y. 
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Under the same conditions as Theorem 5.1, Pitman gave 
n _ _ 
an explicit form for lim Z (ÀP(k)-yP(k)). Before giving 
n-i-oo k=i 
Pitman's result, we need another definition. 
Definition 5.2;  
An additive set function v defined on the power set 
o f  S '  =  { 0 , 1 , 2 , . . . }  w i l l  b e  c a l l e d  a  s i g n e d  m e a s u r e  o n  
S. Let V. = v({j}) on singleton sets {j} c s. 
^ n _ _ 
We now give Pitman's expression for lim Z (XP(k)-yP(k)) 
n-»-oo k=l 
Theorem 5.3; (Pitman) 
Under the same conditions as Theorem 5.1 there exists 
a signed measure v on S such that v(S) = 0 and 
n _ n _ _ 
l i m | I  E  X P ( k ) -  I  y P ( k ) ] - v l I  =  0 .  
n->c» k=l k=l 
m . -m, . in Al 
ALSO V xs given oy v • = —^ 
mj j 
Elaborating on the form of v, we have if m,. and m . 
are both finite then 
.-m. . 
Z  ( p ,  .  ( n ) - p  .  ( n )  )  =  1  .  
n=l m.. ]] 
Hence the difference between the expected number of_visits 
m  . - m , .  
to state j, given X and y, in n steps converges to —^ 1. 
m. . ] ]  
We shall extend Theorem 5.3 for continuous time chains. 
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But first we need to formulate the analogous expression for 
the "expected occupation time measure". 
It will be understood that 
X P ( s ) d s  =  (  
0 
We may interpret 
That is define 
p %o( s ) d s ,  p ^ ^ ( s ) d s , . . . )  .  
n 
p , . ( s ) d s  i n  t h e  s a m e  m a n n e r  a s  Z  p , . ( k ) .  
k=l 
j  1  i f  X ( s )  =  j  g i v e n  X 
~ ; 0 otherwise. 
Since E(Z^.j(s)) = p^j(s) we may view p ^ j ( s ) d s  a s  t h e  
expected amount of time the chain X(t) spends in state j 
r t  
in t units of time, given À. Thus ( p , . ( s ) - p  . ( s ) ) d s  i s  
^ J UD 
the difference in the expected amount of time spent in state] 
given À and the expected amount of time given y. 
yvc iicvV y .i. V c o. juwa 
lim : 
t->oo i 
A P ( s ) d s  -
0 
y P ( s ) d s .  
Theorem 5.4;  
Under the same conditions as Theorem 5.2, there exists 
a signed measure v on S, with v(S) =0, such that 
lim 
t-»oo 
À P ( s ) d s - y P ( s ) d s - v 1 1 = 0 .  
Also V is given by v. 
0 
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Proof; 
As in the proof of Theorem 5.2, the assumptions placed 
o n  X ( t )  i m p l y  t h e  c o n d i t i o n s  o f  T h e o r e m  5 . 3 .  H e n c e  f o r  
— _ _ ^ .-m . 
X ( n ) ,  t h e r e  e x i s t s  a  s i g n e d  m e a s u r e  V r  w i t h  v .  =  — ^  
^ m. . 
such that 
n _ n _ _ 
lim| I ( Z ÀP(k)- E liP(k) ) - V j I = 0. 
n-^oo k=l k=l 
Consider 
X P  ( s ) d s -
0 
v P  ( s ) d s  ( A - i j ) P ( s ) d s  
0 
^g-cs g i£ll^(xp(k)-yP(k))ds 
0 k=0 kl 
From Theorem 5.2 we know the above expression in the norm is 
absolutely convergent we may interchange the order of inte­
gration and summation. Hence 
À P ( s ) d s - u P ( s ) d s j  I  =  J l  I  E  [ X P ( k ) - y P ( k ) ]  
0 ^ k=0 
cds 
0 kl 
=  ^ 1 1 - i :  ( x p { k ) - ] j p ( k ) ) p ( x  < t )  
^  k = 0  K ' C  
Here Xj^ ^ is a gamma random variable with parameters k and 
c. Now 11 Z (XP(k)-yP(k) )P(X, <t) 1 1 < Z | |  XP (k)-yP (k) 1 ] <+<». 
k=0 k=0 
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Hence the dominated convergence theorem applies, so 
lim Z P(X, _<t)(XP(k)-wP(k)) = E (XP (k)-tiP (k) ) .  
t->oo k=0 k,c- k=0 
We know that E (AP (k)-yP (k) ) 
k=l 
v + ( A - i i )  a n d  h e n c e  g  ( À P  ( k ) - y P  ( k )  )  
V' .  . ,  V = — and consider 
c 
V. Define v' = 
v+{X-vi) = v'. Define 
limI 1 A 
t->-<» 
P ( s ) d s - y  P ( s ) d s - v  
= lirai. II E P(X, <t) (AP(k)-yP(k))-v' 
t->oo c k=0 "'C 
=  ^ 1  I  E  ( X P { k ) - y P ( k ) ) - v '  
^ k=0 
= — V '  -V '  =  0 .  
Hence A P ( s ) d s - y P ( s ) d s  c o n v e r g e s  t o  v .  A l l  t h a t  r e m a i n s  
to be shown is that v(S) =0 and to give the form of v. To 
this end 
oo 00 00 
v ( S )  =  E  V .  = -• E V ! = -  E ( v .+A. - y . )  
j  = 0 j  = 0 ^ j=0 J J J 
= ^( E V . + E A. - E y . )  
^ j=0 J j=0 J j=0 ] 
— -(0+1-1) = 0. 
<N 
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V I .  S T R O N G  E R G O D I C I T Y  F O R  C O N T I N U O U S  T I M E  N O N H O M O G E N E O U S  
CHAINS USING MEAN VISIT TIMES 
From the work of Huang and Isaacson (1976), and 
Isaacson and Arnold (1978) we know that mean visit times 
play an important role in the characterization of strong 
ergodicity for discrete time nonhomogeneous and continuous 
time homogeneous Markov chains. The purpose of this 
section is to prove that for a continuous time nonhomogeneous 
Markov chain uniform strong ergodicity may be characterized 
by properties held by the mean visit times. 
For this chapter X(t) will denote a nonhomogeneous 
continuous time Markov chain on the state space 
S = {0,1,2,...}. P(s,t) will represent the matrix of 
t r a n s i t i o n  p r o b a b i l i t y  f u n c t i o n s .  T h e  e l e m e n t s  o f  P ( s , t )  
are given by 
( P ( s , t ) ) ^ j  =  p ^ j ( s , t )  =  P ( X ( t ) = j  | X ( s ) = i )  
for all i and j in S. We also assume that for all s<t, 
CO 
and every i in S, E p..(s,t)=l. 
j=0 
The transition functions satisfy the Chapman Kolmo-
gorov equations, 
CO 
P-^(s,t) =  E  p . ,  ( s , u ) p ,  .  ( u ,t) 
1] k=0 K] 
which hold for all s<u<t. This reflects the fact that a 
transition from state i, starting at time s, to state j. 
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at time t, must pass through some intermediate state k, 
at time u. 
As in the case of continuous time homogeneous Markov 
chains, we may define, for each starting time, the transi­
tion intensity. The transition intensities will have the 
same probabilistic interpretation, but will depend on the 
starting time. To this end, define 
p . . ( s , s + h ) - l  
q .  .  ( s )  =  l i m  r  
h-vO+ ^ 
as the intensity of passage out of state i at time s. 
Define 
p . . ( s , s + h )  
q .  .  ( s )  =  l i m  — 3 —  
^ h+0+ 
as the intensity of passage from state i to state j starting 
at time s. We shall assume that the family of functions 
00 
{ q . . ( s ) } ,  i s  c o n t i n u o u s .  A l s o  f o r  f i x e d  s  a n d  i  Z  q . . ( s ) = 0 ,  
j=0 
I f  f o r  f i x e d  j ,  t h e  p a s s a g e  t o  t h e  l i m i t  i n  p ^ j ( s , s + h )  
is uniform with respect to i, we obtain the well-known 
Kolmogorov differential equations. That is to say, 
^ P i . ( s , t )  =  ( 6 - 1 )  
a 
^  P j ^ j  ( s , t )  =  - ^ Z ^ q ^ ^ ( s ) " p ^ j ( s , t ) .  ( 6 . 2 )  
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We shall assume for all i and s 
0  <  b  <  I q . . ( s ) I  <  B  <  "  
— » • 'll ' — 
This assumption is required for the following reasons. 
First we may write the integrated form of (6.1) as 
>t 00 
P ^ ^ ( s , t )  =  6 .  +  (  E  P i k ( s , u ) . q ^ j ( u ) ) d u  ( 6 . 3 )  1] 1] s k=0 
(see Reuter and Ledermann (1953)). We shall then be able 
to show that the convergence of p..(s,s+h) to 6. . as h->0 1] Ij 
is uniform with respect to s. Secondly, as was shown by 
Isaacson and Arnold (1978), in the case of continuous time 
homogeneous Markov chains, if the intensities of passage 
become close to zero or grow without bound, it would be 
impossible to control the behavior of the mean visit 
times. 
For nonhomogeneous Markov chains mean visit times are 
defined in the following manner. Suppose at time s the 
chain occupies state i. Let N(i,j,s) be the random vari­
able which counts the number of steps the chain makes 
until the first visit to state j from state i. We let 
T g  v k ;  r e p r e s e n t :  t n e  r a n a o m  v a r i a o x e  w n i c n  m e a s u r e s  t n e  t i m e  
spent between the (k-l)st and kth move for the chain, 
starting at time s. Thus 
N ( i , j , s )  
y . . ( s )  =  E (  E  T L ( k ) )  
k=l ® 
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represents the mean visit time from state i to state j 
starting at time s. 
The main result of this chapter shows that X(t) is uni­
formly strongly ergodic if and only if the chain is uniformly 
ergodic and the mean visit times to some state are bounded 
over the starting states and starting times. The method of 
proof is similar to the one given by Isaacson and Arnold. We 
first discretize X(t). Then we characterize strong ergodicity 
for X(t) in terms of the discretized chains. We use the re­
sults of Huang and Isaacson (1976) to relate uniform strong 
ergodicity for the discretized chains in terms of the be­
havior of the mean visit times for the discretized chains. 
Finally, by comparing the mean visit times of the discrete 
time chains to those of the continuous time chain we are able 
to prove the desired result. 
We discretize X(t) in the following manner. Let At be 
a rational number such that 0<At<l. Let 0£s£l. Starting 
a t  t i m e  s  o b s e r v e  X ( t )  o n l y  a t  t i m e s  s + k - A t  f o r  k  =  0 , 1 , 2 . . .  .  
We then can view this procedure as looking at a discrete 
time nonhomogeneous Markov chain Z . (n). The transition 
S / lAL. 
matrices of Z (n) are given by the collection 
S / Au 
{ P ( s + k . A t ,  s + ( k + 1 ) • A t )  
The first result shows that the collection given immediately 
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above is equicontinuous in s. 
To this end consider: 
Lemma 6.1:  
l i m ]  1 ? ( s , s + h ) - I  I  1  =  0  u n i f o r m l y  i n  s .  
h-»0 
Proof : 
| P ( s , s + h ) - 1 1 1  =  s u p  E  | p .  . ( s , s + h ) - 6 . .  
i  j=0 
s u p ( S  p . . ( s , s + h ) + I p . . { s , s + h ) - 1 1 )  
i i^i 
=  s u p ( l - p u ^ ( s , s + h )  +  | p ^ j ^ ( s , s + h ) - l |  )  
=  2  s u p ( 1 1 - p ^ ^ ( s , s + h ) 1 )  
i  
F r o m  ( 6 . 3 )  t h e  i n t e g r a t e d  f o r m  o f  t h e  s o l u t i o n  t o  t h e  
Kolïïiogorov differential equations was given by 
rS+h 00  
p u ^ ( s , s + h )  =  1  +  ^  [ P 4 k ( s , u ) q ,  .  ( u ) ] d u  
s k=0 
Having |  £ B for all i and u implies that 
Z  q . . ( u )  =  - q . . ( u )  =  | q , . ( u ) |  <  B .  S i n c e  q • • ( u )  >  0  f o r  
i^j we now can see that q^j(u) £ B for i^j. Hence, for all 
i, j and u |q^j(u)| £ B. Thus 
1-Pii (s,s+h)1 < 
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s+h 00 
(  E  p . ,  ( s , u )  • B ) d u  
s k=0 
= B 
s+h 0° 
(  r  p . ,  ( s , u )  ) d u  
s k=0 
s+h 
Bdu = hB 
s 
Thus I1-p^^(s,s+h)I £ h«B for all i in S and all s>0. Thus 
I  I P ( s , s + h ) - 1 1  I  =  2 - s u p  1 1 - p . .  ( s , s + h )  I  <  2 h * B  
i  
which goes to zero as h goes to zero uniformly in s. This 
completes the proof. 
From the above lemma we have the following corollary. 
Corollary 6.1;  
For any s<t, lim||P(s,s+t)-P(s+h,s+h+t)|| = 0, uniformly 
h-^0 
in s and t. 
Proof ; 
Choose h such that h<t. Now 
I  I P ( s , s + t ) - P ( s + h , s + h + t ) 1 1  =  1 1 P ( s , s + t ) - P ( s + h , s + t )  
+  P ( s + h , s + t ) — F ( s + h , s + h + t ) 1 1  
£  I  | P ( s , s + t ) - P ( s + h , S + t ) 1 1  +  1 1 P ( s + h , S + t ) - P ( s + h , s + h + t ) j  |  
= I |P(s,s+h) •P(s+h,s+t)-P(s+h,s+t)l] + I IP(s+h,s+t) 
-  P ( s + h , s + t ) P ( s + t , s + t + h ) I  1  
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=  I  1 ( P ( s , s + h ) - I ) - P ( s + h , s + t )  I  I  +  I | P { s + h , s + t ) •  
•  { I - P ( s + t , s + t + h ) ] I  
£  1 | P ( s , s + h ) - I  I I •  I | P ( s + h , s + t )l I +1 j P ( s + h , s + t ) I I•  
•  1  | P  ( s + t ,  s + t + h ) - 1 1 1  
= I [P (s,s+h)-11 I + I IP (s+t,s+.t+h)-I I I. 
The last two terms of the above inequality converge to zero, 
uniformly in s and t, as h->-0 from Lemma 6.1. Hence we have 
l i m | | p ( s , s + t ) - p ( s + h , s + t + h ) | |  =  0  
h^O 
uniformly in s and t. 
As a consequence of the above corollary we have that 
the function p^j(s,s+t) is uniformly continuous in s, 
since 
|p^ j ( s + h , s + t + h )  -  p ^ j ( s , s + t )l £ I |P(s+h,s+t+h) 
-  P ( s , s + t )  I  I  
00 
f o r  a l l  h > 0 .  A l s o  t h e  f a m i l y  { P ( s + k t , s + k t + n t ) }  w h e n  
n,k=0 
viewed as a function of s, is equicontinuous. That is to 
say, for each e>0 and all s there exists an h such that 
for all X with s-h<x<s+h, 
sup jIP(s+kt,s+kt+nt)-P(x+kt,x+kt+nt)I I < e. 
n , k ,  t  
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We shall investigate the behavior of P { s+kt, s+kt+nt) 
as when 0<s_<l and 0<t£l, t rational. To aid in the 
investigation we need the following lemma. 
Lemma 6.2;  
00 00 
S u p p o s e  { f  , ( s ) }  i s  a n  e q u i c o n t i n u o u s  f a m i l y  
n=l,k=0 
of functions, where 0£s£l. If for each s 
lim f , (s) = g (s) 
n->oo K 
uniformly in k, then g^Xs) is continuous and the convergence 
in uniform with respect to s. 
Proof ; 
Let £>0 be given. By equicontinuity there is an 
open interval containing s such that 
f o r  a l l  y  i n  t h e  i n t e r v a l  a n d  f o r  a l l  n  a n d  k .  T h u s  
i i 9 k < y ) - 9 k ( s i i i  1  i i 9 k ( y ' - f n , k < y ' l l  
+  l l ' „ , k * y ' - ' n , k ' ^ ' l l  +  l l ' n , k ' = > - 9 k < = ' l l -
From the above the middle term on the right hand side may 
be made less than e for all n and k. The outside terms 
go to zero uniformly in k as n+m. Thus 
I  l 9 k ( s ) - g % ( y )  I  <  e  
f o r  a l l  y  i n  t h e  i n t e r v a l  c o n t a i n i n g  s .  S o  g ^ ^ s )  i s  
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continuous. 
To show that f , (s) converges to g, (s) uniformly in 
n, K K 
s we need to show that for all e>0 there exists an N=N(e) 
such that for all n^N 
f o r  a l l  s .  W e  k n o w  t h a t  f o r  0 < s < l  t h e r e  i s  a n  o p e n  i n t e r ­
val I such that 
s 
f o r  a l l  X  i n  a n d  f o r  a l l  k  a n d  n .  B y  t h e  f i r s t  p a r t  
of this lemma 
I lg].Js)-gj^(x) 1 1 < I  
since the interval [0,1] is compact, there exists a finite 
collection of such intervals, {l }, which cover 
[ 0 , 1 ] .  C h o o s e  N  s u f f i c i e n t l y  l a r g e  s o  t h a t  
f o r  e a c h  s .  a n d  n > N ,  a n d  a l l  k .  N o w  f o r  a n y  0 < y < l  t h e r e  
is an i such that y is an element of , Hence 
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+  l l ' n , k ' = i > ' 9 k < = l ' l l  +  I l 9 k ( = i ) - 9 k ' ï ' l i  
< I  + I  + I  = E,  
for n^N and all k. Thus ^(s) converges to g^(s) uni­
formly in s as well as k. This completes the proof. 
We now apply the latest corollary and lemma to the 
discretized chains. Suppose that 0<_s£l and 0<t<l, t rational, 
and there exists a row constant stochastic matrix L(s,t) such 
that 
l i m | | p ( s + k t ,  s + k t + n t )  -  L ( s , t ) | |  =  0  
n->a> 
uniformly in k and s. Thus, by definition, Z . (n) is 
S / C 
uniformly strongly ergodic. It follows from Corollary 
00 
6 . 1  t h a t  f o r  e a c h  t ,  { P  ( s + k t ,  s + k t + n t ) } ,  i s  a n  e q u i -K, n—X 
continuous family. By Lemma 6.2 L(s,t) is continuous in s 
for each t, and the convergence of P(s+kt,s+kt+nt) to 
L(s,t) as n-s-co is uniform with respect to s as well as k. 
We shall now show that L(s,t) does not depend on s or t. 
Lemma 6.3:  
I f  , ( n )  i s  u n i f o r m l y  s t r o n g l y  e r g o d i c  w i t h  l i m i t i n g  
S t L 
distribution L(s,t), where 0<s^l, 0<t<l, t rational, then 
L(s,t) is independent of t. 
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Proof: 
By assumption 
l i m ]  | P ( s + k t , s + k t + n t ) - L ( s , t ) 1  I  =  0  
n^oo 
uniformly in k. From the comments after Lemma 6.2, the 
convergence is uniform with respect to s as well as k. 
Suppose then lim P(s,s+nt) = L(s,t) uniformly in s. For 
n-Ko 
any subsequence {n^} of {n}, where as k^#, we have 
lim P{s,s+n, -t) = L(s,t). 
k^oo K 
Since t is rational we shall choose the subsequence {n^J 
in the following manner. 
nj^ = min{n; nt is an integer} 
n2 = min{n: nt is an integer, n>n^} 
= min{n: nt is an integer, n>n^_^} 
Using this subsequence we have 
l i m  P ( s , s + n ,  - t )  =  L ( s , t )  
k-Kx, 
uniformly in s. By assumption we have, when t=l, 
l i m  P ( s , s + n )  =  L ( s , l ) .  
n->oo 
Again along any subsequence {m, } of {n} 
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l i m  P ( s , s + m , )  =  L ( s , l ) .  
k^oo ^ 
Let m, = n. ' t  and hence 
k  k  
L ( s , t )  =  l i m  P ( s , s + n ,  . t )  =  l i m  P ( s , s + m , )  =  L ( s , l ) .  
k-+oo ^ k-wo K 
Thus L(s,t) = L(s,l) for all t rational, with 0<t<l. Hence 
L ( s , t )  i s  i n d e p e n d e n t  o f  t ,  h e n c e  w e  s h a l l  w r i t e  L ( s , t )  =  
L(s). This completes this lemma. 
We now show that L(s), given above, is independent-of s. 
Lemma 6.4;  
With the same assumptions given in Lemma 6.3, 
L(s,t) = L(s) = L, that is L(s) is independent of s. 
Proof : 
From Lemma 6.3 L(s,t) = L(s) for all rational t, 
0<t<l. By assumption lim P(0,nt) = L(0) for all rational 
n->-oo ^ 
t, Û<t£l- First let s be a rational number with s = 
where p and q are integers such that p£q and q^O. Again 
by assumption 
lim P(p/q, p/q + nt) = L(p/q) .  
n^oo 
Since t is rational, t = ^ and s + nt = (pq'+p'q-n) • ^  .  q  q . q  
Since 1/qq' is rational 
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lim P(0,n. -^) = L(0) . 
^->00 99 
Let = pq' + n-p'q and by the argument given in Lemma 
6 . 3  
L ( 0 )  =  l i m  ' P ( 0 , m  •  - ^ )  =  l i m  P ( 0 , s + n t ) .  
Consider 
| | P ( 0 , s + n t )  -  L ( s )  I  I  =  I | P ( 0 , s ) P ( s , s + n t ) - L ( s )  I  I  
=  1  | P  ( 0 , s )  ' P ( s , s + n t )  - P ( 0 , s ) ' L ( s )  I  1  
=  I  | P ( 0 , s )  ( P ( s , s + n t ) - L ( s )  )  I  I  
<  1  | P ( 0 , s ) 1 1  .  1 i P ( s , s + n t ) - L ( s ) I  1  
=  1  | P  ( s , s + n t ) - L ( s )  1 1 .  
Since lim P(s,s+nt) = L(s) we have that lim P(0,s+nt) = L(s). 
xi-fco 
Yet we showed that lim P(0,s+nt) = L(0), hence L(s) = L(0) 
n-»-<» 
for s rational and 0£s£l. 
Now we show, by using the continuity of L(s,t), that 
L ( s )  =  L ( 0 )  f o r  a l l  0 < s ^ l .  F o r  a n  i r r a t i o n a l  ^ m b e r  r  
with 0<r<l, let be a sequence of rationals such that 
lim s = r. Since L(s,t) = L(s) is continuous for all s, 
n->-oo 
lim L (s ) =  L ( r ) .  Y e t  L (s^) = L ( 0 )  f o r  a l l  n .  H e n c e  
n->oo 
L ( r )  =  L ( 0 )  f o r  a l l  0 < r < l ,  r  i r r a t i o n a l .  H e n c e  f o r  a l l  s ,  
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0;^s£l,L(s) = L(0). Therefore L{s) is independent of s, 
h e n c e  w e  s h a l l  w r i t e  L ( s )  =  L .  
Combining these results we have the following theorem. 
Theorem 6.1;  
I f  Z  .  ( n )  i s  u n i f o r m l y  s t r o n g l y  e r g o d i c  f o r  a l l  0 _ < s £ l  
s f u 
and 0<t£l, t rational, then the limiting distribution, 
L(s,t) , does not depend on s or t. Hence we shall write 
L ( s , t )  =  L .  
We are now ready to characterize strong ergodicity for 
X(t) in terms of strong ergodicity for the discretized 
chains. 
Theorem 6.2:  
X ( t )  i s  u n i f o r m l y  s t r o n g l y  e r g o d i c  i f  a n d  o n l y  i f  
for all 0<s<l and 0<t<l, t rational, Z .(n) is uniformly 
— — — s, t 
strongly ergodic. 
Proof ; 
Suppose X(t) is uniformly strongly ergodic. Then 
there exists a row constant stochastic matrix L such that 
limj jp(s.s+t)-Lj 1 = 0. uniformly in s. Thus given e>0 
t-yoo 
there exists a T = T(e), such that for t>T 
I | P(S,S+t) - L | I  < E, 
f o r  a l l  s .  L e t  t  b e  r a t i o n a l  a n d  0 < t < l .  L e t  n  b e  a n  
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integer such that nt>T. For any 0£S£l and any integer 
k, we have 
1 | P  ( s + k t , s + k t + n t ) - L |  j  <  e .  
Hence Z (n) is uniformly strongly ergodic. 
S / U 
Conversely, suppose for 0£s£l and 0<t<l, t rational, 
that Z (n) is uniformly ergodic. By Theorem 6.1 the 
S / u 
limiting distribution of Z (n) does not depend on s or 
s, t 
t. Hence there exists a row constant stochastic matrix L, 
such that 
l i m I [ P ( s + k t , s + k t + n t ) - L I  I  =  0  
n-)-oo 
uniformly in k. By Lemma 6.2 the convergence is uniform 
with respect to s. Hence for all e>0 there exists an 
N = N{e,t) such that for n>N 
I | P ( s + k t , s + k t + n t ) - L I  j  <  e ,  
for all s and k. Let u and v be reals such that v>N+2. 
Let m^^ = min{k; kt^u,k an integer} and m2 = max{k; m^t + 
kt£u+v}. Since 0<t£l, u+v-l<(m^+m2)t. If not, then 
u+v^(m^+m2) t + l^(mj^+m2) t+t = (m^+mg+llt. This contra­
dicts the assumption that is the maximum integer such 
that (m^+mgjt £ u+v. Hence u+v-1 < (mi+m2)t £ u+v. 
Hence there exists an r such that (m^+mgït + r = u+v. 
Suppose m2't > v, then (m^+m2)t > v+m^t ^ v+u, again a 
contradiction. Hence m2't £ v. Also mgt > v-2. Otherwise, 
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we would have v>2+m2-t = (mgt+l) + 1 >_ (in2t+l) + m^t-u ^ 
M^t + t + - u. Thus V + u > + t, a contra­
diction. Therefore 
^ m^t > v-2 ^ N+2 - 2 = N or mg > N. 
Combining these results we have that 
I | P  ( u , u + v ) - l1I =  1 | P ( u , (m^+m2)t + r ) - L | 1 
=  I | P ( u , r + m ^ t ) P ( r + m ^ t , r + ( m ^ + m 2 ) t - L | |  
=  I | P ( u , r + m ^ t ) P ( r + m ^ t , r + ( m ^ + m 2 ) t ) - P ( u , r + m ^ t ) L | |  
=  I | P ( u , r + m ^ t ) ( P ( r + m ^ t , r + ( m ^ + m 2 ) - L ) | |  
< _  I  | P ( u , r + m ^ t )  1  I  •  1  | P  ( r + m ^ t , r +  ( m ^ + m g )  t )  - L |  |  
= I |P (r+m^t,r+(mj^+m2) t)-L |  1  .  
By assumption, since mgXN, | |P(r+ra^t, r+m^t+m^tj-LlI < e. 
Hence there exists a T=N+2, such that for v>T 
1 | P (U,U+V) - L | I  <  E 
uniformly in u. Hence X{t) is uniformly strongly ergodic. 
This completes the proof. 
We now shall incorporate the notions of mean visit 
times. Let At be a fixed rational such that 0<At<l. Let 
0<s£l. Define the probability of a first visit to state j 
at time k+n given that at time k the chain occupied 
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state i as (k,k+n) = P{Zg^^^(k+n) = j, Zg^^^(k+n-l) f 
^  i l ^ s , A t ( ^ ) ^ ^ ) '  D e f i n e  ^ m U j ( k )  =  
Z  m .  f .  .  ( k , k + n i )  .  T h u s  m .  . ( k )  i s  t h e  m e a n  v i s i t  t i m e  
m=l ^ ^ 1] 
from state i to state j, starting at time k, using the 
t r a n s i t i o n s  o f  Z  f t 4 . ( n ) .  
s f ijv. 
For a discrete time nonhomogeneous Markov chain, 
uniform strong ergodicity implies having the mean 
visit times to some positive recurrent state bounded 
over the starting states and starting times (Huang and 
Isaacson, 1976). Hence if Z . (n) is uniformly strongly 
s f au 
ergodic, and there exists at least one positive recurrent 
state, 0, say, then sup ,m. ^ (k) < +«>. We now show that 
i , k  ®  
the supremum may be taken over all s. 
Theorem 6.3;  
Suppose Z .,(n) is uniformly strongly ergodic for 
s f zatz 
each s and each rational At with 0<At£l. If we fix At, 
then sup m. _ (k) < <». 
s , i , k  ®  
Proof ; 
From Theorem 6.1 
lim P(s+kAt,s+kAt+nAt) = L 
n-H» 
uniformly in k and s. Hence 
lim p..(s+kAt,s+kAt+nAt) = n.>0. 
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00 
uniformly in k and s, with E IT .  = 1 .  S i n c e  s t a t e  0  i s  
i=0 1 
positive recurrent Now there exists an integer 
N=N(ïïq) such that 
I  I P ( s + k A t , s + k A t + n A t ) - L 1  |  <  - j -
f o r  a l l  n ^ N ,  f o r  a l l  s ,  a n d  a l l  k .  H e n c e  
TT. 
Ip^q (s+kAt, s+,kAt+nAt)-ÏÏQ 1 < 
f o r  a l l  s ,  k ,  i  a n d  n ^ N .  
For any r = 0,1,2,...,N-1 we have 
f .  ^  ( k , k + 2 N + r )  <  Z  p .  «  ( s + k A t ,  s + ( k + N )  A t )  
s lu - IX. 
' s f % o ( k + N , k + 2 N + r )  
<  I  p .  n ( s + k A t , s + ( k + N ) A t )  
-
=  1  -  p ^ g ( s + k A t , s + ( k + N ) A t )  
f o r  a l l  i ,  s ,  k .  S i m i l a r l y ,  
f .  .  ( k , k + 3 N + r )  <  2  p .  n ( s + k A t , s + ( k + N ) A t )  f 2 ^ ( k + N ,  
s lU VO ^ 
k + 3 N + r ) .  
^0 From the above argument ^f (m,m+2N+r) < (1 - -j-) for all 
i, s, m and r = 0,1,2,...,N-1. For m = k+N we have 
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<  1  -  - y  f o r  a l l  £ . ,  s ,  a n d  r  =  0 , 1 , 2 , . . . ,  
N-1. Hence 
^0 f . (k,k+3N+r) < (1 - -IT-) E p. » (s+kAt, s+(k+N) At) 
s lU ^ 
< 
Continuing in this manner 
TT 
g f . g t k f k + n . N + r )  <  ( 1  -
f o r  a l l  i ,  s, k, n=2,3,4,..., and r=0,l,2,...,N-1. 
Computing gnu^tk) we see that 
00 
^in. o ( k )  =  Î  n . g £ . u (k,k+n) 
n—1 
2N-1 3N-1 
=  Z  n *  f . f . ( k , k + n )  +  E  n -  f .  ( k , k + n )  
n=l ® n=2N ® 
4N-1 
+  E  n .  f . „ ( k , k + n )  +  . . .  i  
n=3N ® 
2N-1 TT 3N-1 Tr„a4N-l 
^ E n + (1 —y) E n + (1 - -^) E n +.. .  
n=l n=2N n=3N 
< 2N^ + (1 - -^)3N^ + (1 - -y)^ • 4N^ + . .. 
=  •  E  n - ( 1  -  <  m .  
n=2 
Note that the bound on gmu^tk) is independent of s, i, and 
k. Therefore sup m. (k) < «>. Hence we are done. 
i , s , k  ®  
We are now ready to prove the main theorem of this 
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section, by comparing the mean visit times for X(t) to 
those of Z (n). 
s t "c 
Theorem 6.4;  
X ( t )  i s  u n i f o r m l y  s t r o n g l y  e r g o d i c  i f  a n d  o n l y  i f  X ( t )  
is uniformly ergodic and sup u.«(u) < 0°. 
i , u  ^  
Proof ; 
Assume X(t) is uniformly strongly ergodic. By 
Theorem 6.2 for all 0<s<l and 0<t<l, t rational, Z ,(n) is 
— — — s, t 
uniformly strongly ergodic. Fix At rational with 0<At£l. 
By Theorem 6.3 sup m..(k) < +«>. Let u be any starting 
i , s , k  ®  1 0  
time for X(t). We may write u = kAt+r, where 0£r£l and 
k is an integer. Since X(t) may visit state zero at a time 
other than times of the form r+kAt+nAt we have 
U j _ Q ( u )  =  i J ^ Q ( r + k A t )  <  ^ m u g f k )  < _  s u p  ^ m u ^ f k )  <  » .  
1, r ,k 
Thus 
sup u.n(u) < °°. 
i , u  
Conversely assume that sup y.„(u) < <». Pick s and At 
i , u  ^  
such that 0<s<l, 0<At<l, and At is rational. Let Z (n) 
— — — s, At 
be the discrete time nonhomogeneous chain as given earlier. 
From Theorem 6,2 we know that X(t) is uniformly strongly 
ergodic if and only if is uniformly strongly 
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ergodic for all s and At. We shall show that for each At, 
sup m. n(k) < +«>. Since we assumed that X(t) is uniformly 
i,s,k ^ 
ergodic, Z_ . (n) will be uniformly strongly ergodic for each 
s / a"c 
s and At. (See Huang and Isaacson (1976)). 
Since X(t) may visit zero several times before Z (n) 
s f at 
visits zero further notation is needed. Let u be any 
starting time for X(t), and again u = r+h-At, where h is 
an integer and r£At_<l. Define 
W, (0) = the waiting time from when X(t) leaves 
z e r o  f o r  t h e  k t h  t i m e ,  u n t i l  X ( t )  
returns to zero, starting at time u. 
W ( i )  =  t h e  w a i t i n g  t i m e  u n t i l  t h e  f i r s t  v i s i t  t o  
^ zero from state i by X(t), starting at time u. 
D, (0) = the time that X(t) spends in state zero during 
^ the kth visit, starting at time u. 
W * ( i )  =  t h e  w a i t i n g  t i m e  t o  v i s i t  s t a t e  z e r o  f r o m  
^ state i at time u = r+hAt, using the 
transitions of Z . (n) jT / A "C 
Even though the ^0^(0)'s are not identically distributed, 
w e  s t i l l  h a v e  t h a t  f o r  e a c h  A t ,  P ( , D ,  ( 0 )  <  A t )  <  g  =  B ( A t )  < 1  UK — 
f o r  a l l  k  a n d  u .  T h i s  i s  p o s s i b l e  s i n c e  t h e  b e h a v i o r  o f  
the distribution of the time to leave state zero is governed 
by the behavior of 
t+At 
exp[ qQQ(s)ds], 
t 
which is contained in the interval (e £ x £ e ^^^) Ç 
(0<x<l), for all t. 
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Let M be a random variable such that M = m if the 
u u 
mth visit to zero by X(t) is the first visit to zero by 
.,(n), starting at time u = r+hA^. Hence, we may write S f ÛU 
M -1 
u 
W * ( i )  <  W ( i )  +  E  (  W .  ( 0 ) +  D .  ( 0 ) )  +  A t ,  
U  u  j _ Q  U  J  U  ]  
where = ^Dq ( O )  =  0 .  T h u s  
00 
m .  ( h )  =  E (  W * ( i ) )  =  E  P (  W * ( i ) > k )  
r lu u k=0 ^ 
00 M -1 
<  Z  P (  W ( i )  +  ?  (  W .  ( 0 ) +  D .  ( 0 ) ) > k )  +  A t  
k = 0  ^  i = 0  *  ]  ^  ]  
00 00 m-1 
=  Z  Z  P ( , W  
k=0 m: 
  ( ,  W  , . .  +  Z  (  W .  ( 0 ) +  D  .  ( 0 )  )  > k ,  M  = m ) + A t  
= 1  "  j = o  ^  J  ^  ^  
If M^=m where u = r+hAt, then the time spent in state zero 
before leaving during the jth visit must be less than At 
for j = 0,1,2,...m-1. Thus 
m-1 
: r  j= [M =m] c ("n ( D. (0)<At)) u - u ] 
Hence 
00 CO m-1 
E ( w * ( i ) )  1  z Z P (  W { i )  +  Z ( w ( 0 ) +  D  ( 0 ) )  > k ,  
^ k=0 m=l ^ i=0 u u 3 
m-1 
i n  ( ,  D .  ( 0 ) < A t ) )  +  A t  j=i ^ :  
00 CO m-1 
<  Z  Z  P ( , W ( i )  +  Z  , W .  ( 0 )  +  m A t  >  k ,  
k=0 m=l ^ 3=0^ ] 
m-1 
n  ( ,  D .  ( 0 ) < A t ) +  A t  
j=l " J 
95 
From the Markov property the ^Wj(O)'s and (i) are sto­
c h a s t i c a l l y  i n d e p e n d e n t  o f  t h e  ^ D j ( 0 ) ' s .  A l s o  t h e  ^ D j ( 0 ) ' s  
are independent random variables for j = 1,2,... . Thus 
00 00 rn-1 
E ( ,  W * ( i ) )  <  E  E  P ( ,  W ( i )  +  E  W .  ( 0 )  
" k=0 m=l " j=0" ] 
m-1 
+ mAt>k) • P(Ps ( D.(0)<At)) + At 
]=1 ^ 
00 00 m-1 
=  E  E  P (  W ( i )  +  E  W . ( 0 )  +  m A t > k )  
k = 0  m = l  ^  i = 0  ^  ]  
m-1 
• n P (  D .  ( 0 ) < A t )  +  A t  
j=l ^ ^ 
00 oo m-1 ^ 
<  E  E  P (  W ( i )  +  E  W . ( 0 ) + m A t > k ) - B ^ ~  +  A t  
m=l k=0 ^ j=0 ^ ^ 
<» m-1 , 
=  E  ( E (  W ( i )  +  E  ,  W .  ( 0 )  ) + m A t ) - 3  +  A t  
m=l ^ i=0* ] 
< E (sup y.»(u)+(m-l)sup y-nfu) + mAt)•+ At 
"" m=l 1 u 
00 -1 
£  E  m »  ( s u p  ( u ) + A t) • + At <oo 
m = l  i , u  
f o r  e a c h  A t .  
m .  „ ( h )  <  E  m - ( s u p ( u .  ( u )  ) + A t ) A t  
^  m = l  i , u  
f o r  a l l  r ,  h  a n d  i ,  s i n c e  6 < 1 .  T h u s  
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sup m . „(h) < +00 
r , i , h  ^  
f o r  e a c h  A t .  H e n c e  f o r  e a c h  r  a n d  A t  Z  .  ( n )  i s  u n i f o r m l y  IT f Zau 
strongly ergodic. Thus X(t) is uniformly strongly ergodic, 
by Theorem 6.2. This completes the proof. 
97 
V I I .  S T R O N G  E R G O D I C I T Y  F O R  C O N T I N U O U S  T I M E  
NONHOMOGENEOUS CHAINS USING A RELATED 
DISCRETE TIME CHAIN 
From the work done in Chapter VI, the characterization 
of strong ergodicity for continuous time nonhomogeneous 
chains is much more tedious, analytically, than charac­
terizations for continuous time homogeneous chains. Yet, by 
imposing regularity conditions on the intensity of passage 
matrix, we can reduce the mathematics considerably, to obtain 
strong ergodicity for continuous time nonhomogeneous Markov 
chains. 
For this chapter let X(t) be a continuous time non-
homogeneous Markov chain defined on the state space S = 
{0,1,2,...}. Let P(s,t) be the matrix of transition 
probability functions. Let Q{s) be the transition intensity 
matrix, where 
Q ( s )  =  l i m  P ' S ' S f W - I  .  
h^O " 
Suppose that Q(s) has the special form 
Q ( s )  =  Q . h ( 3 ) .  
where Q is a matrix such that Z q.. = -q.• for all i. Also 
i ^ j  i j  1 1  
- q . . > 0  f o r  a l l  i  a n d  q . . > 0  f o r  a l l  i ^ j .  T h a t  i s ,  Q  i s  
11— 1 J — 
an intensity matrix. The function h(s) is such that 
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a )  h  ( s )  i s  n o n n e g a t i v e ,  a n d  h ( t ) - > l  a s  t - x » .  
rt 
b )  H ( t )  =  h ( s ) d s  i s  s t r i c t l y  i n c r e a s i n g .  
0 
c) H(t)->-<» as t-><». 
Johansen and Ramsey (1978) discussed the use of having 
Q(s) = Q.h(s) in the study of embedding problems. One other 
reason to use the special form of the intensity matrix 
c a n  b e  e x p l a i n e d  b y  t h e  c h o i c e  o f  h ( s ) .  T h a t  i s ,  b y  
having lim h(s) = 1 then lim Q(s) = Q. Hence for large 
S4-C0 g-i-oo 
values of s, the intensity of movement is governed by an 
"almost" homogeneous Markov chain. 
We know that the transition probabilities satisfy the 
following 
3 p . . ( s , t )  
9t = J 
9 
and 
- 3? PijO't) = (7.2) 
f o r  a l l  i ,  j ,  s  a n d  t .  W e  n o w  d e m o n s t r a t e  t h a t  t h e r e  e x i s t s  
a closed form solution to these equations, when we assume 
Q ( s )  =  Q . h ( s ) .  
Theorem 7.1;  
The Kolmogorov differential equations, given above, 
have as a solution 
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CO 
F ( s , t )  =  I  +  Z  ( H ( t ) - H ( s )  
n=l 
when the intensity matrix Q{s) = Q.h(s) and sup|q^^| =q<«'. 
i  
Proof ; 
All that needs to be shown is that the pattials of 
each element of F(s,t) satisfy (7.1) and (7.2). So, consider 
for i^i 
Where q^j(n) is the (ij)th element of the matrix Q^. To 
differentiate the series termwise, it is sufficient to 
show that the series of partial derivatives converges 
absolutely. To this end 
n—J. 
_  "  | n ( H ( t ) - H ( s ) ) " " l  • h ( t )  •  
- in 
Since sup|q^^| = q < +<», 
i  
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I  l o l l  =  s u p  z | q . . |  =  s u p (  E  | q ,  . |  +  - q ^ i )  
i  j i j^i 
= sup( E q,. + -q..) 
i 
=  s u p ( - q . .  +  - q . . )  
=  2  s u p j q . . I  =  2 q .  
i  
Also 
M Q ^ I I  1  | | 0 | | ^  f o r  a l l  n .  T h u s  
I S i i ( n ) I  <  I  I q ^ .  ( n ) I  <  1 | 0 * | |  1  | | û |  ^  =  (2q)". 
J j=0 
R e p l a c i n g  | q ^ j ( n ) |  b y  i t s  b o u n d  i n  t h e  s e r i e s  o f  p a r t i a l  
derivatives, we have 
- H ( s ) )  
( n - D !  i ^ i j  n=l 
< h(tj E i£lti^H^|ii!Li(2q)n 
n=l 1' '  
=  h ( t ) . 2 q . e ( H ( t ) - H ( s ) ) 2 q  
Thus the series of partial derivatives is absolutely 
convergent. Hence 
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Now 
q .  . ( n )  =  Z  q . ,  ( n - 1 )  . q ,  s o  
ID k=0 
9  f  _  % r( H ( t ) - H ( s ) ) * " l  
Consider 
n=l k=0 in 
= ;  <Hitms))rih( t ) . q ( 2 q ) " - l  <  
n=l " 
Hence we may interchange the order of summation by Fubini's 
Theorem. So 
=  z  q k j h t t ) '  Z  ( H ( t ) ^ - H ( s ) ) "  q . ^ t n )  
k=0 n=0 
CO 
= E q ,  . h ( t )  . f ( s , t )  
k=0 ^ 
CO 
=  (  E  f ( S , t ) q ,  . ) h ( t )  
k=0 
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Thus f..(s,t) satisfies the forward equation. In a simi-
a lar manner we show that - - r —  f..(s,t)= Eh(s) .q., f, . (s,t) .  
ds 1] ]^=o K] 
Hence F(s,t) solves the Kolmogorov differential equations. 
This completes the proof. 
Even though F(s,t) is a solution to the equations, 
there is no immediate guarantee that F(s,t) = P(s,t). 
Reuter and Ledermann (1953) demonstrated that a sufficient 
condition for the solution to be unique is to have for 
every s£t and for some i 
00 
^  f : u ( s , t )  =  1 ,  
j=0 
00 
that is for some row of F(s,t) (f..(s,t)) forms a 
j=0 
probability distribution on S. In our case for any s£t 
and any i 
E  f . . ( s , t )  =  E  ( 6 .  .  +  E  ( H ( t ) - H ( s ) ) *  
j=0 j=0 n=l 
= 1+ ;  ; 
j=0 n=l 
By an argument similar to the one given in Theorem 7.1 
we may interchange the order of summation. Thus 
V  f  ( s , t )  -  1  +  S  S  ( H ( t ) - H ( s ) ) *  q (a) 
j=0 n=l j=0 
103 
The intensity matrix Q has rows sums equal to zero. We 
can show that the sum of the elements of any row of Q^, 
00 
m^l, equals zero by induction. If E q..(n) = 0 for all 
j=0 
i then consider the sum of the elements of the ith row of 
that is consider 
CO 00 
E q. . (n+1) =11. q,,q. . (n) 
j=0 ^ j=0 k=0 ^ 
2 '  Z % A i n )  
k=0 ^ j=0 ^ 
- Ï - 0. 
k=o 
Hence the row sums of equal zero. Thus the sum of any 
row of F(s,t) is 1, since 
n <» 
] = 
Z  f ^ . ( s , t ) = l +  Z  ( H ( t ) - H ( s ) )  ^  
j=0 ^  n=l  •  1 0 ^ 
=  1  +  E  ( H ( t ) - H ( s )  )  , 0  =  1 .  
n=0 
Therefore the solution to the Kolmogorov differential 
e q u a t i o n s  i s  u n i q u e .  T h u s  F ( s , t )  =  P ( s , t ) ,  o r  
P ( s , t )  =  I  +  I  ( H ( t ) - H ( s )  
n=l 
Hence given Q(s) = Q.h{s) we can determine P(s,t). 
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Example 7.1: 
Let Q(s) = C] _2) (§$§) = Q'h(s). Clearly 
H ( t )  =  h ( s ) d s  =  t  +  l n ( t + l )  a n d  
= 
I  3 ^ - 1  ( _ i ) n  
2 - 3 ^ " ^ ( - 1 ) ^ ^ ^  2 - 3 ^ " ^ ( - l ) ^  
L. 
Hence 
~  3 ^  l ( - l ) " ( t - s + l n  
P ( s , t )  =  I  +  Z  (  5  b  
n=l ^ ^ *' 
1 _i 1 = (-3(t-s+ln(%)" 
P ( s ,t) = I + (_1 S 
z z j n. 
P ( s , t )  =  I  +  ( _ 2  ~ l ) j  '  [ e  3 ( t - s ) ( S + l j 3 _ i ]  
P ( s , t )  =  
2  ,  1  _ - 3 ( t - s )  , s + l , 3  1  1  - 3 ( t - s ) , s + l \ 3  
3 + 3 (%TT) T-Ô- E (ZTT) 
' t+1 3 3 't+l' 
2  2  - 3 ( t - s )  , s + l , 3  1 ^ 2  „ - 3 ( t - s )  - s + 1 , 3  
3 " 3 ® (t+l^ 3 + 3 G (t+l) 
Following the methods used in Chapter III, let c be 
any real number such that c>q = supjq..And again, de-
i 
f 1 no 
P = I 4-
C 
By taking powers of P we generate a discrete time Markov 
chain, X(k). Thus, Q = c(P-I) and hence 
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P ( s ,t) =  I  +  ;  ( H ( t ) - H ( s ) ) " c " ( P - I ) "  .  
k=l 
From an argument similar to the one given in Chapter III. 
P ( s , t )  .  e - c ( H ( t ) - H ( s ) ) . ( ;  +  ;  c ° ( H ( t ) - H ( s ) ) "  g n ,  
n=l "• 
By exploiting the functional relationship between 
P{s,t) and P we find desirable properties of X(t) through 
X{n). It should be noted that Yong (1976) proved the same 
results in the homogeneous setting. 
Theorem 7.2;  
X ( t )  i s  i r r e d u c i b l e  i f  a n d  o n l y  i f  X ( n )  i s  i r r e d u c i b l e .  
Proof ; 
I f  X ( n )  i s  i r r e d u c i b l e  t h e n  f o r  a n y  s t a t e s  i  a n d  j  
there exists an integer n such that p^j(n) > 0. Now for 
any s£t 
P j ^ j ( s , t )  =  ( 6 ^ .  +  Z  ^  ( H ( t ^ - H ( s )  )  -  )  
ij iJ m=l 
- c ( H ( t ) - H ( s ) )  
/ V V / • \ / \ \ XX ê \ 
. c  . p - . m ;  e ( H ( t ) - H ( s ) )  ^  ,  
nl ® u. 
Thus X(t) is irreducible. 
I f  X ( t )  i s  i r r e d u c i b l e  t h e n  f o r  a n y  s t a t e s  i  a n d  j  
with i^i there exists an s and t with s<t such that 
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p . . ( s , t )  >  0 .  H e n c e  0  <  S  ^ -p.  ^  (m) .  So 
iJ m=l 
there exists an n such that p^j(m) > 0. Thus X(n) is 
irreducible, and we are done. 
Before we come to the question of ergodic behavior, 
we need the following lemma. 
Lemma 7.1;  
For each s and each n, 
^ - ° ( H ( ' ^ ' - ' " s ' ) ( H ( t ) - H ( s ) ) "  ,  o i l ,  t-. 
n I 
Proof : 
Use L'Hospital's rule and the fact that H(t)->«>. 
Suppose that X(k) is ergodic. That is lim p..(n) = 
n^co 
00 
independent of i for all j, with tt.^O and E ïï. = 1. 
3 j=0 ] 
Following Yong (1976), 
^ - c ( H ( t ) - H ( s ) )  ;  ( H ( t ) - H ( s ) ) "  e ° ( p .  . ( n ) - , . . )  
n=0 ] 
n=0 
-  T  I  ( H ( t ) - H ( s ) ) ' '  n  
j „=0 '  
,  g - c ( H ( t ) - H ( s ) ) .  ;  ( H i t l - t U s ) ) "  çn-
n=0 ] 
P^j(S,t) - ïïj. 
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Since X(n) is ergodic, for each i and for all e>0 
there exists an N = N{e,i) such that for any n>N 
| P i j  ( n ) - T r j  I  <  | .  
Thus 
n=0 J 
n-0 "I ' 1] ] 
.  £  "  ( H ( t ) - H ( s ) ) *  _ n i  
' 2 Si— = ' 
- ( H ( t ) - H ( s ) ) c  "  ( H ( t ) - H ( s ) ) "  . n  ,  ,  e  
"  j o  ^  =  - 2  +  2  •  
By Lemma 7.1 for n = 0,1,2,...N we may choose t so 
large so that e-(H(t)-H(s))c (K(t)-H(s)) ^ E 
n! " (N+l)4 
S o  f o r  t h i s  c h o i c e  o f  t  w e  h a v e  
lPij(s,t)-7i.l < + f = e. 
Thus 
lim p. • (s, t) = IT.. 
t^oo J 
Hence we have the following result. 
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Theorem 7.3;  
I f  X ( k )  i s  e r g o d i c  t h e n  X ( t )  i s  e r g o d i c .  
Note that we do not have uniform ergodicity. For 
- ( H ( t ) - H ( s ) )  n  
^^— c does converge to zero, but not 
independently of s. 
Theorem 7.4;  
I f  X ( k )  i s  s t r o n g l y  e r g o d i c  t h e n  X ( t )  i s  s t r o n g l y  
ergodic. 
Proof ; 
Mimic the proof of Theorem 7.3 by replacing p^j(n) 
by P, puj(s,t) by P(s,t), ÏÏ^ by the row constant sto­
chastic matrix L, and absolute values by the matrix 
norm. 
Again we will not have X(t) uniformly strongly 
ergodic. 
When a discrete or continuous time homogeneous Markov 
chain is ergodic, the long run distribution, L, satisfies 
L P ( t )  =  L  
for all t. When we have a nonhomogeneous chain that is 
strongly ergodic we know that 
l i m | | P ( s , t ) - L | I  =  0  
t-»-oo 
for each s. And hence 
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l i m | | L ' P ( s , t ) - L | 1  =  0 .  
Yet LP(s,t) need not equal L. For the nonhomogeneous 
chains we are investigating in this section we do have 
that 
L P ( s , t )  =  L .  
Lemma 7.2;  
I f  X ( k )  i s  e r g o d i c ,  w i t h  s t a t i o n a r y  m a t r i x  L ,  t h e n  
L P ( s , t )  =  L  f o r  a l l  s < t .  
Proof : 
=  ( L  +  E  c i ( H ( t ) - H ( s ) ) i  Lr( i ) ) c - c ( H ( t ) - H ( s ) )  
j=l =>• )e 
CO 
c-* (H (t) -K (s) ) ^ (L + S 
j=l jl 
j ^ j ^ - c ( K ( t ) - H ( s )  )  
,  c ( H ( t ) - H ( s ) )  ^ - c ( H ( t ) - H ( s ) )  ii ° e ° e 
= L. 
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