This paper investigates spectral approaches to the problem of point pattern matching. We make two contributions. First, we consider rigid point-set alignment. Here we show how kernel principal components analysis (kernel PCA) can be effectively used for solving the rigid point correspondence matching problem when the point-sets are subject to outliers and random position jitter. Specifically, we show how the point-proximity matrix can be kernelised, and spectral correspondence matching transformed into one of kernel PCA. Second, we turn our attention to the matching of articulated point-sets. Here we show label consistency constraints can be incorporated into definition of the point proximity matrix. The new methods are compared to those of Shapiro and Brady and Scott and Longuet-Higgins, together with multidimensional scaling. We provide experiments on both synthetic data and real world data.
Introduction
The problem of point pattern matching is to find oneto-one correspondences between two given data-sets and serves as an important part in many computer vision tasks. Graph spectral methods [1] have been used extensively for locating correspondences between feature point-sets, e.g. Refs. [2, 3, 23, 25, 27] . In Ref. [2] , Scott and Longuet-Higgins first use a Gaussian weighting function to build an interimage proximity matrix between feature points in different images being matched and then perform singular value decomposition on the resulting matrix in order to locate correspondences from the singular values and vectors of the proximity matrix. This method fails when rotation or scaling between the images is too large. To overcome this problem, Pilu [4] incorporates a feature similarity measure into the algorithm. This is implemented by including a neighbourhood correlation measure into the proximity matrix (the "correlation-weighted matrix"). The correspondences are then located using singular value decomposition operations. Shapiro and Brady [3] also improve the Scott and Longuet-Higgins method by constructing intra-image proximity matrices for the individual point-sets being matched with an aim to capturing relational image structure. In the latter approach, the eigenvectors of the individual proximity matrices are used as the columns of a modal matrix. Correspondences are located by comparing the rows of the modal matrices for the point-sets under match. This method can be viewed as projecting or embedding the individual pointsets into an eigenspace, and seeking matches by looking for closest embedded point correspondences. Carcassoni and Hancock have attempted to improve the robustness of the Shapiro and Brady method to point-jitter by using robust error kernels instead of the Gaussian [5] . They have also overcome problems due to differences in the structure of the point-sets by using spectral clusters [6] . Multidimensional scaling has also been used to solve this problem by performing Procrustes alignment in the eigenspace [7] . However, these two latter approaches involve iterative computation which may be more time-consuming. This observation leads us to seek point matching algorithms that are both robust to noise and structural error, and that are computationally more efficient.
The location of correspondences between feature points belonging to non-rigid objects is not only a more challenging but also a potentially more important task. Many existing approaches rely on such correspondence information. For example, the point distribution model (PDM) of Cootes and Taylor [8] requires reliable one-to-one feature point correspondences over a sequence of examples for the purposes of learning the modes of shape variation. The factorisation method of Tomasi and Kanade [9] also requires accurate correspondence information to separate motion and shape. Without an accurate means of locating the feature correspondences, the recovered model will be inaccurate. For instance, in point distribution models then the covariance matrix will represent the distribution of correspondence errors rather than the modes of shape variation. In the case of factorisation [9] , then there will be errors in both the estimated motion and the recovered shape. In the literature, many attempts have been described to recover accurate correspondences for non-rigid motion. For example, in Ref. [10] the softassign method is used to compute correspondences in a manner that is robust to outliers.
Of course there is a wealth of information that can be exploited to improve and refine the point-correspondence process. If absolute position is used, then the detailed transformation between point-sets must be recovered. This is of course straightforward if the point-sets are known to undergo a rigid transformation, for example affine or perspective, or if there is a well-defined non-rigid transformation that can be applied, for example a spline-warp or a diffeomorphism. One way of avoiding the need to know the transformation geometry is to characterise the point-sets using information concerning their relational arrangement. Examples include proximity graphs [11] and proximity matrices [3, 2] for rigid feature points. Since in non-rigid motion, structural deformation is one of the motion properties, additional information must be provided if the graph spectral approach is to be used. An interesting source of information that can be used, but has received relatively little attention, is that provided by label consistency constraints. In many types of image, the points can be assigned semantic labels to distinguish their identity. An example would be to assign labels to distinguish the limb types of articulated objects. Using this information the consistency of pairwise relations can be tested against a scene constraint model. Hence, correspondences which are inconsistent with the model can be rejected.
In this paper, we aim to develop a point pattern matching method which allows label consistency constraints to be incorporated into the point correspondence process. Our idea is to use a weighted adjacency matrix to represent each data-set. Here the weight reflects the label consistency information in addition to the common pairwise proximity relationship. We use the label consistency weights to improve the matching process. The idea is that by guiding the correspondences of the feature points using label consistency constraints that apply to the rigid components, more effective matching results can be obtained. To do this we draw on ideas from probabilistic relaxation labelling [12, 13, 14] . We characterise each point by augmenting the positional information with a vector of label probabilities. In addition, the arrangement of the points is represented using a Gaussian point proximity matrix. Our first contribution is to show how the point-proximity matrix can be incorporated into the definition of the support function for relaxation labelling. In this way when the label probabilities are updated, then the strength of the proximity relations is brought to bear on the computation of label support. Our second contribution is to show how the label probabilities can be used to refine the point correspondence process. Here we use a kernelised version of the Shapiro and Brady algorithm [3] . We use the label probabilities to refine the kernel matrix used to locate point correspondences. The matching process is realised in an iterative fashion where there are interleaved steps for label probability update and for point correspondence matching.
The idea underpinning these spectral methods is to embed point-sets into a common eigenspace, and to find correspondences by performing alignment in this space. The key in this idea is that of finding the appropriate function which captures the essential properties of the given data-set which should also be robust under uncertainties such as outliers, random position jitter, occlusions, etc., and identifying the common eigenspace. Also the captured properties should be common in both data-sets. The problem of how to select the best kernel function is a topic that has recently attracted considerable interest in kernel learning theory. The development of kernel PCA [15] provides us with a theoretically sound way of improving the existing spectral point pattern matching algorithms since it shares many features in common with spectral graph theory.
Our aim in this paper is to investigate the performance of kernel PCA for solving the point correspondence problem. We first provide a robust one-to-one point pattern matching algorithm when there is only one label in each image. That is, the points are undergoing rigid motion. We show that without the need for iteration, the algorithm performs efficiently and effectively for locating correspondences. We extend the method to feature points from objects that undergo articulated motion. Label consistency information for the feature points is incorporated into the procedure. We focus in detail on Gaussian and polynomial kernels since these are invariant to similarity transformations. We also compare their performance with a number of previous approaches to point pattern matching. A common weakness with existing spectral correspondence methods is that they are particularly sensitive to structural variations in the pointsets under study. We demonstrate that with an appropriate choice of kernel function, the method delivers encourag-ing performance. The results are less sensitive to the problems that limit the performance of previous graph spectral methods.
Spectral point pattern matching
The problem of point pattern matching can be described as given two feature point-sets y and x extracted from two different images, establish one-to-one point correspondences between the two data-sets. Ideally, outliers can be removed from the data-sets during matching. In this paper, the objects in which we are interested undergo articulated motion between image frames. That is, the objects under investigation are composed of rigid components. Each rigid component has its own rigid motion, but the overall motion is non-rigid. The feature points in each data-set in our work are given in the form of y = {y 1 , . . . , y n } and x = {x 1 , . . . , x m } for the model point-set and data point-set, respectively. Each point x i , i = 1, . . . , m is represented by their image coordinates; that is, x i = (x i1 , x i2 ). The y i 's are also represented by their respective image co-ordinates. Furthermore, they also include each point label information which specifies to which rigid component a feature point is likely to belong. Thusỹ j = (y j , p j ) where p j is the label probability vector for point y j , and y i = (y j 1 , y j 2 ). Assume there are L labels in each feature point-set, which represent the L rigid components possibly existing in each image frame, and that an image point x i can be assigned a label i ∈ , where = { 1 , . . . , L }. Denote by P ( i = ) the probability that node x i is labelled as with ∈ . Then the vector
T represents the probability of assigning each of the possible labels to the point, with 0 P ( i = ) 1, and L =1 P ( i = ) = 1. The label probability matrix P has the probability vectors as columns, i.e., P = (p 1 
T , where N is the size of the corresponding data-set. It represents the label probability distribution over the entire point-set. Our ultimate aim is to locate correspondences between the two point-sets on the basis of the above-mentioned information and spectral graph theory.
Graph spectral methods for point pattern matching solve the point correspondence problem by first building a graph representation for each data-set. Each graph node corresponds to an image feature point. Each edge between nodes corresponds to a spatial relationship between the two feature points. After graph construction, we represent each point-set by a matrix and find feature correspondences using matrix eigendecompositions. These methods aim to embed the dissimilarity (or similarity) properties of the original data into a common space in which correspondence matching can be performed. As mentioned in the previous section, for the case of matching feature points undergoing rigid motion, the two essential ingredients are the dissimilarity function and the embedding procedure. Usually the dissimilarity properties are regarded as weights of the edges, and are expressed in the form of a proximity matrix W . The elements w ij of the matrix W represent the dissimilarity relationship between feature points x i and x j . One example is to follow Refs. [3, 2] , and to use the Gaussian function:
where d ij is the Euclidean distance between the two feature points x i and x j , and is a constant parameter. Another choice is to make a binary assignment of weights using the adjacency matrix. Accordingly W ij = 1 if (i, j ) ∈ E, i.e. the two points are connected by an edge in the graph, and W ij = 0 otherwise. In this paper we are interested in the weighted adjacency matrix. We propose to use the label information of each feature point to define the neighbourhoodship of it with other points when building this matrix representation.
Our aim in constructing the matrix representations for the point-sets is to provide a basis for the correspondence process. As we are dealing with objects subject to transformations such as translation, rotation, scaling and reflection, it is desirable for the dissimilarity function to be invariant under these transformations. It is known from geometry that the Euclidean distance is invariant to the similarity transformation. Hence, the dissimilarity functions underpinning many existing methods are related to the Euclidean distance between feature points (see, for example, Refs. [3, 2] ). Another example of the invariance of the similarity transformation is the directional properties of the feature points. This property can also be considered as a good candidate for constructing a suitable similarity function for spectral point pattern matching.
When viewed from the perspective of kernel principal components analysis (kernel PCA [15] ), applying a dissimilarity or similarity function to the original data set is equivalent to the process of using a kernel function to map the data into a higher, possibly infinite, dimensional space. Moreover, this mapping interpolates the data in the new space according to their transformation invariant properties. From this perspective, kernel PCA appears to provide us with a sound theoretical basis for spectral pattern matching. In the next section we review the kernel PCA method.
The kernel method
Kernel PCA [15] can be regarded as a generalization of PCA from a linear to a non-linear transformation space. In the literature, it has been shown to provide a better way of recovering the underlying principal components of the given data, e.g., the de-noising application in Ref. [16] .
Conventional principal components analysis (PCA) provides an orthogonal transformation of the data from a high dimensional space to a low dimensional one which maximally preserves the variance of the original data. This is done by computing the eigenvalues and eigenvectors of the covariance matrix
, and then using the first k normalized eigenvectors (where k m and the eigenvalues are sorted in descending magnitude order) of the covariance matrix as the principal projection axes for the training data. Since the method minimizes the residual covariance of the data points projected into the common eigen-subspace, it thus gives an optimum representation of the original data in the chosen projection space.
The main difference between kernel PCA and conventional PCA is that kernel PCA first uses a function T: x → (x) to map the data from the low dimensional space into a new feature space F of higher, possibly infinite, dimension. Conventional PCA is then performed on the transformed data matrix to obtain the data projection. This gives kernel PCA the property of extracting non-linear features from the data-set and makes it a powerful tool in many pattern analysis applications.
However, an explicit mapping T does not always exist. In practice, the mapping is performed implicitly by choosing a suitable kernel function K(x i , x j ) for the data points x i and x j . However, there is a problem when choosing the function K(x i , x j ), since not every function is guaranteed to give a valid feature space. One way of searching for a valid kernel function is to draw on Mercer's theorem [17] which states that any continuous symmetric function K(x i , x j ) that satisfies the positive semidefinite condition
0 is ensured to be a kernel for some valid feature space. This provides a flexible way of choosing the kernel mapping functions. In this paper, we use the Gaussian and the polynomial kernels in our experiments on point-set matching process because of their transformational invariance.
To extract the principal components of the mapped data, first a covariance matrix needs to be constructed for the data in the feature space F. Suppose that the data {x 1 , . . . , x m } in space F are centred; then the covariance matrix of the mapped data in this space is
Since the explicit mapping T is possibly unknown, computing the covariance matrix directly is not feasible. Schölkopf et al. showed in Ref. [15] that by solving the eigen-equation m a = K in which the eigenvalues are m , the p th feature vector, corresponding to the projection of the p th feature point on the eigenspace, takes the form
which can be further simplified to [18] 
To generalize the method to non-centred data, the kernel
In the case when more than one rigid component is present in the data point-set, the data need to be centred onto their respective subpart centre of movement. Thus, the mean value of each data group in the feature space F needs to be computed and subtracted from (x i ) in the covariance matrix above. We make this separation using the label probabilities. For the group with label , the mean position (i.e. subgroup centre) is given by
; then the covariance matrix of centred data is given bỹ
Based on their transformational invariances, two kernel functions, the Gaussian kernel and the polynomial kernel, are of interest in this work. The Gaussian kernel has the form defined in Eq. (1). Since it is based on the Euclidean distance between two feature points, it is invariant to the similarity transformation. The polynomial kernel has the form
, where c and d are constants (d = 0). This kernel captures the directionality of the data which is a useful property for correspondence matching. However, the scalar or dot product is not invariant under scaling, and so there is still a magnitude problem to be considered. To solve this problem, one approach is to normalise the scaled and truncated eigenvectors. Another method is to scale both of the two eigenvector matrices by the eigenvalue matrix of the model data-set. This is based on the following matrix property. Suppose that two eigen-decomposable matrices A 
Label process
In the computer vision literature, one of the most extensively studied approaches to the consistent labelling problem involves the use of relaxation techniques. Relaxation labelling can either be an "offline" belief propagation process that distributes the previously learned labelling confidence over the entire feature set, e.g. Ref. [14] , or an "online" learning process that learns the labelling information on the fly, e.g. Refs. [12, 13] . In a discrete relaxation process (e.g. Ref. [19] ), initially each node is assigned all possible labels. During the iterative relaxation procedure, inconsistent labels are discarded until a final consistent label distribution is obtained. In the continuous or probabilistic case, each node is assigned an initial weight or probability distribution. Iteratively, the label probabilities or weights are updated, again until a consistent distribution is reached. However, whichever labelling process is used, the performance depends critically on the compatibility coefficients used and the support function used to combine evidence in the iterative process. In Ref. [13] , a dictionary is used, and in Ref. [14] the compatibility coefficients are represented as a vector which is learned offline. These definitions of the compatibility coefficients are not suitable for our point-correspondence problem. However, our compatibility model does share some properties in common with the compatibility vector in Ref. [14] .
The labelling process that is being developed here is an evidence combining one that propagates label constraints. Our label consistency model is derived from the one of the feature point-sets, which we refer to as the model. We hence learn the label compatibility information from the model pointset, before attempting to match it against the data point-set. Our first step is to collect label information from the model point-set, and apply the learned label compatibility model in the second step of the process which involves assigning consistent point labels to the "data" point-set.
We are interested in matching two point-sets y = {y i , . . . , y n } and x = {x i , . . . , x m }. The individual point-sets are characterised using a Gaussian proximity matrix. For the points with positions x i and x j the element of the matrix W was defined earlier in Eq. (1).
Label compatibility information
Our aim is to develop a relational description of the pointsets using information concerning point proximity and a label compatibility matrix. The compatibility matrix R ∈ R L×L is of dimension L×L and embodies knowledge of the number of rigid components, i.e. labels, in each image, and the semantic constraints between each pair of object-labels. The matrix has elements R ij = 1 if x i and x j come from the same rigid part, −1 otherwise. This definition restricts the nodes to give total positive support to the nodes in the same group and to contribute a negative support to nodes outside the group. The proximity constraint is also acquired from the model image. We assume that in any two consecutive image frames, the relative position of the rigid components of the object under study will not change significantly.
Label update formula
The label probabilities for the data point-set are updated iteratively commencing from a set of initial values. With the label compatibility information learned from the model point-set, we update the label probability for each point according to the support from its neighbourhood. Let us denote the neighbourhood for the point x i and its k closest points by N i = {x i 1 , . . . , x i k }. Here we use the Euclidean distance between the points x i and x j to define the neighbourhood. With these ingredients the support from the neighbourhood for the label assignment i to point x i is
where R( i , j ) are the elements of the label compatibility matrix R which measure the compatibility of the label pair i and j . Here the elements of the proximity matrix W are defined using Eq. (1) and are used to weight the labelsupport.
Having defined the support equation, the label probabilities are iteratively updated using the formula
where is a constant parameter and n is the iteration index.
Matching
In this section, we describe our point matching algorithm and detail how it uses kernel PCA and spectral graph theory. We develop two different algorithms. The first of these is designed to work with single objects undergoing rigid motion, while the second is designed to work with objects which have rigid components that undergo articulated motion relative to one another. We commence by developing an efficient point pattern matching process for feature points under rigid motion. Here we require a kernel function that will capture the transformational invariances of the object movement, and allow the feature points to be embedded into a lower dimensional feature space in a manner that provides a basis for one-to-one correspondence matching. Our second contribution is to develop a point pattern matching method that can be applied to feature point-sets from objects that undergo articulated movement. We do this by incorporating label consistency constraints into the rigid matching process.
Rigid case
The idea underpinning the use of kernel spectral methods is to first represent the transformation invariant relationships between the feature points in terms of a proximity matrix for each feature point-set. Then correspondences are located by using the eigen-decompositions of the matrix pairs. That is, we first choose an appropriate kernel function to extract the transformation invariant feature properties from the pointsets. By performing kernel PCA on the data-set we extract a transformationally invariant basis set for the feature points. For the feature points from rigid motion, the Gaussian and polynomial kernel functions satisfy our requirements. The procedure for performing rigid matching by kernel PCA is described in the pseudo-code given in Table 1 .
This matching algorithm is motivated by the approach described by Shapiro and Brady [3] . In Ref. [3] , a proximity matrix W is first constructed for each image with the matrix elements given by W ij = exp{−d 2 ij /2 2 }, where d 2 ij is the Euclidean distance between points x i and x j , and is an adjustable parameter. Shapiro and Brady explain this as the mapping of the original two-dimensional data to a higherdimensional space, and thus capture the structural arrangement of the feature points. They then perform eigendecomposition on matrix W to obtain its eigenvalues and eigenvectors. For each point-set, a new modal matrix is constructed with the eigenvectors sorted in descending eigenvalue order as its columns. The rows of the matrix are then considered Table 1 Algorithm I Kernel spectral matching : Algorithm I (1) Compute the proximity matrices:
Eigen-decomposition:
Compute the projections:
Correspondence for x i = min y j ,j =1,...,n dist(x i , y j ).
as the projections of the feature points into the eigenspace. When the data-sets are of different size, only the first M leading eigenvectors from each data-set are used where M is the size of the smaller data-set. To make the algorithm more robust, Shapiro and Brady also suggest that the eigenvalues should be used to scale the corresponding eigenvectors so as to place more emphasis on the more significant eigenvectors. When the eigenvalues are involved, this approach is similar to kernel PCA. When compared with the kernel PCA method described above, it is clear that the Shapiro and Brady method is a special case where the data in the mapped space have a mean zero and use the Gaussian as the kernel function.
Articulated case
In the case of matching feature point-sets resulting from articulated motion, the above matching method cannot be used directly since the motion of each individual rigid component changes the relative positions of the feature points from the different components. Thus, the overall structural change is large. Our idea is to use label consistency constraints to construct a modified proximity matrix. In particular, we propose to use the weighted adjacency matrixW for each point-set in which each element of the matrix is computed using the formulã
where W ij is defined in Eq. (1). The resulting matrix is then subjected to the kernelisation procedure outlined in Eq. (3) and its eigen-decomposition computed. The mapping of the feature vectorsỹ j andx i is thus computed by using Eq. (2) for the respective modal and data point-sets; that is,
n , and a similar procedure is applied toỹ j . The next step is to compute the association matrix M ij = exp(−d 2 ij / ), where d 2 ij = ỹ i −x j 2 is the distance of the point pairs. Let us denote the label agreement of the point pair y i and x j by P ( j = , i = , ∀ ∈ ). The association of the two feature vectors is further gated by this constraint:
The correspondences are defined as the most similar node pairs. That is, for each node x i in the data point-set, the correspondence in the model set is the node y j that has the largest associationM. If we assume that the labels on each feature point are independent of one other, the consistency of the label assigned to point x i and the label assigned to x j is given by Learn the compatibility information from y; (3) Compute the Gaussian association matrix for x; (4) Run the labelling process, compute P new ; (5) Use P new to compute C new using Eq. (3) andM using (7); (6) Find for each x i ∈ x its correspondence y j = max jMij ; (7) Compute S, diff = S − S old ; if diff < threshold or iteration < t return; else update P using the matching results. end (8) Go to step 3.
The matching process is an interactive one in which at each step new label probabilities are incorporated to improve matching. Since an increasing number of correspondences are found, the value of the quantity S = i exp(
, where x i and y i are the correspondence pair from data point-set and model point-set, respectively, will increase, and ultimately reach a maximum value. Thus we use this quality as one of our stopping criteria of the matching process. The other is a predefined iteration number. The matching process is summarised in the pseudocode listed in Table 2 .
Experimental results
In this section we present our experimental evaluation of both the rigid and articulated matching methods. Our experiments are performed with both synthetic and real world data. We also compare the proposed algorithms with Shapiro and Brady's algorithm [3] , Scott and Longuet-Higgins' Algorithm [2] , and embedded point-set matching using the multidimensional scaling. MDS is also a method widely used for data dimension reduction, and is also based on eigenvalues and eigenvectors of a dissimilarity matrix [20] . It attempts to preserve the pairwise relationships between the data points while mapping the data into a low-dimensional space. The experiments are performed using the classical MDS in which the Euclidean distance is taken as the dissimilarity measure.
The experiments focus on the performance of the algorithms when the data are subjected to transformations and contain uncertainties such as outliers, random position jitter and also small deformations.
The data
The experiments are performed on both synthesised data and real world data sets. The experimental designs are as follows:
(1) Synthetic data: Here we assume that the point-sets are subject to a two-dimensional affine transformation. Given a point-set X = {x 1 , x 2 , . . . , x n } sampled from a rigid object, a synthetic data-set X = sRX + t is generated for testing the algorithms, where s is a scaling parameter, t is the translation vector, and I. The first of these is a sequence of infrared images of a hand shown in Fig. 1 which is used as an example where the geometric deformations are small. The second sequence is the CMU house sequence [6] shown in Fig. 2 , which is used to study the effects of matching point-sets of different size and where there is significant positional jitter. The image pairs in Fig. 3 are used to experiment with Algorithm II on scenes where there is articulated object movement. The top image shows two rectangular objects that move relative to each other on the ground-plane. The bottom image shows a pair of spectacles, where one of the limbs moves. (3) Noisy data: Here Gaussian noise is added to the dataset to test the robustness of the algorithm. The data are synthesised in the following way. First synthetic point position jitter is synthesised by generating a matrix D ∼ N( , ) whose elements are Gaussian random variables with mean and covariance matrix . The point jitter is added to the matrix of feature point-set positions for the second point set X 2 using the equation
Data-sets with different size: To simulate structural errors we delete a controlled fraction of the feature points from the data point-set. This is done in two different ways. Firstly l consecutive points, where l starts from 1, to the integer number most close to 12% of the dataset size, are deleted to simulate occlusion. Secondly, l points are deleted from random locations to simulate the effect of segmentation errors. For the CMU house sequence and the glasses sequence, the feature points are extracted using a corner detector which produces errors and hence the point-sets are of different sizes. For instance, in frames 01, 02, 03, 04, 05, and 06 of the CMU sequence displayed in Fig. 2 , the sizes of the point-sets are 30, 32, 32, 30, 30, and 32, respectively.
Results
To compare the performance of the kernel approaches when deformations are present, experiments are performed on synthetically generated data where a 2D translation, rotation and isoscaling are added. The effect of missing points and random point position jitter in terms of the 2D Gaussian random matrices with different covariance matrices as described above are also tested.
The value
When using the Gaussian kernel, the choice of the value significantly affects the performance of the algorithm when the data points contain significant uncertainties. We com-mence by investigating the effect of varying the parameter. Intuitively, we expect the value of to be strongly dependent on the pairwise distances between the feature points. Here we use the formula
to estimate the parameter, where h is a scalar parameter, d ij is the Euclidean distance between the points i and j , and n is the size of the feature point-set. For four different feature point-set pairs, in Fig. 4 we show the effect of varying the parameter on the percentage of correctly matched points. The curve marked with crosses is for the kernel PCA method with a Gaussian kernel and the curve marked with circles is for the Shapiro and Brady method. In all four cases, the best performance of the kernel PCA method is better than that delivered by Shapiro and Brady.
Label process
We now turn our attention to experiments which focus on the performance of the label process for both synthetic and real image point-sets. The initial values of the label probabilities have an effect on the number of iterations and the rate of convergence of the method. Fig. 5 shows the result of labelling random point-sets. The initial label probabilities are assigned uniformly. The different colours correspond to the labels assigned to the points. As the clusters of points become more and more overlapped, then the number of labelling errors increase.
Matching
We commence by considering the case of rigid correspondence. We first experiment on the single component synthetic data generated using the methods described above. For this data-set, our algorithm for rigid motion, Shapiro and Brady's method, and Scott and Longuet-Higgins's method give correspondences that are 100% correct, while the MDS approach results in a 5% error rate. The effect of missing points and random position jitter for rigid point matching are shown in Figs. 6 and 7. In the case of random jitter, the experimental results are the averages of 100 runs for each covariance matrix. For missing points, the experimental results are obtained by consecutively deleting a predetermined number of points from the data point-set.
The results of applying the algorithms to real data-sets are shown in Figs. 6, 7, and Table 3 . Here we show the fraction of correct correspondence errors as a function of the number of missing points (performed in the same way as for the synthetic data). In Figs. 6 and 7 the different curves are for the different algorithms. As the number of deleted points increases, then the best performance is obtained when kernel PCA and a polynomial kernel are used. The poorest results are obtained with kPCA and a Gaussian kernel in the experiments on synthetic data-sets. But in the experiments on real image data, the kPCA with a Gaussian kernel performs better than the approaches in Refs. []20,2,3. In all of the experiments using Shapiro and Brady's method, the eigenvalues are used to normalise the corresponding eigenvectors in order to improve the matching results. The gives results that are comparable to MDS.
In Fig. 8 we compare the results of using the Gaussian and polynomial kernels on point-sets with increasing jitter. There is relatively little to distinguish their performance. Figs. 9, 10 and 11, respectively, show the fraction of correct matches as function of the fraction of random point deletions, the standard deviation of the point-jitter and the fraction of points occluded. Occlusion is simulated by deleting a fraction of consecutive feature points from the data point-set (as described previously). Random position jitter is simulated by adding randomly generated position errors sampled from a 2D Gaussian distribution to the data point-set (as in the rigid matching experiments). The different curves in the plots are for different numbers of components (labels). In each case as the noise increases, then so the error also increases. The numbers used in these plots are summarised in Table 4 .
From these experiments, it is clear that the kernel PCA approach gives encouraging results when compared with the approaches of Shapiro and Brady [3] , Scott and LonguetHiggins [2] , and the MDS method. Moreover, the kernel method is less sensitive to noise than the alternatives.
The main computational overheads of the algorithms described are associated with constructing the kernel matrices, and computing their eigenvalues and eigenvectors. This may prove burdensome for very large data-sets. The complexity of computing the eigensystem of the kernel matrix is cubic in the number of points. If the feature point-sets are of a moderate size (e.g. less than 10 3 points), then computing the full eigensystem for a matrix of size 930 × 930 takes less than half a minute on a desktop PC with an AMD Athlon 2000 CPU and 256 MB RAM. The computation of the kernel matrix can be performed with time complexity that is polynomial in the size of the point-sets. The number of iterations required is also an important consideration. Algorithm II usually requires only three iterations. For the rigid point correspondence matching problem, our algorithm is non-iterative. 
Conclusions
In this paper we have made two contributions. First, we have explored the use of kernel PCA with a polynomial kernel function for finding correspondences between two feature point-sets. The relationship of the methods with Shapiro and Brady's correspondence method [3] is established and discussed. Experimental results reveal that the method offers performance advantages over a number of alternative methods. Here the polynomial kernel proves to be the most stable for point-sets of different sizes, and even in worst cases it gives a tolerable error rate. The performance of our algorithm is also comparable to the approaches described in Refs. [5, 6, 7] . One weakness of the Gaussian kernel is the selecting of the width parameter . In Ref. [3] , the value is chosen manually. In this paper, we use a heuristic formula based on the inter-point pairwise Euclidean distance matrix to compute automatically. The kernel functions used in this paper are possibly not the best functions for extracting invariant properties from the feature point-sets. Other kernels may be used in the matching process to improve the results.
Our second contribution has been to extend the kernel method to articulated point-sets. Here we show how label compatibility coefficients can be used to refine the computation of the kernelised proximity matrix. The method improves the correspondence process when there are different moving components of a scene.
Our future plans are as follows. First, we aim to explore the use of different kernels, and in particular ones that allow the invariances of the transformation between point-sets to be captured in a natural way. Second, we plan to do more work on the label process. One possibility which has a natural assonance with the kernel method is to use the heat equation and its spectral solution to model the evolution of label probabilities with time. Work aimed at investigating these points is in hand and will be reported in due course.
