Annotating genes is a fundamental issue in the post-genomic era. A typical procedure for this issue is first clustering genes by their features and then assigning functions of unknown genes by using known genes in the same cluster. A lot of genomic information are available for this issue, but two major types of data which can be measured for any gene are microarray expressions and sequences, both of which however have their own flaws. Thus a natural and promising approach for gene annotation is to integrate these two data sources, especially in terms of their costs to be optimized in clustering. We develop an efficient gene annotation method with three steps containing spectral clustering over the integrated cost, based on the idea of network modularity. We rigorously examined the performance of our proposed method from three different viewpoints. All experimental results indicate the performance advantage of our method over possible clustering/classification-based approaches of gene function annotation, using expressions and/or sequences.
Introduction
Proteins play important roles in a lot of biological functions in a cell and thus functional annotation of genes is a fundamental problem in the post-genomic era. Even for yeast, one of the most well-studied organisms, about one-fourth of all genes still remain uncharacterized [20] . We address the issue of predicting gene functions based on clustering (or grouping) genes into modules [1, 41] . That is, genes are clustered and then functions of an unknown gene are predicted by using functionally known genes in the same cluster (or module).
Various types of data have been used for predicting gene functions in the literature, including sequences, expressions, protein-protein interactions and phylogenetic profiles, but basically only sequences and microarray expressions are the information which can be measured for any gene. However, a problem is that each of these two information sources has its own flaws. Sequence similarity is, in most cases, correlated to functional similarity, but there exist exceptions. In fact it is reported that even highly aligned sequences have totally different functions in some cases [25] . Microarray expressions are weak at data quality: bad probes can be contained and elements in an expression matrix can be corrupted.
Thus, integrating these two data sources is a natural and promising direction to achieve a better performance for the problem of annotating functions of any gene. However, these two data types are different, and integrating sequences with expressions is not simple. An expression profile is a numerical vector, being uniquely mapped in a space of microarray experiments, which results in that microarray expressions are, in machine learning, structured data with examples in rows and features of examples in columns. On the other hand, for sequences, similarities are useful for gene clustering, meaning that this data can be an association (or affinity) matrix between sequences, resulting in a weighted network or graph, which is, in machine learning, unstructured data. A possible approach for combining these two data types is "data transformation" between each other. For example, expression profiles can be converted into an association matrix by computing correlations between all possible pairs of expression profiles. Then, we can integrate the expression association with the sequence association to generate a total association matrix, which can be a gene network with association weights on edges. In fact, network-based function prediction has been pronounced recently [27] . The reverse way is also possible. That is, a sequence profile can be generated from each sequence and added to the expression profile of the same gene. Once we make such "joint profiles", a lot of techniques including k-means and hierarchical clustering can be employed for clustering them. Furthermore if we fix the set of gene functions beforehand, the problem can be a multi-class classification problem, and in fact classification techniques such as support vector machine (SVM) have been already applied to gene annotation [6, 7] though the data is not necessarily confined to sequences and expressions. We note that this type of data transformation has problems: First, significant information might be lost, being easily implied by the fact that we cannot reproduce the original data from the transformed data. Another doubt can be casted whether a simple addition of two datasets in the above manner would succeed or not.
Clustering numerical vectors usually results in minimizing some cost function, such as a dissimilarity cost function [17] . Similarly clustering over associations, i.e. a gene network, can be an optimization problem which minimizes some criterion, such as normalized cut over a network [28] . Thus we propose an integrative clustering method which minimizes the total cost obtained by linearly weighting the two clustering costs, which are derived from the two different types of datasets. We emphasize that our cost optimization approach is more natural and adequate than the above data transformation approach, because we can use original data directly without losing any information.
In computer science, a close problem setting of ours is constrained clustering [37, 38] , where examples of numerical vectors are clustered with two constraints:"must-link", in which two examples must be in the same cluster, and "cannot-link", in which two examples must be in different clusters. A more similar problem setting is semi-supervised clustering [3] , and a typical approach is based on a hidden Markov random field (HMRF) in which variables (or nodes) on a random field are constrained with each other and probabilistic parameters attached at nodes are estimated from examples [3] . However, HMRF has a large number of probability parameters which need a lot of computational cost to estimate. Furthermore, this optimization is likely to be affected by initial values, implying that a very large number of trials are required to find a relatively favorable result. In fact, the most related work to us must be [29] , which uses a new hidden random field to be optimized by an EM (Expectation Maximization) algorithm and suffered from the problems as written in the above for HMRF.
Our method, which is based on spectral clustering [23, 36] , has a clear advantage over the random field-based methods in computational efficiency because the optimization problem is solved by time-efficient matrix computation. In addition, the initial parameter problem of random fields is far relaxed or solved. We further emphasize that spectral clustering is a high-lighted approach in the current machine learning literature as well as a de facto standard approach in modern graph partitioning. Furthermore for the clustering criterion to be optimized, our method focuses on the idea of network modularity [21, 22] . This is a well-recognized, important network property as well as small-world phenomena [39] , scale-free property [2] and self-similarity [32] , which are all common to a lot of modern network-shaped data such as world wide web and various biological networks. In this light, our proposed method is a computationally original as well as powerful approach for the gene annotation problem, which is very significant in the post-genome era.
Our whole scheme for gene annotation has three steps: First, from sequence information we generate a gene network in terms of sequence similarity by using a pairwise sequence alignment algorithm. We then do clustering this network, combining with microarray expressions, by using the proposed spectral clustering method based on the idea of network modularity. Finally we assign functions of unknown genes by using the clusters, which were generated by the preceding step.
We evaluated the performance of our scheme in the following three experiments: 1) We first checked the effectiveness of our way of combination of gene expressions and sequences by checking the overlap between predicted clusters and standard functional clusters. 2) We then examined whether our approach of predicting gene functions can outperform other various approaches, particularly simpler data-transformation-based methods, including network-based, k-means-based and SVM-based approaches. 3) We finally validated resultant annotation on unknown genes in Saccharomyces Genome Database (SGD) [20] by using the information of Comprehensive Yeast Genome Database (CYGD) [14] . This paper is organized as follows: Section 2 shows our proposed method which has three steps: 1) generating a gene network by sequence similarity, 2) clustering nodes of a gene network on sequence similarities with microarray expressions of genes, each of which corresponds to a node of the network, and 3) predicting functions of unknown genes by gene functions corresponding to clusters generated by the preceding step. The second step of our method is based on our past work [30] , where we proposed a new, general method for clustering numerical vectors considering their network constraints, and verified the performance by basically using a variety of synthetic data. On the other hand, this paper focuses on the problem of annotating gene functions, particularly using the data of microarray expressions and a gene network on sequence similarities. In fact our method in this paper has three steps, and only the second step is related with [30] . Furthermore, we extensively examined the performance of our method by using real data of gene expressions and sequence similarities. We emphasize that these points make this paper significantly different from [30] . Section 3 shows our experimental results which can be mainly divided into four parts: 1) generating a new gene network, 2) examining our integrative clustering method, 3) checking the predictive performance of our entire method and 4) annotating unknown yeast genes. Section 4 summarizes the proposed approach and discusses the future work on this method. Figure 1 shows our entire framework with three steps for predicting gene functions based on integrative spectral clustering. We describe the detail of each step in this section.
Proposed Method

Notation
Our method has three inputs. The first input is a . The second input of our method is a gene network, having a gene as a node. For a given network, let w ij be a numerical weight between nodes i and j, taking a range between zero and one. If an input network is a binary network, w ij takes one if there is an edge between i and j; otherwise zero. Let W be a matrix with w ij for element (i, j).
The third input of our method is K, which is the number of clusters.
Let z ki be a binary cluster indicator taking one if gene i is in cluster k; otherwise zero. Let z k be a vector of the k-th cluster assignment: Step 1. Generating a gene network of sequence similarity
Step 2. Clustering genes
Step 3. Annotating gene functions 
be the number of edges between clusters k and k ′ , and L be the number of edges in a network: L = L(1, 1), where 1 be the N -dimensional column vector with all elements of one. Let N C be the number of genes in cluster C, and N C,F be the number of genes which are in both clusters C and F .
Step 1: Generating a Gene Network of Sequence Similarities
As shown in our notation of w ij , our framework can handle a real-valued association matrix or a weighted network, but we use a binary network for sequence similarity in our experiments because of computational efficiency and network reliability. We first align all pairs of sequences using the Smith-Waterman algorithm [31] and obtain a list of sequence pairs with similarity p-values, which are a measure indicating how likely each pairwise alignment can be arised by chance. That is, the smaller the similarity p-value is, the more similar the sequence pair is. As the sequence similarity is correlated to the functional similarity, two genes with a low p-value is supposed to share the same function. We place a cut-off value for the p-values to generate a binary affinity matrix between genes, i.e. a gene network. Concretely, a network is generated by drawing an edge between two nodes if the p-value of the pair corresponding to the two nodes is lower than some specified cut-off value. We call this network a sequence network.
To find a better cut-off value, we use some standard functional clusters, to which known genes are assigned correctly. We then change cut-off value v against similarity p-values and compute precision, Prec v , as follows:
where A v is the number of gene pairs with similarity p-values less than v, and B v is the number of gene pairs with similarity p-values less than v and with shared functions. Note that B v ⊂ A v . We select an appropriate cut-off value to generate a large sequence network with a high precision and use this cut-off value throughout all experiments.
Step 2: Clustering Genes by Combining a Sequence Network with Gene Expressions
We first define two clustering costs: the cost of clustering numerical vectors and that of clustering nodes over a sequence network. We then linearly combine these two costs and attempt to optimize the total cost by spectral clustering, which transforms the optimization problem into an eigenvalue problem using Lagrange multipliers.
Two Clustering Costs
The cost of clustering numerical vectors, i.e. microarray expression profiles, can be defined by the k-means clustering algorithm as follows:
where Dist(x i , µ k ) is a distance between numerical vector (expression profile) x i and cluster center µ k , borrowing the idea of cosine similarity:
and cluster center µ k can be written as follows:
By using Eq. (2), Eq. (1) can be transformed into the trace optimization problem as follows:
Graph partitioning needs some criterion for grouping clusters. The simplest criterion is graph min-cut, which minimizes the number of inter-cluster edges, i.e. the number of total edges from a cluster to other clusters, but is likely to generate small clusters which in some cases correspond to outliers. To overcome this shortcoming of graph min-cut, graph min-cut has been normalized in some ways such as ratio-cut [8, 15] , min-max cut [9] and normalized cut [28] . In particular, a de facto standard criterion for k-way graph partitioning is normalized cut, which is obtained by dividing graph min-cut by the number of edges at each cluster.
In this paper, as the graph cut criterion, we employ the idea of network modularity [13, 21, 22] , which has been paid a lot of attentions as an important network property in the recent network science. In fact, this property has been found in modern network-shaped data such as metabolic networks [12, 24] and is closely related with network clustering. The network modularity is defined as follows:
As well as graph min-cut, the issue of the cluster size, i.e. the outlier problem, is unconsidered by the original network modularity. Thus we define the new graph-cut criterion, normalized network modularity cut, and the cost of graph partitioning (or clustering genes in a given sequence network) of this cut can be given as follows:
We can further transformed the new clustering criterion into a trace optimization framework, borrowing the idea of [40] on the (original) network modularity, as follows:
Optimizing Total Cost
From the obtained two costs in the preceding section, one can easily see that these two costs share the same denominator. Thus, we combine the above two costs in trace optimization linearly by using weight ω, which is a control parameter taking a real value in the range from zero to one, for balancing the two costs:
We can easily see that only microarray expressions are considered for ω=0 (denoted by ω 0 in our experiments), while only a given network is used for ω=1 (denoted by ω 1 in our experiments). Our strategy is to solve this trace optimization problem under the constraint of the indicator matrix Z. We first, by relaxing the binary cluster indicators into real values, formulate the clustering problem as the following optimization problem:
where I K is the identity matrix of size K. In our experiments, because of practical stability as implied by [40] , we used
Then this optimization problem can be transformed into the following eigenvalue problem by using Lagrange multipliers:
) denote the matrix containing K − 1 eigenvectors of M ω , corresponding to the first K − 1 smallest eigenvalues. Finally k-means can be applied to the normalized N row vectors of U to obtain gene clusters to be output.
This flow of our method exactly follows spectral clustering, a typical k-way graph partitioning approach, which is a trace optimization with constraints. For example,
Compute U of Mω.
7:
Normalize U intoŨ . 8: the cost by the normalized cut can be the following trace:
Graph partitioning with normalized cut can be then the following optimization problem:
We note that this trace optimization manner is basically the same as that of ours. However precisely, one can see the difference between our optimization problem and the above (normalized cut-based) problem by examining Eq. (5) and Eq. (7). That is, the above problem can be the so-called general eigenvalue problem. Thus an important point is that in principle the normalized cut (as well as the original network modularity) cannot be used to combine numerical vectors with a network, although the normalized cut is a popular criterion in graph partitioning. More precisely, one can see the difference by examining the denominators of the costs. That is, the denominator of the cost of numerical vectors is Z T Z (Eq. (3)), which is the same as that by normalized network modularity (Eq. (4)) but not that by normalized cut (Eq. (6)). This indicates that numerical vectors and a network can be combined by using the normalized network modularity cut which we propose.
A further key feature of our integrative approach is that we can select the optimal value of parameter ω, which takes a balance between the cost of numerical vectors and that of a network, by choosing the ω which can give the minimum cost in the final k-means step in the eigenspace. This cost minimization is to select the eigenspace in which the clusters are separated the most from each other, and this eigenspace must be the best for clustering genes. We use this optimal ω to have gene clusters which are used for predicting functions of genes. Figure 2 shows a pseudocode of our entire algorithm of integrative clustering with normalized network modularity, and Figure 3 shows a pseudocode of k-means which is used in Figure 2. 
Step 3: Predicting Functions of Unknown Genes
We first assume that we have a set of standard functions (or functional modules) for which known genes are already assigned correctly. We note that any set can be used for our method. In this setting, our annotation strategy, which assumes that genes in the same cluster share the same function, has two steps. 1) We first examine the relevance between each of computed clusters and each of standard functions by using some measure. 2) We then, for each cluster, rank the functions according to the relevance, and the most relevant function is assigned to genes in this cluster as their functions. The problem is how to compute/score the relevance between a computationally obtained cluster and each of standard functions.
We first introduce our default measure, which we call F-value (standing for frequency-value) and is computed for function F as follows:
We then show a more popular scoring measure: P-value between computed cluster C and standard function F :
This value measures the probability that C is enriched by F by chance. More concretely, if P-value is close to zero, the probability that a gene in the clusters is chosen by chance will be close to zero. That is, major functions of a cluster should have smaller P-values. The P-value has been well used in annotating tools, such as GOTermFinder [4] . However, we note that P-value, which originates from the hypergeometric distribution, heavily depends upon the number of standard functions. For example, even if all genes in a cluster have the same function, the corresponding P-value might not be small enough if the number of genes having this function is much larger than that of the cluster.
Experiments
Data
We focused on genes of Saccharomyces Cerevisiae. We used a list of sequence similarities which are already computed and stored in the SGD database [20] . This list has gene pairs with similarity p-values which are less than 0.01. We used six gene expression datasets shown in Table 1 to validate the performance of our clustering method. Missing values in these six data sets were all imputed by a method based on k-nearest neighbors [35] with k = 10. We used GO (Gene Ontology) to generate a (gold-)standard dataset of fifteen gene functions, which was used through our experiments for some purposes, particularly for evaluating the clusters generated by our method. The manner of generating these standard functions is described in Appendix A. The GO was obtained from http://www.geneontology.org/ontology/gene ontology.obo.
Examining Gene Networks on Sequence Similarities
We examined sequence similarities to generate a sequence network, following the manner of Step 1 of our method. Figure 4 shows the plots of Prec v which were obtained by changing cut-off value v against p-values, where we used the fifteen standard functions generated in Section 3.1. From the figure, we can see that genes with high similarities in sequences are very likely to be in the same functional clusters (or share the same functions). From the figure, we chose the cut-off of 1.0e-5, corresponding to Prec v of 0.9056, since the network at the next point by Prec v of 0.9324 had only 90 nodes in the largest connected component (LCC) while the network at the cut-off of 1.0e-5 had 487 nodes in the LCC. We here note that a sequence network is generated from sequence similarities, and the fifteen standard functions were just used to decide the cut-off value which can give a network with some moderate size. Even if we use another standard set of functions, the cut-off value will be 1.0e-5 due to the network size of LCC, implying that the same sequence network will be generated, regardless of given standard functions. At this cut-off value of 1.0e-5, we generated three different types of networks, i.e. gene sets: 1) Set I: was genes which can be categorized into one or more of the fifteen standard clusters, 2) Set II: was genes which can be labeled by any GO terms including the fifteen standard clusters and 3) Set III: was all genes including unknown genes or gene unlabeled with any GO terms. Table 2 shows the statistics of these three sets. Note that Set I ⊂ Set II ⊂ Set III. We used the LCC only throughout this paper. 
Generating a Sequence Network
Evaluating the Performance of Integrative Clustering Part
We examined the performance of Step 2 of our method using microarray data and a sequence network, which was generated in the preceding section. We note that
Step 3 of our method was not used in this experiment.
Competing Methods
We examined the performance of our clustering method (Step 2) with changing ω from zero (ω 0 ) to one (ω 1 ) at the interval of 0.1. Out of the eleven results obtained in this manner, we chose the optimal ω * which gave the minimum cost. We compared the clustering performance at ω * with those of ω 0 and ω 1 . Furthermore, we compared the performance of our clustering method with two graph clustering methods using the sequence network only, i.e. graph clustering with ratio cut [8, 15] and normalized cut [28] .
Data and Procedure
We used Set I and six gene expression datasets in Table 1 . As described in Section 2.3, our clustering algorithm uses k-means at the final step, and the results by k-means depend on initial cluster centers. Thus we performed 100 trials with different random initial centers for each ω and averaged over the 100 runs to make a fair comparison.
Evaluation Criterion
We checked the performance of our method by comparing resultant clusters with gold-standard clusters, for which we used fifteen GO functions we generated in Section 3.1. For evaluation criterion, we used normalized mutual information (NMI) which is defined in information theory as a quantity to measure the amount of information shared between two random variables. NMI is defined by the following formula:
where V and V ′ are the calculated clusters and standard clusters, respectively.
I(V, V
′ ) is the mutual information between V and V ′ , and H(V ) and H(V ′ ) are the entropy of V and V ′ . This can be estimated by the following formula [43] :
where C is a computed cluster and C ′ is a standard function. NMI takes a value ranging from 0 to 1, and the closer to one it is, the more similar to standard clusters the computed clusters are. We note that NMI is the most typical measure for checking the performance of a clustering method. Table 3 shows the averaged NMI for the six datasets at K = 10, 15 and 20. For all cases of this table, the averaged NMI at ω * was slightly better than that at ω 1 , which was clearly better than that at ω 0 . Since the difference ω * and ω 1 looked small, we then applied paired t-test between them to confirm the statistical significance in the difference between them, and p-values of this test are also reported in the fifth column. Table 3 further shows the averaged NMI obtained by using ratio cut and normalized cut, which were almost the same level as those by ω 1 . All these results imply that the optimal ω outperformed ω 0 and ω 1 , meaning that combining the two different datasets by our method was significantly effective for gene clustering. As ω * outperformed others for all K, we used K=10 in Sections 3.4 and 3.5.
Performance Comparison
To further evaluate the effectiveness of the cost function, we then focused on Spellman, which was with the highest NMI and the smallest p-value in Table 3 (a), and checked the consistency between the NMI and the cost function. values corresponding to 100 repeated runs at each trial, and a red curve shows the average over the 100 runs. One can see that for all three cases of K, the ω with the minimum cost resulted in the highest NMI, meaning that our strategy of using the cost function to find ω * was useful. Another finding was that the optimal ω in the cost was 0.8 for all three cases, and then hereafter we set ω * at 0.8.
Evaluating the Predictive Performance of Our Entire Method
We examined the performance of our method including Step 3. Here let us make clear the difference between Sections 3.3 and 3.4. In Section 3.3, genes were clustered and this grouping was evaluated by comparing with standard functions (clusters).
On the other hand, in Section 3.4, as will be described later, cross-validation was performed, meaning that genes were divided into training and testing, and once clustered, functions of each gene in the test set were predicted by the functions of training genes in the cluster into which the test gene was fallen. Thus one can say that clustering performance was checked in Section 3.3, while predictive performance was examined in Section 3.4.
Competing Methods
We first examined three parameter settings of our method: ω * , ω 0 and ω 1 with F-value and P-value. We then considered a simple approach, Random, with the following procedure: We first assumed ten clusters and, for each cluster, randomly assigned a GO term with a score randomly taking a value between zero and one. We then randomly assigned one of ten cluster labels to each gene as a predicted cluster label.
Next we examined the performance of network-based approaches. In fact, ω 1 of our method is equal to a network-based clustering of normalized network modularity cut over a sequence network. We, from gene expressions, first generated a network, which we call an expression network, by drawing an edge between two genes if the cosine similarity in expressions of the two genes is larger than some prefixed cut-off value θ. We then performed clustering nodes of the following three types of networks: 1) an expression network only (ExpNet), 2) the intersection of an expression network and a sequence network (IntSecNet) and 3) the union of the two networks (UnionNet). Clustering over these three networks was done by spectral clustering with normalized network modularity to make a fair comparison with our method. We tested both F-value and P-value.
We further examined the performance of "joint profile"-based approaches. We can first generate a feature vector from each gene sequence by using its amino acid compositions, hydrophobicity, normalized van der Waars volume, polarity and polarizability, which are well used in this type of transformation, e.g. [7] . We then examined three types of feature vectors as inputs for k-means: 1) expression profile only (ExpKM), which is basically equal to ω 0 , 2) sequence feature only (SeqKM) and 3) their combination (ComKM). We further explored the performance of "joint profile"-based approaches by examining SVM, fixing the cluster set at the fifteen standard clusters, which were generated in Section 3.1. As well, this case, we used the above three networks, and we call the results obtained by 1), 2) and 3), ExpSVM, SeqSVM and ComSVM, respectively. For ExpSVM, we used the cosine similarity kernel to make a fair comparison with our method, and for SeqSVM, we tested three different kernels: linear (SeqLiSVM), polynomial (SeqPoSVM) and Gaussian (SeqGaSVM). The kernel of ComSVM was the simple addition of the cosine similarity kernel of ExpSVM and SeqGaSVM, which was chosen for SeqSVM since in our experiments there were no significant difference in performance among three SeqSVMs, comparing to ω * . SVM is a binary classifier, and so for fifteen standard functions, we generated fifteen SVMs by repeating training a SVM using genes of each function as positives and others as negatives. Prediction was performed by taking the highest prediction score among the predictions of all fifteen trained SVMs. For SVM, we used Matlab with the QP (Quadratic Programming) option and optimized the regularization parameter by examining a wide variety of possible values.
Data and Procedure
We conducted a 100x5-fold cross validation over Set II. That is, we divided all genes into five blocks of roughly equal size, and at each trial four out of five were used for training and the remaining one was for test. We repeated this division 100 times and the results were averaged over the 100 runs. More precisely, in all clustering approaches, each run is that all genes were first clustered, and functions of each gene in the test set were predicted by using only genes in the training dataset. On the other hand, in SVM-based approaches, training and test genes are separately used for training and testing phases, respectively.
We used Set II for training and Set I for testing. However, for SVM-based approaches, we used Set I for training, since in classification, we needed a fixed size of true classes. This implies that a larger number of genes are available in training of clustering than that of classification. The Spellman dataset was used as gene expressions.
Evaluation Criterion
We used Set I genes for testing, meaning that all genes in testing can be categorized into one or more fifteen standard functions that we generated in Section 3.1. We note that except SVM, we used a larger number of GO clusters in training.
We evaluated all competing methods in this experiment in a binary classification manner by regarding each pair of a gene and a function as an example. First, for each pair of gene i and function k, we can assign one (positive) if gene i has function k; otherwise zero (negative). This can be a true label of the pair of gene i and function k. Second, a clustering method in this experiment can output a score whether gene i has function k, because F-value (or a similar quantitative score) of function k can be computed from the cluster into which gene i was fallen. (We note that similarly SVM-based approaches can also easily output a score for each pair of gene i and function k, because for each function, an SVM was trained.) We then sorted examples (pairs) according to resultant scores and computed AUC (Area Under the ROC (Receiver Operator Characteristic) curve) by using the sum of the rank of negatives. For the detailed procedure of computing AUC in binary classification task, interested readers can consult some work on AUC, e.g. [16, 19] . Table 4 shows the AUC of all compared methods. First, the AUC of ω * was significantly better than those of ω 1 and ω 0 , being consistent with Table 3 . Naturally the AUC of Random was almost 0.5, being equal to random guessing. For network-based approaches, cut-off θ for cosine similarities is a parameter to change the number of edges in an expression network. In fact, expression networks had 87,538 edges at θ of 0.25 and 13,826 edges at θ of 0.50 while only 1,016 edges at 0.75. This difference changed the AUC of IntSecNet, which was around 0.69 at 0.25 and 0.50 but dropped drastically at 0.75. This is probably because the intersection network at θ of 0.75 was too sparse. However, in ExpNet, the performance was relatively stable through the three values of θ. In UnionNet, AUC clearly raised with increasing θ, implying that this combination worked in prediction. In fact, AUC at θ of 0.75 reached 0.7789 which looked very close to that of ω * . We then computed paired t-test to examine the significance between these two methods and found that its p-value was 1.0358e-61, implying that the difference in AUC was statistically significant. All results of "joint-profile"-based approaches were much lower than AUC of ω * . In particular, the results of SeqSVM were worse than ω 1 through all three kernels, while ExpSVM was comparable to ω 0 , implying that for sequences, a network-based approach, especially UnionNet was more favorable than using sequence features. Another item of note is that there might be some room to improve the performance of SVM-based methods, but the results in Table 4 imply that our method will outperform them even if some improvements are done on the SVM-based methods. Table 5 shows the AUC of the competing methods when P-value was used in prediction. The AUC of each method in this table was much worse than that of the corresponding method of Table 4 , indicating that F-value was more useful than P-value.
Results
Overall, we can conclude that ω * with F-value was the best among competing methods for predicting gene functions, including network-based, k-means-based and SVM-based approaches. 
Annotating Yeast Genome
As we confirmed the performance advantage of our method over a lot of other methods, we applied our method to annotate functions of genes whose functions are still unknown.
Data and Procedure
We used Set III and Spellman. We run ω * with k of 10, 1,000 times, and then predicted gene functions by using the average clustering results over the 1,000 runs and F-value. Table 6 shows resultant ten clusters, with uncharacterized genes and GO terms with F-values of more than 0.5. Some uncharacterized genes in SGD are already annotated by another database. We validated unknown genes in Table 6 by checking FunCat [26] of CYGD [14] . In particular, we focused on the top three clusters in Table 6 show the analysis on them. In C 1 , YLR289w, the only uncharacterized gene in C 1 , was annotated to "translation" in FunCat, being the same as the GO term which was ranked at the top by F-value in Table 6 . In C 2 , we found that all genes were annotated by FunCat to either "Modification by phosphorylation, dephosphorylation, autophosphorylation" or "Phosphate metabolism", except only two genes YGL083w and YJL057c, which were uncharacterized in FunCat. These two functional categories were mostly consistent with the predicted function: "Protein amino acid phosphorylation", which was GO:6468. In fact, "Modification by phosphorylation, dephosphorylation, autophosphorylation" and "Phosphate metabolism" were GO:16310 and GO:6796, respectively, and GO:6468 was the only child of GO:16310, which was also the only child of GO:6796. This fact indicates that these functions were firmly related with each other. In C 3 , all genes were annotated by FunCat to "tRNA processing" (except two genes: YGL131c and YPR022c), which was a descendant of "transcription", while the predicted function "Regulation of transcription from RNA polymerase II promoter" was also a descendant of "transcription" in GO, meaning that these two functions were also related with each other. Overall these observations imply the preciseness in annotation by our approach.
Results
Conclusion and Discussion
We have proposed a new method for predicting gene functions using sequence similarities and microarray expressions. From our thorough experiments, we have shown that our method can optimally combine two different types of datasets, sequences and expressions, for clustering genes and precisely predict functions of unknown genes using the clusters obtained. The effectiveness of our method was validated by its advantage over a lot of other methods in performance comparison.
The datasets for genes we used in our experiments were sequences and microarray expressions, both of which can be measured for any gene basically. We note that currently available biological data can be divided into roughly two classes: 1) relatively static data that include gene/protein sequences and phylogenetic profiles, and 2) biologically active (dynamic) data which are obtained by experimental observations like gene expressions and protein-protein interactions. A favorable aspect on the choice of gene sequences and microarray expressions is that we selected one dataset from each of the above two classes. In this sense, we can say that our method generated gene clusters by balancing between static and dynamic information on functional activities of genes.
We used the Spellman gene expression dataset [33] in our experiments. In out method, it is easy to replace the Spellman dataset with another dataset of gene expressions. If we choose another type of expression dataset, we will be able to include another type of dynamic information on genes in the combination of two data sources. Thus interesting future work would be to use some specific experimental conditions of gene expressions to annotate gene functions in the corresponding cell condition. We further note that our framework allows to use any type of existing functional categories of genes such as FunCat [26] and Pfam [10] as standard gene functions, instead of GO which we used in our experiments. Thus we can choose any of them if it is more reliable and covers a lot of genes.
A biological dataset can be categorized into either of structured or unstructured data. Thus our method is able to use any addition as well as the current two datasets, meaning that we can combine more than two different types of datasets, although the addition might be not necessarily applied to any gene. In Section 3.5, we fix the size of clusters at ten, since in this setting the analysis by using FunCat on the clustering results was relatively easy. However, the GO information of ten clusters might be too vague to hypothesize the functions of unknown genes. If we use a larger number of clusters, we might be able to predict more detailed functions of unknown genes. We emphasize that in our framework, changing this parameter (K) is easy, and in fact we already performed the experiments when K is fifteen and twenty. Function prediction results under K = 15 and 20 are, of course, available upon request.
We used the data of Saccharomyces Cerevisiae only in our experiments. Obviously our annotation method is not specialized to this species but a general method, which can be applied to any species if we can make a gene network of sequence similarities from the sequence information of this species and have a microarray dataset on this species. Thus it would be also interesting to annotate genes of a more unfamiliar species with a lot of uncharacterized genes if for this species, there are datasets from which we can have enough information. From a different viewpoint, interesting future work might be to predict functions of genes of more than one species by using information on sequences and expressions of a wide variety of species at once. The Gene Ontology (GO) consists of controlled vocabularies describing three aspects of gene product functions: (i) molecular function, (ii) biological process and (iii) cellular component. Each of these three aspects is called an ontology and represented by a directed acyclic graph (DAG) where each GO term is attached to a node in the graph. The root (or the starting point) exists in a DAG, and GO terms are arranged hierarchically from general ones to specific ones in a DAG. This means that if a gene is assigned to one term (or a node), then the gene can be assigned to all ancestors of this term. Thus the number of genes assigned to a node is not less than that to any of its children.
To build a sequence network, we generate standard clusters using GO in the following manner: We first place a cut-off value, which is the minimal cluster size. We then start from the root to its descendants, and if the number of genes attached to one node is less than this cut-off value, we go back to its parent and stop there so that the number of genes assigned to this node is more than the cut-off value. By repeating this procedure, we have a set of clusters, keeping the minimum cluster size being larger than the specified cut-off value. We note that we can change the minimum cluster size of the cluster set by changing the cut-off value.
In our experiments, we used the cut-off value of 500 by which all genes in GO were divided into fifteen clusters. Figure 6 shows a tree with the fifteen clusters corresponding to the leaves (colored green) of this tree, and the GO term (accession ID) and the number of genes at each node are shown for all nodes in this tree. The ontology for each GO accession ID in Fig. 6 is described in Table A1 . 
