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1 Introduction
The last decennium complicated financial products like CDO’s (Collateralized
debt obligation) became very popular around the world. Tempted by the possi-
ble high profits, the products were bought without a good estimation of the risk
involved or under the assumption that the products did not contain any risk at
all. The recent financial crisis showed once more that these products do contain
a lot of risk and that it is not sufficient to only determine a good buying/selling
price of the product. After some time a product can become worthless or a very
risky product. Hence it is recommended to follow up the total portfolio and use
hedging strategies to reduce the risk if necessary. So besides pricing, it is also
important to find good hedging strategies which minimize the risk as much as
possible.
Maybe in the past, hedging strategies were not applied often enough, but one
should also watch out not to use hedging strategies unnecessarily. Therefore it
is always important to look if any risk is reduced by using a hedging strategy.
If this is not the case, then there is no sense in applying a hedging strategy and
one should only take in mind the possible risk related with the portfolio.
Of course there are various ways to hedge a portfolio, depending on the way the
risk is measured. We give a short overview of the different types of (dynamic)
hedging strategies that have been described in literature:
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• Delta-hedging
The delta at time t of an option or more general a derivative is the partial
derivative with respect to the underlying of that option at time t. The
delta is one of the so-called Greeks. These Greeks represent the sensitiv-
ity of a derivative with respect to various variables, such as the price of
the underlying, the volatility, the time to maturity. For more information
concerning the Greeks we refer to e.g. Shreve (2004). The delta-hedge
of an option at each time goes short in as many underlyings as the delta
Greek. The portfolio containing the option and which goes short in delta
underlyings is hence delta-neutral, which means that it is invariant for
small moves in the price of the underlying.
This strategy is still very popular in practice due to its simplicity.
• Superhedging
A strategy is a superhedging strategy if it is a self-financing strategy such
that at maturity the value of the strategy is surely greater than the value
of the derivative. The cost of superhedging is defined as the cost of the
cheapest superhedging strategy. In case of jumps, the superhedging strat-
egy is often too expensive or boils down to buy and hold strategies. For
more details we refer to Section 10.2 of Cont and Tankov (2004).
• Utility hedging
For every utility function U , which should be concave and increasing, we
can determine the related utility hedge by maximizing the function:
E[U(Z)]
over different payoffs Z. Risk is therefore measured by expected utility.
The function U should ideally not be symmetric and it is also possible to
attain a sort of weights according to the size of the possible loss/gain.
Popular choices are e.g. logarithmic utility: U(x) = ln(αx) or exponential
utility: Uα(x) = 1− exp(−αx), with α > 0.
In the general case there are rarely explicit computations available and
therefore in this thesis we will only consider a subclass consisting of quad-
ratic hedging strategies.
• Quadratic hedging
Quadratic hedging is a specific form of utility hedging, where the strategy
minimizes the hedging error in mean square sense. Hence risk is in this
case quantified as variance. One of the obvious drawbacks of quadratic
hedging is that losses and gains are treated in the same way. On the other
hand, this might be an advantage, in case you do not know whether you
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deal with a buyer or a seller. Another advantage is that quadratic strate-
gies related to different options can simply be added up as is also the case
for delta-hedging strategies. In other words, quadratic hedging is a sort
of linear hedging strategy. In this context we also refer to Kramkov and
Sirbu (2007). They show that for a small number of contingent claims the
linear approximation of utility-based hedging strategies is in fact a mean-
variance hedging strategy under an appropriate nume´raire and under the
risk-neutral probability measure.
Mean-variance hedging strategy (also called variance-optimal hedging) is
one of the two main quadratic hedging strategies we will discuss. The
other one is the (locally) risk-minimizing hedging strategy.
In the mean-variance hedging theory the goal is to minimize the differ-
ence between the claim H at maturity T and the portfolio at that time,
using a self-financing strategy. In the risk-minimizing hedging strategy,
the goal is to minimize the variance of the cost process at any time t sub-
ject to the condition that the value of the portfolio at time T equals the
claim H. In the latter case, it is only possible to find a self-financing port-
folio when the claim is attainable1. The risk-minimizing hedging strategy
only makes sense when the underlying is a martingale, the extension to
semimartingales is called locally risk-minimization.
1.1 Outline of the thesis
This outline contains a brief summary of the content of this thesis. A thorough
summary including a motivation of the studied subjects and references to re-
lated works can be found at the start of each chapter.
We focus mainly on quadratic hedging and especially on the locally risk-minimi-
zing hedging strategy and related to it, the Fo¨llmer-Schweizer decomposition.
We do not only look at the pure financial market, but we also determine hedg-
ing strategies for the insurance market (Chapters 6-7), as well as for the interest
rate derivatives market (Chapter 8) and the commodity market (Chapter 9). We
work in continuous time and assume that there are no trading costs.
Concerning the processes describing the dynamics of the underlyings we use
in Chapter 3 a general not necessarily quasi-left continuous semimartingale,
1A claim is attainable if it can be replicated with the available products on the market.
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while in Chapter 4 we work with a quasi-left continuous semimartingale. Chap-
ters 6 until 9 focus more on applications where the process of the underlying
is either driven by a (geometric) Brownian motion or by a (geometric) (time-
inhomogeneous) Le´vy process.
The Brownian motion is unfortunately not capable to generate big jumps in the
process, hence big jumps occurring in reality are not covered. This can be solved
by allowing discontinuous processes.
After introducing some basic concepts concerning stochastic calculus in Chap-
ter 2, we discuss in Chapter 3 the relationship between the Fo¨llmer-Schweizer
decomposition under the original measure and the Galtchouk-Kunita-Watanabe
decomposition under the minimal martingale measure. It is generally known
that they coincide in case the underlying is continuous, but we prove with an
explicit example that they are not always equal in the discontinuous case. Fur-
thermore, we also provide a more explicit form of the Fo¨llmer-Schweizer de-
composition by using the predictable characteristics. This chapter is based on
Choulli et al. (2010).
The use of the Fo¨llmer-Schweizer decomposition for quadratic hedging becomes
more clear when we explain the theory of the locally risk-minimizing (Chapter
4) and the mean-variance hedging strategy (Chapter 5). For both strategies we
provide an overview containing the theoretical results as well as the applica-
tions. For the locally risk-minimizing hedging strategy we additionally give the
extension to the multidimensional case in Chapter 4. The chapter concerning
the locally risk-minimizing hedging strategy is a revised form of Vandaele and
Vanmaele (2008a).
For the applications of the quadratic hedging strategies, we started with the
determination of the risk-minimizing hedging strategy for unit-linked life insur-
ance contracts with a surrender option. A unit-linked life insurance contract
can be seen as a combination of an insurance and a mutual fund. The premium
of the contract is invested in a number of units of the fund. Therefore in unit-
linked life insurance contracts the benefits and sometimes also the premiums
are random and they depend on the development of the mutual fund which is
a prespecified reference asset or portfolio. The surrender option gives the op-
portunity to exit the contract before maturity against a pre-specified value. We
assume that the surrender time is not a stopping time in the filtration generated
by the financial market. This means that we make the realistic assumption that
a policyholder does not only quit a contract due to the evolutions of the refer-
ence portfolio, but that often he/she has personal reasons to surrender before
maturity. The results of Chapter 6 are published in Vandaele and Vanmaele
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(2009).
A second application given in Chapter 7 is the determination of the locally
risk-minimizing hedging strategy for unit-linked life insurance contracts when
the underlying risky asset is driven by a Le´vy process. Due to the discontinu-
ity of the underlying, it is no longer possible to obtain the strategy by using
the Galtchouk-Kunita-Watanabe decomposition under the minimal martingale
measure and therefore we determine the Fo¨llmer-Schweizer decomposition in-
directly as is done in Vandaele and Vanmaele (2008b) or by using the more
explicit form as described in Choulli et al. (2010). We do not assume a sur-
render option in this chapter and therefore we have stochastic independence
between the financial market and the insurance market.
In the last two chapters of this dissertation we apply the quadratic hedging
strategies in two specific frameworks. In these chapters we also discuss the im-
plementation of the obtained formulas in such a way that we can compare the
total costs related to different hedging strategies. In order to speed up the cal-
culations we apply Fourier transformations to express the optimal numbers in
terms of the characteristic function. This implementation is based on an exten-
sion of some intermediate results given in Hubalek et al. (2006).
In Chapter 8 we determine and compare for a forward swaption the delta-
hedge with the mean-variance hedge under the forward martingale measure
linked with the maturity of the swaption. To model the interest rate derivatives
market, we assume a Le´vy extended Heath-Jarrow-Morton framework, where
the driving process belongs to the class of normal inverse Gaussian processes.
We first determine the price of the swaption and the delta-neutral hedge when
one zero-coupon bond is used for hedging. In order to compare the hedge with
the mean-variance hedging strategy, which uses two bonds, we also give the
self-financing delta-hedge and the delta- and gamma-neutral hedge.
The mean-variance hedging strategy is always defined in terms of discounted
assets, but because we cannot assume we have a risk-free interest rate we use
as nume´raire the zero-coupon bond with the same maturity as the swaption.
Hence all discounted bonds are martingales under the forward measure and
the mean-variance hedge follows from the Galtchouk-Kunita-Watanabe decom-
position. The advantage of having a self-financing portfolio, as is the case in the
mean-variance hedge, is that the optimal number of discounted assets equals
the non-discounted number. The results of this chapter can also be found in
Glau et al. (2010a, 2010b).
In Chapter 9, based on Leoni et al. (2010), we assume that options depend
on several assets, while we can only invest in a weighted combination of these
assets. This setting is inspired by actual problems faced by energy traders. They
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mostly hedge by applying a volume-neutral or weight-adjusted delta-hedge. We
compare these adjusted delta-hedges with the (adjusted) locally risk-minimizing
hedging strategy. The simulations are restricted to two assets, but can easily be
extended to more. As driving processes we use Brownian motions and a multi-
variate variance gamma process, both in a martingale as well as a semimartin-
gale setting.
The presented simulations give us a good idea of the usefulness of the delta-
hedge and the quadratic hedging strategies in the two settings we discuss.
At the end of this thesis we come to a general conclusion and discuss potential
ideas for future research.
In mathematics you don’t un-
derstand things. You just get
used to them.
Johann Von Neumann
(1903-1957)
2 Basic concepts
2.1 Introduction
This chapter is intended for readers with a mathematical background who are
not specialists in the field of stochastic processes. We restrict ourselves to con-
cepts needed later on, we refer the interested reader to the books of e.g. Jacod
(1979), Jacod and Shiryaev (2002), Protter (2005). We start with introducing
some standard notations which will be used throughout the whole thesis. Most
of the notations and the theorems in this chapter are based on the book of Jacod
and Shiryaev (2002), unless it is stated otherwise.
A new contribution is Lemma 2.2.24 concerning the uniqueness of the represen-
tation theorem. Furthermore we characterize the class of equivalent measures
which have the same minimal martingale measure as the original measure.
We assume as given a probability space (Ω,F , P ) and in addition a family of σ-
algebras (Ft)0≤t≤∞ which is increasing (Fs ⊂ Ft if s ≤ t) and where F∞ is by
convention equal to F . We will call this family a filtration and denote it by F.
Often we will use the natural filtration linked with the processX and we mostly
work on a finite time horizon T ∈ [0,∞). Furthermore we assume the filtra-
tion is right-continuous, i.e. Ft = ∩s>tFs. Hence we have the following filtered
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probability space also called the stochastic basis (Ω,F ,F, P ). We assume that
the stochastic basis is complete as is frequently done in literature. This means
that the σ-field F is P -complete and that every Ft contains all P -null sets of F .
Furthermore the assumption that F0 is trivial is frequently used.
Definition 2.1.1. A real-valued random variable X belongs to the set
Lp(Ω,F , P ), for p ∈ [1,∞) if |X|p is integrable. Hence E[|X|p] <∞.
A process is a family X = (Xt)t∈R+ of mappings from Ω into Rd, d ∈ N∗.
This process can be ‘continu a` droite, limite a` gauche’ with short-hand nota-
tion ca`dla`g if all paths are right-continuous (i.e. for almost every ω ∈ Ω the
map t 7→ Xt(ω) is right-continuous: lim
s→t,s>t
Xs = Xt) and have left-hand limits
(∃ lim
s→t,s<t
Xs =: Xs−). Analogously the terms ca`gla`d (i.e. left-continuous and
right-hand limits), ca`d (i.e. right-continuous),. . . are used.
For a ca`dla`g process we define the jump at time t as ∆Xt := Xt −Xt−.
Definition 2.1.2. A process X is called adapted if Xt is Ft-measurable for all
t.
Definition 2.1.3. A stopping time is a mapping T : Ω → [0,∞] such that
{T ≤ t} ∈ Ft for all t ∈ R
+.
Hence T is a stopping time if it is possible to decide whether or not {T ≤ t}
has occurred on the basis of the knowledge of Ft. The process X
T is called the
stopped process at time T , defined in the following way:
XTt = XT∧t. (2.1)
Definition 2.1.4. If S, T are two stopping times, then we can define four kinds
of stochastic intervals: JS, T K, JS, T J, KS, T K and KS, T J, where e.g.:
JS, T J= {(ω, t) : t ∈ [0,∞), S(ω) ≤ t < T (w)}.
On the set Ω× [0, T ], we define two σ-fields O and P generated by the adapted
and ca`dla`g processes and the adapted and continuous processes respectively.
On the set Ω˜ := Ω × [0, T ] × Rd, we consider the σ-field O˜ = O ⊗ B(Rd)
(resp. P˜ = P ⊗ B(Rd)), where B(Rd) is the Borel σ-field for Rd.
Definition 2.1.5. A process or a random set is called a optional (resp. pre-
dictable) process (resp. random set) if the process (resp. random set) is O
(resp. P)-measurable.
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From now on if the process g is e.g. O˜-measurable, we will denote this by g ∈ O˜.
Definition 2.1.6. A function W on Ω˜ that is O˜ (resp. P˜)-measurable is called
an optional (resp. predictable) function.
Definition 2.1.7. A predictable time is a mapping T : Ω → [0,∞] such that
the stochastic interval J0, T J is predictable.
Definition 2.1.8. A ca`dla`g processX is quasi-left-continuous (QLC) if∆XT =
0 a.s. on the set {T <∞} for every predictable time T .
2.2 (Semi)martingale
Definition 2.2.1. A martingale is an adapted process M on the basis
(Ω,F ,F, P ) whose P -almost all paths are ca`dla`g, such that every Mt is inte-
grable, and that for s ≤ t:
Ms = E(Mt|Fs).
A martingale M is called a uniformly integrable martingale if the family of
random variables (Mt)t∈R+ is uniformly integrable. M stands for the class of all
uniformly integrable martingales. The class of all square-integrable martingales
is denoted by H2 and contains all the martingales M such that supt∈R+ E(M
2
t )
<∞.
Definition 2.2.2. A processM is a local martingale if there exists an increasing
sequence (Tn) of stopping times such that lim(n) Tn =∞ a.s. and such that each
stopped process MTn is a martingale.
The class of local martingales is denoted by Mloc whereas H
2
loc stands for the
class of locally square-integrable martingales. The class L contains all local
martingales starting at zero.
If we denote byX∗ the process sups≤· |Xs|, then we have the following sufficient
condition such that X is a martingale:
Theorem 2.2.3 (Protter (2005) Theorem I.51). LetX be a local martingale such
that E[X∗t ] <∞ for every t ≥ 0. Then X is a martingale.
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The set of all real-valued processes A with A0 = 0 that are ca`dla`g, adapted and
for which each path t → At(ω) has a finite variation over each finite interval
[0, t] is referred to as V. The variation of A is given by
∫
|dAs|. The set of pro-
cesses which are non-decreasing instead of having finite variation is indicated by
V+. The processes from this class which are also integrable (i.e. E(A∞) < ∞)
are collected in A+. Analogously the subset of processes from V that have inte-
grable variation: E(Var(A)∞) <∞ is denoted by A.
The concept of localizing used in the definition of local martingale can also be
used for other class of processes e.g. A+loc.
Definition 2.2.4. A semimartingale X is a process of the form
X = X0 +M +B (2.2)
with X0 finite-valued and F0-measurable, M ∈ L and B ∈ V.
The set of all semimartingales is denoted by S.
Definition 2.2.5. A special semimartingale X is a semimartingale which ad-
mits a decomposition X = X0 +M +B with B predictable.
The space of all special semimartingales is denoted by Sp. We remark that
Definition 2.2.6. If a semimartingale is special then the decomposition X =
X0 +M + B with B predictable is unique and this decomposition is called the
canonical decomposition of X.
Definition 2.2.7. For processes X ∈ Aloc we can define the unique (up to an
evanescent set) process Xp, called the compensator under P , which is the
predictable process in Aloc such that X −X
p is a P -local martingale.
Hence the P -compensator of a semimartingale X will exist if it is P -locally
integrable in the following sense:
Definition 2.2.8. A semimartingale X is P -locally integrable if X is a spe-
cial semimartingale under P . From Jacod (1979) (2.14) we know that this is
equivalent with the non-decreasing process X∗ = sups≤· |Xs| belonging to A
+
loc.
Before we introduce the notation for a stochastic integral we define the notion
of random measure.
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Definition 2.2.9. A random measure on R+×Rd is a family µ = (µ(ω; dt, dx :
ω ∈ Ω)) of non-negative measures on the Blackwell space (R+ × Rd,R+ ⊗ E)
satisfying µ(ω; {0} × Rd) = 0.
Definition 2.2.10. By φ ·X we denote the stochastic integral of φ with respect
to the process X. If X is d-dimensional then
φ ·X =
n∑
i=1
φ(i) ·X(i) =
∫
φ′dX,
where by φ′ we denote the transpose of φ.
If we calculate the integral over a random measure µ for an optional function
W then we use the notation ⋆, e.g.
(W ⋆ µ)(ω, t) =
∫ t
0
∫
Rd
W (ω, s, x)µ(ω; ds, dx)
if
∫ t
0
∫
Rd
|W (ω, s, x)|µ(ω; ds, dx) is finite and +∞ otherwise.
To be able to define the structure condition, we first need to introduce the (pre-
dictable) quadratic covariation of two semimartingales.
Definition 2.2.11. The quadratic covariation of two semimartingales X and
Y is defined as
[X,Y ] = XY −X0Y0 −X− · Y − Y− ·X. (2.3)
Definition 2.2.12. The predictable quadratic covariation of two semimartin-
gales X, Y is the compensator of the quadratic covariation [X,Y ]. It is denoted
by 〈X,Y 〉 and therefore also called the angle brackets of X and Y . The short
hand notation 〈X〉 will be used for the angle bracket 〈X,X〉.
We remark that this definition is an extension of the one given by Jacod and
Shiryaev (2002). They only define the predictable quadratic covariation for lo-
cally square-integrable martingales as the compensator of XY , which equals
the compensator of [X,Y ] in the martingale case. Furthermore the predictable
quadratic covariation only exists if the compensator (see Definition 2.2.7) exists.
Hence only if the quadratic covariation [X,Y ] is locally integrable as defined in
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Definition 2.2.8. It is obvious that the predictable quadratic covariation is mea-
sure dependent, while the quadratic covariation is independent of the measure
we work with. If we do not denote the measure in the notation of the pre-
dictable quadratic covariation, then we assume it is under the original measure
P , in the other case we use the notation e.g. 〈·, ·〉Q.
In Jacod and Shiryaev (2002) the following theorem is described for a square-
integrable martingale M :
Theorem 2.2.13. If M is a square-integrable martingale then 〈M,M〉 is
non-decreasing and it admits a continuous version if and only if M is quasi-left-
continuous.
For a semimartingale X we will often use the notations Xc (Xd) to denote the
continuous (resp. discontinuous) local martingale part.
The proof of the following theorem can be found in Jacod and Shiryaev (2002)
I.4.52:
Theorem 2.2.14. If X, Y are semimartingales, then
[X,Y ]t = 〈X
c, Y c〉t +
∑
s≤t
∆Xs∆Ys. (2.4)
From this theorem it follows that for continuous martingales X and Y the pre-
dictable quadratic covariation equals the quadratic covariation:
[X,Y ]t = 〈X,Y 〉t,
because the second term equals zero, X = Xc and Y = Y c.
The following properties will be very useful in later calculations:
Properties 2.2.15. X ∈ S.
(1) If Y ∈ V, then [X,Y ] = ∆X · Y .
(2) If Y ∈ V and predictable, then [X,Y ] = ∆Y · X. Hence if X is a local
martingale, then also [X,Y ] is a local martingale.
(3) If Y ∈ V and X or Y is continuous, then [X,Y ] = 0.
(4) If X and Y are local martingales, then [X,Y ] = 0 whenever X is continuous
and Y purely discontinuous.
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(5) If Y is also a semimartingale, then ∆[X,Y ] = ∆X∆Y .
An important concept is the orthogonality of two semimartingales.
Definition 2.2.16. Two P -semimartingales X and Y are called orthogonal un-
der a measure P if [X,Y ] is a local martingale under P . Hence the angle bracket
〈X,Y 〉 = 0.
Assuming no-arbitrage (for sufficient conditions see Delbaen and Schacher-
mayer (1994)) guarantees the structure condition (SC):
Definition 2.2.17. Assume the following canonical decomposition X0+M +B
for the semimartingale X. Then we say that the structure condition is satisfied
if there exists a predictable process λ satisfying
dBt = d〈M〉tλt and
∫ T
0
λ′ud〈M〉uλu < +∞ P -a.s.. (2.5)
If the structure condition is satisfied, then we can define the mean-variance
tradeoff process:
Definition 2.2.18. The mean-variance tradeoff process (MVT) K is defined
as the increasing predictable process with:
Kt =
∫ t
0
λ′sdBs = 〈
∫
λdM〉t.
The predictable characteristics are an important concept to describe a semi-
martingale. They can be seen as an extension of the Le´vy characteristics, namely
the drift, the variance of the Gaussian part and the Le´vy measure used to char-
acterize the distribution of a process with independent increments.
Assume we have a d-dimensional semimartingale X with decomposition X =
X0+M+B. From Jacod and Shiryaev (2002) Theorem I.4.18 we know that the
local martingale M has a unique (up to indistinguishability) decomposition in
a continuous local martingale M c and a purely discontinuous local martingale
Md:
X = X0 +M
c +Md +B. (2.6)
More generally, the continuous local martingale part of a semimartingale X is
denoted by Xc and equals M c, while the discontinuous local martingale part is
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denoted by Xd =Md.
If we introduce the notation µ for the random measure associated to the jumps
of X and defined by
µ(dt, dx) =
∑
1{∆Xs 6=0}δ(s,∆Xs)(dt, dx),
with 1 the indicatorfunction, δa the Dirac measure at point a and with com-
pensator ν, then Md = x ⋆ (µ − ν). Remark that we made here the additional
assumption that X is special, hence from Jacod and Shiryaev (2002) we know
that this holds if and only if (|x|2 ∧ |x|) ⋆ ν ∈ Aloc. Therefore as shown in
Corollary II.2.38 of Jacod and Shiryaev (2002) the truncation function, which
‘behaves like x’ near the origin, in Md = h(x) ⋆ (µ − ν) can be chosen equal to
x.
Also in the following definition and proposition we restrict ourselves to the
specific case that X is special. The more general form of this definition and
proposition can be found in Jacod and Shiryaev (2002).
Definition 2.2.19. Assume that the canonical representation for the special
semimartingale X is given by
X = X0 +X
c + x ⋆ (µ− ν) +B. (2.7)
If C is the matrix with entries Cij := 〈Xc,i,Xc,j〉, then the predictable charac-
teristics of X are the triplet (B,C, ν).
Furthermore in Proposition II.2.9 Jacod and Shiryaev (2002) show:
Proposition 2.2.20. One can find a version of the characteristics (B,C, ν) of X
which is of the form:
B = b ·A, C = c ·A, ν(ω; dt, dx) = dAt(ω)Kω,t(dx)
where:
1. A is a predictable process in A+loc, which may be chosen continuous if and
only if X is quasi-left-continuous;
2. b = (bi)i≤d is a d-dimensional predictable process;
3. c = (cij)i,j≤d is a predictable process with values in the set of all symmetric
non-negative and positive semidefinite d× d-matrices;
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4. Kω,t(dx) satisfies the following properties:
Kω,t({0}) = 0
∫
(|x|2 + 1)Kω,t(dx) ≤ 1
∆At(ω) > 0⇒ bt(ω) =
∫
xKω,t(dx) ∆At(ω)Kω,t(R
d) ≤ 1.
Two other properties of the characteristics, described in Proposition 2.2.20 and
which will be used later on, are
∆Bt =
∫
xν({t} × dx) and at := ν({t} × R
d) ≤ 1.
We will call the triplet (b, c,K) the differential characteristics of the semi-
martingale X and we denote them by ∂X.
We can now describe the characteristics of a stochastic integral. First we define
the class L(X) of predictable processes for which we can determine the stochas-
tic integral with respect to a d-dimensional semimartingale X. It contains the
processes H which belongs to L2loc(M) ∩ L
0(B). Hence they are an element of
the intersection of the predictable processesH such thatH2 · 〈M,M〉 are locally
integrable and also the increasing process |
∑
iH
ibi| ·A is finite-valued.
Proposition 2.2.21 (See Kallsen (2006)). Let X be an Rd-valued semimartin-
gale and H an Rn×d-valued predictable process with Hj· ∈ L(X), j = 1, . . . , n.
If ∂X = (b, c,K), then the differential characteristics of the Rn-valued integral
process
H ·X := (Hj· ·X)j=1,...,n
equal ∂(H ·X) = (b˜, c˜, K˜), where
b˜t =HtBt,
c˜t =HtctH
′
t,
K˜t(G) =
∫
Rd
1G(Htx)Kt(dx), G ∈ B
n.
With any measurable functionW on Ω˜ = Ω×[0, T ]×Rd we associate the process
Wˆt(ω) =
∫
Rd
W (ω, t, x)ν(ω; {t} × dx) if
∫
Rd
|W (ω, t, x)|ν(ω, {t} × dx) <∞
(2.8)
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and +∞ in the other case.
For any process g ∈ O˜, we define MPµ (g | P˜) as the unique P˜-measurable pro-
cess, when it exists, such that for any bounded W ∈ P˜,
MPµ (Wg) := E
(∫ T
0
∫
Rd
W (s, x)g(s, x)µ(ds, dx)
)
=MPµ
(
WMPµ (g | P˜)
)
.
We denote by Gloc(µ) the set of all P˜-measurable real-valued functions W on
Ω˜ such that the process W˜t(ω) = W (ω, t,∆Xt(ω))1{∆Xt(ω) 6=0}(ω, t) − Wˆt(ω)
satisfies ∑
s≤·
(W˜s)
2
1/2 ∈ A+loc.
We assumed here that the random measure µ is associated with the process
X; for measures µ not necessarily linked with a process we refer to Jacod and
Shiryaev (2002).
Definition 2.2.22. If W ∈ Gloc(µ), then any purely discontinuous martingale
such that ∆(W ⋆ (µ − ν)) and W˜ are indistinguishable is called the stochastic
integral of W with respect to µ− ν and is denoted by W ⋆ (µ− ν).
The following representation theorem will also be very useful later on. The
theorem is an adaptation of the one given in Jacod (1979) (Theorem 3.75,
page 103) and Jacod and Shiryaev (2002) (Lemma III.4.24).
Theorem 2.2.23. Let N ∈ M0,loc. Then there exists a predictable and X
c-inte-
grable process φ,N⊥ ∈M0,loc with [N⊥,X] = 0 and functionals f ∈ P˜ and g ∈ O˜
such that∫ T
0
∫
Rd\{0}
(|f | ∧ |f |2)ν(dt, dx) < +∞, (
t∑
s=0
g(s,∆Xs)
2
1{∆Xs 6=0})
1/2 ∈ A+loc,
MPµ (g|P˜) = 0, W = f +
fˆ
1− a
1{a<1},
N = φ ·Xc +W ⋆ (µ− ν) + g ⋆ µ+N⊥, (2.9)
where f has a version such that {a = 1} ⊂ {fˆ = 0}. Moreover
∆Nt = (ft(∆Xt) + gt(∆Xt))1{∆Xt 6=0} −
fˆt
1− at
1{∆Xt=0} +∆N
⊥
t . (2.10)
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Proof. This theorem is a combination of the one given in Jacod (1979) and in
Jacod and Shiryaev (2002). Hence we will only concentrate on the jump ∆Nt.
We remark first that Wˆ = fˆ1−a1{a<1} because
Wˆ =
∫
Wν({t} × dx) =
∫
fν({t}, dx) +
∫
fˆ
1− a
1{a<1}ν({t}, dx)
=fˆ(1 +
a
1− a
)1{a<1} =
fˆ
1− a
1{a<1}.
The jump is now calculated in the following way, where we use Definition
2.2.22:
∆Nt =∆(φ ·X
c)t +∆(W ⋆ (µ− ν))t +∆(g ⋆ µ)t +∆N
⊥
t
=0 +W (∆Xt)1{∆Xt 6=0} − Wˆ (t) + g(∆Xt)1{∆Xt 6=0} +∆N
⊥
t
=(ft(∆Xt) + gt(∆Xt))1{∆Xt 6=0} +
fˆ
1− a
1{a<1}1{∆Xt 6=0}
−
fˆ
1− a
1{a<1} +∆N⊥t
=(ft(∆Xt) + gt(∆Xt))1{∆Xt 6=0} −
fˆ
1− a
1{∆Xt=0} +∆N
⊥
t .
The uniqueness of the specific components in the decomposition (2.9) is proved
in the following lemma.
Lemma 2.2.24. The decomposition in (2.9) is unique (up to indistinguishability)
in the following sense: if there exists a quadruplet
(
φ, f, g,N⊥
)
as in Theorem
2.2.23 satisfying
0 = φ ·Xc +W ⋆ (µ− ν) + g ⋆ µ+N⊥, (2.11)
then
cφ = 0 P ⊗ dA-a.e., f(x) = g(x) = 0 µ-a.e., N⊥ = 0.
Proof. From (2.6) we know that every local martingale has a unique decompo-
sition in a continuous local martingale part and a discontinuous local martingale
part, which in the case of (2.11) should both be zero. Hence, we deduce that
φ ·Xc + (N⊥)c ≡ 0. (2.12)
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Due to [X,N⊥] = 0 and Properties 2.2.15(5) we obtain that for all t
∆[X,N⊥]t = ∆Xt∆N⊥t = 0. (2.13)
Therefore from Thereom 2.2.14 we know that 〈Xc, (N⊥)c〉 = 0. Combining this
with (2.12) leads to
0 = 〈φ ·Xc + (N⊥)c, φ ·Xc + (N⊥)c〉 = 〈φ ·Xc, φ ·Xc〉+ 〈(N⊥)c, (N⊥)c〉
Since for every semimartingale Y , 〈Y, Y 〉 is a non-negative function this relation
implies that
φ ·Xc = 0, and (N⊥)c = 0, (2.14)
Further, from φ · Xc = 0 it follows that also φ′cφ · A = 0. Using the fact that
c is positive semidefinite with c = w′w, we obtain that (wφ)′(wφ) · A = 0.
Furthermore if we choose c = 0, and hence also w = 0 on {∆A = 0}, we can
conclude that cφ = 0 P ⊗ dA-a.e..
Formula (2.13) implies that on the set {∆X 6= 0}, ∆N⊥ = 0. Hence (2.10)
with N = 0 and therefore also ∆N = 0, leads to f(∆X) + g(∆X) = 0, which is
equivalent to
f(x) + g(x) = 0 µ-a.e.
By taking the conditional expectation under MPµ , and using M
P
µ (g|P˜) = 0 we
conclude that
f = g = 0 MPµ -a.e. (2.15)
This implies that f̂ = 0. So again by (2.10) we get ∆N⊥ = 0. Combined with
the second equation in (2.14) this leads to N⊥ = 0. This completes the proof of
the lemma.
The following definition is very useful in the context of change of measures.
Definition 2.2.25. The unknown ca`dla`g adapted process Y , which is the solu-
tion to
Y = 1 + Y− ·X, (2.16)
with X a given semimartingale, is denoted by E(X) and is called the Dole´ans-
Dade exponential.
Hence it is obvious that Y is a local martingale if X is one.
For real-valued semimartingales X, the solution to (2.16) is given by
E(X)t = e
Xt−X0− 12 〈Xc,Xc〉t
∏
s≤t
(1 + ∆Xs)e
−∆Xs . (2.17)
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Furthermore it is possible to prove the following relationship for two semi-
martingales X and X ′:
E(X)E(X ′) = E(X +X ′ + [X,X ′]), (2.18)
by applying the well-known Itoˆ’s formula:
Theorem 2.2.26 (Itoˆ’s formula). Let X be a d-dimensional semimartingale, and f
a function of class C2 on Rd. Then f(X) is a semimartingale and
f(Xt) =f(X0) +
∑
i≤d
Dif(X−) ·Xi +
1
2
∑
i,j≤d
Dijf(X−) · 〈Xi,c,Xj,c〉
+
∑
s≤t
f(Xs)− f(Xs−)−∑
i≤d
Dif(Xs−)∆Xis
 .
In terms of the characteristic triplet (B,C, ν) of a semimartingale X, Itoˆ’s for-
mula takes the following form:
f(Xt) =f(X0) +
∑
i≤d
Dif(Xi) ·X
i +
1
2
∑
i,j≤d
Dijf(X−) · C
+
∫ t
0
f(Xs− + x)− f(Xs−)−∑
i≤d
Dif(Xs−)x
µs(dx). (2.19)
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2.3.1 Girsanov’s theorems
In this section we will state some relevant theorems in order to derive the char-
acteristics of a semimartingale X under a new measure P ′, knowing the char-
acteristics of X under the original measure P . Assume the characteristics under
P of X are (B,C, ν). Furthermore the density process of P ′ relative to P is
denoted by Z and it is the martingale describing the change of measure from P
to P ′ such that Zt is the Radon-Nikodym derivative
dP ′|Ft
dP|Ft
of the restrictions of
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P ′ and P to (Ω,Ft) for every t ∈ R+. If the process Z > 0 then P ′ is a prob-
ability measure, in the other case we call P ′ a signed measure. If P ′ is locally
absolutely continuous with respect to P , then we write P ′
loc
≪ P . A measure
P ′ is absolutely continuous with respect to P , if P ′(A) = 0 for every set A for
which P (A) = 0. While P ′ ∼ P means that P ′ is equivalent with P , this means
that P ′ ≪ P and P ≪ P ′.
Proposition 2.3.1 (See Jacod and Shiryaev (2002) III.3.8). Assume that P ′
loc
≪
P and let Z be the density process. Let M ′ be a ca`dla`g process.
• If M ′Z is a P -local martingale, then M ′ is a P ′-local martingale.
• If M ′ is a P ′-local martingale with a localizing sequence (Tn) having
P (limn ↑ Tn =∞) = 1, then M
′Z is a P -local martingale.
Corollary 2.3.2. If the process Y is a P -local martingale then it is also a local
martingale under the new measure P ′ described by the Girsanov density Z = E(N)
if and only if [Y,N ] is a P -local martingale.
Proof. Y is a local martingale under the new measure if and only if Y Z is a
P -local martingale (remark we work here on a finite time horizon). Since
d(Y Z) = Y−dZ + Z−dY + Z−d[Y,N ], (2.20)
we see that this holds if and only if [Y,N ] is a P -local martingale.
Remark 2.3.3. From (2.20) it also follows that if Y is a local martingale under
P ′, then Y + [Y,N ] is a P -local martingale, since Z is a P -local martingale.
Theorem 2.3.4 (‘classical’ Girsanov’s theorem). Assume that P ′
loc
≪ P and let Z
be the density process. Let M be a P -local martingale such that M0 = 0 and that
the P -quadratic covariation [M,Z] has P -locally integrable variation, and denote
by 〈M,Z〉 its P -compensator. Then the process
M ′ =M −
1
Z−
· 〈M,Z〉
is P ′-a.s. well defined, and is a P ′-local martingale.
The following theorem is an adaptation of Theorem III.3.24 of Jacod and Shiry-
aev (2002), in analogy with the one given in Kallsen (2006) for quasi-left-con-
tinuous processes.
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Theorem 2.3.5 (Girsanov’s theorem for semimartingales, see Kallsen (2006)).
Let X be an Rd-valued semimartingale with differential characteristics ∂X =
(b, c,K). Suppose that P ′
loc
≪ P with density process
Z = E(H ·Xc +W ⋆ (µ− ν)) (2.21)
for some H ∈ L(Xc) and W ∈ Gloc(µ). Then the differential characteristics
(b˜, c˜, K˜) of X relative to P ′ are given by
b˜t =bt +H
′
tct +
∫
Rd
(W (t, x)− Wˆ (t))h(x)Kt(dx),
c˜t =ct,
K˜t(G) =
∫
Rd
1G(x)(1 +W (t, x)− Wˆ (t))Kt(dx), G ∈ B
n.
2.3.2 Important measures
As we will describe in Section 2.5, we will mostly work with Le´vy processes.
This type of processes contains jumps and hence the market we will work in
will rarely be complete.
A market is called complete if any FT -measurable claimH can be hedged, i.e. it
can be replicated by a self-financing strategy V such that P (H = VT ) = 1. A
strategy is self-financing if there are no external cash-flows after the start, so
we may only rebalance the portfolio.
Using an incomplete market means that we have a set of martingale measures
and there exists no longer a unique martingale measure. Hence also the concept
of a unique arbitrage-free price for a product found through replication makes
no sense in an incomplete market.
In this thesis we will concentrate on the hedging of products and especially
on the quadratic hedging strategies. To determine these strategies two martin-
gale measures are really important: the minimal martingale measure and the
variance-optimal martingale measure. The goal of this section is to give more
details about these measures and to explain how we can determine them.
We mainly use the following sets of local martingale densities associated with
the measure P :
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• The spaceMs(P ) which contains all signed measuresQ≪ P withQ[Ω] =
1 and
E[
dQ
dP
Y ] = 0 for all Y ∈ V.
An element ofMs is called a signed martingale measure.
• The spaceMe(P ) contains all probability measures Q ∈Ms(P ) such that
Q is equivalent to P . An element ofMe is called an equivalent martingale
measure.
• Related with these spaces we define the following set of densities:
Dg :=
{
dQ
dP
| Q ∈Mg(P )
}
with g ∈ {s, e}. (2.22)
2.3.2.1 Minimal martingale measure
The minimal martingale measure was introduced in Fo¨llmer and Schweizer
(1991). An extended version to local martingales of their definition is:
Definition 2.3.6. The minimal martingale measure Q˜ related to a P -semi-
martingaleX is the martingale measure such that any P -local martingale which
is orthogonal to M , as defined in (2.2), under P remains a local martingale
under Q˜.
In the paper by Fo¨llmer and Schweizer (1991) the uniqueness is shown and
existence results are given for a one-dimensional continuous semimartingale.
Furthermore also the orthogonality is preserved in this case, namely any square-
integrable P -martingale, orthogonal to M under P is also orthogonal to X un-
der the minimal martingale measure.
The terminology minimal does not come from the fact that this measure min-
imizes a certain criterion, but it is the measure that preserves the structure of
the semimartingale X as much as possible under that change of measure which
makes X a martingale.
Schweizer (1995a) gives three characterizations for the minimal martingale
measure. Two only hold in the continuous case, while the third one also holds in
the discontinuous case under the assumption that the structure condition holds
and the MVT process, as defined in 2.2.18 is deterministic. This characteri-
zation is also crucial for the determination of the variance-optimal martingale
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measure. Under the conditions mentioned above, the minimal martingale mea-
sure is the unique solution to
min ||
dQ
dP
− 1||L2(P ) =
√
Var[
dQ
dP
]
over all signed martingale measures Q for X with dQdP ∈ L
2(P ), with
|| · ||L2(P ) the norm of the space L
2(P ):
||A||L2(P ) = E[|A|
2]1/2.
In Example 1 of Choulli et al. (2007), we see that ifX = X0+M+B is a locally
square-integrable semimartingale and the structure condition is satisfied, then
the minimal martingale density is given by E(−λ ·M), with λ defined in (2.5).
From Theorem 2.3.4, we deduce that if E(N˜) > 0 then the following process is
a local martingale under the MMM:
Xc,Q˜ =Xc + cλ ·A (2.23)
and the compensator of µ under the MMM is given by
νQ˜(dt, dx) = (1− λ′tx+ λ
′
t∆〈M〉tλt)ν(dt, dx). (2.24)
If E(N˜) is not a priori strictly positive, which is possible in discontinuous cases,
we cannot link a probability measure with the density E(N˜). Hence it is not
possible to define Q˜-martingales and we need to use the concept of E(N˜)-
martingales, see Chapter 3 to overcome this problem. Definition 2.3.6 holds
then in the following sense: for every P -local martingale L orthogonal to M
under P , E(N˜)L should be a P -local martingale.
The following lemma will be useful later on:
Lemma 2.3.7. The Q˜-compensator of a finite variation process K coincides with
the P -compensator of (1 + ∆N˜) ·K.
Proof. Denote by KQ˜ the Q˜-compensator of K. By Remark 2.3.3, K −KQ˜ is a
Q˜-local martingale if and only if (K −KQ˜) + [K −KQ˜, N˜ ] is a P -local martin-
gale. Using the fact that K is a process of finite variation, the predictability and
the finite variation property of the compensator KQ˜ and Properties 2.2.15, we
rewrite this last expression as
K −KQ˜ + [K −KQ˜, N˜ ] =K −KQ˜ +∆N˜ ·K −∆KQ˜ · N˜
=(1 +∆N˜) ·K −KQ˜ −∆KQ˜ · N˜ .
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Due to the martingale property of N˜ , we conclude that K − KQ˜ is a Q˜-local
martingale if and only if KQ˜ is the P -compensator of (1 + ∆N˜) ·K.
Characterizing the class of measures with Q˜ as the MMM.
This paragraph is based on a remark given in Schweizer (1991):
Furthermore, Theorem 3.2 tells us that this strategy is robust: it
will again be optimal for a whole class of semimartingale models P ,
namely all those which admit P˜ as their minimal equivalent martin-
gale measure.
The goal is to find these measures with the same MMM as the original measure
P . We know that P and the MMM are trivial elements of this class. We will
assume that the process under consideration is quasi-left-continuous. This im-
poses no restriction because the strategy Schweizer is speaking of is the locally
risk-minimizing hedging strategy, which is only defined in the case that the fi-
nite variation part is continuous, see Chapter 4.
As a first step we prove that any change of measure from the original measure P
to an equivalent probability measure, can be described by the process Z as given
in formula (2.21). This is a very useful result if we want to extend the proof of
Lemma 2.3.9 to processes which are not necessarily quasi-left-continuous.
Theorem 2.3.8. If Z describes a change of measure from P to the probability
measure Q, Q
loc
≪ P , where the filtration F is the natural filtration of the semi-
martingale X as defined in Definition 2.2.19, then Z is given by
E(H ·Xc +W ⋆ (µ− ν)). (2.25)
with H ∈ L(Xc) and W ∈ Gloc(µ).
Proof. We remark that we were inspired by the proof of Lemma 5.1 of Kallsen
(2004).
If Z describes a change of measure from P to Q, then Z is a P -local martingale.
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From Theorem II.8.3 of Jacod and Shiryaev (2002) we know that the stochastic
logarithm N = 1Z− · Z of Z as the unique process such that Z = E(N). Hence
N will also be a P -local martingale and according to Theorem 2.2.23 has the
following representation:
N = H ·Xc +W ⋆ (µ− ν) + g ⋆ µ+N⊥. (2.26)
We use Theorem III.3.24 of Jacod and Shiryaev (2002) to determine the charac-
teristics ofX under the new measureQ. First, we need to determine the process
Y such that
Y Z− =MPµ (Z|P˜). (2.27)
From Jacod and Shiryaev (2002) Theorem III.3.17 b) we know that any non-
negative version of MPµ (
Z
Z−
1{Z−>0}|P˜) satisfies condition (2.27). Using for-
mula (2.17) and the continuity of 〈Xc,Xc〉 (see Theorem 2.2.13), we find
Zt =e
Nt−Nt−eNt−−N0−
1
2 〈Nc,Nc〉t
∏
s<t
(1 + ∆Ns)e
−∆Ns(1 + ∆Nt)e−∆Nt
=Zt−(1 + ∆Nt),
with ∆Nt as in formula (2.10). So Y is given by M
P
µ (1 + ∆N |P˜) = W − Wˆ ,
because MPµ (g|P˜) = 0 and ∆N
⊥ = 0 on the set {∆X 6= 0} which follows from
the fact that [X,N⊥] = 0 as is shown in (2.13).
Second, we determine the process β, such that 〈Zc,Xc〉 = (Z−cβ) ·A:
〈Zc,Xc〉 = Z−〈H ·Xc,Xc〉+ Z−〈(N⊥)c,Xc〉 = Z−H ′c ·A,
because we know again from the conclusion after (2.13) that 〈Xc, (N⊥)c〉 = 0
for functionsN⊥ with [X,N⊥] = 0. So β can be chosen equal toH. Hence com-
parison with Theorem 2.3.5 and Theorem III.3.24 of Jacod and Shiryaev (2002)
leads to the conclusion that the characteristics of X under the measure Q are
the same as those obtained after a change of measure described by (2.25). This
means that without loss of generality the change of measure Z can be described
by (2.25).
This was in fact already proved by Jacod and Shiryaev (2002) in Theorem
III.5.19 using the fact that if all local martingales satisfy the representation the-
orem, then the third and fourth term in formula (2.10) are trivial.
Theorem 2.3.9. Assume Q˜ is the MMM of the QLC, special semimartingaleX with
predictable characteristics as described in Definition 2.2.19 under the measure P .
26 2 Basic concepts
Then all measures P˜ for which the Girsanov densities describing the change of
measure from P to P˜ are given by
Z = E(βP˜P ·X
c +W P˜P ⋆ (µ− ν)),
with
−λ′Px =W
P˜
P − (λP + β
P˜
P )
′x(1 +W P˜P )
have also Q˜ as MMM.
Proof. The change of measure from P to the MMM Q˜ is denoted by
ZQ˜P = E(N
Q˜
P ) = E(−λP ·M),
where we know from (2.5), Definition 2.2.19, Proposition 2.2.20 and because
X is QLC that
M =Xc + x ⋆ (µ− ν) and B = b ·A (2.28)
〈M〉 =〈X〉 = 〈Xc〉+ 〈x ⋆ (µ− ν)〉 = (c+
∫
xx′K(dx)) ·A
λP =(d〈M〉)
invdB = (c+
∫
Rd
xx′K(dx))invb. (2.29)
We assume here that the inverse functions really exists and we do not use the
extended Moore-Penrose pseudo-inverse.
We know from Theorem 2.3.8 that the following density process
ZP˜P = E(N
P˜
P ) = E(β
P˜
P ·X
c +W P˜P ⋆ (µ− ν)) (2.30)
defines a change of measure from P to an equivalent measure P˜ . Remark we
assume here that ZP˜P > 0 and hence defines a true probability measure. It
makes sense to have this assumption because we are only interested in finding
equivalent measures which have the same MMM. On the other hand, if this as-
sumption does not hold, the proof still remains true, but we are not always able
to link a measure with the described density.
Applying Theorem 2.3.5 and using the QLC of X, the process X has the follow-
ing representation under P˜ :
X = X0 +X
c,P˜ + x ⋆ (µ− νP˜ ) +BP˜ ,
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with
Xc,P˜ =Xc − cβP˜P ·A, (2.31)
νP˜ =(1 +W P˜P )K(dx) ·A := K
P˜ (dx) ·A, (2.32)
BP˜ =(b+ cβP˜P +
∫
Rd
xW P˜P K(dx)) ·A. (2.33)
We now calculate the MMM Q∗ of X under P˜ :
ZQ
∗
P˜
= E(NQ
∗
P˜
) = E(−λP˜ ·M
P˜ ),
with
λP˜ =(c+
∫
Rd
xx′KP˜ (dx))inv(b+ cβP˜P +
∫
Rd
xW P˜P K(dx)) (2.34)
M P˜ =Xc − cβP˜P ·A+ x ⋆ (µ− ν
P˜ ). (2.35)
Next we determine βP˜P andW
P˜
P such that the MMM of P , namely Q˜ is the same
as the MMM of P˜ , namely Q∗. This will hold if and only if ZQ˜P = Z
P˜
P Z
Q∗
P˜
, by
using formula (2.18):
E(N Q˜P ) = E(N
P˜
P )E(N
Q∗
P˜
) = E(N P˜P +N
Q∗
P˜
+ [N P˜P , N
Q∗
P˜
]).
This leads to the following equation which should be satisfied, because as shown
in Theorem II.8.3 of Jacod and Shiryaev (2002) the stochastic logarithm N of
Z = E(N) is unique:
−λP ·M = β
P˜
P ·X
c +W P˜P ⋆ (µ− ν)− λP˜ ·M
P˜ + [N P˜P , N
Q∗
P˜
]. (2.36)
We first calculate [N P˜P , N
Q∗
P˜
]. Using the predictability and continuity of A and
the fact thatM P˜ =M+B−BP˜ =M−(cβP˜P +
∫
Rd
xW P˜P K(dx))·A, we obtain by
Properties 2.2.15(3) that [N P˜P , N
Q∗
P˜
] = [N P˜P ,−λP˜ ·M ]. Again using Properties
2.2.15, (2.28) and (2.30), we arrive at:
[N P˜P , N
Q∗
P˜
] =[βP˜P ·X
c,−λP˜ ·X
c] + [W P˜P ⋆ (µ− ν),−λ
′
P˜
x ⋆ (µ− ν)]
=− (βP˜P )
′cλP˜ ·A−
∑
(W P˜P 1{∆X 6=0})(λ
′
P˜
x1{∆X 6=0})
=− (βP˜P )
′cλP˜ ·A− λ
′
P˜
xW P˜P ⋆ µ. (2.37)
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Hence substituting (2.37), (2.35) and (2.32) in (2.36), we get
−λP ·M =(β
P˜
P − λP˜ ) ·X
c + (W P˜P − λ
′
P˜
x− λ′
P˜
xW P˜P ) ⋆ (µ− ν).
The uniqueness of the decomposition of a local martingale in a continuous part
and a purely discontinuous part leads in view of (2.34) to the following non-
linear system of equations in βP˜P and W
P˜
P :{
−λP = β
P˜
P − λP˜
−λ′Px =W
P˜
P − λ
′
P˜
x− λ′
P˜
xW P˜P .
Solving the first equation for λP˜ and substituting its expression in the second
equation gives:
− λ′Px =W
P˜
P − (λP + β
P˜
P )
′x(1 +W P˜P ). (2.38)
Grouping the terms in λP , multiplying with x and integrating (2.38), we arrive
at
x′λPW P˜P =W
P˜
P − x
′βP˜P (1 +W
P˜
P )
⇔
∫
xx′λPW P˜P K(dx) =
∫
xW P˜P K(dx)−
∫
xx′βP˜P (1 +W
P˜
P )K(dx). (2.39)
Inserting (2.29) and (2.34) in the first equation of the system, using (2.32)
leads to
βP˜P =λP˜ − λP
=(c+
∫
xx′K(dx) +
∫
xx′W P˜P K(dx))
inv(b+ cβP˜P +
∫
xW P˜P K(dx))
− (c+
∫
xx′K(dx))invb.
Multiplying both sides with c+
∫
xx′(1 +W P˜P )K(dx) (which is non-zero due to
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the assumption that the real inverse exists) gives
(c+
∫
xx′(1 +W P˜P )K(dx))β
P˜
P
= (b+ cβP˜P +
∫
xW P˜P K(dx))
− (c+
∫
xx′K(dx) +
∫
xx′W P˜P K(dx))(c+
∫
xx′K(dx))invb
⇔
∫
(1 +W P˜P )xx
′K(dx)βP˜P
=
∫
W P˜P xK(dx)−
∫
W P˜P xx
′K(dx)(c+
∫
xx′K(dx))invb. (2.40)
Comparing (2.39) and (2.40) we see that the system of equations reduces to
one single equation in view of (2.29). Therefore the only condition linking both
parameters is formula (2.38).
2.3.2.2 Variance-optimal martingale measure
The variance-optimal martingale measure (VOMM) searches for the element of
Ms(X) with smallest L2-norm:
Definition 2.3.10. The variance-optimal martingale measure is the unique
measure Q∗ ∈Ms(X) such that dQ
∗
dP is in L
2(P ) and which minimizes
||
dQ
dP
− 1||L2(P ). (2.41)
over all dQdP belonging to D
s ∩ L2(P ).
From the previous section, we know that this is exactly the criterion which is
minimized to determine the MMM if the MVT process is deterministic, hence
we conclude that in this case the MMM will equal the VOMM. This is a valuable
result, because the determination of the VOMM is not really straightforward,
and we certainly do not have a unique closed-form solution as is the case for
the MMM. Furthermore it is possible that the VOMM exists, but is not equivalent
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with the original measure P . In the continuous case the problem of equivalence
is solved by Delbaen and Schachermayer (1996b):
Theorem 2.3.11 (See Delbaen and Schachermayer (1996b)). LetX be a contin-
uous, Rd-valued semimartingale and suppose that De(X) ∩ L2(P ) 6= ∅, i.e. there
is at least one equivalent local martingale measure with square-integrable density.
Then the variance-optimal measure is a probability measure equivalent to P .
We remark this is more generally proved for q-optimal martingale measures
(this is the measure which minimize a criterion as defined in formula (2.41),
but with the Lq-norm) in the continuous case by Grandits and Krawczyk (1998).
Furthermore Delbaen and Schachermayer (1996b) also proved that in the con-
tinuous case the Radon-Nikodym derivative for the VOMM Q˜ has the following
form:
dQ˜
dP
=
1− φ ·XT
E(1− φ ·XT )
, (2.42)
with φ anX-integrable and admissible process. By admissiblewemean that the
stochastic integral φ ·X is a uniformly integrable Q-martingale for any equiva-
lent martingale measureQwith square-integrable density. The reciprocal of this
statement is proved and discussed in more detail in Cˇerny´ and Kallsen (2008b).
A very useful result for the determination of the VOMM is given in Schweizer
(1996). We first need to define another class of processes instead of the class
Ms used in Definition 2.3.10 by introducing the following sets:
Θ :=
θ ∈ L(X) | E
∫ T
0
θ′ud〈M〉uθu +
(∫ T
0
|θ′udBu|
)2 < +∞
 . (2.43)
Hence the set Θ contains all the processes θ which belong to L2(M) and for
which
∫ T
0
|θudBu| ∈ L
2(P ). This ensures that (θ ·X)0≤t≤T is a semimartingale
of class S2(P ) with norm defined as
||θ ·X||S2 = E
∫ T
0
θ′ud〈M〉uθu +
(∫ T
0
|θ′udBu|
)2 <∞.
The space GT (Θ) contains all the stochastic integrals θ · X, with θ ∈ Θ and
is a subspace of L2(X). Schweizer denotes by PX(Θ) the set of all signed Θ-
martingale measures.
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Definition 2.3.12. A signed measure Q on (Ω,F) is called a signed Θ-martin-
gale measure if Q[Ω] = 1, Q ≪ P with dQdP ∈ L
2(P ) and E[dQdPGT (θ)] = 0 for
all θ ∈ Θ.
The VOMM is then the measure with minimal L2(P )-density over all signed
Θ-martingale measures.
Lemma 2.3.13 (Schweizer (1996)). P˜ ∈ PX(Θ) is variance-optimal if and only
if
dP˜
dP
∈ [1,∞) +GT (Θ)
⊥⊥.
Note that GT (Θ)
⊥⊥ = GT (Θ) and if GT (Θ) is closed then it equals of course
GT (Θ).
Schweizer remarks that in many cases of interest the set PX(Θ) coincides with
the set of signed martingale measures for which the Girsanov density describing
the change of measure is square integrable.
Lemma 4.1 of Schweizer (2001), which was already proved in Schweizer (1999),
states that if G is a linear subspace of L2(P ) and for which G does not contain
the constant 1 then the variance-optimal signed G-martingale measure exists
and is unique, where signed G-martingale measure is in the sense of Definition
2.3.12.
The extension of (2.42) to discontinuous processes is given by Cˇerny´ and Kallsen
(2007). We remark that they work with signed σ-martingale measures instead
of with the signed Θ-martingale measure as Schweizer (1996) does. Further-
more the VOMM is obtained as the change of measure with minimal L2(P )-
density belonging to the class of signed σ-martingale measure. Therefore it is
in fact the variance-optimal signed Θ˜-martingale measure as defined in Defi-
nition 2.3.2.2 with Θ replaced by Θ˜. The latter class is given by {θ ∈ L(S) :
θ admissible}, with admissible in the sense of Definition 2.2 of Cˇerny´ and Kallsen
(2007).
For the possible equivalence in the discontinuous case, we refer to Kohlmann
et al. (2010). Under certain assumptions they proof that the equivalence is sat-
isfied if and only if a certain backward semimartingale equation (BSE) has a
solution. Unfortunately they do not really show how to find the solution to this
BSE and they only give an example for the very specific case of a deterministic
MVT.
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Some properties, as e.g. the reverse Ho¨lder inequality for the VOMM in the case
of discontinuous semimartingales are proved in Arai (2005b).
2.4 Two decompositions
The Galtchouk-Kunita-Watanabe (GKW) decomposition and the Fo¨llmer-
Schweizer (FS) decomposition are two crucial decompositions in this work.
We introduce here these two decompositions and describe the existence and
uniqueness of the GKW decomposition. More details concerning the FS decom-
position will be given in Chapter 3.
Definition 2.4.1. An FT -measurable random variable H has a Galtchouk-Ku-
nita-Watanabe decomposition with respect to the local martingale M if there
exist a constant H0, a process ξ ∈ Lloc(M) and a local martingale L, such that
[L,M ] is a local martingale, and
H = H0 + (ξ ·M)T + LT .
To ensure the existence the random variable H should be square-integrable
and X should be a locally square-integrable martingale. These conditions are
in fact too strong, because we know that the GKW decomposition of the local
martingaleN with respect to the local martingaleM exists if the process 〈N,M〉
exists, if the process ξ = d〈N,M〉d〈M,M〉 isM -integrable and if ξ·M is a local martingale.
These conditions are all satisfied if M and N are both locally square integrable
martingales.
In fact the GKW decomposition is a projection ofH−H0 on the subspace GT (Θ)
of L2(X), hence this decomposition exists for H ∈ L2 if the space GT (Θ) is
closed. Due to the definition of stochastic integral of (more generally) a local
martingale, the space is closed as the stochastic integral describes an isometry. A
different way to prove the existence is given by Yor and de Sam Lazaro (1978).
He proved that if Y n and Y are uniformly integrable martingales such that
Y n∞ converges weakly to Y∞ in L
1, and if Y nt =
∫ t
0
φns dXs, then there exists a
predictable process φ satisfying Yt =
∫ t
0
φsdXs.
Ansel and Stricker (1993) were able to relax the L2-conditions and still prove
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the existence of the GKW decomposition in some particular cases e.g. if X is
continuous then H can be arbitrary.
The FS decomposition is the extension of the GKW decomposition to a semi-
martingale X = X0 +M +B:
Definition 2.4.2. An FT -measurable random variable H admits a Fo¨llmer-
Schweizer decomposition if there exist a constant H0, a process ξ
FS ∈ Θ and a
local martingale LFS, such that [LFS,M ] is a local martingale, and
H = H0 + (ξ
FS ·X)T + L
FS
T .
2.5 Le´vy process
To illustrate and apply the obtained results we will often use Le´vy processes.
This class of processes contains e.g. the Brownian motion and the Poisson pro-
cess. We will not go into all the details of Le´vy processes, but we just repeat the
interesting properties of this class of processes. For more facts we refer to Sato
(1999) and Applebaum (2004).
Definition 2.5.1 (See Kallsen (2006)). An Rd-valued semimartingale X, X0 =
0, is a Le´vy process if and only if it has a version (b, c,K) of the differential
characteristic which does not depend on (ω, t).
Another type of definition frequently used to describe Le´vy processes is given in
e.g. Sato (1999).
Definition 2.5.2 (See Sato (1999)). An adapted and ca`dla`g process X =
(Xt)t≥0 with X0 = 0 a.s. is a Le´vy process if
1. X has increments independent of the past (i.e. Xt −Xs is independent of
Fs, 0 ≤ s < t <∞)
2. X has stationary increments (i.e. Xt − Xs has the same distribution as
Xt−s, 0 ≤ s < t <∞)
3. Xt is continuous in probability or stochastically continuous (i.e. ∀ε >
0, lim
h→0
P (|Xt+h −Xt| > ε) = 0).
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As remarked in Cont and Tankov (2004), we can assume that X is ca`dla`g,
because every Le´vy process has a unique modification that is ca`dla`g, hence we
assume the ca`dla`g property without loss of generality.
An additive process has all the properties of a Le´vy process except the stationary
increments.
A Brownian motion can now be defined in the following way:
Definition 2.5.3 (See Sato (1999)). A stochastic process X on Rd defined on
a probability space (Ω,F ,F, P ) is a Brownian motion, if it is a continuous
Le´vy process and if, for t > 0, Xt has a Gaussian distribution with mean 0 and
covariance matrix tI (I is the identity matrix).
Definition 2.5.4 (See Sato (1999)). A stochastic process X on R defined on a
probability space (Ω,F ,F, P ) is a Poisson process with parameter c > 0, if it is
a Le´vy process and for t > 0, Xt has Poisson distribution with mean ct.
Le´vy processes are often characterized by the characteristic function ΦX(t):
ΦX(t) := E[exp(i〈z,Xt〉)],
where the Euclidian scalar product on Rd is denoted by 〈·, ·〉 and the respective
norm by | · |.
This characterization is called the Le´vy-Khintchine representation which for a
Le´vy process X with characteristic triplet (B,C, ν) is given by
E[ei〈z,Xt〉] = etψ(z),
with
ψ(z) = i〈z,B〉 −
1
2
〈z, Cz〉+
∫
Rd
(ei〈z,x〉 − 1− i〈z, x〉1{|x|≥1})ν(dx). (2.44)
In Jacod and Shiryaev (2002) they do not use the terminology of Le´vy processes,
but instead they look at PII/PIIS processes:
Definition 2.5.5. A process with independent increments (PII) on
(Ω,F ,F, P ) is a ca`dla`g adapted Rd-valued process X, such that X0 = 0 and
that for all 0 ≤ s ≤ t the variable Xt −Xs is independent from the σ-field Fs.
Hence PII satisfies is the first property of Definition 2.5.2.
Definition 2.5.6. A process with stationary independent increments (PIIS)
on (Ω,F ,F, P ) is a PII such that the distribution of the variables Xt −Xs only
depends on the difference t− s.
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Hence this combines the first and the second property of Definition 2.5.2.
We remark that PII and PIIS are not necessarily semimartingales, see Jacod
and Shiryaev (2002) Sectioin II.4c. The processes we will use are always semi-
martingales.
We also introduce an extension of the class of Le´vy processes, namely the
time-inhomogeneous (or non-homogeneous) Le´vy processes, denoted by PIIAC,
namely processes with independent increments and absolutely continuous char-
acteristics. This class of processes is popular for the modeling of the interest-rate
derivatives market, see Chapter 8.
Definition 2.5.7 (See Kluge (2005)). An adapted stochastic process X =
(Xt)0≤t≤T with values in Rd is a time-inhomogeneous Le´vy process if the
following conditions hold:
1. X has independent increments;
2. For every t ∈ [0, T ], the law of Xt is characterized by the characteristic
function
E[ei〈u,Xt〉] = exp
∫ t
0
(
i〈u, bs〉 −
1
2
〈u, csu〉
+
∫
Rd
(ei〈u,x〉 − 1− i〈u, x〉1{|x|≥1})Fs(dx)
)
ds;
with bs ∈ R
d, cs a symmetric non-negative-definite (d× d)-matrix and Fs
a measure on Rd that integrates (|x|2 ∧ 1) and satisfies Fs({0}) = 0. It is
also assumed that∫ T
0
(
|bs|+ ||cs||+
∫
Rd
(|x|2 ∧ 1)Fs(dx)
)
ds <∞, (2.45)
where || · || denotes any norm on the set of d× d matrices.
The following properties of PIIAC are proved in Kluge (2005):
• The distribution of PIIAC is infinitely divisible;
• Every PIIAC is also an additive process;
• Every PIIAC is a semimartingale due to the condition (2.45).
An error does not become
truth by reason of multiplied
propagation, nor does truth
become error because no-
body sees it.
Mahatma Ghandi (1869-1948)
3 Fo¨llmer-Schweizerdecomposition
The locally risk-minimizing (LRM) hedging strategy, that will be studied in
Chapter 4, heavily depends on the Galtchouk-Kunita-Watanabe (GKW) decom-
position under the minimal martingale measure (MMM) and/or on the Fo¨llmer-
Schweizer (FS) decomposition under the original measure. In the present chap-
ter we will discuss this FS decomposition in more detail.
We start with an overview of the results available in the literature. This will
show that the uniqueness and existence of the FS decomposition is already
proved. Next we will look at the possible preservation of the martingale and
the orthogonality property when changing from the original measure to the
MMM and vice versa. In Section 3.3, we will concentrate on the relationship
between the FS decomposition under the original measure and the GKW de-
composition under the minimal martingale measure Q˜. Section 3.4 contains a
practical counterexample by which we really prove that there exists examples
where the two decompositions differ. An explicit formula in terms of the pre-
dictable characteristic triplet for the FS decomposition is given in Section 3.5.
In Section 2.3.2.1 on page 23 we recalled an example of Choulli et al. (2007)
from which we know that E(−λ · M) is the Girsanov density describing the
change of measure to the possibly signed minimal martingale measure Q˜ if
38 3 Fo¨llmer-Schweizer decomposition
E(−λ ·M) ≥ 0. We denote this Girsanov density by E(N˜). This chapter is from
the second section onward based on Choulli et al. (2010).
We assume we work in the probability space (Ω,F ,F, P ). The filtration is as-
sumed to be right-continuous, complete and F0 is assumed to be trivial. The
d-dimensional special semimartingale X has the usual canonical decomposition
X0 +M + B. Furthermore from Section 3.2 onwards we work under the fol-
lowing set of assumptions:
Assumptions 3.0.8. The d-dimensional semimartingale X satisfies the structure
condition, see Definition 2.2.17. Hence there exists a process λ such that B =
λ · 〈M〉. We also assume that the non-decreasing process (sup0≤s≤t |Xs|)0≤t≤T is
locally square-integrable.
It is important to notice that we do not assume quasi-left-continuity of the pro-
cess X.
3.1 Definition and existence
We start this section with the definition of the FS decomposition. We use here
a slightly different version than described in Definition 2.4.2 by restricting the
contingent claims for which we determine the FS decomposition to the class of
square-integrable contingent claims. Combining the square-integrability of H
with (2.43) defining the space Θ immediately results in the stronger properties
of LFS.
Definition 3.1.1. An FT -measurable and square-integrable random variable H
admits a Fo¨llmer-Schweizer decomposition if there exist a constant H0, a (X-
integrable) process ξFS ∈ Θ and a square-integrable martingale LFS, such that
[LFS,M ] is a local martingale, and
H = H0 + (ξ
FS ·X)T + L
FS
T .
The FS decomposition was introduced in Fo¨llmer and Schweizer (1991), the
same paper in which the MMM was introduced, but with the focus on the con-
tinuous case. The extension to the discontinuous case was given by Ansel and
Stricker (1992), using a slightly different definition of the FS decomposition
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than in Fo¨llmer and Schweizer (1991). They show uniqueness and existence of
the decomposition under the assumption that the one-dimensional semimartin-
galeX is locally bounded and if certain conditions on the claim and the process,
describing the change of measure to the MMM, are satisfied.
Necessary and sufficient conditions for the existence of the FS decomposition
in the more-dimensional continuous case were shown in Schweizer (1995a). A
simpler proof of the same result is given in Choulli and Stricker (1996), where in
addition also the continuity of the uniform convergence in probability is shown.
In the discrete-time case the existence of the FS decomposition for any square-
integrable contingent claim was proved by Schweizer (1995b) and Scha¨l (1994)
if the semimartingale X has a bounded MVT process.
For the continuous time case the existence of the FS decomposition for a square-
integrable contingent claim is proved by Schweizer (1994) under the condition
that the d-dimensional semimartingale X satisfies the SC and the MVT process
is uniformly bounded and has jumps strictly bounded above by 1. Monat and
Stricker (1994) obtained the same result without the condition on the jumps of
the MVT process. The proof of the uniqueness and the continuity of the function
mapping under the same conditions can be found in Monat and Stricker (1995).
The most general result concerning the existence and uniqueness of the FS de-
composition is given by Choulli et al. (1998). They obtained necessary and
sufficient conditions by generalizing the notion of martingale under a new mea-
sure Q to the concept of E(N)-martingales (or also called E-martingales).
Definition 3.1.2. An increasing sequence of stopping times Tn is defined by
T0 = 0 and Tn+1 = inf{t > Tn |
TnEt = 0} ∧ T , where for any stopping time τ ,
τE denotes the process E(N −Nτ ) and Nτ is the stopped process as defined in
(2.1).
Definition 3.1.3 (See Choulli et al. (1998)). If N ∈ L, then a ca`dla`g process Y
is an E(N)-martingale, if for any n,
E(|XTn
TnETn+1 |) < +∞
and (TnX TnE) is a martingale.
The class of E(N)-martingales is denoted byM(E).
The following two definitions are needed as necessary and sufficient conditions
to have a FS decomposition:
Definition 3.1.4 (See Choulli et al. (1998)). Let q ≥ 1. We say that E(N)
satisfies the reverse Ho¨lder inequality (Rq) if and only if there exists a constant
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C ≥ 1 such that for any t,
E(|tE(N)T |
q|Ft) ≤ C.
Definition 3.1.5 (See Choulli et al. (1998)). We say that E(N) is regular, if for
any n, TnE(N) is a martingale.
Choulli et al. (1998) also extended the concept of having a FS decomposition
from square-integrable contingent claims to the underlying semimartingale X
in the following way:
Definition 3.1.6. A semimartingale X = X0 +M + B admits a FS decompo-
sition if there are unique continuous projections π0, π1, π2 and π
n
3 for n ≥ 1:
L2(Ω,F , P ) → L2(Ω,F , P ) such that every H ∈ L2(Ω,FT , P ) admits a FS de-
composition:
H =π0(H) + π1(H) + π2(H) = H0 + (θ ·X)T + LT ,
πn3 (H) =H0 + (θ ·X)Tn + LTn ,
where H0 ∈ L
2(Ω,F0, P ), θ ∈ Θ and L ∈ H
2
0 with 〈M,L〉 = 0.
They proved the following theorem concerning the existence and uniqueness of
the FS decomposition:
Theorem 3.1.7. X = X0 +M + B admits a Fo¨llmer-Schweizer decomposition
if and only if E(N˜) = E(−λ ·M) (with λ as in Definition 2.2.17) is regular and
satisfies (R2).
An important underlying condition guaranteeing the existence of the Fo¨llmer-
Schweizer decomposition, which is now hidden beneath other conditions, is the
closedness of GT (Θ). We refer to Choulli et al. (1998) for its proof when E(N˜)
is regular and satisfies (R2).
3.2 Martingales under Q˜ versus P -martingales
In this section we concentrate on the possible preservation of the martingale
property and the orthogonality property when changing from the original mea-
sure P to minimal martingale measure Q˜ and vice versa. On the basis of this
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information we will detail the difference between the FS under the original mea-
sure and the GKW decomposition under the MMM in the following section. The
GKW decomposition under the MMM Q˜ will be the same as the FS decomposi-
tion if the martingale property and the orthogonality property are preserved.
We assume for this section that E(N˜) > 0, see page 23, hence the MMM Q˜ exists
as a true probability measure.
The first two results are obvious using the definition of minimal martingale
measure and assuming sufficient integrability conditions:
Proposition 3.2.1. If L is a P -local martingale and a Q˜-local martingale then L
is automatically also orthogonal to M under P .
Proof. From Corollary 2.3.2, we see that if L is a Q˜-local martingale, then also
[L,N ] is a P -local martingale. Hence, [L,N ] = −λ · [L,M ] should be a P -local
martingale and therefore 〈L,M〉 = 0.
Proposition 3.2.2. If L is a P -local martingale orthogonal to M under P , then
L is also a Q˜-local martingale.
Proof. This follows from Definition 2.3.6 for the minimal martingale measure.
Therefore the two first propositions can be combined to:
Proposition 3.2.3. If L is a P -local martingale then L is also a Q˜-local martingale
if and only if L is orthogonal to M under P .
The preservation of the orthogonality from P to Q˜ is proved by Fo¨llmer and
Schweizer (1991) for the continuous case. For the discontinuous case it is im-
possible to prove the preservation of the orthogonality, because L is orthogonal
to X under Q˜ if and only if [L,X] is a Q˜-martingale. Using the original orthog-
onality, we know that [L,M ] = [L,X] is already a P -martingale. Hence from
Proposition 3.2.3 we conclude that [L,X] is also a Q˜-martingale if and only if
〈M, [L,X]〉 equals zero. In Section 3.3 we will show that an adaptation of the
term 〈M, [L,X]〉 exactly expresses the difference between ξ and ξFS, while in
Section 3.4, we will give an explicit example for which this is non-zero.
Note that the preservation of the orthogonality in fact reduces to the preserva-
tion of the martingale property by Definition 2.2.16 of orthogonality. Indeed, L
is orthogonal to X under a certain measure P˜ if and only if [L,X] is a martin-
gale under this measure. Hence investigating the possible preservations from
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the minimal martingale measure Q˜ to the original measure P , we will only dis-
cuss the martingale property. Exactly this preservation (or non-preservation) is
crucial, because in literature many people want to deduce the FS decomposition
from the GKW decomposition under the MMM and not the other way around.
In Proposition 3.2.5 we give two specific types of Q˜-local martingales which are
automatically P -local martingales and furthermore we characterize the Q˜-local
martingales in order to be also P -local martingales. From this proposition we
see once more that there is an extra condition on the Q˜-local martingale Z,
namely (3.1), which differs from the orthogonality condition 〈Z,X〉Q˜ = 0 to
guarantee that Z is also a P -local martingale. Furthermore in the continuous
case the condition will be satisfied by the assumption of orthogonality to X un-
der the MMM.
We remarked already that the preservation of the orthogonality reduces to the
preservation of the martingale property but due to the specificity of the mea-
sure Q˜, we can also show that the preservation of the orthogonality implies the
preservation of the martingale property.
Proposition 3.2.4. Let L be a Q˜-local martingale. Then, L is P -locally integrable
and is P -orthogonal toM if and only if L is a P -local martingale that is orthogonal
to M .
Proof. According to Definition 2.2.8 L is P -locally integrable if L is a special
semimartingale. If L is a P -local martingale, then L is of course also a special
semimartingale and hence L is P -locally integrable. This proves the only if part.
Again by Definition 2.2.8 and by Definition 2.2.5 there exist a P -local martin-
gale L, and a predictable process B with finite variation such that
L = L+B.
By Properties 2.2.15(2), we deduce that then 〈L,M〉 = 〈L,M〉, and thus L is
P -orthogonal to M if and only if L is P -orthogonal to M on one hand.
On the other hand, since L is a Q˜-local martingale, LZ is a P -local martingale
due to Proposition 2.3.1:
d(LZ) =Z−dL+ L−dZ + Z−d[L, N˜ ] = Z−dL+ L−dZ + Z−d([L, N˜ ] +B).
Therefore B = −〈L, N˜〉, because then also the third term is a P -local martin-
gale.
So, L is a Q˜-local martingale if B = −〈L,M〉·λ. Thus we deduce that if L is a Q˜-
local martingale and is P -orthogonal toM , thenB = 0. This ends the proof.
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In the following we elaborate the main result of this subsection.
Proposition 3.2.5. The following assertions hold:
1. Let S and Y be two Q˜-local martingales such that [X,S] = 0, and there exists
an O˜-measurable functional, g, such that Y = g ⋆ µ with M Q˜µ (g|P˜) = 0.
Then S (resp. Y ) is a P -local martingale if and only if S (resp. Y ) is P -
locally integrable.
2. Let Z be a Q˜-local martingale whose decomposition through Theorem 2.2.23
is given by
Z =Z0 + β ·X
c,Q˜ +W ⋆ (µ− νQ˜) + g ⋆ µ+ Z⊥
Wt(x) :=ft(x) +
∫
ft(y)ν
Q˜({t}, dy)
1− νQ˜({t},Rd)
.
Then Z is a P -local martingale if and only if
(a) The processes (|f | ∧ |f |2) ⋆ µ, g ⋆ µ and Z⊥ are P -locally integrable, and
(b) For P (dω)dAt(ω)-almost all (t, ω), we have
λ′tctβt +
∫
[λ′tx− λ
′
t∆〈M〉tλt]Wt(x)Ft(dx) = 0. (3.1)
Proof. 1. It is again trivial that if S (resp. Y) is a P -local martingale then S
(resp. Y) is P -locally integrable.
Suppose that S and Y are P -locally integrable. If we denote by Z˜ = (E(N˜))−1 =
E(X˜) the Girsanov density describing the change of measure from the MMM Q˜
to the original measure P . Then X˜ is the solution to the following equation due
to (2.18)
1 = Z˜Z = E(N˜)E(N˜)−1 = E(N˜)E(X˜) = E(N˜ + X˜ + [N˜ , X˜]).
Therefore
N˜ + X˜ + [N˜ , X˜] = 0⇒ X˜ = −N˜ − [N˜ , X˜]. (3.2)
Substituting this result for X˜ in [N˜ , X˜] leads to
[N˜ , X˜] =− [N˜ , N˜ ]− [N˜ , [N˜ , X˜]] = −[N˜ , N˜ ]−∆N˜ · [N˜ , X˜],
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while using Properties 2.2.15(1) and the fact that the process [X,Y ] belongs to
the set V, which is proven in Theorem I.4.47 of Jacod and Shiryaev (2002). In
this way we get
[N˜ , X˜] = −
1
1 + ∆N˜
· [N˜ , N˜ ]
and hence relation (3.2) for X˜ becomes
X˜ = −N˜ +
1
1 +∆N˜
· [N˜ , N˜ ].
From the fact that the bracket process has finite variation combined with Lemma
I.4.14 b) of Jacod and Shiryaev (2002), which states that a local martingale
belonging to V is purely discontinuous, we get that for any X, Y belonging to
S: [X,Y ]c ≡ 0 and therefore by (2.4) we obtain that
[K, [N˜ , N˜ ]] =
∑
∆K∆[N˜ , N˜ ] =
∑
∆K∆N˜∆N˜
=[N˜ , [K, N˜ ]] = ∆N˜ · [K, N˜ ], (3.3)
with K ∈ S. Furthermore from Corollary 2.3.2, we know that any Q˜-local
martingale L, is also a P -local martingale if and only if [L, X˜] is a Q˜-local mar-
tingale. Hence for any semimartingale K, we calculate using (3.3)
[K, X˜] =[K,−N˜ +
1
1 +∆N˜
· [N˜ , N˜ ]]
=
1
1 + ∆N˜
·
(
−(1 + ∆N˜) · [K, N˜ ] + ∆N˜ · [K, N˜ ]
)
=−
(
1 + ∆N˜
)−1
· [K, N˜ ]. (3.4)
Using the equation N˜ = −λ ·M = −λ · (X − λ · 〈M,M〉) in (3.4) gives
[K, X˜] =
λ
1 + ∆N˜
· [K,X]−
1
1 + ∆N˜
· [K, 〈λ ·M〉]
=
λ
1 + ∆N˜
· [K,X]−
λ′∆〈M〉λ
1− λ′∆X + λ′∆〈M〉λ
·K, (3.5)
due to Properties 2.2.15(2) and the fact that the angle bracket process is pre-
dictable and has finite variation. Now suppose that K satisfies [K,X] = 0, then
(3.5) becomes
[K, X˜] = −
λ′∆〈M〉λ
1− λ′∆X + λ′∆〈M〉λ
·K.
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Hence the process [K, X˜] is a Q˜-local martingale whenK is a Q˜-local martingale
with [K,X] = 0.
Now suppose that K = g ⋆ µ with M Q˜µ
(
g | P˜
)
= 0. Then we get from (3.5)
[K, X˜] =
∑
g(∆X)
λ′∆X − λ′∆〈M〉λ
1− λ′∆X + λ′∆〈M〉λ
1{∆X 6=0} = G ⋆ µ,
G(x) :=g(x)
λ′x− λ′∆〈M〉λ
1− λ′x+ λ′∆〈M〉λ
.
Since
−λ′x+ λ′∆〈M〉λ
1− λ′x+ λ′∆〈M〉λ
is bounded, we obviously get that
M Q˜µ
(
G | P˜
)
(t, x) =
λ′x− λ′∆〈M〉λ
1− λ′x+ λ′∆〈M〉λ
M Q˜µ
(
g | P˜
)
(t, x) = 0.
Thus, K = g ⋆ µ is a P -local martingale.
2. The proof of this assertion will be outlined in two steps. The first step (parts
1), 2) and 3) below) will show that Z is P -locally integrable if and only if the
assertion 2(a) holds, while the second step (part 4)) will prove that under the
P -local integrability of Z, the P -compensator of Z is zero if and only if the as-
sertion 2-(b) is satisfied.
1) We start by noticing that (|f |∧ |f |2)⋆µ is a process with finite variation, since
its Q˜-compensator exists (see Theorem 2.2.23: (|f | ∧ |f |2) ⋆ νQ˜T < +∞, P -a.s.).
Therefore, (|f | ∧ |f |2) ⋆ µ is P -locally integrable if and only if |f |1{|f |>1} ⋆ µ
is P -locally integrable, since the process |f |21{|f |≤1} ⋆ µ is a locally bounded
process. We also recall a result that is crucial to prove this first step, namely
Theorem VII.25 of Dellacherie and Meyer (1980). Thanks to this theorem,
a semimartingale K is P -locally integrable if and only if the non-decreasing
process sups≤· |∆Ks| is P -locally integrable (i.e. it belongs to A
+
loc(P )). This
is also equivalent to the fact that both processes sup
s≤·
[
|∆Ks|1{∆Xs 6=0}
]
and
sup
s≤·
[
|∆Ks|1{∆Xs=0}
]
are P -locally integrable.
2) Due to (2.10) and the fact that [Z⊥,X] = 0, the process
sup
s≤t
[
|∆Zs|1{∆Xs 6=0}
]
=sup
s≤t
[
|fs(∆Xs) + gs(∆Xs)|1{∆Xs 6=0}
]
=sup
s≤t
|fs(∆Xs) + gs(∆Xs)|1{∆Xs 6=0},
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is P -locally integrable if and only if the two processes
sup
s≤t
|fs(∆Xs) + gs(∆Xs)|1{|fs(∆Xs)|>1,∆Xs 6=0},
sup
s≤t
|fs(∆Xs) + gs(∆Xs)|1{|fs(∆Xs)|≤1,∆Xs 6=0}
are P -locally integrable.
It is obvious that sup
s≤t
|fs(∆Xs)+gs(∆Xs)|1{|fs(∆Xs)|>1,∆Xs 6=0} is P -locally inte-
grable if and only if the process, sup
s≤t
|gs(∆Xs)|1{|fs(∆Xs)|>1,∆Xs 6=0}, is P -locally
integrable or equivalently g1{|f |≤1} ⋆ µ is P -locally integrable, since the latter
process exists as semimartingale. Since the two processes f1{|f |>1} ⋆ µ and
g1{|f |>1} ⋆ µ exist again as semimartingales, we deduce that
sup
s≤t
|fs(∆Xs) + gs(∆Xs)|1{|fs(∆Xs)|>1,∆Xs 6=0}
is P -locally integrable if and only if (f + g)1{|f |>1} ⋆ µ is P -locally integrable.
From Lemma 2.3.7, we know that the P -compensator of the finite variation
process K := (W + g) ⋆ µ coincides with the Q˜-compensator of(
1 + ∆N˜
)−1
·K =
f + g
1− λ′x+ λ′∆〈M〉λ
1{|f |>1} ⋆ µ,
which is given by
M Q˜µ
(
f + g
1− λ′x+ λ′∆〈M〉λ
| P˜
)
1{|f |>1} ⋆ νQ˜
=
W
1− λ′x+ λ′∆〈M〉λ
1{|f |>1} ⋆ νQ˜ = f1{|f |>1} ⋆ ν,
because from Theorem 2.2.23 we know that M Q˜µ (g|P˜) = 0 and we also used
the relationship (2.24).
As a result, this proves that (f + g) ⋆ µ is P -locally integrable if and only if
both |f |1{|f |>1} ⋆ µ and g1{|f |>1} ⋆ µ are P -locally integrable. By combining all
these conclusions we deduce that |f |1{|f |>1} ⋆ µ and g ⋆ µ should be P -locally
integrable.
3) Now consider the following process
sup
s≤t
[
|∆Zs|1{∆Xs=0}
]
= sup
s≤t
[
| − Wˆ Q˜s +∆Z
⊥
s |1{∆Xs=0}
]
. (3.6)
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Thanks to VIII.11 of Dellacherie and Meyer (1980), the process sups≤t |Wˆ
Q˜
s | is
locally bounded, and hence the P -local integrability of sups≤t[|Wˆ
Q˜
s |1{∆Xs=0}]
follows. This implies that the process in (3.6) is P -locally integrable if and only
if sup
s≤t
|∆Z⊥s | is P -locally integrable, or equivalently Z
⊥ is P -locally integrable.
By combining all these, we conclude that the first step of our proof for assertion
2. is achieved.
Thanks to assertion 1. and the first step, we deduce that –under assertion 2-(a)–
Z is a P -local martingale if and only if
Z(1) := β ·Xc,Q˜ +W ⋆ (µ− νQ˜),
has a null P -compensator. As a consequence the process Z(1) is P -locally inte-
grable or equivalently the process W ⋆ (ν − νQ˜) makes sense. Hence since β is
Xc-integrable (in the semimartingale sense), we obtain by using Theorem 2.3.4
and Theorem 2.3.5 that
W ⋆ (µ− νQ˜) =W ⋆ (µ− ν) +W ⋆ (ν − νQ˜), β ·Xc,Q˜ = β ·Xc + λ′cβ ·A,
with νQ˜ given in (2.24). Then, these equations imply that Z(1) is a P -local
martingale if and only if
0 =W ⋆ (ν − νQ˜) + λ′cβ ·A = [λ′x− λ′∆〈M〉λ]W ⋆ ν + λ′cβ ·A.
Therefore, (3.1) follows. This ends the proof of the proposition.
3.3 The FS decomposition versus the GKW decom-
position
Assumptions 3.3.1. We assume that E(N˜) = E(−λ ·M) > 0, and there exists a
constant C > 0 such that for any stopping time σ,
E
[(
E
(
N˜ − N˜σ
)
T
)2
| Fσ
]
≤ C, P -a.s. (3.7)
This assumption, Doob’s inequality and Theorem 2.2.3 imply that E(N˜) is a true
martingale. In fact from (3.7) we can even deduce in the same way that for any
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n, TnE(N˜) := E
(
N˜ − N˜Tn
)
is a true martingale, where
T0 = 0, Tn+1 := inf{t > Tn | ∆N˜t = −1} ∧ T, n ≥ 0.
This is exactly the regularity property defined in Definition 3.1.5, since by (2.17)
this sequence coincides with the sequence from Definition 3.1.2. The regularity
is proved without using the assumption that E(N˜) > 0. Under this assumption
the sequence equals T0 = 0 and Tn = T for n ≥ 1.
By applying Jensen’s inequality, see, e.g., Theorem I.19 Protter (2005), we ob-
tain that
E
[(
E
(
N˜ − N˜σ
)
T
)2
| Fσ
]
≥ E
[
E
(
N˜ − N˜σ
)
T
| Fσ
]2
= 1,
hence the constant C is ≥ 1 and the reverse Ho¨lder inequality of order 2 is
satisfied.
Therefore under Assumptions 3.3.1 we can assume that for any square-inte-
grable FT -measurable claim the FS decomposition exists, see Theorem 3.1.7.
Furthermore the MMM Q˜ really exists and is defined by
Q˜ := E(N˜)T · P. (3.8)
We now determine the number of risky assets deduced from the GKW (resp. the
FS) decomposition, denoted by ξ (resp. ξFS).
It is generally known that the number ξ for a claim H under the (minimal)
martingale measure Q˜ for X, with V˜t = E
Q˜[H|Ft] is determined by
ξt = (d〈X,X〉
Q˜
t )
invd〈V˜ ,X〉Q˜t , (3.9)
where we denote by inv the Moore-Penrose pseudoinverse, see Remarks 3.3.3
(1) for more details. This follows easily from Definition 2.4.1 of the GKW de-
composition:
V˜t =E
Q˜[H|Ft] = H0 + E
Q˜[(ξ ·X)T |Ft] + E
Q˜[LT |Ft]
=H0 + (ξ ·X)t + Lt. (3.10)
Now taking the angle bracket under Q˜ of V˜ with respect to X and using the
orthogonality between L and X gives:
d〈V˜ ,X〉Q˜ = ξd〈X,X〉Q˜.
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Solving for ξ gives the result (3.9).
Analogously the number ξFS is found under the original measure P by consider-
ing the FS decomposition (Definition 3.1.1) for H and taking the bracket with
respect to M :
〈V˜ ,M〉 = ξFS · 〈X,M〉 = ξFS · 〈M,M〉, (3.11)
where we also used Properties 2.2.15(2). Therefore
ξFSt = (d〈M,M〉t)
invd〈V˜ ,M〉t. (3.12)
We remark that again by Properties 2.2.15(2), we only need the P -martingale
part I of the Q˜-martingale V˜ in (3.12).
In equation (4.9) of Cˇerny´ and Kallsen (2007) formula (3.12) was already ob-
tained for the number of risky assets under the opportunity neutral measure,
see Chapter 5, with V˜ replaced by I. Due to this special measure they can prove
the equality with
ξFSt = (d〈X,X〉t)
invd〈V˜ ,X〉t.
Combining (3.11) with the angle bracket process under P of V˜ in (3.10) with
M , we can already deduce a simple relationship between ξ and ξFS:
ξFS · 〈M,M〉 = 〈I,M〉 = 〈V˜ ,M〉 = ξ · 〈X,M〉+ 〈L,M〉,
and therefore
ξFS = ξ + (d〈M,M〉)invd〈L,M〉. (3.13)
It is important to remark that splitting up V˜ in the two terms ξ ·X and L implies
that [L,M ] exists as a P -special semimartingale, which guarantees the existence
of the angle bracket 〈L,M〉. Unfortunately this will not always hold, see also
Remark (5) under Theorem 3.3.2.
We illustrate (3.13) on a simple setting which is inspired by an example given
in Tankov (2009).
Example: Let N1 and N2 be two independent Poisson processes with inten-
sity 1 under the measure P . Assume Xt = γt+2N
1
t +N
2
t − 3t, with γ 6=
25
9 and
the claim H for which we want to determine the GKW and the FS decomposi-
tion equals 5N1T . We first determine the MMM Q˜ given by E(−λ ·M), which is
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a square-integrable and positive martingale with λ given by (2.5):
M =2(N1t − t) + (N
2
t − t), (3.14)
[M,M ]t =[2(N
1
t − t) + (N
2
t − t), 2(N
1
t − t) + (N
2
t − t)] = 4N
1
t +N
2
t ,
〈M〉t =5t, and λt =
dBt
d〈M〉t
=
γt
5t
=
γ
5
. (3.15)
Hence according to Theorem 2.3.5 under the MMM the following Poisson pro-
cesses are Q˜-martingales:
N1t − (1−
2γ
5
)t and N2t − (1−
γ
5
)t
and
Xt = 2[N
1
t − (1−
2γ
5
)t] +N2t − (1−
γ
5
)t, (3.16)
while [X,X]t = 4N
1
t +N
2
t and its compensator is given by
〈X〉Q˜t = 4(1−
2γ
5
)t+ (1−
γ
5
)t =
25− 9γ
5
t.
The Q˜-martingale V˜ is described by
V˜t = E
Q˜[H|Ft] = E
Q˜[5N1T |Ft] = 5(N
1
t − t+
2γ
5
t) + 5(1−
2γ
5
)T (3.17)
and the P -martingale part I of V˜ is given by 5(N1t − t). Now we can easily
calculate ξ and ξFS using (3.9) and (3.12):
ξFSt =
d〈I,M〉t
d〈M〉t
=
d〈5(N1t − t), 2N
1
t +N
2
t − 3t〉
d5t
=
10dt
5dt
= 2, (3.18)
ξt =
d〈V˜ ,X〉Q˜t
d〈X〉Q˜t
=
d10(1− 2γ5 )t
d 25−9γ5 t
=
50− 20γ
25− 9γ
. (3.19)
Hence we obviously see that ξFS differs from ξ unless
50− 20γ
25− 9γ
= 2, which only
holds if γ = 0, thus if X is already a martingale under the original measure.
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From (3.10), (3.17) and (3.16), we deduce that the process L equals
Lt =5N
1
t − 5t+ 2γt−
50− 20γ
25− 9γ
(2N1t − 2t+
4γ
5
t+N2t − t+
γ
5
t)
=(
125− 45γ
25− 9γ
−
100− 40γ
25− 9γ
)N1t − (
50− 20γ
25− 9γ
)N2t
+ (−5 + 2γ −
50− 20γ
25− 9γ
(−3 + γ))t.
Using (3.14) and (3.15), we obtain that
d〈L,M〉t
d〈M,M〉t
=
25−5γ
25−9γ 2t−
50−20γ
25−9γ t
5t
=
10γt
25−9γ
5t
=
2γ
25− 9γ
.
Hence adding this amount to (3.19), we should obtain the number ξFS according
to (3.13)
ξt +
d〈L,M〉t
d〈M,M〉t
=
50− 20γ
25− 9γ
+
2γ
25− 9γ
=
50− 18γ
25− 9γ
= 2,
as we already deduced in (3.18).
The goal of this section and Section 3.5 is to find more explicit formulas for the
number of risky assets ξFS and to characterize the term (d〈M,M〉)invd〈L,M〉 in
terms of the components of the GKW decomposition. This is more logical be-
cause the FS decomposition is determined using the GKW decomposition and
not the other way around.
The more explicit characterization of the FS decomposition using the predicta-
ble characteristics is very useful taking in mind the following remarks:
(1) Through the use of the predictable characteristics, the variation of the FS
decomposition with additional jumps and/or uncertainty will be easy to
handle. Furthermore, this illustration using the predictable characteris-
tics is helpful in avoiding pitfalls and misleading generalizations of results
such as those of Riesner (2006a) and Section 10.4 of Cont and Tankov
(2004), see Chapter 7 for more details. Many practical market models are
described using the predictable characteristics such as Barndorff-Nielsen-
Shephard models, see Benth and Meyer-Brandis (2005) and Rheinla¨nder
and Steiger (2006) and the references therein about these models and
related subjects. Hence, we think that this description of the FS decompo-
sition will be useful for those models.
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(2) Recently, the more explicitly characterized optimal martingale measures
in the literature are expressed in terms of the predictable characteristics,
see Choulli and Stricker (2005, 2006) and Choulli et al. (2007) for the
semimartingale framework, and Benth and Meyer-Brandis (2005), Fuji-
wara and Miyahara (2003), Jeanblanc et al. (2007) and Kassberger and
Liebmann (2007) for models driven by Le´vy processes. Thus, we believe
that the current description of the FS decomposition is suitable for those
contexts.
(3) Finally, as it will be illustrated in Chapter 7, the description generalizes
the approach of Colwell and Elliott (1993) and Vandaele and Vanmaele
(2008b) to the semimartingale context where the predictable martingale
representation may be violated on one hand. On the other hand the pre-
dictable characteristics are the extension of Le´vy characteristics for models
driven by semimartingales.
When X is a continuous process, it is generally known that the GWK and the FS
decompositions coincide, because as is proved in Fo¨llmer and Schweizer (1991)
the minimal martingale measure preserves orthogonality in the continuous case.
However this fact is no longer true in the general framework due to the presence
of jumps in X. The correct relationship between the two decompositions is
completely determined in the following theorem.
Theorem 3.3.2. LetH be anFT -measurable random variable withE(H
2) < +∞
and whose FS decomposition components are denoted by
(
H0, ξ
FS, LFS
)
. Suppose
that the Q˜-martingale, V˜t = E
Q˜ (H| Ft), admits the Galtchouk-Kunita-Watanabe
decomposition which is given by
V˜ = V˜0 + ξ ·X + L, (3.20)
where ξ is a predictable andX-integrable process such that ξ ·X and L are Q˜-local
martingales and L is Q˜-orthogonal to X. Then the following holds:
(1) If (β˜, f˜ , g˜, L⊥) denotes the quadruplet associated with L under Q˜ through
Theorem 2.2.23, then
Φ˜ := Σinv
∫
xf˜(x)[−λ′x+ λ′∆〈M〉λ]K(dx), (3.21)
is a well-defined predictable process, X-integrable, and satisfies
ξFS = ξ − Φ˜ LFS = L+ Φ˜ ·X. (3.22)
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Here, Σinv denotes the Moore-Penrose pseudoinverse of the square matrix Σ,
given by
Σ := c+
∫
xx′K(dx) =
d〈X〉
dA
. (3.23)
(2) If there exists a sequence of stopping times (Tn)n increasing stationarily to T
such that ξ1[0,Tn] ∈ Θ, then the process 〈N˜ , [L,X]〉 exists, and is absolutely
continuous with respect to 〈X〉 of which the Radon-Nikodym derivative is a
version of Φ˜. Furthermore Φ˜ ∈ Θ.
Remarks 3.3.3.
(1) The Moore-Penrose pseudoinverse Σinv is chosen such that ΣΣinvΣ = Σ
and ΣinvΣΣinv = Σinv, for more details see Albert (1972).
(2) From the proof of Proposition II.2.17 of Jacod and Shiryaev (2002) we
deduce that
〈X〉 = (c+
∫
xx′K(dx)) ·A.
From this equation (3.23) easily follows. Furthermore we also deduce
from Theorem 2.2.14 that 〈X〉 = 〈M〉 +
∑
∆B∆B′. Hence if the semi-
martingale X is not quasi-left-continuous then ∆B = ∆〈M〉λ 6= 0 and
〈X〉 differs from 〈M〉 in the following way:
〈X〉 − [B,B] =〈X〉 −
∑
(∆〈M〉λ)(∆〈M〉λ)′
=〈X〉 − λ′∆〈M〉λ · 〈M〉 = 〈M〉, (3.24)
by Properties 2.2.15(1). We remark that in Definition II.2.16 of Jacod
and Shiryaev (2002) the angle bracket 〈M〉 is called the modified second
characteristic of X. The relationship between 〈M〉 and 〈X〉 was already
given in Proposition I.2.17.
(3) Suppose that there exists a sequence of stopping times Tn increasing sta-
tionarily to T , and a sequence of positive numbers, δn, such that 1 ≥ δn >
0 and
δn ≤ 1 + ∆N˜
Tn ≤ δ−1n . (3.25)
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Then, under Assumptions 3.3.1, for any P -square-integrable andFT -meas-
urable claim H the process V˜t = E
Q˜[H|Ft] admits the GKW decompo-
sition under Q˜ in (3.20) and there exists a sequence of stopping times
(σn) increasing stationarily to T such that σn ≤ Tn and ξ1[0,σn] ∈ Θ. In
other words, the assumption in assertion (2) of Theorem 3.3.2 is fulfilled.
To prove this fact, we proceed into two steps: in the first step we will
prove that V˜ is a Q˜-locally square-integrable martingale, while the sec-
ond step will deal with ξ1[0,σn] ∈ Θ. Indeed, due to Assumptions 3.3.1
the reverse Ho¨lder inequality of order 2 is satisfied and by Theorem 4.9
(iii) of Choulli et al. (1998), we deduce that for the Eτ -martingale V˜ :
E[V˜ , V˜ ]T ≤ CE[V˜
2
T ] < +∞, due to the P -square integrability of V˜ on one
hand. On the other hand, due to the RHS inequality in (3.25), we get
E[(1 + ∆N˜) · [V˜ , V˜ ]Tn ] ≤ δ
−1
n E[V˜ , V˜ ]Tn < +∞.
This proves that the compensator of (1 + ∆N˜) · [V˜ , V˜ ]Tn , which coincides
with the Q˜-compensator of [V˜ , V˜ ]Tn , see Lemma 2.3.7, exists and is inte-
grable. Therefore V˜ Tn is a Q˜-square integrable martingale. This ends the
first step. Knowing this, it is obvious that the GKW decomposition under
Q˜ for V˜ described in (3.20) exists.
Furthermore, since V˜ Tn is a Q˜-square integrable martingale, the process
ξ·XTn is a Q˜-square integrable martingale. This follows easily by using the
orthogonality betweenX and L under Q˜. Notice that according to Lemma
2.3.7 the Q˜-compensator of [ξ ·X, ξ ·X] coincides with the P -compensator
of (1+∆N˜) · [ξ ·X, ξ ·X]. Hence there exists a sequence of stopping times
(τn) increasing stationarily to T , such that the latter process stopped at τn
is P -integrable. Then, due to δn ≤ 1 + ∆N˜
Tn , we get
E[ξ ·X, ξ ·X]τn∧Tn ≤ δ
−1
n E
[
(1 + ∆N˜) · [ξ ·X, ξ ·X]τn∧Tn
]
< +∞.
By combining this with Theorem 4.9 (iii) of Choulli et al. (1998), we
conclude that ξ1[0,τn∧Tn] ∈ Θ and the proof of the claim is achieved.
(4) In this theorem we extended the definition of the GKW-decomposition,
defined in Definition 2.4.1 at time T , to variable times t ∈ [0, T ], by taking
the expectation under Q˜ of the both sides.
(5) If we consider the condition δn ≤ 1+∆N˜
Tn instead of (3.25), then the re-
sults in Remark (3) are still valid for P -square-integrable FT -measurable
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claims that are Q˜-square integrable. In fact, for a Q˜-square integrable
claim H, the process V˜ is a Q˜-square integrable martingale. Hence the
remaining part of the proof follows exactly the second step in the proof of
Remark (2).
(6) The integrability of ξ described in Theorem 3.3.2 assertion (1) is enough
to achieve our goal and to prove the main idea of the theorem which lies
in describing the difference between the two decompositions. We remark
that we cannot prove that ξ ∈ Θ, due to the fact that the process [L,M ]
may not be a P -local martingale, nor even a special semimartingale under
P .
Proof of Theorem 3.3.2. (1) A key tool in this proof is Theorem 2.2.23 applied
under the probability measure Q˜. We start with describing the representation of
X under this measure. First, the compensator of the random measure µ under
Q˜ will be denoted by νQ˜ and by (2.24) is given by
νQ˜(dt, dx) = (1− λ′x+ λ′∆〈M〉λ) ν(dt, dx). (3.26)
Then, the process X takes the following canonical decomposition under Q˜,
X = X0 +X
c,Q˜ + x ⋆ (µ− νQ˜), Xc,Q˜ := Xc + cλ ·A, (3.27)
where the second equality follows from (2.23). We remark that the P -local
martingale LFS is also a Q˜-local martingale by definition of the minimal mar-
tingale measure, see Definition 2.3.6. Applying Theorem 2.2.23 to the Q˜-local
martingale LFS, provides
LFS = θFS ·Xc,Q˜ +W FS ⋆ (µ− νQ˜) + gFS ⋆ µ+ LFS,⊥,
[LFS,⊥,X] = 0, M Q˜µ (g
FS|P˜) = 0, (3.28)
whereW FS(x) = fFS(x) +
(
1− νQ˜({t},Rd)
)−1 ∫
fFS(x)νQ˜({t}, dx) = fFS(x) +(
1− aQ˜t
)−1
fˆFS,Q˜t .
Analogously, we find for the Q˜-local martingale L
L = θ˜ ·Xc,Q˜ + W˜ ⋆ (µ− νQ˜) + g˜ ⋆ µ+ L⊥,
[L⊥,X] = 0, M Q˜µ (g˜|P˜) = 0, (3.29)
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with W˜ (x) = f˜(x) +
(
1− νQ˜({t},Rd)
)−1 ∫
f˜(x)νQ˜({t}, dx). Due to the inte-
grability conditions on ξFS and LFS in Definition 3.1.1 and the assumption on
X, we deduce that ξFS ·X and LFS are martingales under Q˜, and
H0 + ξ
FS ·X + LFS = V˜0 + ξ ·X + L. (3.30)
Notice that from (3.27), we get ξFS · X = ξFS · Xc,Q˜ + x′ξFS ⋆ (µ − νQ˜) and
ξ · X = ξ · Xc,Q˜ + x′ξ ⋆ (µ − νQ˜). By plugging these two equations together
with (3.28) and (3.29) into (3.30), we conclude that the two processes H0 +
(ξFS + θFS) ·Xc,Q˜ + (x′ξFS +W FS) ⋆ (µ− νQ˜) + gFS ⋆ µ+LH,⊥ and V˜0 + (ξ + θ˜) ·
Xc,Q˜ + (x′ξ + W˜ ) ⋆ (µ − νQ˜) + g˜ ⋆ µ + L⊥ are identical. Therefore, due to the
uniqueness of Jacod’s decomposition (see Lemma 2.2.24), we derive H0 = V˜0,
gFS(x) = g˜(x), LFS,⊥ = L⊥, and
cξ + cθ˜ = cξFS + cθFS P ⊗ dA-a.e.,
x′ξ + f˜(x) = x′ξFS + fFS(x) K(dx)× dA-a.e..
(3.31)
Since LFS is a P -local martingale orthogonal toM , we know that 〈LFS,M〉 = 0.
First we show that this implies that (cθFS +
∫
xfFS(x)K(dx)) ·A = 0. Note that
by Properties 2.2.15(1) 〈LFS,M〉 = 〈LFS,X〉 and that for a Q˜-martingale X the
process
∫
Rd
xνQ˜({t} × dx) = ∆BQ˜ = 0, see formula (3.77) in Jacod (1979). We
now further transform [LFS,X] to determine its compensator 〈LFS,X〉.
[LFS,X]
(3.28)
= [θFS ·Xc,Q˜ +W FS ⋆ (µ− νQ˜) + gFS ⋆ µ+ LFS,⊥,X]
(3.28)
= θFS · [Xc,Q˜,Xc,Q˜] + [W FS ⋆ (µ− νQ˜), x ⋆ (µ− νQ˜)]
+[gFS ⋆ µ, x ⋆ (µ− νQ˜)]
(2.4)
= cθFS ·A+
∑
∆(W FS ⋆ (µ− νQ˜))∆(x ⋆ (µ− νQ˜))
+
∑
∆(gFS ⋆ µ)∆(x ⋆ (µ− νQ˜))
(2.10)
= cθFS ·A+
∑
(fFS1{∆X 6=0} −
fˆFS,Q˜
1− aQ˜
1{∆X=0})(x1{∆X 6=0})
+
∑
(gFS1{∆X 6=0})(x1{∆X 6=0})
= cθFS ·A+ fFSx ⋆ µ+ gFSx ⋆ µ, (3.32)
where gFSx⋆µ is a Q˜-local martingale becauseM Q˜µ (g
FS|P˜) = 0 and where in the
second step we also used Properties 2.2.15(3). By a same reasoning as done for
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V˜ in Remarks (2) on page 54 the P -local integrability of gFSx ⋆µ follows, hence
we obtain from Proposition 3.2.5 (i) that gFSx ⋆ µ is also a P -martingale. Thus
〈LFS,X〉 = (cθFS +
∫
Rd
xfFS(x)K(dx)) ·A = 0. (3.33)
In an analogous way we calculate the Q˜-compensator of [L,X], using (3.26) to
conclude that dA-a.e.:
cθFS +
∫
xfFS(x)K(dx) = 0, cθ˜ +
∫
xf˜(x)[1− λ′x+ λ′∆〈M〉λ]K(dx) = 0.
(3.34)
The second equation in (3.31) leads to∫
xx′ξK(dx) +
∫
xf˜(x)K(dx) =
∫
xx′ξFSK(dx) +
∫
xfFS(x)K(dx).
By adding this to the first equation of (3.31), taking (3.34) into account, and
putting Σt := ct +
∫
xx′Ft(dx), we obtain
ΣξFS = Σξ +
∫
xf˜(x) [λ′x− λ′∆〈M〉λ]K(dx).
Therefore we conclude that the process Φ˜ defined in (3.21) is a well-defined
predictable process. It is also X-integrable, since ξFS and ξ are X-integrable,
and it satisfies the first equation in (3.22). The second equation of (3.22) fol-
lows from inserting the first equation of (3.22) in (3.30). This ends the proof of
assertion (1).
(2) Since ξ1[0,Tn] ∈ Θ and supt≤· |V˜t|
2 ∈ A+(P ) by Proposition 2.8 and Theo-
rem 4.9 of Choulli et al. (1998), we deduce that the process sups≤· |Ls|
2 ∈ A+loc.
Applying the Kunita-Watanabe inequality, see Theorem II.25 in Protter (2005) ,
to [L,X] and since 0 ≤ (A−B)2 we get
[L,X] ≤ [L,L]
1
2 [X,X]
1
2 ≤ [L,L] + [X,X].
Thus it follows that the process [L,X] has P -locally integrable variation. Fur-
thermore due to the orthogonality between L and X, we know that [L,X] is a
Q˜-local martingale. This implies by Remark 2.3.3 that [L,X] + [N˜ , [L,X]] is a
P -local martingale and hence the process [N˜ , [L,X]] is a P -semimartingale and
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has P -locally integrable variation. Therefore its compensator 〈N˜ , [L,X]〉 exists.
Invoking (3.3), we obtain:
[N˜ , [L,X]] =
∑
∆N˜∆L∆X
=
∑
−λ′(∆X −∆B)(f˜(∆X) + g˜(∆X))∆X1{∆X 6=0}
=
∑
λ′(−∆X +∆〈M〉λ)(f˜(∆X) + g˜(∆X))∆X1{∆X 6=0}
=λ′(−x+∆〈M〉λ)(f˜(x) + g˜(x))x ⋆ µ.
Again from Theorem 3.2.5(i), we conclude that using (3.23)
〈N˜ , [L,X]〉 =
{∫
xf˜(x)
[
−λ′x+ λ′∆〈M〉λ
]
K(dx)
}
·A (3.35)
=Σinv
{∫
xf˜(x)
[
−λ′x+ λ′∆〈M〉λ
]
K(dx)
}
· 〈X〉.
Thus Φ˜ is a version of the Radon-Nikodym derivative Ψ˜ of 〈N˜ , [L,X]〉 with re-
spect to 〈X〉. By version we mean ΣΨ˜ = ΣΦ˜ or equivalently Φ˜− Ψ˜ ∈ kernel(Σ).
This completes the proof of the theorem.
Remarks 3.3.4. (1) From (3.35) we conclude that the process Φ˜ can also be
explained as the Radon-Nikodym derivative of Σinvd〈[L,X], N˜〉 with re-
spect to dA, that is
Φ˜ = Σinv
d〈[L,X], N˜〉
dA
.
(2) Through Theorem 3.3.2, we can easily claim that the two decompositions
– FS decomposition and GKW decomposition – are equivalent when X is
a continuous process. Indeed, in this case, both processes [L,X] and Φ˜
vanish, implying that L = LFS and ξ = ξFS.
(3) This theorem also allows us to decide whether the two decompositions co-
incide or differ for any FT -measurable random variable and market model
through the following statement: The two decompositions coincide if and
only if
E
[∫ T
0
1{
(ω,t) : Σinvt (ω)Λt(ω) 6∈ kernel
(
Σt(ω)
)}dAt
]
= 0
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with Λ :=
∫
xf˜(x)
[
−λ′x+ λ′∆〈M〉λ
]
K(dx).
(4) Combining the result of Theorem 3.3.2 with the results of Theorem 3.2.5
we can shown that Φ˜ is a null process if and only if L (the martingale
component in the GKW decomposition of V˜ under Q˜) is P -orthogonal to
M . Indeed, notice that [L,X] is a Q˜-local martingale if and only if [L,M ]
is a Q˜-local martingale if and only if
0 = 〈L,M〉+ 〈N˜ , [L˜,M ]〉. (3.36)
This follows from Remark 2.3.3 and the fact that [L,M ] − 〈L,M〉 is by
definition of the angle bracket a P -martingale.
Now we calculate
Φ˜ · 〈X〉 =〈N˜ , [L,X]〉 = 〈N˜ , [L,M ]〉 − 〈λ′ ·M,∆B · L〉
=〈N˜ , [L,M ]〉 − λ′∆〈M〉λ · 〈M,L〉.
Therefore by inserting this equation into (3.36), we obtain
0 = (1 + λ′∆〈M〉λ) · 〈L,M〉+ Φ˜ · 〈X〉.
Thus, Φ˜ is a null process if and only if 〈L,M〉 ≡ 0. This ends the proof of
the claim.
3.4 A practical counterexample
In this section, we construct an example for which we can really prove that the
GKW and the FS decomposition differ. Hence, this proves that the results in
Riesner (2006a) – which are based on the fact that the FS decomposition and
the GKW decomposition under the minimal martingale measure coincide – are
wrong. Also in Section 10.4 of the book Cont and Tankov (2004) the same er-
ror appears, but this will be corrected in the forthcoming second edition of the
book. In Chapter 7 we will look in more detail to these two problems.
Consider the following one-dimensional discounted process
Xt := X0E(X)t, Xt := σWt + γp˜t + µt, 0 ≤ t ≤ T, (3.37)
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where (pt)t≥0 is the standard Poisson process with intensity 1, p˜t = pt − t is the
compensated Poisson process, Wt is the standard Brownian motion, X0 > 0,
σ > 0, and γ and µ are real numbers such that
γ > −1 and 0 6= µγ < σ2 + γ2. (3.38)
Hence the process X belongs to the class of Le´vy processes, see Section 2.5.
The process X represents the discounted stock price process that constitutes
the market model. Then, the processes M , B, and A (defined in (2.2) and in
Proposition 2.2.20 respectively) for this model are given by
dMt = Xt− (σdWt + γdp˜t) , dBt = µXt−dt, At = t.
Hence, we deduce from formula (2.5) that
λt =
1
Xt−
µ
σ2 + γ2
, N˜t = σ1Wt + γ1p˜t, σ1 :=
−µσ
σ2 + γ2
, γ1 :=
−µγ
σ2 + γ2
.
Thus for the model described in (3.37) and under the assumptions (3.38), we
deduce by using (2.17) that E(N˜) is a square-integrable and positive martingale.
Hence the minimal martingale measure exists and is given by Q˜ := E(N˜)T · P .
Now consider the European put option with strike priceK whose payoff is given
byH = (K −XT )
+
. In the following we will calculate the processes V˜ , ξ, Φ˜ and
L. Due to the independent increments of X, see Definition 2.5.2, we deduce
that V˜t = f(t,Xt), where
f(t, x) = EQ˜
[(
K − x
XT
Xt
)+]
. (3.39)
To calculate the distribution function of X, we first determine the process X
more explicitly by using formula (2.17):
Xt =X0E(X)t = S0E(σW + γp˜+ µt)t
=X0e
σWt+γp˜t+µt− 12σ2t
∏
s≤t
(1 + γ∆p˜t)e
−γ∆p˜t . (3.40)
Furthermore the jumps in p˜ equal the jumps in p: ∆p˜ = ∆p−∆t = ∆p and be-
cause p is a Poisson process with intensity one, we obtain that (1+γ∆p˜t)e
−γ∆p˜t
is 1 if there is no jump and (1 + γ)e−γ if there is a jump. Therefore∏
s≤t
(1 + γ∆p˜t)e
−γ∆p˜t = [(1 + γ)e−γ ]
∑
∆ps = ept(log(1+γ)−γ).
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Inserting this result in formula (3.40) leads to
Xt =X0e
σWt+γp˜t+µt− 12σ2t+(p˜t+t)[log(1+γ)−γ]
=X0e
σWt+p˜t(log(1+γ))+(µ− 12σ2+log(1+γ)−γ)t.
So the strictly increasing – in the variable y– distribution function is given by
F (s, y = log(x)) :=Q˜(
Xs
X0
≤ x) = Q˜(log(Xs)− log(X0) ≤ log(x) = y)
=Q˜ (σWs + log(1 + γ)p˜s + µs ≤ y) , (3.41)
with
µ := µ−
1
2
σ2 + log(1 + γ)− γ, y ∈ R, s ∈ [0, T ].
Thanks to the stationary property of X, see Definition 2.5.2 and the notation in
(3.41), the function f(t, x) in (3.39) takes the following form for every x > 0
f(t, x) =EQ˜[(K − x
XT
Xt
)+] = xEQ˜[(
K
x
−
E(X)T
E(X)t
)+]
=xEQ˜[(
K
x
− E(X)T−t)+] = x
∫ log K
x
−∞
(
K
x
− ey)dF (T − t, y)
=
xK
x
[F (T − t, log
K
x
)− F (T − t,−∞)]− x
∫ log K
x
−∞
eyFy(T − t, y)dy
=KF
(
T − t, log
K
x
)
)
− x
∫ log(K
x
)
−∞
eyFy(T − t, y)dy, t ∈ [0, T ].
(3.42)
As a result, f(t, x) ∈ C1,2((0, T ) × (0,+∞)), and by applying Itoˆ’s formula, see
Theorem 2.2.26, to f(t,Xt) we derive
V˜t = V˜0 +
∫ t
0
ft(u,Xu−)du+
∫ t
0
fx(u,Xu−)dXu +
1
2
∫ t
0
fxx(u,Xu−)X2uσ
2du
+
∑
0<u≤t
[f(u,Xu)− f(u,Xu−)− fx(u,Xu)∆Xu] .
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Remark that∑
0<u≤t
[f(u,Xu)− f(u,Xu−)− fx(u,Xu)∆Xu]
=
∑
0<u≤t
[f(u,Xu−(1 + γ∆pu))− f(u,Xu−)− fx(u,Xu)γXu−∆pu]
=
∑
0<u≤t
[f(u,Xu−(1 + γ))− f(u,Xu−)− fx(u,Xu)γXu−] ∆pu
= Γ · p,
where
Γu := f(u,Xu−(1 + γ))− f(u,Xu−)− fx(u,Xu)γXu−. (3.43)
Thus, since V˜ is a Q˜-martingale, we deduce that the function f(t, x) satisfies
a PDE equation (a fact that can be verified directly since the function f(t, x) is
explicitly calculated in (3.42)), and
V˜t = V˜0 +
∫ t
0
fx(u,Xu−)dXu +
(
Γ · p˜Q˜
)
t
, pQ˜t := pt − (1 + γ1)t. (3.44)
Here p˜Q˜ is the compensated Poisson process under Q˜ which is determined by
Theorem 2.3.4. Now we will focus on calculating ξ using (3.9) and (3.44):
ξt =
d〈V˜ ,X〉Q˜t
d〈X,X〉Q˜t
= fx
d〈X,X〉Q˜t
d〈X,X〉Q˜t
+ Γt
d〈p˜Q˜,X〉Q˜t
d〈X,X〉Q˜t
Furthermore by (3.40)
d〈X,X〉Q˜t = X
2
t−(σ
2 + γ2(1 + γ1))dt.
and recalling that the compensator of pt under Q˜ coincides with (1 + γ1)t, we
obtain
[p˜Q˜,X] =
∑
s≤·
∆p˜Q˜s ∆Xs = X−γ · p
d〈p˜Q˜,X〉Q˜t =Xt−γ(1 + γ1)dt.
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Therefore we derive the components of the GKW decomposition under Q˜ for V˜
as follows using (3.44):
ξt = fx(t,Xt−)+
Γtγ(1 + γ1)
Xt−[σ2 + γ2(1 + γ1)]
, L = Γ · p˜Q˜−
γΓ(1 + γ1)
X−[σ2 + γ2(1 + γ1)]
·X.
(3.45)
This allows us to state the following.
Corollary 3.4.1. Consider the model described by (3.37)-(3.38). Then the follow-
ing assertions hold:
(1) The GKW decomposition of V˜ under Q˜ is given by
V˜ = V˜0 + ξ ·X + L,
where ξ and L are given by (3.45).
(2) The FS decomposition ofH and the GKW decomposition under Q˜ for V˜ differ.
Proof. The first assertion is already proved, while the second assertion will
follow after proving that the process Φ˜ defined in Theorem 3.3.2 for this model
never vanishes. The calculation of this process requires the calculation of [L,X]
and [[L,X], N˜ ]. Due to (3.45), these processes are given by
d[L,X]t =d[Γ · p˜
Q˜ −
γΓ(1 + γ1)
X−[σ2 + γ2(1 + γ1)]
·X,X]t
=ΓtγXt−dpt −
γΓt(1 + γ1)
Xt−[σ2 + γ2(1 + γ1)]
X2t−(σ
2dt+ γ2dpt)
=(ΓtγXt− −
γΓt(1 + γ1)
σ2 + γ2(1 + γ1)
Xt−γ2)dpt −
γΓt(1 + γ1)
σ2 + γ2(1 + γ1)
σ2Xt−dt
=
γΓtσ
2Xt−
σ2 + γ2(1 + γ1)
dpt −
γΓtσ
2(1 + γ1)Xt−
σ2 + γ2(1 + γ1)
dt,
and so using Properties 2.2.15(3) and (4):
[[L,X], N˜ ] =
[ γΓσ2X−
σ2 + γ2(1 + γ1)
· p−
γΓσ2(1 + γ1)X−
σ2 + γ2(1 + γ1)
· t, γ1 · p
]
=
γ1γΓσ
2X−
σ2 + γ2(1 + γ1)
· p.
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As a result, we derive
Φ˜t =
d〈N˜ , [L,X]〉t
d〈X,X〉t
=
−µγ2σ2
(γ2 + σ2)2(σ2 + γ2(1 + γ1))
Γt
Xt−
. (3.46)
Then, by putting s1(t) := log
(
K
Xt−
)
and s2(t) := log
(
K
Xt−(1+γ)
)
, and using
fx(t, x) =KFy(T − t, log(K/x))
∂log(K/x)
∂x
−
∫ log(K/x)
−∞
eyFy(T − t, y)dy
− xelog(K/x)Fy(T − t, log(K/x))
∂ log(K/x)
∂x
=−
∫ log(K/x)
−∞
eyFy(T − t, y)dy, (3.47)
we obtain the following for the process Γ defined in (3.43) by inserting (3.42)
and (3.47):
Γt =f(t,Xt−(1 + γ))− f(t,Xt−)− fx(t,Xt−)Xt−γ
=KF (T − t, s2(t))−KF (T − t, s1(t))−Xt−(1 + γ)
∫ s2(t)
−∞
eyFy(T − t, y)dy
+Xt−
∫ s1(t)
−∞
eyFy(T − t, y)dy +Xt−γ
∫ s1(t)
−∞
eyFy(T − t, y)dy
=
∫ s2(t)
s1(t)
[
K −Xt−(1 + γ)ey
]
Fy(T − t, y)dy.
If (−1 <)γ < 0, then s1 < s2 and
[
K − St−(1 + γ)ey
]
Fy(T − t, y) > 0, on the
other hand when γ > 0 then s2 < s1 and∫ s2(t)
s1(t)
[
K − St−(1 + γ)ey
]
Fy(T − t, y)dy
=
∫ s1(t)
s2(t)
[
St−(1 + γ)ey −K
]
Fy(T − t, y)dy > 0.
This proves that Γ is a positive process if γ 6= 0. By (3.46) the process Φ˜ then also
has a constant sign and never vanishes under the conditions (3.38). Therefore,
ξ and ξFS (see Definition 3.1.1) never coincide and hence the FS decomposition
and the GKW decomposition under Q˜ differ for this model.
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3.5 Determination of the Fo¨llmer-Schweizer decom-
position
This section proposes a description of the FS decomposition – under some in-
tegrability conditions that guarantee the existence of this decomposition – in
terms of the predictable characteristics of X. The following assumptions hold
throughout the whole section.
Assumptions 3.5.1. We assume that there exists a constant C > 0 such that (3.7)
holds.
Remark 3.5.2. It is obvious that Assumptions 3.5.1 are weaker than Assump-
tions 3.3.1. That is in this section, the minimal martingale measure may not
exist as a measure, and/or its density may vanish. This is an interesting gener-
alization, especially when one is working with models that involve jumps such
as Le´vy market models. In our view, the integrability condition of (3.7) is less re-
strictive than the positivity of E(N˜). In many models considered in the literature
the authors (see for instance Biagini and Cretarola (2006, 2009)) assume that∫ T
0
λ′sd〈M〉sλs is bounded. Thanks to Proposition 3.7 in Choulli et al. (1998),
this assumed condition implies (3.7).
Furthermore, as shown on page 48 this assumption implies the regularity and
the reverse Ho¨lder inequality of order 2. Therefore from Theorem 5.5 of Choulli
et al. (1998) the existence of the FS decomposition for any P -square-integrable
FT -measurable H follows.
Throughout this section, for any P -square-integrable FT -measurable H we de-
note
V˜ Ht :=
[
TnE(N˜)t
]−1
E
(
TnE(N˜)TH | Ft
)
, Tn ≤ t < Tn+1, (3.48)
with Tn the sequence defined in Definition 3.1.2.
Proposition 3.5.3. The following assertions hold:
(1) The process
K˜t := V˜
H
t − V˜
H
0 + 〈V˜
H , N˜〉t, (3.49)
is a P -local martingale.
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(2) If (H0, ξ
FS, LFS) are the FS decomposition components of H, then
V˜ Ht = H0 +
(
ξFS ·X
)
t
+ LFSt . (3.50)
Proof.
(1) From the proof of Proposition 3.12-(iii) of Choulli et al. (1998), we deduce
that the process V˜ Ht , defined in (3.48) is a M(E)-martingale with VT =
H. By application of Corollary 3.16 of Choulli et al. (1998) we deduce
that [V˜ H , N˜ ] is P -locally integrable and that V˜ H + 〈V˜ H , N˜〉t is a P -local
martingale. Hence K˜ is a P -local martingale with K0 = 0.
(2) We prove first that X + [X, N˜ ] is a P -local martingale using Properties
2.2.15(2):
X + [X, N˜ ] =X0 +M +B − [B, λ ·M ]− [M,λ ·M ]
=X0 +M + λ · 〈M,M〉 − λ
′∆B ·M − λ · [M,M ]
=X0 +M − λ · ([M,M ]− 〈M,M〉)− λ
′∆B ·M.
Furthermore also LFS and [LFS, N˜ ] = −λ · [LFS,M ] are P -local martin-
gales due to Definition 3.1.1. From Proposition 3.15 of Choulli et al.
(1998) we can conclude that therefore X and LFS are E(N˜)-local martin-
gales. Which according to the definition of E(N˜)-local martingales exactly
means that for any n ≥ 0, the processes TnE(N˜)
[
(ξFS ·X)− (ξFS ·X)Tn
]
and TnE(N˜)
[
LFS − LFSTn∧·
]
are P -local martingales. Furthermore, these
processes are uniformly integrable due to (3.7) and the integrability of
ξFS ·X and LFS. Then, for t ≥ Tn we derive
E
[
TnE(N˜)T
(
(ξFS ·X)T − (ξ
FS ·X)Tn
)
|Ft
]
= TnE(N˜)t
(
(ξFS ·X)t − (ξ
FS ·X)Tn
)
,
E
[
TnE(N˜)T
(
LFST − L
FS
Tn
)
|Ft
]
= TnE(N˜)t
(
LFSt − L
FS
Tn
)
.
As a result, due to TnE(N˜)t 6= 0 on {Tn ≤ t < Tn+1}, we deduce that
V˜ Ht = H0 + (ξ
FS ·X)t + L
FS
t .
This ends the proof of the second assertion.
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Now we will state the main result in this section.
Theorem 3.5.4. Consider a square-integrable FT -measurable random variable
H, and denote by
(
H0, ξ
FS, LFS
)
its FS decomposition components. Then the fol-
lowing holds
ξFS = Σinv
{
cφ˜+
∫
xf˜(x)K(dx)
}
and LFS = V˜ H − ξFS ·X. (3.51)
Here (φ˜, f˜ , g˜, K˜⊥) is the quadruplet associated with K˜ through Theorem 2.2.23,
and Σ is a random symmetric matrix given by
Σ := c+
∫
xx′K(dx). (3.52)
Proof. By applying Jacod’s Theorem (Theorem 2.2.23) to the P -local martin-
gale K˜, we obtain
K˜ = φ˜ ·Xc + W˜ ⋆ (µ− ν) + g˜ ⋆ µ+ K˜⊥, (3.53)
W˜t(x) := f˜t(x) +
1
1− at
∫
f˜t(y)ν({t}, dy).
Another application of Theorem 2.2.23 now to LFS leads to
LFS = φFS ·Xc +W FS ⋆ (µ− ν) + gFS ⋆ µ+ LFS,⊥, (3.54)
W FSt (x) := f
FS
t (x) +
1
1− at
∫
fFSt (y)ν({t}, dy).
Since 〈V˜ H , N˜〉 = −λ · 〈V˜ H ,M〉 and using (3.49), Properties 2.2.15(2) on the
predictable angle brackets and on the predictable process B withM and K˜ both
P -local martingales, we obtain that
〈V˜ H ,M〉 = 〈K˜,M〉 = 〈K˜,X〉 =
{
cφ˜+
∫
xf˜(x)K(dx)
}
·A,
where the last expression is obtained analogous to (3.33).
By plugging the resulting quantity into (3.49) while taking into account (3.53),
we get
V˜ H
= V˜ H0 + φ˜ ·X
c + W˜ ⋆ (µ− ν) + g˜ ⋆ µ+ K˜⊥ +
(
λ′cφ˜+
∫
λ′xf˜(x)K(dx)
)
·A.
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Furthermore, in view of (3.24) and (3.23) we find
ξFS ·B = λ′ξFS · 〈M〉 =
λ′ξFS
1 + λ′∆〈M〉λ
· 〈X〉 =
λ′cξFS +
∫
λ′xx′ξFSK(dx)
1 + λ′∆〈M〉λ
·A.
Hence, using this relationship, (3.50) and (3.54), we obtain
V˜ H =H0 +
(
ξFS + φFS
)
·Xc +
(
W FS + x′ξFS
)
⋆ (µ− ν) + gFS ⋆ µ+ LFS,⊥
+
λ′cξFS +
∫
λ′xx′ξFSK(dx)
1 + λ′∆〈M〉λ
·A.
Therefore, due to the uniqueness of Jacod’s decomposition (Lemma 2.2.24) and
of the canonical decomposition, see Definition 2.2.6, and due to the predictabil-
ity of A, we conclude that
cφ˜ = cξFS + cφFS, f˜(x) = x′ξFS + fFS(x) g˜(x) = gFS(x), LFS,⊥ = K˜⊥.
(3.55)
Thus by transforming the first two equations above, we derive
cφ˜+
∫
xf˜(x)K(dx) =cξFS + cφFS +
∫
xx′ξFSK(dx) +
∫
xfFS(x)K(dx)
=ΣξFS + cφFS +
∫
xfFS(x)K(dx). (3.56)
Since LFS satisfies
〈LFS,M〉 = 〈LFS,X〉 =
(
cφFS +
∫
xfFS(x)K(dx)
)
·A = 0,
see (3.33), equation (3.56) reduces to
ΣξFS = cφ˜+
∫
xf˜(x)K(dx),
and the first equation in (3.51) follows immediately. The second equation fol-
lows from (3.50).
Even a correct decision is
wrong when it was taken too
late.
Lee Iacocca (1924-)
4 (Local)risk-minimization
In this chapter we discuss the (locally) risk-minimizing (LRM) hedging strat-
egy. This strategy and also the mean-variance hedging strategy which will be
discussed in Chapter 5 are quadratic hedging strategies. Hence they both min-
imize the hedging error in mean-square sense. Of course this has as drawback
that losses and gains are treated in the same way. On the other hand having
a symmetric criterion can be an advantage when you do not know if you deal
with a buyer or a seller what is quiet natural when one is hedging and pricing
options.
We start with explaining what a locally risk-minimizing hedging strategy is and
how it extends the risk-minimizing hedging strategy. Afterwards we give an
overview of the literature on LRM hedging strategies. In Section 4.3 we ex-
tend the theory of locally risk-minimization to the multidimensional setting.
By independent research Schweizer (2008) also proved the multidimensional
LRM hedging strategy under less restrictive conditions. In Section 4.4 we give
a concrete procedure how to determine the LRM hedging strategy. We end this
chapter with an illustration of this procedure on a simple Brownian motion set-
ting with stochastic volatility. This example was already discussed in Poulsen
et al. (2009), but the procedure they used is limited to continuous processes,
while the procedure proposed here also allows for discontinuous processes.
This chapter is mainly based on Vandaele and Vanmaele (2008a). Two other, but
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older, overview articles which treat not only locally risk-minimization, but also
the mean-variance hedging strategy are Pham (2000) and Schweizer (2001).
Once we have described the LRM it will be obvious why the equivalence (or
non-equivalence) between the FS and the GKW decomposition plays an impor-
tant role, for more details we refer to Section 4.2.
4.1 (Local) risk-minimization
We work again under the assumptions defined in Section 2.1. The process X
denotes here the one-dimensional discounted risky asset. We also assume there
exists at least one change of measure to a martingale measure.
The locally risk-minimizing hedging strategy originates from the hedging strat-
egy described by Harrison and Kreps (1979) for complete markets. This strat-
egy was extended by Fo¨llmer and Sondermann (1986) for incomplete mar-
kets if the underlying risky asset is still a martingale and is called the risk-
minimizing hedging strategy. The extension to semimartingales was described
for the first time by Schweizer (1988) and published in a series of papers:
Schweizer (1990), Fo¨llmer and Schweizer (1991) and Schweizer (1991).
4.1.1 Hedging in complete markets
Harrison and Kreps (1979) described how the hedging strategy for contingent
claims can be found in a complete market. A contingent claim is a random
variable that represents the time T payoff, denoted by H. In a complete market
every contingent claim is redundant. Redundant means that the claim can be
written as a sum of an initial cost, denoted by C0, and a stochastic integral of
the process X, which represents the discounted risky asset. Hence, the risk of
the claim can be reduced to zero and the product does not add anything to the
market containing the risky asset X.
A trading strategy ϕ is of the form (ξ, η), with ξ = (ξt)0≤t≤T the number of risky
assets and with η = (ηt)0≤t≤T the amount invested in the riskless asset. The
value of the discounted portfolio at time t is then given by Vt = ξtXt + ηt.
Assume we want to hedge the claim H at time T . We perform a change of mea-
sure from the original measure P to the unique equivalent martingale measure
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P ∗. Due to the completeness of the market, every claim H can be decomposed
as follows:
H = H0 +
∫ T
0
ξ∗udXu.
Then, the contingent claim can be reproduced at time T with the initial invest-
ment H0 and the following strategy ϕ at time t:
(ξ∗t ,H0 +
∫ t
0
ξ∗udXu − ξ
∗
tXt).
4.1.2 Risk-minimization
The goal of Fo¨llmer and Sondermann (1986) was to extend the hedging the-
ory for redundant claims to contingent claims which are non-redundant. They
searched for admissible strategies which minimize the risk in sequential sense
and were able to prove that there exists a unique solution to this problem if the
risky asset underlying the claim is a martingale.
Definition 4.1.1 (see Fo¨llmer and Sondermann (1986)). A strategy is called
admissible with respect to H or H-admissible if its value process has terminal
value H.
In the theory of risk-minimization, Fo¨llmer and Sondermann assumed that the
discounted risky asset is a square-integrable martingale under the original mea-
sure P . From Section 2.2 we know this means that E[X2t ] <∞ and E[XT |Ft] =
Xt, 0 ≤ t ≤ T . They defined the risk-minimizing hedging strategy only in this
setting. Schweizer (2001) proved that the conditions on X are too strong and
that it is sufficient if X is only a local martingale under P , which do not even
need to be locally square-integrable.
Definition 4.1.2. Assume X is a local martingale under the measure P . A
couple ϕ = (ξ, η) is called a trading strategy if
• ξ is a predictable process,
• ξ ∈ L2(X), with L2(X) the space of all R-valued predictable processes ξ
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such that
||ξ||L2(X) := (E[
∫ T
0
ξ2ud[X,X]u])
1/2 <∞,
• η is adapted,
• The value process V = ξX+η of the strategy ϕ has right-continuous paths
and E[V 2t ] <∞ for every t ∈ [0, T ] (i.e. Vt ∈ L
2(P ) for every t ∈ [0, T ]).
Definition 4.1.3. The cost process is the difference between the value of the
portfolio at time t and the gains/losses made from trading in the financial mar-
ket up to time t:
Ct = Vt −
∫ t
0
ξudXu. (4.1)
While the risk process is the conditional mean squared error process of the cost
process:
Rt(ϕ) := E[(CT (ϕ)− Ct(ϕ))
2|Ft], 0 ≤ t ≤ T. (4.2)
Definition 4.1.4. A strategy is called self-financing if the cost process, defined
in (4.1), has constant paths, while a strategy is called mean-self-financing if
the cost process is a square-integrable martingale.
We want to hedge a contingent claim H ∈ L2(P ) due at time T . By searching
for a hedging strategy for which the discounted portfolio has terminal value H,
we find an H-admissible strategy. The martingale property of the risky asset
process allows to show that the expected value of the terminal cost does not
depend on the choice of the strategy: E[CT ] = E[VT −
∫ T
0
ξudXu] = E[H].
At any time t we have to minimize in mean-square sense the remaining cost
CT − Ct. Hence the risk process is minimized at any time t.
Definition 4.1.5. A strategy ϕ is called risk-minimizing if Rt(ϕ) ≤ Rt(ϕˆ) P -
almost surely for every admissible continuation ϕˆ of ϕ at time t. An admissible
continuation of the strategy ϕ from t on is a strategy which coincides with ϕ for
all times smaller than t and which also has terminal value H. In the following
sense: ϕˆ = (ξˆ, ηˆ) is an admissible continuation from t on of the strategy ϕ =
(ξ, η) if
ξˆs = ξs, ∀s ≤ t and ηˆs = ηs, ∀s < t
and VT (ϕˆ) = VT (ϕ) P -a.s..
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Fo¨llmer and Sondermann showed that the solution can be found using the
Galtchouk-Kunita-Watanabe decomposition of the contingent claim H:
E[H|Ft] = E[H] +
∫ t
0
ξ∗udXu +N
∗
t ,
with ξ∗ ∈ L2(X), N∗ a square-integrable martingale, N∗0 = 0 and P -orthogonal
to X.
The unique admissible strategy which is risk-minimizing is then given by ϕ∗t =
(ξ∗t , E[H|Ft]− ξ
∗
tXt) at time t and the remaining risk equals E[(N
∗
T −N
∗
t )
2|Ft].
This shows that all the risk related to the underlying is hedged away, while
the only remaining risk is orthogonal to the fluctuations of the underlying and
therefore cannot be hedged away.
We remark that in this case the number of risky assets invested using the mean-
variance hedging strategy coincides with the number invested using the risk-
minimizing hedging strategy. The amount invested in the riskless asset is differ-
ent.
4.1.3 Local risk-minimization
On page 16 of Schweizer (1988) it is proved with an explicit counterexam-
ple that if X is not a P -local martingale, then a T -contingent claim H in gen-
eral does not admit a risk-minimizing hedging strategy ϕ with VT (ϕ) = H.
Therefore Schweizer extended the theory of risk-minimization to locally risk-
minimization.
The foundation for the locally risk-minimizing hedging strategy is described in
Schweizer (1990), where the equivalence between the orthogonality of martin-
gales and the risk-minimality under small perturbations is proved. In Schweizer
(1991) the concept of locally risk-minimizing hedging strategies is introduced to
be able to hedge claims when the underlying risky assetX is only a semimartin-
gale under the original measure. The types of semimartingales for which the
locally risk-minimizing hedging strategy is described have to be of the following
form:
X = X0 +M +B, (4.3)
with M a square-integrable martingale for which M0 = 0, and with B a pre-
dictable process belonging to the class V.
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Schweizer (1990) introduces a finite measure PM := P × 〈M〉 on the prod-
uct space Ω × [0, T ] associated with the angle bracket process 〈M〉. We link an
expectation EM with this measure, defined in the following way:
EM [α] =
E[(α · 〈M〉)T ]
E[〈M〉T ]
.
One also needs the following assumptions:
(A1) For P -almost all ω, the measure on [0, T ] induced by 〈M〉(ω) has the whole
interval [0, T ] as its support. This means 〈M〉 should be P -almost surely
strictly increasing on the whole interval [0, T ].
(A2) B is continuous.
(A3) B is absolutely continuous with respect to 〈M〉 with a density λ satisfying
EM [|λ| log
+ |λ|] <∞.
A sufficient condition is that E[〈
∫
λdM〉] <∞.
Therefore for a special quasi-left-continuous semimartingale satisfying the struc-
ture condition, whose MVT belongs to the set L1(P ) and which satisfies assump-
tion (A1), we can determine the LRM hedging strategy. Note that if E[KT ] <
+∞, then E[
∫ T
0
|λ|2ud〈M〉u] < +∞ and hence assumption (A3) is satisfied.
We remark that in Schweizer (1991) there was an extra condition: X is contin-
uous at T P -a.s.. This condition is removed in Schweizer (2001).
The definition for the trading strategy is adjusted in this case:
Definition 4.1.6. Assume X = X0 + M + B is a semimartingale under the
measure P . A couple ϕ = (ξ, η) is called a trading strategy if
• ξ is a predictable process,
• ξ belongs to the space Θ, see (2.43).
• η is adapted,
• V = ξX+η has right-continuous paths and E[V 2t ] <∞ for every t ∈ [0, T ].
In order to define the notion of locally risk-minimizing hedging strategies, we
first explain what is meant by a small perturbation:
Definition 4.1.7. A trading strategy ∆ = (δ, ε) is called a small perturbation
if it satisfies the following conditions:
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• δ is bounded,
•
∫ T
0
|δudBu| is bounded,
• δT = εT = 0.
For any subinterval (s, t] of [0, T ], we define the small perturbation
∆|(s,t] := (δ1(s,t], ε1[s,t)).
Next we define partitions τ = (ti)0≤i≤N of the interval [0, T ]. A partition of
[0, T ] is a finite set τ = {t0, t1, . . . , tk} of time points with 0 = t0 < t1 < · · · <
tk = T and themesh size of τ is |τ | := max
ti,ti+1∈τ
(ti+1− ti). A sequence (τn)n∈N is
called increasing if τn ⊆ τn+1 for all n and it tends to the identity if lim
n→∞
|τn| = 0.
Definition 4.1.8. For a trading strategy ϕ, a small perturbation ∆ and a parti-
tion τ of [0, T ], the risk quotient rτ [ϕ,∆] is defined as follows:
rτ [ϕ,∆](ω, t) :=
∑
ti,ti+1∈τ
Rti(ϕ+∆|(ti,ti+1])−Rti(ϕ)
E[〈M〉ti+1 − 〈M〉ti |Fti ]
1(ti,ti+1](t).
A trading strategy ϕ is called locally risk-minimizing if lim inf
n→∞
rτn(ϕ,∆) ≥
0 PM -a.e. on Ω × [0, T ] for every small perturbation ∆ and every increasing
sequence (τn) of partitions of [0, T ] tending to the identity.
This means that by LRM the riskiness of the cost process is measured locally in
time.
The following theorems were originally proved by Schweizer (1991) if M be-
longs to the class H2 and X is one-dimensional. The extension toM only being
a locally square-integrable martingale and to the multidimensional case is given
in Schweizer (2008).
Lemma 4.1.9 (See Schweizer (1991) Lemma 2.1 and Schweizer (2008) Propo-
sition 2.1). Assume that the special semimartingale X satisfies (A1). If a trading
strategy is locally risk-minimizing, then it is also mean-self-financing.
Theorem 4.1.10 (See Schweizer (1991) Proposition 2.3 and Schweizer (2008)
Theorem 1.6). Assume that the special semimartingale X satisfies all conditions
(A1)-(A3). Let the contingent claim H belong to L2(P ) and let ϕ be an H-
admissible trading strategy. Then ϕ is a locally risk-minimizing strategy if and
only if ϕ is mean-self-financing and the martingale C(ϕ), defined in (4.1), is or-
thogonal to the martingale part M of the semimartingale X.
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Definition 4.1.11. A strategy ϕ is called pseudo locally risk-minimizing or,
equivalently, pseudo optimal risk-minimizing if the associated cost process
C(ϕ), defined in (4.1), is a martingale under P and orthogonal to M .
C is a P -martingale
and
C is P -orthogonal to M
Pseudo locally
risk-minimizing
hedging strategy
Locally risk-minimizing
hedging strategy
⇐⇒
@
@
@
@
@
@R
 
 
 
 
 
 	
(A1)-(A3) (A1)-(A3)
Figure 4.1.1: Equivalent conditions to determine the locally risk-minimizing
hedging strategy under the original measure P .
In view of Definition 3.1.1, we can directly obtain the pseudo locally risk-
minimizing hedging strategy ϕ from the FS decomposition:
ϕt = (ξ
FS
t , E
Q˜[H|Ft]− ξ
FS
t Xt),
where EQ˜[H|Ft] = H0+
∫ t
0
ξFSu dXu+L
FS
t see (3.50) and the fact that the MMM
Q˜ is here assumed to be a true martingale measure.
Using Proposition 4.1.10, we know that this pseudo locally risk-minimizing
hedging strategy is the locally risk-minimizing strategy if the assumptions (A1)-
(A3) are satisfied (see also Figure 4.1.1). In Chapter 3 we saw that if the process
X is continuous, we can easily determine the Fo¨llmer-Schweizer decomposition
by performing a change of measure. Hence also the LRM strategy is quickly de-
termined, as we will show along the lines of Fo¨llmer and Schweizer (1991). We
remark that under the continuity assumption of X the conditions (A1)-(A3) are
trivially satisfied and it is easy to prove that the minimal martingale measure
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preserves orthogonality. This means that any square-integrable P -martingale
orthogonal to M is also orthogonal to X under Q˜.
We emphasize once more that the preservation of orthogonality is not included
in the definition of the minimal martingale measure, but that it is a consequence
in some special cases.
Combining the previous results, we have the following proposition:
Proposition 4.1.12. If X is continuous, the locally risk-minimizing strategy is
determined by the Galtchouk-Kunita-Watanabe decomposition under the minimal
martingale measure.
Proof. Fo¨llmer and Schweizer (1991) proved that the minimal martingale mea-
sure preserves orthogonality if X is continuous. In this case the Galtchouk-
Kunita-Watanabe decomposition under the minimal martingale measure directly
implies the Fo¨llmer-Schweizer decomposition under the original measure. This
already gives us the pseudo locally risk-minimizing hedging strategy. Since by
the continuity of X, (A1)-(A3) are satisfied, we know from Proposition 4.1.10
that this strategy is locally risk-minimizing under the original measure.
As a result of Proposition 4.1.12, we can determine the locally risk-minimizing
hedging strategy in case of a continuous risky asset following the scheme in Fig-
ure 4.1.2.
In case the semimartingale is discontinuous, the only way to obtain the LRM
hedging strategy is by calculating directly the FS decomposition as given in
Theorem 3.5.4 or by adjusting the obtained numbers of risky assets from the
GKW decomposition. In fact when searching the LRM hedging strategy, we will
assume that the finite variation part is continuous and therefore we can find the
number of risky assets in an easier way. A more detailed procedure is given in
Section 4.4.
4.2 Applications in literature
This section presents the most important applications of the locally risk-minimi-
zing hedging strategy. First of all, it is important to pay attention to the different
notions of locally risk-minimizing hedging strategy in discrete and continuous
time. In discrete time, the concept of locally risk-minimization is often used
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Original measure P
Minimal martingale
measure Q˜
Galtchouk-Kunita-Watanabe
decomposition
Fo¨llmer-Schweizer
decomposition
-
ﬀ
?
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dQ˜
dP
(ξ, η)
Figure 4.1.2: Scheme to determine the locally risk-minimizing hedging strategy
in the case of a continuous underlying.
for the strategy which minimizes the difference between the cost process in ev-
ery subsequent time interval, e.g. Coleman et al. (2006) and Coleman et al.
(2007). This definition allows us to determine the hedging strategy by back-
ward induction and furthermore in Coleman et al. (2007) they demonstrate
that using a Black-Scholes model the discrete risk-minimizing hedging strat-
egy performs better than the delta hedging to hedge variable annuities. Scha¨l
(1994) proved equivalence in discrete time between the local risk-minimization
and the risk-minimization used here, under certain conditions. In continuous
time, the former definition is rarely used. The most important application of the
theory of Fo¨llmer and Sondermann (1986) is given in Møller (1998). He was
the first to apply the risk-minimizing hedging strategy to unit-linked life insur-
ance contracts. He considered a risky asset that followed a Brownian motion
and a single premium contract with only a pure endowment and with a term
insurance for which all the payments were deferred to maturity of the contract.
To be able to hedge intermediate payments, Møller (2001) extended the theory
of risk-minimizing hedging strategies. He determined the hedging strategy in
the concrete case of a geometric Brownian motion, but the proof is more gen-
eral because it holds for every risky asset which is a local martingale.
In fact in Møller (1998), the Brownian motion is only a semimartingale un-
der the original measure, but we know already that it suffices to determine the
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risk-minimizing hedging strategy under the minimal martingale measure when
the price process of the risky asset is continuous. Indeed, for the continuous
case the locally risk-minimizing hedging strategy under the original measure is
equivalent to the risk-minimizing hedging strategy under the minimal martin-
gale measure.
Riesner (2006a) wanted to extend the theory of Møller (1998) to the case of
a geometric Le´vy process. Unfortunately, the equivalence does no longer hold
because of the discontinuity of the Le´vy process. In Vandaele and Vanmaele
(2008b) a correction is given based on Colwell and Elliott (1993) (see Chapter
7), who were the first to show how one can determine the Fo¨llmer-Schweizer
decomposition and the related locally risk-minimizing hedging strategy for a
contingent claim when the underlying asset follows a Markov diffusion process
with jumps.
Furthermore, the locally risk-minimizing hedging strategy for payment pro-
cesses is defined in Schweizer (2008) and Riesner (2007). In Chapter 7 we
will also discuss this last article. We remark that a more detailed version of the
articles of Riesner can be found in Riesner (2006b).
Colwell et al. (2007) applied the locally risk-minimizing hedging strategy for
index tracking. In Di Masi et al. (1994) various applications of locally risk-
minimizing hedging strategies are given for stochastic volatility models. Using
the same model for the underlying risky asset, Heath et al. (2001a and 2001b)
compared the mean-variance hedging to the locally risk-minimizing strategy
theoretically and numerically.
The risk-minimizing hedging strategy under restricted information is investi-
gated by Di Masi et al. (1995) and Schweizer (1993). The application to
stochastic volatility models is studied by Fisher et al. (1999). The extension
of this application to the case of semimartingales is investigated by Frey and
Runggaldier (1999).
Biagini and Pratelli (1999) proved the invariance under a change of measure
of the locally risk-minimizing hedging strategy. Biagini and Cretarola (2007,
2006, 2009) determine the locally risk-minimizing hedging strategy for default-
able claims when the risky asset follows a Brownian motion, see also Cretarola
(2007). Becchere and Mulinacci (1999) searched for the locally risk-minimizing
hedging strategy to hedge American options in Merton’s model.
In Mercurio and Vorst (1997) and in Lamberton et al. (1998), the locally risk-
minimizing hedging strategy is defined in discrete time when transaction costs
are taken into account.
Concerning risk-minimization Barbarin (2008a) studies the asset allocation prob-
lem of pure endowment and annuity portfolios when some longevity bonds are
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available for trading. In a non-life insurance setting with inflation and interest
rate risk the risk-minimizing hedging strategy is calculated in Barbarin (2009).
In Barbarin (2008b) the risk-minimizing hedging strategy is determined for life
insurance contracts with a surrender option. We will make the obtained pro-
cesses more concrete in Chapter 6.
4.3 Multidimensional local risk-minimization
In Schweizer (2001) it is mentioned that the extension of the locally risk-
minimizing hedging strategy to the multidimensional case will be presented
elsewhere. But finally it was never published until Schweizer (2008). In the
meantime we had worked out the extension as part of this PhD research. In
Schweizer (2008) the assumptions made in (A1)-(A3) are relaxed and the re-
sults are extended to payment streams. At the end of this section we will come
back to the results of Schweizer. First we will give the proof we constructed
based on Schweizer (1990, 1991).
Assume X is a d-dimensional special semimartingale having the decomposition
X = X0 +M + B, with M a d-dimensional square-integrable martingale with
M0 = 0 and B a d-dimensional predictable process of finite variation. Since
M is assumed to be square-integrable, we can introduce the d× d-dimensional
variance process 〈M〉 with respect to P with components 〈M i,M j〉. The sum of
all the components 〈M i,M i〉, i = 1, . . . , d is given by
(M) =
∑
i∈{1,...,d}
〈M i,M i〉.
As was done in the one-dimensional case, we can link a product measure PM =
P × (M) and a related expectation EM with the process (M) on the product
space Ω := Ω× [0, T ].
We first give the extensions of the definitions of trading strategy, Definition
4.1.6, cost process, Definition 4.1.3, and small perturbation, Definition 4.1.7, to
the multidimensional case. We remark that because the cost process is a one-
dimensional process the formula (4.2) of the risk process remains unchanged.
Definition 4.3.1. A trading strategy ϕ contains d+1 processes (ξ1, . . . , ξd, η) =
(ξ1t , . . . , ξ
d
t , ηt)0≤t≤T satisfying the following conditions:
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• ξ = (ξ1, . . . , ξd) is predictable,
• The process ξ ·X is a semimartingale of class S2(P ), see page 30, meaning
that
E[
∫ T
0
ξ′ud〈M〉uξu + (
∫ T
0
|ξ′sdBs|)
2] <∞.
• η is adapted,
• V = ξ′X + η has right-continuous paths and satisfies Vt ∈ L2(P ), 0 ≤ t ≤
T .
Definition 4.3.2. The cost process is the right-continuous square-integrable
process C(ϕ) defined by
Ct(ϕ) := Vt(ϕ)−
∫ t
0
ξ′udXu. (4.4)
Definition 4.3.3. A trading strategy ∆ = (δ1, . . . , δd, ε) is called a small per-
turbation if it satisfies the following conditions:
• δ = (δ1, . . . , δd) is bounded,
•
∫ T
0
|δ′udBu| is bounded, hence
∫ T
0
|δ′udBu| ∈ L
∞(P ).
• 〈δ ·M〉 is bounded.
• δT = εT = 0.
It is important to understand that we will be able to leave out the condition
that E[KT ] < +∞ due to the third assumption. This means that by restricting
the class of small perturbations, we can extend the class of semimartingales for
which we are able to determine the LRM hedging strategy.
The partitions, the mesh and the small perturbation on the subinterval are com-
pletely analogously defined as in the one-dimensional case. Furthermore a par-
tition τ induces the following σ-algebras:
Bτ :=σ({D0 × {0},Di × (ti−1, ti] | D0 ∈ F0, ti ∈ τ,Di ∈ Fti}), (4.5)
Pτ :=σ({D0 × {0},Di−1 × (ti−1, ti] | D0 ∈ F0, ti ∈ τ,Di−1 ∈ Fti−1}). (4.6)
Therefore
P = σ(∪∞n=1P
τn). (4.7)
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Definition 4.3.4. Let ϕ be a trading strategy, ∆ a small perturbation and τ a
partition of [0, T ]. The R-quotient is defined as
rτ [ϕ,∆](ω, t) :=
∑
ti,ti+1∈τ
Rti(ϕ+∆|(ti,ti+1])−Rti(ϕ)
E[(M)ti+1 − (M)ti |Fti ]
(ω)1(ti,ti+1](t). (4.8)
The strategy ϕ is then locally risk-minimizing if lim inf
n→∞
rτn [ϕ,∆] ≥ 0 PM -
a.e. for every small perturbation ∆ and every increasing 0-convergent sequence
(τn) of partitions of [0, T ] tending to the identity.
We remark that where we used in the one-dimensional case the process 〈M〉 in
the R-quotient, we now use the one-dimensional process (M) instead. To be
sure the denominator in (4.8) is not zero, we need the following assumption
(A1’) For P -almost all ω, the measure on [0, T ] induced by (M)(ω) has the whole
interval [0, T ] as its support. This is equivalent with the assumption that
(M)(ω) is strictly increasing P -a.s..
The lemmas and proofs given here are inspired by the proofs given in Schweizer
(1990, 1991).
Lemma 4.3.5. Assume that the special semimartingaleX satisfies condition (A1’).
If a trading strategy is locally risk-minimizing, then it is also mean-self-financing.
Proof. The proof is given by a reductio ad absurdum. Assume that the trading
strategy ϕ is not mean-self-financing, then we can construct a new mean-self-
financing strategy ϕˆ with a risk process smaller than the risk process of the
strategy ϕ in at least a small subinterval of [0,T] and with the same amount in
the portfolio at time T . So this means that the trading strategy ϕ is not locally
risk-minimizing.
The new strategy ϕˆ = (ξˆ, ηˆ) is defined as follows for all t ∈ [0, T ]:
ξˆt =ξt, (4.9)
ηˆt =E[VT (ϕ)−
∫ T
0
ξ′udXu|Ft] +
∫ t
0
ξ′udXu − ξ
′
tXt
=E[CT (ϕ)|Ft] +
∫ t
0
ξ′udXu − ξ
′
tXt. (4.10)
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This means that
Vt(ϕˆ) = ξˆ
′
tXt + ηˆt = E[CT (ϕ)|Ft] +
∫ t
0
ξ′udXu. (4.11)
The vector ∆ = ϕˆ− ϕ := (δ, ε), linked with this new portfolio, is given by
(ξˆt − ξt, ηˆt − ηt) = (0, E[VT (ϕ)−
∫ T
0
ξ′udXu|Ft] +
∫ t
0
ξ′udXu − Vt(ϕ))
and so the conditions of a small perturbation are satisfied, because δ ≡ 0 and
εT = 0. Now we will prove that the strategy ϕˆ is mean-self-financing, admissible
and that the risk process is smaller than the risk process of ϕ.
• VT (ϕˆ) = VT (ϕ)
It follows from (4.11) that
VT (ϕˆ) =E[VT (ϕ)−
∫ T
0
ξ′udXu|FT ] +
∫ T
0
ξ′udXu = VT (ϕ)
and so also CT (ϕˆ) = CT (ϕ) in view of (4.4) and (4.9).
• The strategy ϕˆ is mean-self-financing. Using (4.11), (4.9) and the equality
between CT (ϕˆ) and CT (ϕ):
Ct(ϕˆ) =Vt(ϕˆ)−
∫ t
0
ξˆ′udXu = E[CT (ϕ)|Ft] +
∫ t
0
ξ′udXu −
∫ t
0
ξ′udXu
=E[CT (ϕˆ)|Ft].
• Using the martingale property of the cost process for ϕˆ, we can easily
prove that the risk process of the strategy ϕˆ is smaller or equal than the
risk process of the strategy ϕ:
Rs(ϕˆ) =E[(CT (ϕˆ)− Cs(ϕˆ))
2|Fs]
=E[(CT (ϕˆ)− Cs(ϕ) + Cs(ϕ)− Cs(ϕˆ))
2|Fs]
=E[(CT (ϕ)− Cs(ϕ))
2|Fs] + (Cs(ϕ)− Cs(ϕˆ))
2
+ 2E[(CT (ϕˆ)− Cs(ϕ))|Fs](Cs(ϕ)− Cs(ϕˆ))
=Rs(ϕ) + (Cs(ϕ)− Cs(ϕˆ))
2 − 2(Cs(ϕ)− Cs(ϕˆ))
2
=Rs(ϕ)− (Cs(ϕ)− Cs(ϕˆ))
2
≤Rs(ϕ).
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We assumed that the strategy ϕ is not mean-self-financing, so there exist a
s˜ ∈ [0, T ] and a set B of positive probability for which Cs˜(ϕ)(ω) 6= Cs˜(ϕˆ)(ω)
for all ω ∈ B. Because of the right-continuity of the risk process, they will be
different from each other in a closed interval [s˜, d(ω)] around s˜ for all ω ∈ B
and so Rk(ϕˆ)(ω) < Rk(ϕ)(ω) for all k ∈ [s˜, d(ω)] and ω ∈ B.
This means that ϕ is not locally risk-minimizing because lim inf
n→∞
rτn [ϕ, δ](ω, t) <
0 for any t in the (s˜, d(ω)) and any ω ∈ B and therefore lim inf
n→∞
rτn [ϕ, δ](ω, t) ≥ 0
no longer holds PM -a.e..
Therefore if we search an H-admissible locally risk-minimizing hedging strat-
egy ϕ, it is certainly mean-self-financing. We show now that we find the locally
risk-minimizing hedging strategy by only varying the ξ-component using the
fact that this optimal strategy should be mean-self-financing.
Since the cost process C(ϕ) is a martingale with terminal value
CT (ϕ) = H −
∫ T
0
ξ′udXu P -a.s.,
the cost process and hence also ϕ, is uniquely determined by ξ. This means we
can write C(ξ) and R(ξ) instead of C(ϕ) and R(ϕ).
We now show that also for the perturbations it is sufficient to vary only the
number of risky assets. We take a small perturbation ∆ = (δ, ε) and a partition
τ of [0, T ]. For a ti ∈ τ , we compare the H-admissible strategy ϕ + ∆|(ti,ti+1]
with theH-admissible mean-self-financing strategy associated with ξ+δ|(ti,ti+1].
The latter strategy can be constructed from the strategy ϕ+∆(ti,ti+1] as done in
Lemma 4.3.5 and hence the amount of risky assets is the same as in the strategy
ϕ+∆|(ti,ti+1].
The strategies ϕ + ∆|(ti,ti+1] and ξ + δ|(ti,ti+1] are both H-admissible and have
the same ξ-component, so CT (ϕ+∆|(ti,ti+1]) = CT (ξ + δ|(ti,ti+1]).
The cost process of the strategy ϕ + ∆|(ti,ti+1] at time ti is Cti(ϕ) + εti . To
calculate the cost process at time ti of ξ + δ|(ti,ti+1], we use the fact that this
strategy and the original strategy ϕ are mean-self-financing and that M = X −
X0 −B is a P -martingale:
Cti(ξ + δ|(ti,ti+1]) =E[CT (ξ + δ|(ti,ti+1])|Fti ]
=E[VT (ξ + δ|(ti,ti+1])−
∫ T
0
ξ′udXu −
∫ ti+1
ti
δ′udXu|Fti ]
=E[H −
∫ T
0
ξ′udXu −
∫ ti+1
ti
δ′udXu|Fti ]
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=E[CT (ϕ)−
∫ ti+1
ti
δ′udXu|Fti ]
=Cti(ϕ)− E[
∫ ti+1
ti
δ′udBu|Fti ].
So we have the following equality between the cost processes:
CT (ϕ+∆|(ti,ti+1])− Cti(ϕ+∆|(ti,ti+1])
= CT (ξ + δ|(ti,ti+1])− Cti(ξ + δ|(ti,ti+1])− (εti + E[
∫ ti+1
ti
δ′udBu|Fti ]),
and for the associated risk process we find
Rti(ϕ+∆|(ti,ti+1]) = Rti(ξ + δ|(ti,ti+1]) + (εti + E[
∫ ti+1
ti
δ′udBu|Fti ])
2, (4.12)
because the strategy ξ + δ|(ti,ti+1] is mean-self-financing. Equation (4.12) holds
for every ti in the partition τ , so the risk quotient, defined in Definition 4.3.4 is
rτ [ϕ,∆] = rτ [ξ, δ] +
∑
ti∈τ
(εti + E[
∫ ti+1
ti
δ′udBu|Fti ])
2
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1]. (4.13)
To be able to define how a locally risk-minimizing hedging strategy will look
like, we need to impose some extra conditions on the semimartingale X:
(A2’) B is continuous.
(A3’) B is absolutely continuous with respect to 〈M〉: there exists an Rd-valued,
predictable process λ such that for every i = 1, . . . , d: dBi = λ · d〈M,M i〉.
Furthermore we also assume that the MVT processKT is finite. Hence the
structure condition, see Definition 2.2.17, is satisfied.
From Proposition 2.2.20 it follows that there exists a predictable d× d-matrix Σ˜
such that 〈M i,M j〉 = Σ˜ij ·A. This implies that
d(M) =
d∑
i=1
d〈M i〉 =
d∑
i=1
Σ˜iidA,
and 〈M i,M j〉 can be rewritten as
d〈M i,M j〉 = Σ˜ijdA =
Σ˜ij∑d
i=1 Σ˜
ii
d(M) =: σ˜ijd(M). (4.14)
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Hence σ˜ = Σ˜∑d
i=1 Σ˜
ii
is a symmetric positive semi-definite d× d-matrix.
We define the following processes as in Schweizer (1990):
Qp[C,B, τ ](ω, t) :=
∑
ti∈τ
|Cti − Cti−1 |
p
Bti −Bti−1
(ω)1(ti−1,ti](t), (4.15)
Q˜p[C,B, τ ](ω, t) :=
∑
ti∈τ
E[|Cti − Cti−1 |
p|Fti−1 ]
E[Bti −Bti−1 |Fti−1 ]
(ω)1(ti−1,ti](t). (4.16)
These processes are used in Lemma 2.1 of the paper of Schweizer (1990), which
we repeat here. We do not have to adapt the theorem to more dimensions,
because it will only be used for one-dimensional processes.
Lemma 4.3.6 (See Schweizer (1990)). Let 1 ≤ r ≤ p and assume that C is
continuous and has integrable r-variation, in the sense that E[(Var(C)T )
r] < +∞.
Then
lim
n→∞
Qp[C,B, τn] = 0 PB-a.e.
If in addition
sup
n
Qp[C,B, τn] ∈ L
1(PB)
and C is constant over any interval on which B is constant, then
lim
n→∞
Q˜p[C,B, τn] = 0 PB-a.e.
We need this result in the following proof.
Lemma 4.3.7.
lim
n→∞
∑
ti∈τn
E[(
∫ ti+1
ti
δ′udBu)
2|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1] = 0.
Proof. This means that using the process defined in formula (4.16), we have to
prove that
lim
n→∞
Q˜2[δ ·B, (M), τn] = 0 PM -a.e..
We remark that δ ·B and (M) are one-dimensional processes and so we can use
Lemma 4.3.6.
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• Assumption (A2’) guarantees that the process B is continuous and so δ ·B
is also continuous.
• δ ·B is of integrable 1-variation, due to the definition of a small perturba-
tion and the fact that an increasing process is of integrable variation if it
is integrable.
• Assumption (A1’) guarantees that (M) is strictly increasing and hence is
never constant on the interval [0, T ].
• This means it remains to prove that
sup
n
Q2[δ ·B, (M), τn] ∈ L
1(PM ). (4.17)
In the next calculation we utilize in the first step that τn is a partition
of [0, T ], while in the third step we use the fact that Bj = λ · 〈M,M j〉
by assumption (A3’) and the relationship between 〈M i,M j〉 and (M) in
(4.14).
Q2[δ ·B, (M), τn]
= Q1[δ ·B, (M), τn]
∑
ti∈τn
|
∫ ti
ti−1
δ′udBu|1(ti−1,ti]
≤
∑
ti∈τn
|
∑d
j=1
∫ ti
ti−1
δjudB
j
u|
(M)ti − (M)ti−1
1(ti−1,ti]
∫ T
0
|δ′udBu|
=
∑
ti∈τn
|
∑d
k,j=1
∫ ti
ti−1
δjuλ
k
uσ˜
kj
u d(M)u|
(M)ti − (M)ti−1
1(ti−1,ti]
∫ T
0
|δ′udBu|
≤ EM [|δ
′σ˜λ||Bτn ]
∫ T
0
|δ′udBu| (4.18)
because due to (4.5) we know:
EM [|δ
′σ˜λ||Bτn ] =
∑
ti∈τn
E[
∫ ti
ti−1
|δ′uσ˜uλu|d(M)u|Fti ]
E[(M)ti − (M)ti−1 |Fti ]
1(ti−1,ti]
=
∑
ti∈τn
∫ ti
ti−1
|δ′uσ˜uλu|d(M)u
(M)ti − (M)ti−1
1(ti−1,ti].
Combining the boundedness condition on∫ T
0
|δ′udBu| =
∫ T
0
|δ′uσ˜uλu|d(M)u
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assumed in Definition 4.3.3 of a small perturbation with the assumption
that (M) is strictly increasing implies the boundedness of |δ′σ˜λ|. There-
fore also EM [δ
′σ˜λ|Bτn ] will be bounded by a constant uniformly in n. The
boundedness of the second factor follows again from Definition 4.3.3.
Therefore Q2[δ ·B, (M), τn] is uniformly bounded in n.
We can conclude that
sup
n
Q2[δ ·B, (M), τn] ∈ L
1(PM ).
and by Lemma 4.3.6, (4.17) is satisfied.
We remark that we no longer used that E[KT ] < +∞ nor the condition of the
form (A3) in the previous proofs, while these conditions were still necessary in
Schweizer (2001). They are removed here by relying more on the conditions
given by the definition of the small perturbation.
Lemma 4.3.8. Assume that the special semimartingale X satisfies the assump-
tions (A1’)-(A3’). Let the contingent claim H belong to the class L2(P ) and ϕ =
(ξ, η) an H-admissible trading strategy. The strategy ϕ is locally risk-minimizing
if and only if ϕ is mean-self-financing and lim inf
n→∞
rτn [ξ, δ] ≥ 0 PM -a.e. for every
bounded predictable process δ satisfying the conditions of a small perturbation and
for every increasing 0-convergent sequence (τn) of partitions of [0, T ].
Proof. From Lemma 4.3.5, we know that ϕ is certainly mean-self-financing.
If rτn [ξ, δ] ≥ 0 PM -almost everywhere for processes δ and sequences (τn) as
defined in this lemma then from (4.13) we know rτ [ϕ,∆] ≥ 0 and therefore the
strategy is locally risk-minimizing.
If ϕ is locally risk-minimizing then the strategy is certainly mean-self-financing
and we proved that it is sufficient to vary only ξ. Hence we can choose ε ≡ 0.
Using Lemma 4.3.7, the second term in the right-hand side of equation (4.13)
goes to zero when taking the limit and so lim inf
n→∞
rτn [ξ, δ] ≥ 0 PM -a.e. for every
small perturbation δ and every increasing 0-convergent sequence τn of parti-
tions of [0, T ]. Thus rτn [ξ, δ] ≥ 0 PM -almost everywhere.
This means that the number of risky assets ξ is determined by Definition 4.3.4,
which puts a condition on the risk quotient (4.8), while the amount invested
in the riskless asset is determined using the fact that a locally risk-minimizing
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hedging strategy is mean-self-financing. We try now to give an other interpre-
tation to the condition put on the risk quotient in terms of the cost process.
Lemma 4.3.9. Assume that the special semimartingale X satisfies the assump-
tions (A1’)-(A3’). Let H be a contingent claim and ϕ an H-admissible trading
strategy.
The strategy ϕ is locally risk-minimizing if and only if ϕ is mean-self-financing and
the martingale C(ϕ) is orthogonal to M .
Proof. Using Lemma 4.3.8, we only have to prove that the condition
lim inf
n→∞
rτn [ξ, δ] ≥ 0
is equivalent with the fact that the cost process associated with ξ is orthogonal
to the martingale part M of the risky asset, given the fact that the strategy is
mean-self-financing. Hence we may assume that the cost process is a martingale
which has a Galtchouk-Kunita-Watanabe decomposition:
CT = C0 +
∫ T
0
µ′udMu + LT , (4.19)
with L orthogonal to M . We start by looking at the consequences of perturba-
tions on small intervals. The process Ct(δ, τn, i) is the associated cost process of
the mean-self-financing strategy ϕ+ δ|(ti−1,ti].
Ct(δ, τn, i) =E[CT (δ, τn, i)|Ft] = E[H −
∫ T
0
ξ′udXu −
∫ ti
ti−1
δ′udXu|Ft]
=E
[
CT −
∫ ti
ti−1
δ′udXu|Ft
]
= Ct − E
[∫ ti
ti−1
δ′udXu|Ft
]
.
We now calculate the risk quotient associated with this perturbation:
CT (δ, τn, i+ 1)− Cti(δ, τn, i+ 1) =CT − Cti −
∫ ti+1
ti
δ′udMu −
∫ ti+1
ti
δ′udBu
+ E
[∫ ti+1
ti
δ′udBu|Fti
]
.
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Hence by raising to the square:
(CT (δ, τn, i+ 1)− Cti(δ, τn, i+ 1))
2 − (CT − Cti)
2
=
(∫ ti+1
ti
δ′udMu
)2
+
(∫ ti+1
ti
δ′udBu
)2
+
(
E
[∫ ti+1
ti
δ′udBu|Fti
])2
− 2(CT − Cti)
(∫ ti+1
ti
δ′udMu +
∫ ti+1
ti
δ′udBu − E[
∫ ti+1
ti
δ′udBu|Fti ]
)
+ 2
∫ ti+1
ti
δ′udMu
(∫ ti+1
ti
δ′udBu − E[
∫ ti+1
ti
δ′udBu|Fti ]
)
− 2
∫ ti+1
ti
δ′udBuE
[∫ ti+1
ti
δ′udBu|Fti
]
. (4.20)
Assume that K is a martingale under P and that the integral
∫ ti+1
ti
audFu is
Fti+1 -measurable, then by the towerlaw we obtain that
E[(KT −Kti)
∫ ti+1
ti
audHu|Fti ] =E[E[(KT −Kti)
∫ ti+1
ti
audHu|Fti+1 ]|Fti ]
=E[E[(KT −Kti)|Fti+1 ]
∫ ti+1
ti
audHu|Fti ]
=E[(Kti+1 −Kti)
∫ ti+1
ti
audHu|Fti ]. (4.21)
In the next calculation we use equation I.4.6 of Jacod and Shiryaev (2002)
which states that E(MTNT ) = E(〈M,N〉T ) + E(M0N0) for every M , N ∈ H
2.
Taking the expectation given the information until time ti of (4.20) and using
(4.21), the martingale property of the cost process of the strategy ϕ and of the
martingale M , we get:
Rti(ϕ+ δ|(ti,ti+1))−Rti(ϕ)
= E
[∫ ti+1
ti
δ′ud〈M〉uδu|Fti
]
+E
[(∫ ti+1
ti
δ′udBu
)2
|Fti
]
+
(
E
[∫ ti+1
ti
δ′udBu|Fti
])2
− 2E
[
(CT − Cti)
(∫ ti+1
ti
δ′udMu +
∫ ti+1
ti
δ′udBu
)
|Fti
]
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+ 2E[CT − Cti |Fti ]E[
∫ ti+1
ti
δ′udBu|Fti ]
+ 2E
[∫ ti+1
ti
δ′udMu
∫ ti+1
ti
δ′udBu|Fti
]
− 2E
[∫ ti+1
ti
δ′udMu|Fti
]
E
[∫ ti+1
ti
δ′udBu|Fti
]
− 2
(
E
[∫ ti+1
ti
δ′udBu|Fti
])2
= E
[∫ ti+1
ti
δ′ud〈M〉uδu|Fti
]
+ Var
[∫ ti+1
ti
δ′udBu|Fti
]
− 2E
[
(Cti+1 − Cti)
∫ ti+1
ti
δ′udMu|Fti
]
− 2E
[
(Cti+1 − Cti)
∫ ti+1
ti
δ′udBu|Fti
]
+ 2E
[∫ ti+1
ti
δ′udMu
∫ ti+1
ti
δ′udBu|Fti
]
.
Because of equation (4.19), we know that Cti+1 −Cti =
∫ ti+1
ti
µ′udMu +Lti+1 −
Lti . Using the orthogonality of L and M , the difference of the risk processes
can be written as
Rti(ϕ+ δ|(ti,ti+1))−Rti(ϕ)
= E
[∫ ti+1
ti
δ′ud〈M〉uδu|Fti
]
+ Var
[∫ ti+1
ti
δ′udBu|Fti
]
− 2E
[∫ ti+1
ti
δ′ud〈M〉µu|Fti
]
+ 2E
[(∫ ti+1
ti
δ′udMu − (Cti+1 − Cti)
)∫ ti+1
ti
δ′udBu|Fti
]
.
So the risk quotient for this perturbation is
rτn [ξ, δ] =
∑
ti∈τn
E[
∫ ti+1
ti
δ′ud〈M〉uδu|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1]
− 2
∑
ti∈τn
E[
∫ ti+1
ti
δ′ud〈M〉µu|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1]
+
∑
ti∈τn
Var[
∫ ti+1
ti
δ′udBu|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1]
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+ 2
∑
ti∈τn
E[
(∫ ti+1
ti
δ′udMu − (Cti+1 − Cti)
) ∫ ti+1
ti
δ′udBu|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1].
(4.22)
From Lemma 4.3.7, we know that
lim
n→∞
∑
ti∈τn
Var[
∫ ti+1
ti
δ′udBu|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1] = 0.
We rewrite the last term in equation (4.22), based on the martingale property
of the cost process and the martingale part M of the risky asset X:
∑
ti∈τn
E[(
∫ ti+1
ti
δ′udMu − (Cti+1 − Cti))
∫ ti+1
ti
δ′udBu)|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1]
=
∑
ti∈τn
Cov[
∫ ti+1
ti
δ′udMu − (Cti+1 − Cti),
∫ ti+1
ti
δ′udBu|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1].
Using the fact that Cov(X,Y ) ≤ Var(X)1/2Var(Y )1/2 by the Cauchy-Schwarz
inequality, we find
∑
ti∈τn
E[(
∫ ti+1
ti
δ′udMu − (Cti+1 − Cti))
∫ ti+1
ti
δ′udBu)|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1]
=
(∑
ti∈τn
Var[
∫ ti+1
ti
δ′udBu|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1]
)1/2
·
(∑
ti∈τn
Var[
∫ ti+1
ti
δ′udMu − (Cti+1 − Cti)|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1]
)1/2
(4.23)
The first factor will go to zero when n goes to infinity. It remains to prove that
the second factor is bounded in n PM -almost everywhere. Using the fact that
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−2E[AB] ≤ E[A2] + E[B2], because 0 ≤ E[(A+B)2] we obtain
Var[
∫ ti+1
ti
δ′udMu − (Cti+1 − Cti)|Fti ]
= E[(
∫ ti+1
ti
δ′udMu − (Cti+1 − Cti))
2|Fti ]
= E[
∫ ti+1
ti
δ′ud〈M〉uδu + (Cti+1 − Cti)
2|Fti ]
− 2E[
∫ ti+1
ti
δ′udMu(Cti+1 − Cti)|Fti ]
≤ 2E[
∫ ti+1
ti
δ′ud〈M〉uδu + (Cti+1 − Cti)
2|Fti ]
≤ 2E[
∫ ti+1
ti
d〈δ ·M〉u +
∫ ti+1
ti
d〈C〉u|Fti ].
Due to Definition 4.3.3 of a small perturbation, the first term is bounded and
because C is assumed to be a square-integrable martingale the second term is
finite. When we divide each term by E[(M)ti+1 − (M)ti |Fti ] and take the sum
over all ti we obtain a non-negative (PM ,P
τn)-supermartingale (a process X is
a P -supermartingale on the filtration F if Xs ≥ E[Xt|Fs] for every s ≤ t) due
to the fact that the angle bracket process is a concave function together with
Jensen’s inequality. Hence the second factor in (4.23) is bounded in n PM -a.e..
So taking the limit for n to infinity, the equation (4.8) goes to:
lim
n→∞
rτn [ξ, δ] = lim
n→∞
∑
ti∈τn
E[
∫ ti+1
ti
δ′ud〈M〉uδu|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1]
− 2 lim
n→∞
∑
ti∈τn
E[
∫ ti+1
ti
δ′ud〈M〉µu|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1]
= lim
n→∞
∑
ti∈τn
E[
∫ ti+1
ti
δ′uσ˜ud(M)u(δu − 2µu)|Fti ]
E[(M)ti+1 − (M)ti |Fti ]
1(ti,ti+1]
= lim
n→∞
EM [δ
′
uσ˜uδu − 2δ
′
uσ˜uµu|P
τn ]
=δ′uσ˜uδu − 2δ
′
uσ˜uµu, (4.24)
due to the predictability of δ′uσ˜uδu − 2δ
′
uσ˜uµu and (4.7).
The cost process C is orthogonal to M if and only if µ ≡ 0, then it is obvious
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from (4.24) that lim inf
n→∞
rτn [ξ, δ] ≥ 0.
For the reverse: choose δi = ε sign{∑ j σ˜ijµj}1{(|∑ j σijλj |·(M)∨|∑k,l σkl|·(M))≤K},
because with this choice δ satisfies the conditions needed for a small perturba-
tion. Furthermore the first term in (4.24) is certainly non-negative because σ˜ is
positive semi-definite and contains the factor ε2. The second term gets the sign
of ε.
Let ε → 0 and K → ∞, then
∑
i,j σ˜
ijµj should be equal to zero otherwise
lim inf
n→∞
rτn [ξ, δ] would be negative. Hence also µ′σ˜µ = 0 in the limit and again
from the fact that σ˜ is positive semi-definite, this means that µ ≡ 0. Thus the
cost process C is orthogonal to the martingale part M , see (4.19).
Schweizer (2008) extended this result in several ways. First of all the condi-
tion that M should be a square-integrable martingale is weakened to a locally
square-integrable martingale. Further, he developed the locally risk-minimizing
hedging strategy for payment streams instead of contingent claims. Also the
basic criterion to obtain a locally risk-minimizing hedging strategy is adjusted,
such that the process (M) should no longer be strictly increasing. The new
criterion which replaces (4.8) is:
rτ [ϕ,∆](ω, t) :=
∑
ti,ti+1∈τ
Rti(ϕ+∆|(ti,ti+1])−Rti(ϕ)
E[Dti+1 −Dti |Fti ]
(ω)1(ti,ti+1](t).
with D a bounded strictly increasing, predictable process null at 0 such that
〈M i,M j〉 ≪ D. Hence in Schweizer (2008) the following proposition is proved:
Proposition 4.3.10. Suppose the Rd-valued semimartingale X satisfies the struc-
ture condition (SC) and the finite variation process B is continuous. Then a pay-
ment stream H admits a LRM L2-strategy ϕ if and only if HT admits a FS decom-
position with triplet (H0, θ
HT , LHT ). In that case ϕ = (ξ, η) is given by
ξ = θHT , η = V HT − θHT ·X
with
V HTt := H
(0)
T +
∫ t
0
θHTs dXs + L
HT
t −Ht, 0 ≤ t ≤ T.
and Ct(ϕ) = H
(0)
T + L
HT
t .
Combining this theorem with Theorem 3.1.7, we obtain the following existence
result for the LRM hedging strategy:
4.4 Determination of the LRM strategy 95
Theorem 4.3.11. Suppose X is an Rd-valued special semimartingale satisfying
the SC and which finite variation part B is continuous. If also E is regular and sat-
isfies (R2) then the LRM hedging strategy and the FS decomposition exist, and the
L2-strategy in which we have to invest can be derived from the FS decomposition.
We remark that if KT is assumed to be bounded, then by Proposition 3.7 of
Choulli et al. (1998) E is regular and satisfies (R2). Hence in literature this con-
dition is often used in order to obtain easily sufficient conditions to guarantee
the existence of the FS decomposition.
4.4 Determination of the LRM strategy
The procedure is based on the proof of Theorem 5.5 of Choulli et al. (1998). We
denote by H the payment process for which we want to determine the hedging
strategy.
(1) The value of the portfolio at time t is given by the E(N˜)-martingale Y with
YT = HT . The existence and the form of this Y is given by Proposition
3.12 (iii) of Choulli et al. (1998):
Yt :=
E[HTnET |Ft]
TnEt
on {t ∈ [Tn, Tn+1[},
with Tn as in Definition 3.1.2. If the Girsanov density Z describing the
change of measure to the minimal martingale measure never vanishes
then the sequence Tn reduces to the sequence {0, T}. This simplifies the
expression of Y :
Yt =
E[HZT |Ft]
Zt
= EQ˜[H|Ft] on {t ∈ [0, T [}. (4.25)
Hence Y is not only an E(N˜)-martingale but even a true Q˜-martingale.
(2) Due to Remark 2.3.3 we know that we can decompose the Q˜-martingale
Y as follows Y = Y0 + I − 〈I,N〉 = Y0 + ξ · X + L, with I = ξ ·M + L
the GKW decomposition of the P -martingale I. Furthermore 〈I,N〉 is
the finite variation part of the Q˜-martingale Y under P . In the setting
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described here the finite variation part is also continuous because 〈I,N〉 =
〈ξ ·M + L,N〉 = −λ′ξ · 〈M,M〉. Therefore the decomposition of Y in a
martingale part and a finite variation part is unique. This makes it easy to
identify the P -martingale part I of Y .
(3) The problem of finding the FS decomposition of H is now reduced to
the determination of the GKW decomposition of the P -martingale I =
ξ ·M +L. Hence by taking the angle bracket with respect toM , we easily
extract ξ:
〈I,M〉P = ξ · 〈M,M〉P .
Hence we can write ξ as a Radon-Nikodym derivative:
ξ = (d〈M,M〉P )invd〈I,M〉P (4.26)
and the strategy at time t is given by (ξt, ηt) with ηt = Yt − ξ
′
tXt − Ht.
With the inverse we mean the pseudoinverse of Moore-Penrose, see Albert
(1972).
4.5 Illustration on stochastic volatility models
The technique described in Section 4.4 to determine the LRM hedging strategy is
here illustrated on the class of stochastic volatility models considered in Poulsen
et al. (2009). They apply a three step procedure introduced by El Karoui et al.
(1997): the market is completed, the hedging strategy is calculated in this com-
pleted market and then projected on the original market. In fact our procedure
is similar, in that the determination of the MMM is part of completing the mar-
ket. However our approach is more general because the approach of El Karoui
et al. (1997) is limited to Brownian motions. Furthermore we also know that
in the continuous setting the FS decomposition can easily be deducted from the
GKW decomposition. This will be shown explicitly on the example applied in
Poulsen et al. (2009).
The hedge is determined for European claimsH(S∗T )when the underlying undis-
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counted risky asset follows a stochastic volatility model of the following form:
dS∗(t)
S∗(t)
=µdt+ S∗(t)γf(V (t))[
√
1− ρ2dW 1(t) + ρdW 2(t)],
dV (t)
V (t)
=β(V (t))dt+ g(V (t))dW 2(t),
with independent standard Brownian motionsW 1 andW 2. We refer to Poulsen
et al. (2009) for an overview of the models contained in this class and for more
details concerning the functions/parameters β, γ, µ, ρ, g and f .
With S we denote the discounted dynamics:
dS(t)
S(t)
=(µ− r)dt+ S∗(t)γf(V (t))[
√
1− ρ2dW 1(t) + ρdW 2(t)].
The notation M is used for the martingale part of the risky asset S. We are in a
Markovian market model and we can easily determine the minimal martingale
measure Q˜: Zt = E[
dQ˜
dP |Ft] = E(−λ ·M)t with
dMt =S(t)S
∗(t)γf(V (t))[
√
1− ρ2dW 1(t) + ρdW 2(t)],
d〈M,M〉Pt =S(t)
2S∗(t)2γf2(V (t))dt,
λt =
µ− r
S(t)S∗(t)2γf2(V (t))
.
Therefore Zt = E [−
µ−r
S∗(t)γf(V (t)) (
√
1− ρ2dW 1(t) + ρdW 2(t))]. There exists a
function C(t, S∗(t), V (t)) which equals e−r(T−t)EQ˜[H(S∗(T ))|S∗(t), V (t)]. Ap-
plying Itoˆ’s formula to this Q˜-martingale gives
dC(t, S∗(t), V (t)) = CS∗d(S∗)m,Q˜(t) + CV V (t)g(V (t))dW 2,Q˜(t), (4.27)
with W 2,Q˜ the Q˜-Brownian motion originating from W 2 and with (S∗)m,Q˜ the
Q˜-martingale part of S∗ with the following dynamics
d(S∗)m,Q˜(t) =S∗(t)γ+1f(V (t))[
√
1− ρ2dW 1,Q˜(t) + ρdW 2,Q˜(t)]
=S∗(t)(
dS(t)
S(t)
− (µ− r)dt),
with W 1,Q˜ the Q˜-Brownian motion originating from W 1. The angle bracket is
given by
d〈S, S〉Q˜t = S(t)
2S∗(t)2γf2(V (t))dt.
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The number of risky assets invested in S originating from the GKW decomposi-
tion is then given by
ξGKWt =
d〈C,S〉Q˜t
d〈S, S〉Q˜t
=
CS∗d〈(S
∗)m,Q˜, S〉Q˜t + CV S
∗(t)γS(t)g(V (t))f(V (t))V (t)ρdt
d〈S, S〉Q˜t
=
(
CS∗ + ρ
V (t)g(V (t))
S∗(t)γ+1f(V (t))
CV
)
S∗(t)
S(t)
. (4.28)
Hence due to the deterministic short rate r the amount we have to invest in S∗
equals:
CS∗ + ρ
V (t)g(V (t))
S∗(t)γ+1f(V (t))
CV ,
which is exactly the amount given by Poulsen et al. (2009).
Next, we determine the number of risky assets invested in S under the original
measure P . The dynamics of the P -martingale part I of (4.27) are
dI(t) = CS∗d(S
∗)m,P (t) + CV V (t)g(V (t))dW 2(t),
where d(S∗)m,P (t) = S
∗(t)
S(t) dM(t). Taking the P -angle bracket ofM with I gives
d〈I,M〉Pt = CS∗d〈(S
∗)m,P ,M〉Pt + CV V (t)g(V (t))d〈W
2,M〉Pt ,
with d〈(S∗)m,P,M〉Pt =
S∗(t)
S(t)
d〈M,M〉Pt and d〈W
2,M〉Pt =S
∗(t)γS(t)f(V (t))ρdt.
Therefore the units of stock for the LRM hedging strategy equal
ξFSt =
d〈I,M〉Pt
d〈M,M〉Pt
= (CS∗ + ρ
V (t)g(V (t))
S∗(t)γ+1f(V (t))
CV )
S∗(t)
S(t)
,
which is exactly the number found from the determination of the GKW decom-
position, given in (4.28). This demonstrate again the equality between the
GKW decomposition under the MMM and the FS decomposition under the orig-
inal measure in the continuous case.
We remark that we can easily extend this model in several ways. We can add
for example jumps or use a vector to drive the stochastic volatility. We will not
do this explicitly for this setting, because all these stochastic volatility models
can be seen as a special case of non-traded assets, which we will investigate
in more detail in Chapter 9. Namely choose for S(1) the risky asset and for
(S(2), . . . , S(d)) the (vector) of stochastic volatilities, furthermore as weights we
take the vector (1, 0, . . . , 0).
There are risks and costs to a
program of action. But they
are far less than the long-range
risks and costs of comfortable
inaction.
John F. Kennedy (1917-1963)
5 Mean-variancehedging
In a complete market every contingent claim H is attainable and hence can
be replicated by a self-financing strategy ϕ for which VT (ϕ) = H. In an in-
complete market there are contingent claims which are non-attainable. For
these claims we can no longer insist on both conditions, but we need to relax
at least one of them. The locally risk-minimizing hedging strategy, see Chap-
ter 4, equals the contingent claim at maturity T , but is not self-financing, only
mean-self-financing. The mean-variance hedging (MVH) strategy holds on to
the self-financing condition and tries to minimize the difference between the
contingent claim and the portfolio at maturity T . If a strategy is self-financing
then intermediate costs or gains are avoided and only at the starting time 0 and
at time T an investment is necessary. This type of strategies are of the following
form at time t ∈ [0, T ]:
V0 +Gt(Θ˜)
with Θ˜ e.g. the class Θ described in (2.43), but also other choices are possible.
Often mean-variance hedging is called the global risk-minimizing hedging strat-
egy. This property of minimizing the risk globally is of course a big advantage
for this strategy, but it makes it also much harder to determine the strategy, as
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will be shown in the next section. In this chapter we will only give an overview
of the theory and applications concerning the MVH strategy. We will not add
any new results in this chapter, but we will apply the theory to find the MVH
strategy in the interest rate derivatives market, see Chapter 8.
The mean-variance hedging strategy is determined by projecting the square-
integrable contingent claim on the space R+GT (Θ˜). This illustrate the impor-
tance of the possible closedness of e.g. the space GT (Θ) in L
2(P ).
It was Bouleau and Lamberton (1989) who determined for the first time a self-
financing portfolio minimizing a quadratic criterion in case the underlying pro-
cess is a martingale and when it is a function of a Markov process. In a cor-
related Brownian motion setting, Duffie and Richardson (1991) searched for a
mean-variance hedging strategy for a claim, depending on one Brownian mo-
tion, when hedging is only allowed in the correlated other. An extension to
more general types of claims is given in Schweizer (1992).
We recall from Chapter 4 that the number of risky assets of the LRM hedging
strategy in the martingale case will be the same as for the MVH strategy. Assume
we have a square-integrable contingent claim H with GKW decomposition:
H = H0 + (ξ ·X)T + LT , (5.1)
then the number of risky assets at time t will equal ξt, while the amount of
riskless assets follows from the self-financing assumption.
In the next section we will investigate the development of the determination
of the MVH strategy. Afterwards we will give a short overview of the cases for
which an explicit formula for the optimal number of risky assets is available.
5.1 Determination of the MVH strategy
In some papers there appear different formulations for the mean-variance hedg-
ing problem. To avoid any confusion we repeat the optimization problem we
assume to work with: If H is a square-integrable and FT -measurable random
variable, then the goal is to minimize over all c ∈ R and over all θ ∈ Θ˜ the
following expectation:
min E[(H − c−
∫ T
0
θsdXs)
2]. (5.2)
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Remark that it is not always necessary to vary c, sometimes we will minimize
over θ for a fixed starting amount c. Until Gourieroux et al. (1998) the space Θ
as defined in (2.43) was always chosen for Θ˜.
5.1.1 Discrete time
We start with defining the discrete version of the MVT process:
(E[∆Xt|Ft−1])2
Var[∆Xt|Ft−1]
.
Scha¨l (1994) proved that when this ratio is deterministic then the optimiza-
tion problem has a solution for every fixed starting amount c ∈ R. Schweizer
(1995b) extended this result to bounded MVT processes for one-dimensional
processes, because if the MVT process is bounded then the space GT (Θ) is
closed in L2(P ) and therefore it is possible to determine the MVH strategy.
Schweizer also gives an explicit counterexample for which the MVT process is
not bounded and there is no solution to the optimization problem. Another ex-
tension of Scha¨l (1994) to a non-deterministic ratio is given by Hipp (1993). An
application of Schweizer (1995b) to affine stochastic volatility models by using
Laplace transforms is given in Kallsen et al. (2009).
If we want to determine the optimal number c, then we first need to find the
variance-optimal martingale measure (VOMM) Q∗, see Section 2.3.2.2, because
c = EQ
∗
[H], (5.3)
if the MVH problem has a solution, see Proposition 2 in Schweizer (1996). This
result also holds for the continuous time case.
Another reference for the discrete time case is Melnikov and Nechaev (1999).
We will discuss this no further, because we want to concentrate on the continu-
ous time setting.
5.1.2 Continuous time
The first extensions to continuous time with Θ˜ = Θ are due to Schweizer (1994)
and Monat and Stricker (1994, 1995). They assumed that the underlying pro-
cess is a special d-dimensional semimartingale for which the finite variation part
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of each component is absolutely continuous with respect to the angle bracket of
the respectively chosen martingale part. Hence they obtain the first relationship
of the structure condition (2.5). In Schweizer (1994) the extended MVT process
defined as
K˜t =
∫ t
0
λ′s
1 + λ′s∆〈M〉sλs
d〈M〉sλs
with λ as in (2.5), is assumed to be finite. This condition is called the extended
structure condition. If K˜ is also deterministic and if the FS decomposition exists
then the MVH problem has the following solution:
ξ
(c)
t = ξt +
λt
1 + λ′t∆〈M〉tλt
(V Ht− − c−
∫ t−
0
ξ(c)s dXs) (5.4)
with V Ht as defined in Chapter 4, namely equal to E
Q˜[H|Ft] where Q˜ is the
MMM and with ξ the number of risky assets from the FS decomposition, see
Definition 3.1.1, of the contingent claim H. We remark that in the case of QLC
processes the extended MVT process equals the MVT process, see Definition
2.2.18.
The existence of the MVH strategy is closely linked with the closedness of the
space GT (Θ). If the space GT (Θ) is closed then it is possible to uniquely project
a contingent claimH, belonging to L2(P ) on the closed subspaceGT (Θ). Monat
and Stricker (1994, 1995) reduced the condition to the uniformly boundedness
of the MVT process and no longer to the extended. This uniform boundedness
is sufficient but not necessary as is shown with a counterexample in Monat and
Stricker (1995).
In Section 2.3.2.2 we gave already some results concerning the existence of the
VOMM. We will add results concerning the closedness ofGT (Θ). In later papers,
the problem of the closedness was avoided by changing the class of processes Θ˜
to a class which is closed in L2(P ) without any condition.
Delbaen et al. (1997) proved that in the case of a continuous semimartingale
such that there exists a locally square-integrable equivalent martingale measure,
the following assertions are equivalent:
• GT (Θ) is closed in L
2(Ω,F , P ).
• There is an equivalent local martingale measure that satisfies the reverse
Ho¨lder inequality, see Definition 3.1.4 with p = 2.
• The variance-optimal local martingale measure is equivalent to P and sat-
isfies the reverse Ho¨lder inequality with p = 2.
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A simpler proof for the closedness of GT (Θ) in case the MVT process is bounded
and continuous (hence X is QLC) is given in Pham et al. (1998).
For general semimartingales belonging to class of E-martingales sufficient con-
dition for GT (Θ) to be closed in L
2(P ) are given in Choulli et al. (1998).
Namely E(N˜) = E(−λ · M) should be regular and has to satisfy the reverse
Ho¨lder inequality of order 2.
To determine the VOMM in the continuous time setting Schweizer (1996) de-
fined the adjustment process β as:
Definition 5.1.1. A process β ∈ L(X) is called an adjustment process for X if
the process βE(β·X)− belongs toΘ and if the random variable Z∗ := E(−β·X)T
is in GT (Θ)
⊥. That is
E[Z∗GT (θ)] = 0 for all θ ∈ Θ.
Using this definition the VOMM is defined in the following way:
Proposition 5.1.2 (See Schweizer (1996)). Assume that the space PX(Θ), see
page 30, is non-empty. If β is an adjustment process for X, then Q∗ defined by:
dQ∗
dP
:=
Z∗
E[Z∗]
is in PX(Θ) and variance-optimal.
The process β is characterized in the following theorem:
Theorem 5.1.3 (See Schweizer (1996)). Assume that the space PX(Θ), see page
30, is non-empty. Then there exists an adjustment process β for X if and only if
there exists a solution (β, U) ∈ L(X) × S2 to the backward stochastic differential
equation
dUt = −Ut−βtdXt, UT = π(1) (5.5)
with U0 deterministic and π the projection in L
2(P ) on GT (Θ)
⊥. More precisely,
β ∈ L(X) is an adjustment process for X if and only if U := E(β ·X) is in S2 and
(β, U) solves (5.5).
The amount c is also in the continuous time case determined by (5.3), see
Schweizer (1996). Concerning the optimization problem, Schweizer (1996)
gives the following proposition:
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Proposition 5.1.4 (See Schweizer (1996)). Assume that there exists an adjust-
ment process β for X. If (ρ, Z) ∈ L(X)× S2 is a solution to
dZt = ρtdXt − Zt−βtdXt, ZT = H − π(H)
with Z0 deterministic, then
ξ
(c)
t = ρt − βt(c+
∫ t−
0
ξ(c)s dXs)
belongs to Θ for every c ∈ R and is the solution to the optimization problem (5.2).
5.1.2.1 The case of a continuous underlying
In Theorem 2.3.11 we remarked already that if there exists at least one equiv-
alent local martingale measure with square-integrable density then in the con-
tinuous case the variance-optimal martingale measure is a probability measure
equivalent with the original measure P .
If X is continuous and the VOMM equals the MMM, the equation in feedback
form for the optimal number of risky assets is made more concrete by Pham
et al. (1998) in case the contingent claim H belongs to L2+ǫ(P ) with ǫ > 0 and
the MVT process is bounded:
ξ
(c)
t = ξt −
ςt
Zˆ∗t
(Vt− − c−
∫ t
0
ξ(c)s dXs), (5.6)
where
Zˆ∗t := E
Q∗ [Z∗T |Ft] = E[(Z
∗
T )
2] +
∫ t
0
ςsdXs (5.7)
and
Vt = E
Q∗ [H|Ft] = H0 +
∫ t
0
ξsdXs + L
H
t (5.8)
the GKW decomposition of H under the VOMM which equals the MMM.
Rheinla¨nder and Schweizer (1997) no longer require that H belongs to
L2+ǫ(P ) with ǫ > 0 nor that the VOMM equals the MMM. They are still able
to prove the same result as Pham et al. (1998), but they project on the space
GT (Θ) (hence without the constant c) under the following conditions:
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• X is continuous
• GT (Θ) is closed in L
2(P )
• Ds ∩ L2(P ) 6= ∅ with Ds as defined in (2.22)
• H ∈ L2(P ).
Up till now the solution is obtained as a correction of the number of risky assets
from the GKW decomposition of H under the VOMM. Another approach to find
the solution to the optimization problem is given by Gourieroux et al. (1998).
By a combination of a change of measure and a change of coordinates the orig-
inal optimization problem is transformed into a problem which can be directly
solved by the GKW decomposition. In fact a hedging nume´raire is added as an
asset to trade in. This hedging nume´raire and the VOMM is determined by Lau-
rent and Pham (1999) using dynamic programming methods. They illustrate it
on stochastic volatility examples.
We remark that Gourieroux et al. (1998) work with a larger space than Θ,
namely Θˆ which contains all Rd-valued predictable X-integrable processes θ
such that θ ·X is a martingale under the VOMM and (θ ·X)T belongs to L
2(P ).
It was already proved by Delbaen and Schachermayer (1996a) that the space
GT (Θˆ) is closed in L
2(P ).
In Gourieroux et al. (1998) the interest rate may be stochastic. A discussion
comparing the results of Rheinla¨nder and Schweizer (1997) and Gourieroux
et al. (1998) is included in Rheinla¨nder and Schweizer (1997).
Schweizer (2001) assumed that the d-dimensional continuous processX is such
that X∗ is locally square-integrable under the original measure P and then
proved that formula (5.6) still holds using the class Θˆ ifDe∩L2(P ) 6= ∅ and with
H a square-integrable claim. Furthermore he gives in that paper an overview
of the main theorems and papers until 2000 for the mean-variance hedging
strategy. Another paper which gives an overview until 2000 for the quadratic
hedging strategies is Pham (2000). Also in this paper the focus to describe the
VOMM and the MVH strategy is mainly on continuous processes.
An application to a specific setting of non-attainable claims, namely when the
contingent claim depends on two correlated assets, but there is only one avail-
able for hedging, is given by Kohlmann and Peisl (2000). They use the concept
of backward stochastic differential equations (BSDE) to find the optimal strat-
egy. A generalization of the setting of Kohlmann and Peisl (2000) to allow for
a stream of liabilities is given by Delong (2009). Lim (2004) uses BSDE, more
precisely stochastic Riccati equations to find the MVH strategy in case of a mul-
tidimensional Brownian motion for the underlying process. Analogous results
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to show how the mean-variance hedging problem can be seen and solved as
a linear-quadratic stochastic control problem are given by Bobrovnytska and
Schweizer (2004). Kohlmann and Xiong (2007) determines the strategy for a
defaultable option by using BSDE’s in a stochastic volatility model.
Biagini et al. (2000) determine the VOMM in case the underlying process fol-
lows a Brownian motion with stochastic volatility. They illustrate the technique
on examples in which the volatility process is continuous or may contain jumps.
For more general type of jump processes the VOMM and the MVH strategy is
calculated in Biagini and Guasoni (2002).
A theoretical and numerical comparison between the MVH and the LRM strat-
egy in the case of stochastic volatility models with continuous underlyings is
given in Heath et al. (2001a, 2001b).
For the continuous case we can conclude that if De ∩ L2(P ) 6= ∅, then Delbaen
and Schachermayer (1996b) showed that the VOMM is an equivalent probabil-
ity measure and for every square-integrable contingent claim the MVH strategy
is given by (5.6) with c = EQ
∗
[H] which is proved by Schweizer (2001).
The extension of the MVH strategy to the case that the underlying is discontin-
uous is reported in the next section.
5.1.2.2 More general processes for the underlying
Hubalek et al. (2006) is an extension of the preprint Hubalek and Krawczyk
(1998). They describe the MVH strategy in discrete and continuous time in
case the one-dimensional underlying process has stationary and independent
increments. Under the assumption of a deterministic MVT process they write
the contingent claim as a linear combination of exponential payoffs, which is
possible by using the inverse Laplace transform and hence they obtain explicit
strategies. We extend this approach to time-inhomogeneous Le´vy processes in
Chapter 8.
The MVH portfolio is determined in terms of Malliavin derivatives by Benth
et al. (2003) in the case of a d-dimensional Le´vy process with independent
components.
Under additional assumptions, Arai (2005a) extended the results of Rheinla¨nder
and Schweizer (1997) and Gourieroux et al. (1998) to the discontinuous case.
The additional assumptions are mainly related to the VOMM:
• VOMM exists as an equivalent probability measure;
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• The density process Z∗ linked with the change of measure to the VOMM
satiesfies (R2), see Definition 3.1.4;
• ∃C: Z∗− ≤ CZ.
Under these assumptions the optimal number of risky assets equals
ξ
(c)
t = ξt −
ςt
Zˆ∗t
(Vt− − c−
∫ t−
0
ξ(c)u dXu), (5.9)
with Zˆ∗ as in (5.7) and V , ξ as in (5.8).
Arai (2005a) claims that the decomposition in (5.8) is not for sure a GKW de-
composition. We agree on this point, but disagree with the way he proves it. He
assumes that if Zˆ∗XL is not a Q∗-local martingale then [X, [Zˆ∗, L]] is not a Q∗-
local martingale or equivalently [X, [Zˆ∗, L]] is a Q∗-local martingale if Zˆ∗XL is
a Q∗-local martingale. By the product rule we find
Zˆ∗XL =Zˆ∗− · (XL) + (XL)− · Zˆ
∗ + [Zˆ∗,XL],
where
XL =X− · L+ L− ·X + [X,L] (5.10)
Zˆ∗ =Zˆ∗0 + ζ˜ ·X (5.11)
and hence
Zˆ∗XL =Zˆ∗− · (XL) + (XL)− · Zˆ
∗ +X− · [Zˆ∗, L] + L− · [Zˆ∗,X] + [Zˆ∗, [X,L]].
(5.12)
We know that Zˆ∗ and X are Q∗-local martingales. Since L is a R-local martin-
gale (see Arai (2005a) for the definition of the measure R), LZˆ∗ and in view of
(5.11) also LX is a Q∗-local martingale. For LX this also follows from the fact
that L is R-orthogonal to Y =
X
Zˆ∗
and hence that LX = LY Zˆ∗ is a Q∗-local
martingale. However this does not imply that [Zˆ∗, L] is a Q∗-local martingale
unless L is also a Q∗-local martingale. An assumption that is made in Arai
(2005a) but which is not underpinned. According to us one can only prove that
in his setting L is a Q∗-semimartingale. In the same way Arai (2005a) also uses
that [L,X] is a Q∗-local martingale which is equivalent to assuming that L is a
Q∗-local martingale according to (5.10).
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Let’s assume that L or equivalently that [L,X] or [L, Zˆ∗], is a Q∗-local martin-
gale then by (5.12) Zˆ∗XL is a Q∗-local martingale if and only if L− · [Zˆ∗,X] +
[Zˆ∗, [X,L]] is a Q∗-local martingale. However L− · [Zˆ∗,X] has finite variation
and is not a Q∗-local martingale. Hence the Q∗-local martingale property of
Zˆ∗XL does not follow from the fact that [X, [Zˆ∗, L]] is a Q∗-local martingale.
We prove the possible non-orthogonality of N to X under Q∗ in the following
way:
[X,N ] = Zˆ∗− · [X,L] + [X, [Zˆ
∗, L]] = Zˆ∗− · [X,L] + (∆X · [Zˆ
∗, L])
due to Properties 2.2.15(1). This proves that [X,N ] is a Q∗-local martingale
if [X,L] (and hence also [Zˆ∗, L]) is a Q∗-local martingale and this will only be
true if and only if L is a Q∗-local martingale by (5.10).
Arai (2005b) looked in more detail for sufficient conditions to obtain the prop-
erties of the VOMM needed in (5.9) for discontinuous semimartingales. Lim
(2004, 2005) and references therein extended the use of BSDE’s to discontinu-
ous processes whose characteristics are still adapted to a Brownian filtration.
Cˇerny´ and Kallsen (2007) introduced a new measure, namely the opportunity
neutral measure, whose minimal martingale measure equals the VOMM of the
original measure. Hence once the opportunity neutral probability measure is
determined, it is easy to find the VOMM. This opportunity neutral measure de-
pends on the opportunity process L, which is (0, 1]-valued and whose character-
istics are described in Theorem 3.25 of Cˇerny´ and Kallsen (2007). We remark
that they also fix the problem of choosing the correct space Θ˜, namely they
chose the closure of the set of simple strategies as also Gourieroux et al. (1998)
did in the continuous case. Both were inspired by Delbaen and Schachermayer
(1996a).
They avoid the need to prove that the VOMM is equivalent or that it is a proba-
bility measure by using the concept of σ-martingales, whose properties resem-
bles those of the E-martingales as defined in Choulli et al. (1998) and hence the
portfolio at time t is defined as
Vt = E(HE(N −N
t)T |Ft)
with E(N) describing the change of measure from the original measure to the
VOMM. This is rather similar to (3.48) without the appropriate sequence of
stopping times.
The optimal number of risky assets is then given by
ξ
(c)
t = ξt − a˜t(c+
∫ t−
0
ξ(c) ·X − Vt−) (5.13)
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with ξ the number of risky assets from the FS decomposition of the contingent
claim under the opportunity neutral probability measure, c = V0 and a˜ is the
adjustment process, which is also characterized in Theorem 3.25 of Cˇerny´ and
Kallsen (2007). We remark that the opportunity neutral measure is not neces-
sarily a martingale measure. Hence the determination of the MVH strategy is
reduced to the determination of the opportunity process L and the adjustment
process a˜.
Cˇerny´ and Kallsen (2007) discuss also the connections to the literature of their
results.
A first application of Cˇerny´ and Kallsen (2007) is given in Cˇerny´ and Kallsen
(2008a). In case of a Heston model with correlation they calculate the VOMM
using the opportunity neutral measure and derive formulas for the hedging
strategy and the hedging error. Kallsen and Vierthauer (2009) applied the tech-
nique described by Cˇerny´ and Kallsen to affine processes, including a whole
range of stochastic volatility models in order to find the MVH strategy and the
hedging error by applying Laplace transform techniques.
In the martingale case, Kallsen and Pauwels (2009a) determine semi-explicit
formulas for the MVH strategy and the hedging error in case of affine stochastic
volatility models. The formulas obtained there allow for a more efficient numer-
ical computation due to the integral representation. Furthermore in Kallsen and
Pauwels (2009b) they illustrate the obtained results on more concrete models.
Chan et al. (2009) can be seen as an extension of Biagini et al. (2000) in that
they determine the VOMM for stochastic volatility models driven by Le´vy pro-
cesses, which may be correlated, unfortunately the explicit example is only
given for the uncorrelated case.
5.2 Conclusion
In some cases we can easily determine the MVH strategy, we give an overview:
• If X is a martingale, then the MVH strategy is determined from the GKW
decomposition of the claim under the original measure, see (5.1).
• If X is a continuous semimartingale, then we use (5.6) for which we first
need to determine the VOMM and then the GKW decomposition of H
under the VOMM.
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• If the VOMM equals the MMM measure (e.g. in case the MVT process is
deterministic), then the adjustment process a˜ = 0, because L = 1 and
from (5.13) we see that the MVH strategy is found through the FS decom-
position of the claim under the original measure.
• If we work with stochastic volatility models, then we can apply Cˇerny´
and Kallsen (2007), because in the case of stochastic volatility it is more
straightforward to obtain the positiveness of the process L. The optimal
number of risky assets is then given by (5.13).
• If the VOMM is an equivalent martingale measure, then we can follow the
approach of Arai (2005a), but his results are not easy to apply to concrete
examples, because it is very hard to prove that the VOMM is equivalent.
A possible way out is to solve the BSDE described by Kohlmann et al.
(2010).
Remark that there remains a gap between the theory for the MVH strategy and
its implementation. In Chapter 9, we will discuss the difficulties encountered
during such implementation in the setting of non-traded assets.
Fun is like life insurance; the
older you get, the more it costs.
Kin Hubbard (1868-1930)
6
Risk-minimization for
unit-linked life
insurance contracts
with surrender option
6.1 Introduction
In a unit-linked life insurance contract the benefits and also the premiums may
depend on the price of some specific traded stock or index. Hence such a con-
tract can be seen as a combination of an insurance and a mutual fund, where
the premium is invested in a number of units of the fund.
Møller (2001) describes the hedging strategy for unit-linked life insurance con-
tracts with only a mortality option when the risky asset follows a geometric
Brownian motion. Of course, in his setting it is logical to assume independence
between the time of death and the financial market. We assume that the benefit
at maturity is paid out also in case the policyholder is no longer alive. Hence
we no longer have a mortality option, but instead we will add a surrender op-
tion to the life insurance contract. This option gives the owner of the insurance
the right to relinquish the contract against the surrender value. Hence, it is no
longer realistic to assume that this time is independent of the financial market,
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in contrast to the mortality time. But complete dependence on the financial
market is too restrictive since there can be more reasons to decide to surrender
than just financial ones. In the research concerning credit risk, we find a good
background to describe this partial dependence and handle this extra difficulty.
An extensive overview of the credit risk theory can be found in the book of Bi-
elecki and Rutkowski (2002).
Barbarin (2007) already applied some concepts from credit risk to describe the
time of surrender, when the time is not a stopping time with respect to the filtra-
tion generated by the financial market. The goal here is to make his results more
explicit and therefore extend the article of Møller (2001) and Riesner (2006a).
We also refer to Biagini and Cretarola (2006, 2007, 2009) and Cretarola (2007),
they determine quadratic hedging strategies for different types of defaultable
claims when the underlying follows a geometric Brownian motion mainly by
using the representation theorem. Unfortunately this does not give explicit re-
sults.
The goal of this chapter is to show how a risk-minimizing hedging strategy is
determined for a unit-linked contract which combines financial and insurance
risk. In this chapter the insurance risk is caused by the surrender event, while in
Chapter 7 the insurance risk is due to the mortality risk. We will first determine
the strategy for the case the underlying asset follows a geometric Brownian
motion. In this setting the risk is completely diversifiable when the number of
policyholders goes to infinity. In the second setting we use a geometric Le´vy
process and in this discontinuous case we will show that the risk is no longer
diversifiable.
The basic contract that we will hedge contains fixed premiums, a continuous
payment up to surrender and a payment at surrender or at maturity whichever
comes first. We do not introduce a benefit in case of death, because then we
would also need to know the dependence structure between mortality and sur-
render. Another way out would be to model the time of death independent
of, but in the same way as, the surrender time. Hence the intensity λs, see
page 118, is replaced by the sum of the intensity describing the surrender time
and the intensity describing the time of death, as was done in Bacinello et al.
(2009). Of course, the payment process, described in Section 6.2.3, will then
be extended with a mortality benefit.
For the martingale process describing the one-dimensional risky asset we look
at the two most popular choices: firstly, a geometric Brownian motion and sec-
ondly, a geometric Le´vy process. In the Brownian motion case we extend the
theory of Møller (2001), in that the random times of payment are no longer
independent of the financial market. Riesner (2006a) determined the risk-
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minimizing hedging strategy for life insurance contracts with a mortality option
when the underlying follows a Le´vy process. Therefore in the second case that
we consider, the mortality option of the framework of Riesner (2006a) is re-
placed by a surrender option.
The quadratic hedging strategy, we apply here, is the risk-minimizing hedging
strategy due to the martingale setting we assume to work with. In order to de-
scribe the number of risky assets and the amount of the riskless asset to be held
in the hedging portfolio, we have to find the Galtchouk-Kunita-Watanabe de-
composition of the claim, see Chapter 4 for more explanation. Hereto, we have
to impose additional assumptions on the hazard process. This process describes
the influences apart from the one of the financial market on the surrender time.
A sufficient condition is the absolute continuity of the hazard process, which is
not at all a strong condition from the point of view of practitioners.
Section 6.2 contains an overview of the setting and the assumptions made in
this paper. The risk-minimizing hedging strategy for the geometric Brownian
motion case is studied in Section 6.3. In that section, we first determine the
portfolio for one policyholder, then extend this result to n policyholders and fi-
nally determine the risk process. In Section 6.4 we deal with the risk-minimizing
hedging strategy when the risky asset is driven by a geometric Le´vy process.
This chapter is based on Vandaele and Vanmaele (2009).
6.2 The theoretical setting
We assume that we work on the complete probability space (Ω,F , Q) for the
financial market with F the natural filtration generated by the risky asset X,
whose dynamics are described in Section 6.2.1. We use the measure Q because
we assume that the price processes are already martingales under the original
measure.
6.2.1 Price process
We will first determine the risk-minimizing hedging strategy in case the dynam-
ics of the underlying risky asset are described by a geometric Brownian motion
and then extend the results to the case of a geometric Le´vy process. We remark
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that the risk-minimizing hedging strategy in the Le´vy case can easily be further
extended to the case of a general semimartingale as underlying.
The geometric Brownian motion was introduced to ensure the positiveness of
the price process by using the Dole´ans-Dade exponential, namely Y = E(αW )
with W a standard Brownian motion or equivalently
dYt = YtαdWt
and hence using (2.17) Yt = e
αWt−α22 t. By taking the Dole´ans-Dade exponential
of a Le´vy process, which is defined in Section 2.5, we extend this to geometric
Le´vy processes.
We will assume that the riskless asset B has the following dynamics under the
measure Q:
dBt = r(t, St)Btdt,
with S the dynamics of the undiscounted risky asset.
As a first case we model the price process of the underlying asset by a geomet-
ric Brownian motion. We furthermore require that the discounted asset is a
martingale under Q, hence the dynamics of S are given by
dSt = r(t, St)Stdt+ σ(t, St)StdWt,
as was also assumed in Møller (2001). The dynamics of the discounted risky
asset, denoted by X, then are
dXt = d(
St
Bt
) = σ(t, St)StB
−1
t dWt = σ(t, St)XtdWt.
Due to the martingale property of the discounted risky asset, we know that
the original measure is already a martingale measure and there is no need to
perform a change of measure.
Secondly, we assume the risky asset is driven by a geometric ca`dla`g version of
a Le´vy process. Therefore the process of the discounted risky asset under the
measure Q is given by
dXt = σtXt−d(cWt +Mt) where Mt =
∫ t
0
∫
R
xM(ds, dx) (6.1)
is a square-integrable martingale under Q and M(ds, dx) denotes the compen-
sated Poisson random measure on [0,∞)× R\{0}.
It is still possible to apply the theory of Møller for general payment streams,
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because his proofs aren’t restricted to the case of the geometric Brownian mo-
tion, but are in fact holding for locally square integrable local martingales. We
gave already in Chapter 4 a more extended form of the result of Møller (2001),
namely the LRM hedging strategy in the case of payment streams obtained by
Schweizer (2008) and repeated in Proposition 4.3.10. This result reduces to
the risk-minimizing hedging strategy described below for a payment stream At,
t ∈ [0, T ] if we work with martingales under the original measure Q. First of all,
suppose the Galtchouk-Kunita-Watanabe decomposition of EQ[AT |Ft] is given
by
V ∗t = E
Q[AT |Ft] = V
∗
0 +
∫ t
0
ξAu dXu + L
Q
t , (6.2)
where LQt is a square-integrable Q-martingale orthogonal to X. The risk-mini-
mizing strategy is then the 0-admissible strategy ϕ = (ξ, η) given by
(ξt, ηt) = (ξ
A
t , V
∗
t −At − ξ
A
t Xt), (6.3)
with 0-admissible in the sense of Definition 4.1.1. Compared with the risk-mi-
nimizing strategy for a contingent claim H = AT , we see that the number of
risky assets is exactly the same, while the amount invested in the riskless asset
is adjusted for the payments At, namely those payments which are already paid
out.
6.2.2 The theory of credit risk
The theory of credit/default risk is very useful when modeling a surrender op-
tion, because the surrender time has similarities with the default time. Both
times depend on the information from the financial market, but not completely
and it is exactly this partial dependency that we will model using concepts orig-
inally defined in the context of defaultable claims.
In fact in credit risk there are two main approaches: the structural approach and
the intensity-based approach.
We will concentrate on the second approach, because in the structural approach
the basic assumption is that the default time is a stopping time with respect to
the information of the financial market. In the intensity-based, or also called the
reduced-form, approach it is possible that the default time is not adapted to the
filtration generated by the prices. The results given here are mostly based on the
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following books/articles: Jeanblanc and Rutkowski (1999, 2000), Bielecki and
Rutkowski (2002). For more background information concerning credit risk, we
also refer to these references.
We will apply the results immediately to the surrender time, while in the origi-
nal papers, they use of course the default time instead.
6.2.2.1 The hazard process
We assume that the surrender time T s, which is a non-negative random variable,
is not a F-stopping time. Furthermore we assume that Q(T s = 0) = 0 and
Q(T s > t) > 0, for all t ∈ R+. With the surrender time we associate the
increasing and ca`dla`g process
Ht = 1{T s≤t},
which is zero before default and which equals 1 after default. We denote by
H the natural complete filtration Ht = σ(Hu, u ≤ t). The filtration, combining
the information from the financial market with the information of the surrender
time, is denoted by G = (Gt)0≤t≤T where Gt = σ(Ft ∨ Ht). The filtration G is
strictly larger than the filtration F, because T s is not an F-stopping time.
The extension of the previous filtrations to the case of n policyholders is de-
noted by Gn. If we denote by Hit = 1{T si ≤t} and by H
i
t = σ(H
i
u, u ≤ t), then the
filtration Gn equals (Gnt )0≤t≤T , where G
n
t = Ft ∨ H
1
t ∨ · · · ∨ H
n
t . For n = 1 we
are back to the case of one policyholder and the filtration G1 = G.
The results given here are formulated for the case of one policyholder. The sur-
render time T s is of course aG-stopping time, but not surely an F-stopping time.
Hence the processH is G-adapted, but not necessarily F-adapted. Therefore we
introduce the process F :
Ft = Q(T
s ≤ t|Ft) = E
Q[1{T s≤t}|Ft],
which is a bounded, non-negative F-submartingale. We can easily prove that F
is a submartingale by the towerlaw and by using that 1{τ≤t} ≤ 1{τ≤s} for every
t ≤ s:
EQ[Fs|Ft] = E
Q[1{T s≤s}|Ft] ≥ EQ[1{T s≤t}|Ft] = Ft.
According to Remark I.1.37 of Jacod and Shiryaev (2002) we can assume that
we work with the right-continuous modification of F .
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If Ft < 1 for every t ∈ R
+ (this means T s may not be an F-stopping time), then
we can define the F-hazard process Γ, where
1− Ft = e
−Γt or equivalently Γt = − ln(1− Ft) ∀t ∈ R+.
We repeat Lemma 6.1 and Lemma 6.2 of Jeanblanc and Rutkowski (1999):
Lemma 6.2.1. For any G-measurable bounded random variable Y we have, for
any t ∈ R+,
EQ[1{T s>t}Y |Gt] = 1{T s>t}
EQ[1{T s>t}Y |Ft]
Q(T s > t|Ft)
= 1{T s>t}EQ[1{T s>t}eΓtY |Ft],
for any t ≤ s
Q(t < T s ≤ s|Gt) =1{T s>t}
Q(t < T s ≤ s|Ft)
Q(T s > t|Ft)
= 1{T s>t}EQ[1− eΓt−Γs |Ft],
EQ[1{T s>s}Y |Gt] =1{T s>t}EQ[Y 1{T s>s}eΓt |Ft]
and for any Fs-measurable random variable X, we have
EQ[1{T s>s}X|Gt] = 1{T s>t}EQ[XeΓt−Γs |Fs]. (6.4)
Especially (6.4) will be extremely useful. According to Lemma 6.3 and Propo-
sition 6.2 of Jeanblanc and Rutkowski (1999), we can associate a martingale
with the hazard process Γ:
Lemma 6.2.2. The process Lt = 1{T s>t}eΓt = (1 − Ht)eΓt follows a G-mar-
tingale. If furthermore the F-hazard process Γ follows a continuous process of
bounded variation, then the process Mˆ = H − Γ·∧T s follows a G-martingale and
L satisfies
Lt = 1−
∫
]0,t]
Lu−dMˆu.
In literature they frequently assume that the hazard process is absolutely con-
tinuous. We will also make this assumptions, and this implies that we can make
the process Mˆ defined in Lemma 6.2.2 more explicit. If the hazard process is
absolutely continuous then we can assume that there exists an F-progressively
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measurable1 process λs, called the F-intensity of the random time T s, such that
Γt =
∫ t
0
λsudu. The process Mˆ given by
Mˆt = Ht−
∫ t∧T s
0
λsudu = Ht−
∫ t
0
1{T s>u}λsudu = Ht−
∫ t
0
1{T s≥u}λsudu (6.5)
follows a G-martingale.
Furthermore we also assume, as in Aze´ma et al. (1993), one of the following
conditions:
• Any F-martingale is continuous.
• For any F-stopping time θ, P (T s = θ) = 0.
These set of conditions are denoted by (C) by Blanchet-Scalliet and Jeanblanc
(2004)
6.2.2.2 The (H)-hypothesis
An important hypothesis often assumed in literature is the (H)-hypothesis. This
hypothesis is guaranteed if and only if the surrender time is modeled by a so-
called Cox process. Denote by ξ an exponentially distributed random variable
which is independent of the continuous hazard process Γ, then the surrender
time is modeled by
T s = inf{t ∈ R+|Γt ≥ ξ}.
For a proof of this equivalence between the (H)-hypothesis and the modeling
of the hazard process through a Cox process, we refer to Blanchet-Scalliet and
Jeanblanc (2004).
It is not always realistic to assume the (H)-hypothesis, therefore recent literature
as e.g. Jeanblanc and Le Cam (2009) try to avoid the use of the (H)-hypothesis
by working with initial times. For these times the (H’)-hypothesis will also
hold. This means that every F-semimartingale will be a G-semimartingale.
The (H)-hypothesis is an extension of the (H’)-hypothesis and demands that
every square-integrable F-martingale is a square-integrable G-martingale. Fur-
thermore it is equivalent with the condition that for every t, the σ-fields F∞ and
1A process X is F-progressively measurable if for each t ∈ R+ the mapping (ω, s)→ X(ω, s) of
Ω× [0, T ] into R is measurable with respect to B([0, T ])⊗Ft, see Protter (2005).
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Gt are conditionally independent given Ft.
For the extension to n policyholders, we assume the (H)-hypothesis holds under
Q between the filtration Gn and the subfiltration F. This means that for every
t, F∞ and Gnt are conditionally independent with respect to Ft. This condition
guarantees that the financial market is also arbitrage-free under Q with respect
to Gn.
It is possible to prove that the (H)-hypothesis will also hold between F and any
filtration K, such that F ⊆ K ⊆ Gn.
We calculate the bracket process [Mˆ, Mˆ ] in case the hazard process is absolutely
continuous, see (6.5), using Properties 2.2.15:
[Mˆ, Mˆ ]t =[H − Γ·∧T s ,H − Γ·∧T s ]t = [H,H]t =
∑
k≤t
(∆Hk)
2
=
∑
k≤t
∆Hk = 1{T s≤t} = Ht, (6.6)
where we used that ∆Hk = +1 or 0 and that the only possible jump will occur
at surrender time.
To make calculations easier in the case of n policyholders, we assume that the
surrender times are conditional independent with respect to the underlying fil-
tration of the financial market. This means that
EQ[1{T s1>t1}1{T s2>t2} . . .1{T sn>tn}|FT ] =
n∏
i=1
EQ[1{T si >ti}|FT ].
The main advantage of this assumption is that the surrender time for the ith
policyholder only depends on F and Hi. Due to this assumption of (F, Q)-
independence it is possible to prove that Mˆ iMˆ j is a G-martingale. This result is
based on Proposition 5.1.3 of Bielecki and Rutkowski (2002):
Lemma 6.2.3. If a bounded F-martingalem is also a G-martingale then the prod-
uct Mˆm is a G-martingale.
We can extend this lemma to the case of n policyholders, this is with G = Gn.
Then, the Hj-independence of T si ensures that Mˆm is a G
n-martingale with
Mˆ = Mˆ i and m = Mˆ j .
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6.2.3 Payment process
The discounted payment process
At =
∫ t
0
1{u<T s}B−1u g
c
udu+
∫ t
0
B−1u g
s
udH
s
u + 1{T<T s}B
−1
T g
m
T 1{t=T}
−
I∑
i=1
1{ti<T s}B
−1
ti pti1{ti≤t}
consists of four parts, namely three benefits and the incoming payments for the
insurance company:
• the payment up to surrender or until maturity at time T
Act =
∫ t
0
1{u<T s}B−1u g
c
udu, (6.7)
• the payment at surrender
Ast =
∫ t
0
B−1u g
s
udH
s
u, (6.8)
• the payment at maturity
Amt = 1{T<T s}B
−1
T g
m
T 1{t=T}, (6.9)
• the premiums at fixed times ti, i = 1, . . . , I with 0 ≤ ti < T
Pt = −
I∑
i=1
1{ti<T s}B
−1
ti pti1{ti≤t}. (6.10)
It is assumed that the functions gc(u, Su), g
s(u, Su), g
m(T, ST ) and p(ti, Sti) are
F-adapted functions and that
sup
u∈[0,T ]
EQ[(B−1u g
c(u, Su))
2] <∞, sup
u∈[0,T ]
EQ[(B−1u g
s(u, Su))
2] <∞.
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6.3 The portfolio in case the underlying risky asset
follows a Brownian Motion
We work this out for the case of a Brownian motion, but remark that the Brow-
nian motion can be replaced by any other continuous martingale. In Section
6.4 we will redo the calculations in case the underlying asset is driven by a Le´vy
process. In both sections we calculate first the portfolio for one policyholder and
then we extend the obtained results to a portfolio of policyholders for which we
also calculate the risk process. In the continuous case we will show that the
relative risk process goes to zero if the number of policyholders increases, while
in the discontinuous case the risk is no longer diversifiable.
6.3.1 The portfolio for one policyholder
6.3.1.1 The payment up to surrender
We derive the risk-minimizing hedging strategy for the payment up to surrender
Act given by (6.7). For the value of the discounted portfolio at time t holds that
V ct = A
c
t + E
Q[AcT −A
c
t |Gt] = A
c
t + E
Q[
∫ T
t
1{T s>u}B−1u g
c
udu|Gt]
= Act +B
−1
t 1{T s>t}e
Γt
∫ T
t
F c(t, St, u)du (6.11)
where we used (6.7), (6.4) and the notation F c(t, St, u) for
EQ[BtB
−1
u e
−Γugcu|Ft].
We assume that the function (t, s, u) 7→ F c(t, s, u) is continuously differentiable
with respect to t and twice continuously differentiable with respect to s. Fur-
thermore, we assume that the first order partial derivative with respect to s
is uniformly bounded. Using Itoˆ’s formula, see Theorem 2.2.26, and the fact
that B−1t F
c(t, St, u) is an (F, Q)-martingale in the complete financial market,
we find as dynamics of B−1t F
c(t, St, u) for t ≤ u:
d(B−1t F
c(t, St, u)) =F
c
s (t, St, u)dXt. (6.12)
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Define
W c(t, St) := e
Γt
∫ T
t
F c(t, St, u)du. (6.13)
Then inserting this in (6.11) provides
V ct = A
c
t +B
−1
t 1{T s>t}W
c(t, St). (6.14)
Our goal is to obtain a decomposition of the form
B−1t W
c(t, St) =W
c(0, S0) +
∫ t
0
. . . dXu +
∫ t
0
. . . du.
Therefore we introduce
Y ut := B
−1
t e
ΓtF c(t, St, u), (6.15)
which hence satisfies∫ T
t
Y ut du =
∫ T
t
B−1t e
ΓtF c(t, St, u)du = B
−1
t W
c(t, St). (6.16)
Due to the fact that all the processes are continuous in the Brownian motion
case and that also the hazard process is assumed to be continuous, we find:
dY ut =d(B
−1
t F
c(t, St, u)e
Γt)
=B−1t F
c(t, St, u)e
ΓtdΓt + e
Γtd(B−1t F
c(t, St, u)) + d[e
Γ, B−1F c(·, S, u)]t.
(6.17)
The third term is equal to zero because eΓ is a continuous, increasing process
of finite variation, see Properties 2.2.15(3). Writing Γ in terms of the intensity
function λs and using (6.12) we arrive at
dY ut = B
−1
t F
c(t, St, u)e
Γtλstdt+ e
ΓtF cs (t, St, u)dXt
=: αut dt+ β
u
t dXt. (6.18)
Hence in integral form we find
Y ut = Y
u
0 +
∫ t
0
αuτ dτ +
∫ t
0
βuτ dXτ .
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Using this information we rewrite B−1t W
c(t, St) (6.16) in the following way
B−1t W
c(t, St) =
∫ T
t
Y ut du =
∫ T
t
[
Y u0 +
∫ t
0
αuτ dτ +
∫ t
0
βuτ dXτ
]
du
=
∫ T
0
[
Y u0 +
∫ t
0
1{τ≤u}αuτ dτ +
∫ t
0
1{τ≤u}βuτ dXτ
]
du
−
∫ t
0
[
Y u0 +
∫ u
0
αuτ dτ +
∫ u
0
βuτ dXτ
]
du
=
∫ T
0
Y u0 du−
∫ t
0
Y uu du+
∫ T
0
∫ t
0
1{τ≤u}αuτ dτdu
+
∫ T
0
∫ t
0
1{τ≤u}βuτ dXτdu. (6.19)
By relation (6.16) and by definition of Y ut (6.15) and F
c(t, St, u), we know that∫ T
0
Y u0 du = B
−1
0 W
c(0, S0) =W
c(0, S0)∫ t
0
Y uu du =
∫ t
0
B−1u F
c(u, Su, u)e
Γudu =
∫ t
0
B−1u E
Q[BuB
−1
u e
−Γugcu|Fu]e
Γudu
=
∫ t
0
B−1u g
c
udu.
The standard Fubini theorem allows us to rewrite the third term in (6.19) as:∫ T
0
∫ t
0
1{τ≤u}αuτ dτdu =
∫ t
0
∫ T
τ
αuτ dudτ =
∫ t
0
∫ T
τ
B−1τ F
c(τ, Sτ , u)e
Γτλsτdudτ
=
∫ t
0
B−1τ λ
s
τW
c(τ, Sτ )dτ,
because the function (ω, t, u) 7→ αut (ω) introduced in (6.18) is O ⊗ B([0, T ])-
measurable and
∫ T
0
∫ t
0
1{T s≤u}|αuτ |dτdu < ∞ Q-almost surely, and where we
used (6.13).
By the Fubini theorem for stochastic integrals, we rewrite the fourth term in
(6.19) as:∫ T
0
∫ t
0
1{τ≤u}βuτ dXτdu =
∫ t
0
∫ T
τ
βuτ dudXτ :=
∫ t
0
χτdXτ (6.20)
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because the function (ω, t, u) 7→ βut (ω) is P⊗B([0, T ])-measurable and uniformly
bounded due to the assumed uniform boundedness of F cs . So equation (6.19)
has the desired decomposition:
B−1t W
c(t, St)
=W c(0, S0)−
∫ t
0
B−1u g
c
udu+
∫ t
0
B−1u W
c(u, Su)λ
s
udu+
∫ t
0
χudXu (6.21)
or, equivalently,
d(B−1t W
c(t, St)) = −B
−1
t g
c
tdt+ χtdXt +B
−1
t W
c(t, St)dΓt. (6.22)
Now it is very easy to calculate dV c(t, St) from (6.14):
dV c(t, St) =dA
c
t + 1{T s>t−}d(B
−1
t W
c(t, St)) +B
−1
t W
c(t, St)d1{T s>t}
+ d[1{T s>·}, B−1W c(·, S)]t.
The fourth term is equal to zero by Properties 2.2.15(3), the continuity of
B−1t W
c(t, St) and the fact that 1{T s>t} has finite variation. Using (6.5), (6.7)
and (6.22) we find
dV c(t, St) =1{T s>t}B
−1
t g
c
tdt+B
−1
t W
c(t, St)d(1− 1{T s≤t})
+ 1{T s>t−}(−B
−1
t g
c
tdt+ χtdXt +B
−1
t W
c(t, St)dΓt)
=1{T s>t−}χtdXt +B
−1
t W
c(t, St)dΓt∧T s −B−1t W
c(t, St)dHt.
(6.23)
To explain why dAct cancels out with−1{T s>t−}B
−1
t g
c
tdt, we look at the integral
form of both:∫ t
0
dAcu −
∫ t
0
1{T s>u−}B−1u g
c
udu =
∫ t
0
1{T s>u}B−1u g
c
udu−
∫ t
0
1{T s>u−}B−1u g
c
udu
=
∫ t
0
1{T s>u}B−1u g
c
udu−
∫ t
0
1{T s≥u}B−1u g
c
udu
=
∫ t
0
1{T s=u}B−1u g
c
udu = 0 (6.24)
because it is an integral with measure zero.
Our aim is to find the Galtchouk-Kunita-Watanabe decomposition of the (G, Q)-
martingale V c(t, St). Therefore we need the (G, Q)-compensator of the process
H determined in (6.5). We rewrite (6.23), using the martingale Mˆ :
dV c(t, St) = 1{T s>t−}χtdXt −B
−1
t W
c(t, St)dMˆt. (6.25)
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Recalling definition (6.20) of χ and integrating (6.25) leads to the required
decomposition of V c(t, St):
V c(t, St) =V
c(0, S0) +
∫ t
0
1{T s>τ−}eΓτ
∫ T
τ
F cs (τ, Sτ , u)dudXτ
−
∫ t
0
B−1τ W
c(τ, Sτ )dMˆτ , (6.26)
since Mˆ is a martingale for which [X, Mˆ ] = 0 by the continuity of X and the
fact that Mˆ has finite variation, see Properties 2.2.15(3). So the risk-minimizing
strategy at time t invests in 1{T s>t}eΓt
∫ T
t
F cs (t, St, u)du risky assets and in view
of (6.3) and (6.14) an amount
1{T s>t}B
−1
t W
c(t, St)−Xt1{T s>t}eΓt
∫ T
t
F cs (t, St, u)du
in the riskless asset. We remark that
∫ T
t
F cs (t, St, u)du is exactly the number we
have to invest in the risky assets if there is no surrender option. Hence this is the
amount coming from the purely financial risk, thus the life insurance without
the surrender option.
6.3.1.2 The payment at surrender
We perform an analogous calculation as in Section 6.3.1.1 to find the optimal
hedging strategy for the payment at surrender. Hereto, we need the following
theorem, for which a proof can be found in Theorem III.19 of Protter (2005).
Theorem 6.3.1. Let X be an increasing process of integrable variation, and let Y
be an adapted process with ca`gla`d paths such that EQ[
∫ t
0
YsdXs] <∞. Then
EQ
[∫ t
0
YsdXs
]
= EQ
[∫ t
0
YsdX˜s
]
,
with X˜ the compensator of X.
Using successively the process (6.8) for the payment at surrender, Theorem
6.3.1 combined with (6.5), the continuity of all the processes except the indica-
tor function in the integral, result (6.4), the absolute continuity of the process
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Γ and the notation F s(t, St, u) = E
Q[BtB
−1
u e
−Γuλsug
s
u|Ft], the discounted port-
folio at time t is given by:
V st = A
s
t + E
Q[AsT −A
s
t |Gt] = A
s
t + E
Q
[∫ T
t
B−1u g
s
udHu|Gt
]
= Ast +B
−1
t E
Q
[∫ T
t
BtB
−1
u g
s
u1{T s>u}dΓu|Gt
]
= Ast +B
−1
t 1{T s>t}e
Γt
∫ T
t
EQ[BtB
−1
u g
s
ue
−Γuλsu|Ft]du
= Ast +B
−1
t 1{T s>t}e
Γt
∫ T
t
F s(t, St, u)du.
Note that thanks to the assumption of absolute continuity of the hazard pro-
cess Γ it was possible to interchange the expectation sign EQ and the integral
sign in the one but last step; and hence to obtain an expression for which we
can easily find the Galtchouk-Kunita-Watanabe decomposition. The further cal-
culations are analogous to those for the payment up to surrender, if we make
the same assumptions but with respectively F c(t, St, u) = E
Q[BtB
−1
u e
−Γugcu|Ft]
and W c(t, St) (6.13) replaced by
F s(t, St, u) = E
Q[BtB
−1
u e
−Γuλsug
s
u|Ft]
and
W s(t, St) = e
Γt
∫ T
t
F s(t, St, u)du.
An important difference is that dAst no longer cancels out with the term
−1{T s>t−}B
−1
t g
s
tλ
s
tdt, but that these two terms joined together lead to an extra
risk B−1t g
s
t dMˆt. Hence the dynamics of V
s are given by
dV s(t, St) =B
−1
t (g
s
t −W
s(t, St))dMˆt + 1{T s>t−}
∫ T
t
eΓtF ss (t, St, u)dXt.
So the risk-minimizing strategy invests in 1{T s>t−}eΓt
∫ T
t
F ss (t, St, u)du risky
assets and an amount 1{T s>t}B
−1
t W
s(t, St) − Xt1{T s>t−}eΓt
∫ T
t
F ss (t, St, u)du
in the riskless asset.
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6.3.1.3 The payment at maturity and the premiums
We determine the strategy for the payment at maturity together with the strat-
egy for the premiums, because it is easily seen that the portfolios can be calcu-
lated in the same way by putting p(T, ST ) = g
m
T . The value of the discounted
portfolio at time t associated with a payment p(ti, Sti) at time ti is
V
pti
t = E
Q[B−1ti 1{t<ti}1{T s>ti}pti |Ft] = 1{t<ti}B
−1
t 1{T s>t}e
ΓtF pti (t, St, ti),
where we invoked relation (6.4) and denoted F pti (t, St, ti)
= EQ[BtB
−1
ti e
−Γtipti |Ft]. Assuming that the function F
pti has the same prop-
erties as the function F c, we can adapt the differential of B−1t F
c(t, St, ti) in
(6.12) to find the differential of B−1t F
pti (t, St, ti). Now it is very easy to calcu-
late dV pti by the product rule:
dV
pti
t
= 1{t<ti}(1{T s>t−}e
Γtd(B−1t F
pti (t, St, ti)) +B
−1
t e
ΓtF pti (t, St, ti)d1{T s>t})
+ 1{t<ti}(B
−1
t 1{T s>t−}e
ΓtF pti (t, St, ti)dΓt)
= 1{t<ti}(1{T s>t−}e
ΓtF
pti
s (t, St, ti)dXt −B
−1
t e
ΓtF pti (t, St, ti)dMˆt), (6.27)
where the mixed terms are all zero because Γ is an increasing, continuous pro-
cess, 1{T s>t} has finite variation and B
−1
t F
pti (t, St, ti) is a continuous martin-
gale.
This means that for every premium p(ti, Sti) with i ∈ 1, . . . , I, we may reduce
the hedging strategy at time t with 1{t<ti}1{T s>t−}e
ΓtF
pti
s (t, St, ti) risky assets
and the amount of the riskless asset with 1{t<ti}1{T s>t}B
−1
t e
ΓtF pti (t, St, ti)
−1{t<ti}Xt1{T s>t−}e
ΓtF
pti
s (t, St, ti).
For the payment at maturity we set p(T, ST ) = g
m
T and increase the strategy
with the obtained amounts (see also (6.28) and (6.29) in Section 6.3.2).
6.3.2 The portfolio for n policyholders
In this section we combine the results from Sections 6.3.1.1-6.3.1.3 to find the
total risk-minimizing portfolio at time t of a unit-linked life insurance contract
with a surrender option, a continuous payment until maturity or until surrender,
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whatever comes first, a payment at maturity and I premiums for n policyhold-
ers.
We assume that the n hazard processes are homogeneous and use the linearity
of the Galtchouk-Kunita-Watanabe decomposition. Denoting nt =
∑n
i=1 1{T si ≤t},
the total portfolio for n policyholders at time t contains
ψˆt =(n− nt−)eΓt [
∫ T
t
(F cs (t, St, u) + F
s
s (t, St, u))du+ F
m
s (t, St, T )]
− (n− nt−)eΓt
I∑
i=1
1{t<ti}F
pti
s (t, St, ti) (6.28)
risky assets while the riskless asset amounts to
(n− nt)B
−1
t e
Γt [
∫ T
t
(F c(t, St, u) + F
s(t, St, u))du+ F
m(t, St, T )]
− (n− nt)B
−1
t e
Γt
I∑
i=1
1{t<ti}F
pti (t, St, ti)− ψˆtXt, (6.29)
with
F c(t, St, u) = E
Q[BtB
−1
u e
−Γugcu|Ft], F
s(t, St, u) = E
Q[BtB
−1
u e
−Γuλsug
s
u|Ft],
Fm(t, St, T ) = E
Q[BtB
−1
T e
−ΓT gmT |Ft], F
pti (t, St, ti) = E
Q[BtB
−1
ti e
−Γtipti |Ft].
6.3.3 The risk process
From Chapter 4, we know that when the Galtchouk-Kunita-Watanabe decom-
position of the (F, Q)-martingale V ∗t = E
Q[AT |Ft] is given by V
∗
0 +
∫ t
0
ξAu dXu
+LQt , the total risk process at time 0 equals E
Q[(LQT )
2]. We will first calculate
the risk process induced by the payment up to surrender. Once we have found
the structure of one risk process, it is easy to determine the total risk process.
6.3.3.1 The payment up to surrender
Using formula (6.26), the assumed homogeneity of the hazard processes and
the linearity of the Galtchouk-Kunita-Watanabe decomposition we find that LQT
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for n policyholders is equal to
−
n∑
i=1
∫ T
0
B−1u W
c(u, Su)dMˆ
i
u.
The risk process at time zero for the payment up to surrender for n policyholders
is then given by
Rc = EQ
( n∑
i=1
∫ T
0
B−1t W
c(t, St)dMˆ
i
t
)2 ,
or equivalently, due to the orthogonality between the Mˆ i’s:
Rc =
n∑
i=1
EQ
(∫ T
0
B−1t W
c(t, St)dMˆ
i
t
)2 .
The compensator of [Mˆ i, Mˆ i]t equals Γ
i
t∧T si since by relation (6.6) [Mˆ
i, Mˆ i]t =
Hit . So d[Mˆ
i, Mˆ i]t = 1{T si >t−}dΓ
i
t = 1{T si >t−}λ
s
tdt. In this way the risk process
can be transformed further into:
Rc =
∫ T
0
(n− nt−)EQ[B−2t (W
c(t, St))
2]λstdt. (6.30)
Looking at
√
Rc
n , we may conclude that the risk originating from the payment
up to surrender is completely diversifiable. Analogously we can calculate the
risk processes at time 0 for the surrender option, the payment at maturity and
the premiums which all turn out to be completely diversifiable.
6.3.3.2 The total risk process
When we calculate the total risk process, we have to use the term LQT in the
Galtchouk-Kunita-Watanabe decomposition of the discounted total portfolio and
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we cannot simply add up all the risk processes. This LQT is now given by
LQT =−
n∑
i=1
∫ T
0
B−1u
(
W c(u, Su) +W
s(u, Su)− g
s
u + e
ΓuFm(u, Su, T )
−
I∑
i=1
1{u<ti}e
ΓuF pti (u, Su, ti)
)
dMˆ iu
and performing an analogous calculation as in Section 6.3.3.1 we find
RTot =
∫ T
0
(n− nt−)EQ[B−2t (W
c(t, St) +W
s(t, St)− g
s
t
+ eΓtFm(t, St, T )−
I∑
i=1
1{t<ti}e
ΓtF pti (t, St, ti))
2]λstdt.
So the relative risk process
√
RTot
n goes to zero if n increases and hence the total
risk is completely diversifiable.
6.4 The portfolio in case the underlying risky asset
follows a Le´vy process
In this section we assume that the risky asset is driven by a geometric Le´vy
process, as described in (6.1).
6.4.1 The portfolio for one policyholder
In the article of Riesner (2006a), d(B−1t F (t, St, u)) with F (t, St, u)
= EQ[BtB
−1
u g(u, Su)|Ft] is calculated. We can adapt these results to derive
that, for example in the case of the continuous payment where
F c(t, St, u) = E
Q[BtB
−1
u e
−Γugcu|Ft],
6.4 Risky asset follows a Le´vy process 131
the Galtchouk-Kunita-Watanabe decomposition of B−1t F
c(t, St, u) for
0 ≤ t < u ≤ T is given by
B−1t F
c(t, St, u) = F (0, S0, u) +
∫ t
0
ζc(s, u)dXs +K
c(t, u) (6.31)
with v =
∫
R
x2ν(dx), κ = c2 + v and
ζc(t, u) =
c2
κ
F cs (t, St−, u) +
1
σtXt−κ
∫
R
xJc(t, x, u)ν(dx),
Kc(t, u) =
∫ t
0
θc(s, u)dWs +
∫ t
0
∫
R
κc(s, y, u)M(ds, dy)
θc(t, u) = cσtXt−(F cs (t, St−, u)− ζ
c(t, u)),
κc(t, y, u) = Jc(t, y, u)− yσtXt−ζc(t, u),
Jc(t, x, u) = B−1t [F
c(t, St− + σtSt−x, u)− F c(t, St−, u)].
(6.32)
Note: We do not completely agree with the calculations of Riesner, but we
can adapt his result to use it here. He considers a risky asset which is not a
martingale under the original measure. Hence he performs a change of measure
to the minimal martingale measure. Under this new measure he determines
the Galtchouk-Kunita-Watanabe decomposition and says that this is also the
Fo¨llmer-Schweizer decomposition under the original measure. This would be
true if the underlying risky asset is continuous. For more details we refer to
Chapter 7.
We adapt the calculations for the Brownian motion to this case. An important
difference is that now F c(t, St−, u) is different from F c(t, St, u) because of the
possible jumps in the risky asset. So in this case, we have that equation (6.17)
is equal to
dY ut =B
−1
t F
c(t, St−, u)eΓtλstdt+ e
Γt(ζc(t, u)dXt + dK
c(t, u))
+ d[eΓ, B−1F c(·, S, u)]t
=B−1t F
c(t, St−, u)eΓtλstdt+ e
Γtζc(t, u)dXt
+ eΓt(θc(t, u)dWt +
∫
R
κc(t, y, u)M(dt, dy)), (6.33)
where [eΓ, B−1F c(·, S, u)] = 0 because eΓt is continuous and has finite variation.
We know that ζc(t, u), θc(t, u) and κc(t, y, u) will be boundedQ-a.s. because the
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first order partial derivative of F c with respect to the risky asset is assumed to
be bounded, X is square integrable and supt∈[0,T ]
∫
R
x2νt(dx) < ∞. So we can
conclude that the above integrals are well defined. Adapting the calculations in
(6.19)-(6.21) to the Le´vy case and using (6.33), we find:
B−1t W
c(t, St)
=W c(0, S0)−
∫ t
0
B−1u g
c
udu+
∫ t
0
∫ T
τ
B−1τ F
c(τ, Sτ−, u)eΓτλsτdudτ
+
∫ t
0
∫ T
τ
eΓτ ζc(τ, u)dudXτ +
∫ t
0
∫ T
τ
eΓτ θc(τ, u)dudWτ
+
∫ t
0
∫
R
∫ T
τ
eΓτκc(τ, y, u)duM(dτ, dy). (6.34)
Hereto, we also applied the standard Fubini theorem and the Fubini theorem
for stochastic integrals. This is possible because the functions
(ω, t, u) 7→ B−1t F
c(t, St−(ω), u)eΓtλst
are O ⊗ B([0, T ])-measurable, the functions
(ω, t, u) 7→ eΓtζc(t, u, ω) and (ω, t, u) 7→ eΓtθc(t, u, ω)
are P ⊗ B([0, T ])-measurable and the functions (ω, t, y, u) 7→ eΓtκc(t, y, u, ω)
are P ⊗ B([0, T ]) ⊗ B(R)-measurable for all u ∈ [0, T ]. Furthermore all these
functions are also uniformly bounded.
The dynamics of the discounted portfolio for the continuous payment process
are in the Le´vy setting:
dV c(t, St) =dA
c
t + 1{T s>t−}d(B
−1
t W
c(t, St))−B
−1
t W
c(t, St−)dHt
− d[H,B−1W c(·, S)]t.
Due to Theorem 2.2.14 and the finite variation of H, we can rewrite the fourth
term in the following way:
[H,B−1· W
c(·, S·)]t =
∑
s≤t
∆Hs∆(B
−1
s W
c(s, Ss))
=
{
∆(B−1T sW
c(T s, ST s)) if T
s ≤ t
0 if T s > t.
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From Protter (2005) we know, as a consequence of Meyers’s theorem, that Le´vy
processes only jump at totally inaccessible stopping times. Combining this with
condition (C), see page 118, we know that the Le´vy process cannot jump at the
surrender time and hence [H,B−1· W
c(·, S·)] ≡ 0.
Carrying out analogous calculations as in Section 6.3.1.1, we find using (6.7),
(6.34), and a reasoning as in (6.24) that the dynamics of the discounted port-
folio equal
dV c(t, St) =dA
c
t + 1{T s>t−}d(B
−1
t W
c(t, St))−B
−1
t W
c(t, St−)dHst
=1{T s>t−}
∫ T
t
eΓtζc(t, u)dudXt −B
−1
t W
c(t, St−)dMˆt
+ 1{T s>t−}
∫ T
t
eΓtθc(t, u)dudWt
+ 1{T s>t−}
∫
R
∫ T
t
eΓtκc(t, y, u)duM(dt, dy).
We remark again that all integrands are well-defined because 1{T s>t−}eΓt is
bounded. The term LQt in (6.2) is here equal to
LQt =−
∫ t
0
B−1τ W
c(τ, Sτ−)dMˆτ +
∫ t
0
1{T s>τ−}
∫ T
τ
eΓτ θc(τ, u)dudWτ
+
∫ t
0
1{T s>τ−}
∫
R
∫ T
τ
eΓτκc(τ, y, u)duM(dτ, dy). (6.35)
The orthogonality between LQ and the risky asset follows directly from the
orthogonality between X and Kc(u) and the orthogonality between X and Mˆ
due to Lemma 6.2.3.
From analogous calculations we learn that for the payment at surrender the
dynamics of the discounted portfolio V s are given by
dV s(t, St) =1{T s>t−}
∫ T
t
eΓtζs(t, u)dudXt +B
−1
t (g
s
t −W
s(t, St−))dMˆt
+ 1{T s>t−}
∫ T
t
eΓtθs(t, u)dudWt
+ 1{T s>t−}
∫
R
∫ T
t
eΓtκs(t, y, u)duM(dt, dy),
134 6 RM with surrender option
with ζs, θs, κs the functions in (6.32) with F c replaced by F s and superscripts
c replaced by s. The dynamics of the discounted portfolio for the premiums and
the payment at maturity are in an analogous way found to be
dV
pti
t = 1{t<ti}[1{T s>t−}e
Γtζpti (t, ti)dXt −B
−1
t e
ΓtF pti (t, St, ti)dMˆt
+ 1{T s>t−}eΓt(θpti (t, ti)dWt +
∫
R
κpti (t, y, ti)M(dt, dy))].
The structure of the portfolio for the payment at maturity (p(T, ST ) = g
m
T ) re-
sembles very much the pure endowment portfolio of Riesner (2006a). The mor-
tality related factor (lx − Mˆ
I
s−)T−spx+s is replaced here by the surrender factor
1{T s>t−}eΓt . The second term contains the most important difference, because
when modeling the surrender time we can no longer assume independence of
the financial market as Riesner could when dealing with mortality.
6.4.2 The portfolio for n policyholders
As in Section 6.3 we can again determine the portfolio for n policyholders by
assuming homogeneity of the hazard processes. The total portfolio for n policy-
holders at time t contains an investment in
φ˜t = (n− nt−)eΓt [
∫ T
t
(ζc(t, u) + ζs(t, u))du+ ζm(t, T )−
I∑
i=1
1{t<ti}ζ
pti (t, ti)]
risky assets and an amount
(n− nt)B
−1
t e
Γt [
∫ T
t
(F c(t, St, u) + F
s(t, St, u))du+ F
m(t, St, T )
−
I∑
i=1
1{t<ti}F
pti (t, St, ti)]− φ˜tS
∗
t
in the riskless asset. So we easily see the difference with the Brownian motion
case (6.28) where we had only the first order derivative with respect to the risky
asset while here we have
ζa(t, u) =
c2
κ
F as (t, St−, u)+
1
σtS∗t−κ
∫
R
xJa(t, x, u)ν(dx) with a ∈ {c, s,m, pti};
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of course this also affects the amount invested in the riskless asset. When there
are no jumps (ν(dx) ≡ 0) this Le´vy case obviously reduces to the Brownian
motion case.
6.4.3 The risk process
When we compare the risk process with the risk process in the Brownian mo-
tion case, we get two extra terms caused by the incompleteness of the financial
market. One is driven by the Brownian motion while the other is driven by the
jumps of the Le´vy process.
6.4.3.1 The payment up to surrender
Using relation (6.35) we calculate the risk process Rc at time zero as in Section
6.3.3 for n policyholders (n ≥ 1):
Rc =EQ[[
n∑
i=1
(−
∫ T
0
B−1τ W
c(τ, Sτ−)dMˆ iτ +
∫ T
0
1{T si >τ−}
∫ T
τ
eΓτ θc(τ, u)dudWτ
+
∫ T
0
1{T si >τ−}
∫
R
∫ T
τ
eΓτκc(τ, y, u)duM(dτ, dy))]2].
First of all we know that d〈W,W 〉t = dt and 〈M(dt, dy),M(dt, dy)〉 = ν(dy)dt.
By means of Lemma 6.2.3, we can prove that W and M are both orthogo-
nal to Mˆ i for each i = 1, . . . , n. Also W and M are orthogonal, see Prop-
erties 2.2.15(4). Using the orthogonality between the Mˆ i’s and the fact that
[Mˆ i, Mˆ i] = 1{T si >t−}λ
s
tdt, the risk process becomes
Rc =
∫ T
0
(n− nt−)EQ[B−2t (W
c(t, St−))2]λstdt
+
∫ T
0
(n− nt−)2EQ[(
∫ T
t
eΓtθc(t, u)du)2]dt
+
∫ T
0
(n− nt−)2EQ[(
∫
R
∫ T
t
eΓtκc(t, y, u)du)2]ν(dy)dt.
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Compared with the risk process (6.30) in the Brownian motion case for the
payment up to surrender, we see that the first term is the same, but we have two
extra terms which enlarge the risk. The first one originates from the Brownian
motion while the second one is coming from the jumps of the Le´vy process.
The most important remark is that the risk is no longer completely diversifiable
due to the genuine market risk caused by the incompleteness of the financial
market.
The other risk processes are calculated in a similar way.
6.4.3.2 The total risk process
As in Section 6.3.3.2, we compute the total risk process at time zero by calcu-
lating EQ[(LQT )
2] with LQ the term in the Galtchouk-Kunita-Watanabe decom-
position of the total portfolio:
RTot =
∫ T
0
(n− nt−)EQ[B−2t (W
c(t, St−)− gst +W
s(t, St−)
+ eΓt(Fm(t, St−, T )−
I∑
k=1
F pti (t, St, ti)))
2]λstdt
+
∫ T
0
(n− nt−)2EQ[e2Γt(
∫ T
t
(θc(t, u) + θs(t, u))du+ θm(t, T )
−
I∑
k=1
θpti (t, ti))
2]dt
+
∫ T
0
(n− nt−)2EQ[(e2Γt
∫
R
∫ T
t
(κc(t, y, u) + κs(t, y, u))du
+ κm(t, y, T )−
I∑
i=1
κpti (t, y, ti))
2]ν(dy)dt.
We conclude that the total risk process is no longer completely diversifiable. If
we assume that the number of policyholders is big enough, then the last two
terms will cause the risk.
Have no fear of perfection
you’ll never reach it.
Salvador Dali (1904-1989)
7
Local risk-
minimization applied
to unit-linked life
insurance contracts
In Chapter 4 we mentioned already the article of Møller (1998). He constructed
the risk-minimizing hedging portfolio for unit-linked life insurance contracts
with a pure endowment and a term insurance with single premium in the com-
plete Black-Scholes market.
Riesner (2006a) combined the theory of locally risk-minimizing hedging strate-
gies with the results of Møller (1998) but for a risky asset of which the price
process is discontinuous as it follows a geometric Le´vy process. However, de-
termining the risk-minimizing hedging strategy under the minimal martingale
measure does not provide the locally risk-minimizing hedging strategy in the
Le´vy case, as already discussed in Chapter 3.
We will derive the correct locally risk-minimizing hedging strategy by a direct
construction of the Fo¨llmer-Schweizer decomposition. First of all we will use
an approach based on the article by Colwell and Elliott (1993). We applied this
approach before we determined the general form of the Fo¨llmer-Schweizer de-
composition based on the characteristics as is described in Chapter 3. Therefore
we will check here the results obtained in the first case with the form given in
Chapter 3. This will highlight also the usefulness of the results given in Chapter
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3.
In Section 7.1 we look in more detail at the mistakes made in Riesner (2006a,
2007) and in Section 10.4 of Cont and Tankov (2004). After recalling the set-
ting of Riesner (2006a) in Section 7.2, we then show in Section 7.3 that in
Riesner (2006a) the risk-minimizing hedging strategy under the new measure
was found, but that this strategy is not the locally risk-minimizing one under
the original measure. In Section 7.4 we show how to determine the correct lo-
cally risk-minimizing hedging strategy under the original measure and we cal-
culate the associated risk process. In Section 7.5 we adapt the results of Riesner
(2006a) for unit-linked life insurance contracts with a pure endowment and a
term insurance. We end with a practical example in which we determine the FS
decomposition using the results of Chapter 3. Afterwards we apply this result
to the setting of Riesner (2006a) and this obviously shows that it is much easier
to use the results of Chapter 3 than to utilize Colwell and Elliott (1993).
This chapter is based on Vandaele and Vanmaele (2008b).
7.1 Literature
Section 10.4 of Cont and Tankov (2004)
Although Cont and Tankov do not restrict the dynamics of the underlying to
continuous processes, they say that the measure under which the martingale
property and the orthogonality are preserved, is called a minimal martingale
measure. Furthermore, they give a general procedure to find the locally risk-
minimizing hedging strategy. This procedure describes that one first need to
determine the MMM and the dynamics of the underlying risky asset under this
MMM. Then the GKW decomposition of the claim H is determined under the
MMM. From this decomposition they claim that the number of risky assets easily
follows, without a correction term. As is shown in Theorem 3.3.2, this is incor-
rect. In the example where the underlying risky asset follows a jump-diffusion
model, see Cont and Tankov (2004) page 341, they calculate the Galtchouk-
Kunita-Watanabe decomposition to determine the locally risk-minimizing hedg-
ing strategy.
We remark that Cont and Tankov will correct this mistake in a second edition of
their book.
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Riesner (2006a)
It is assumed that finding the risk-minimizing hedging strategy under the mini-
mal martingale measure directly gives the locally risk-minimizing hedging strat-
egy under the original measure. The proof of Lemma 8 is based on Proposition
10.5 of Cont and Tankov (2004). The wrong reasoning Riesner (2006a) applies
is also obvious from the remark on page 602 in which Riesner states that:
Fo¨llmer and Sondermann (1986) consider only the case where the
discounted stock price is a martingale under the original measure P .
Schweizer (1991, 2001) showed that their approach fails if Sˆ is just
a P -semimartingale and develops the theory of local risk-minimi-
zation: under the Fo¨llmer-Schweizer measure one applies Fo¨llmer
and Sondermann (1986) and finds a risk-minimizing strategy which
is locally risk-minimizing under P .
Riesner (2007)
The goal of Riesner (2007) is to determine the locally risk-minimizing hedging
strategy for payment streams. Unfortunately a similar mistake as in the previous
paper is made, but more covered up. Riesner extends the LRM hedging theory
to payment streams by using the optimality equation as defined in Schweizer
(1991). Schweizer (1991) assumed that there exists a square-integrable P -
martingale N , orthogonal to the martingale part M under P , such that every
contingent claim H can be decomposed in the sum of a constant, a stochastic
integral over M and a stochastic integral over N . If this holds then M and
N form a P -basis of L2(P ). Furthermore he also demanded that there exists
an equivalent probability measure such that X and N form a basis under this
equivalent measure. In the continuous case these assumptions are realistic and
it is rather easy to check that for the MMM the last assumption will also be
satisfied, as is shown in the later paper of Fo¨llmer and Schweizer (1991). The
problem is that Riesner (2007) claims to work under this set of assumptions,
without checking if it is possible that they hold in case the underlying risky
asset is no longer continuous. It is true that at the time Schweizer (1991)
wrote his paper it was less clear under which conditions the assumptions hold.
Therefore minimal martingale measure was then still described as the measure
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which left the structure of the model, apart from changing X into a martingale
intact. So also the orthogonality relations should remain preserved, while in
later papers, Schweizer showed that this preservation of orthogonality holds in
case the underlying asset is continuous, but he no longer demands it as a basic
condition for the minimal martingale measure in a more general setting.
In the conclusion at the end of the appendix in Riesner (2007) is stated explicitly
how he determines the LRM hedging strategy:
First, one removes the drift of the semimartingale X performing an
equivalent change of measure to the Fo¨llmer-Schweizer measure Q
and second, one applies the theory of Møller (2001) to find a risk-
minimizing hedging strategy under Q. This strategy is then locally
risk-minimizing with respect to the original measure P.
7.2 The model of Riesner (2006a)
We assume that the contract ends at the finite time T . We work in the probability
space (Ω,G,G, P ) which is the product space of two independent probability
spaces. The first one is used to model the Le´vy process, the second one to
describe the insurance portfolio. The probability space is assumed to satisfy the
usual conditions of right continuity and completeness.
The financial market
The probability space describing the financial market is given by (Ω1,F ,F, P1),
where (Ft)0≤t≤T is the natural filtration of the process L, with (Lt)0≤t≤T and
L0 = 0, which is the ca`dla`g version of a Le´vy process. Assume also that L
∗, see
page 9, is locally bounded.
Furthermore the compensator of the jump process µ is assumed to satisfy:∫
{|x|>1}
|x|3ν(dx) <∞;
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for more details we refer to Chan (1999). The process L can be decomposed as
follows:
Lt = cWt + M˜t + at, 0 ≤ t ≤ T,
with (Wt)0≤t≤T a Brownian motion, c > 0, a = E[L1] and
M˜t =
∫ t
0
∫
R
xM˜(ds, dx) =
∫ t
0
∫
R
x(N(ds, dx)− ν(dx)ds), 0 ≤ t ≤ T,
a square-integrable martingale. The compensated Poisson random measure on
[0,∞)× R\{0} corresponding to the jumps of L is thus given by M˜(ds, dx).
The financial market itself consists of a risky asset S = (St){0≤t≤T} and a bond
B = (Bt){0≤t≤T} with dynamics
dSt = btSt−dt+ σtSt−dLt = (bt + aσt)St−dt+ σtSt−d(cWt + M˜t), S0 > 0,
(7.1)
dBt = rtBtdt, B0 = 1. (7.2)
The drift bt, the volatility σt > 0 and the risk-free interest rate rt are assumed
to be continuous, deterministic functions. To be sure that the value of the risky
asset is always positive, we need the assumption σt∆Lt > −1 a.s. for all t ∈
[0, T ]. The process of the discounted risky asset X = S/B with martingale part
M and which is assumed to be a special semimartingale is easily calculated from
(7.1) and (7.2):
dXt =(bt + aσt − rt)Xt−dt+ σtXt−d(cWt + M˜t). (7.3)
If (b − r) · t + σ · L is special then X is also special due to formula (2.51) in
Jacod (1979). It is obvious that X is only a martingale under the measure P1
in the very special case where bt + aσt − rt = 0 for all t ∈ [0, T ]. Chan showed,
before the general formula, see page 23, for the Girsanov density describing
the change of measure to the MMM was known, that the Girsanov parameter
related with a change of measure to the minimal martingale measure Q˜ is given
by
Gt =
rt − bt − aσt
σt(c2 + v)
, with v =
∫
R
x2ν(dx). (7.4)
Therefore the density describing the change of measure from P1 to the MMM is
given by
dZt = Zt−Gt(cdWt + dM˜t).
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In fact as shown in Chapter 2, the MMM Q˜ can also be determined using Z =
E(−λ ·M). For the sum in the denominator we introduce the notation
κ =
d〈X〉t
σ2tX
2
t−dt
=
d〈M〉t
σ2tX
2
t−dt
= c2 + v = c2 +
∫
R
x2ν(dx). (7.5)
Now we assume that (3.25) holds for all t ∈ [0, T ], hence Z > 0. We made
here the conditions stronger than Riesner (2006a) did in order to derive the
existence of the GKW decomposition from the conditions which guarantees the
existence of the FS decomposition.
Under the new measure Q˜ the discounted risky asset in (7.3) is a locally square-
integrable martingale:
dXt = σtXt−d(cW
Q˜
t + M˜
Q˜
t ),
with
W Q˜t =Wt −
∫ t
0
cGudu (7.6)
a standard Brownian motion under Q˜ and with
M˜ Q˜t =
∫
R
xM˜ Q˜(dt, dx) =
∫
R
x[N(dt, dx)− (1 +Gtx)ν(dx)dt] (7.7)
a locally square-integrable Q˜-martingale. The compensator of N(dt, dx) under
the measure Q˜ is
νQ˜t (dx) = (1 +Gtx)ν(dx). (7.8)
The insurance market
The insurance market is described on the probability space (Ω2,H,Ht, P2),
where the filtration (Ht){0≤t≤T} is the natural filtration generated by 1{Ti≤t}
with i = 1, . . . , N and where P2 is the risk-neutral measure of the insurance
market, meaning that the insurer is assumed to be risk-neutral towards insur-
ance risks. The number N denotes the number of individuals, all of equal age
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x and with i.i.d. non-negative lifetimes T1, . . . , TN . Their survival probabilities
are given by
tpx = P2(T1 > t+ x|T1 > x) = exp(−
∫ t
0
µx+τdτ)
with µx+t the hazard rate at age x+ t.
The number of deaths until time t, 0 ≤ t ≤ T is denoted by N It =
∑N
i=1 1{Ti≤t}.
Furthermore the P2-martingale M
I = (M It )0≤t≤T is defined as
M It = N
I
t −
∫ t
0
λudu,
with λt = (N −N
I
t−)µx+t.
The combined model
The equivalent martingale measure Qˆ for the combined model is just the prod-
uct measure of the minimal martingale measure Q˜ and the risk-neutral mea-
sure P2 of the insurance market. We then work in the space (Ω,G,G, Qˆ) =
(Ω1 × Ω2,F ⊗H,F⊗H, Q˜× P2).
7.3 The strategy proposed by Riesner (2006a)
Suppose g(u, Su) is an Fu-measurable claim for which
sup
t∈[0,T ]
E[(B−1t g(t, St))
2] <∞.
We impose here an integrability condition under the original measure, while
Riesner (2006a) assumed an analogous condition but under the MMM. We
think it makes more sense to specify the condition under the original mea-
sure and to derive from the extra assumption (3.25) the existence of the GKW
decomposition of g(u, Su) under Q˜. According to risk-neutral valuation, the
arbitrage-free price F (t, St, u) of the claim is given by E
Q˜[BtB
−1
u g(u, Su)|Ft] if
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0 ≤ t < u ≤ T and by BtB
−1
u g(u, Su) if 0 ≤ u ≤ t ≤ T . It is assumed that
F (·, ·, u) ∈ C1,2([0, T ]× [0,∞]) for any u. Furthermore we assume that the first
derivative of F with respect to the second variable is bounded Q˜-almost surely.
We denote by Ft the derivative with respect to the first variable and by Fx the
derivative with respect to the second variable.
In Riesner (2006a) is stated that the Fo¨llmer-Schweizer decomposition of
B−1t F (t, St, u), with 0 ≤ t < u ≤ T is given by
B−1t F (t, St, u) = F (0, S0, u) +
∫ t
0
ξ(s, u)dXs +K(t, u), (7.9)
with
vQ˜t =
∫
R
x2νQ˜t (dx), κ
Q˜
t = c
2 + vQ˜t ,
ξ(t, u) =
c2
κQ˜t
Fx(t, St−, u) +
1
σtXt−κ
Q˜
t
∫
R
xJ(t, x, u)νQ˜t (dx), (7.10)
J(t, x, u) =B−1t [F (t, St−(1 + σtx), u)− F (t, St−, u)], (7.11)
K(t, u) =
∫ t
0
ς(1)(s, u)dW Q˜s +
∫ t
0
∫
R
ς(2)(s, y, u)M˜ Q˜(ds, dy), (7.12)
ς(1)(t, u) =cσtXt−(Fx(t, St−, u)− ξ(t, u)), (7.13)
ς(2)(t, y, u) =J(t, y, u)− yσtXt−ξ(t, u). (7.14)
In the article it is not mentioned explicitly under which measure this decompo-
sition is true. In fact under the MMM this decomposition is a special Fo¨llmer-
Schweizer decomposition, namely the Galtchouk-Kunita-Watanabe decomposi-
tion, but it is not necessarily the Fo¨llmer-Schweizer decomposition under the
original measure as Riesner claims. We can only prove that K(·, u) is a P -
semimartingale and without extra assumptions on the claim it is not surely a
P -martingale, which is a necessary condition to have a Fo¨llmer-Schweizer de-
composition under the measure P . By applying Itoˆ’s formula on B−1t F (t, St, u)
(see the proof of Theorem 7.4.1 for more details concerning this calculation)
and solving (7.9) to K, we find:
K(t, u) =(Fx(t, St−, u)− ξ(t, u)) ·X
+
∫
R
[J(t, y, u)− Fx(t, St−, u)σtXt−y]yM˜ Q˜(ds, dy). (7.15)
7.3 The strategy proposed by Riesner (2006a) 145
Therefore by using (7.3), (7.4) and (7.7), the predictable finite variation part
of K under P equals
−
∫ t
0
Gsc
2σsXs−Fx(s, Ss−, u)ds−
∫ t
0
∫
R
GsJ(s, y, u)yν(dx)ds
+
∫ t
0
GsσsXs−κξ(s, u)ds. (7.16)
If K(·, u) is a P -local martingale, then the predictable finite variation part
should be zero. From (7.10) and (7.8), we obtain that in case Gt 6= 0 K(·, u)
is a P -local martingale if and only if for any t ∈ [0, T ] the following expression
equals zero:
c2σtXt−Fx(t, St−, u) +
∫
R
J(t, y, u)yν(dy)− ξ(t, u)σtXt−κ
= c2σtXt−Fx(t, St−, u) +
∫
R
J(t, y, u)yν(dy)
−
[
c2
κQ˜t
Fx(t, St−, u) +
1
σtXt−κ
Q˜
t
∫
R
J(t, y, u)yνQ˜t (dy)
]
σtXt−κ
= c2σtXt−
[
1−
κ
κQ˜t
]
Fx(t, St−, u) +
∫
R
J(t, y, u)y
[
1−
κ
κQ˜s
(1 + yGt)
]
ν(dy).
Concerning the orthogonality between K(·, u), (7.15), and M , we know by
using Properties 2.2.15, (7.4) and the continuity of the finite variation part that
〈K,M〉t =〈K
c +Kd,M〉t
=〈(Fx(·, S−)− ξ(s, u)) · 〈M,M〉t
+
∫ ·
0
∫
R
(J(s, y, u)− Fx(s, Ss−)σsXs−y)M˜(ds, y),M〉t
=
∫ t
0
(Fx(s, Ss−)− ξ(s, u))σ2sX
2
s−κds
+
∫ t
0
∫
R
(J(s, y, u)− Fx(s, Ss−)σsXs−y)σsXs−yν(dy)ds
=
∫ t
0
Fx(s, Ss−)σ2sX
2
s−c
2ds−
∫ t
0
ξ(s, u)σ2sX
2
s−κds
+
∫ t
0
∫
R
J(s, y, u)σsXs−yν(dy)ds.
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Comparing this with (7.16) we see that K is orthogonal to M under P if and
only if K is a P -local martingale, but as shown with an explicit example in
Chapter 3 this is not true in general. Note that the necessary condition is claim
dependent, hence it is possible that for a specific claim the condition will be
satisfied, but it will not hold in general.
On the other hand, it is true that the Q˜-local martingale K(·, u), (7.15), is or-
thogonal to X under the minimal martingale measure Q˜:
〈K,X〉Q˜t
= 〈(Fx(·, S−)− ξ(s, u)) ·X,X〉
Q˜
t
+ 〈
∫ ·
0
∫
R
(J(s, y, u)− Fx(s, Ss−)σsXs−y)M˜ Q˜(ds, y),X〉
Q˜
t
=
∫ t
0
(Fx(s, Ss−)− ξ(s, u))σ2sX
2
s−κ
Q˜
s ds
+
∫ t
0
∫
R
(J(s, y, u)− Fx(s, Ss−)σsXs−y)σsXs−yνQ˜(dy)ds
=
∫ t
0
c2σsXs−Fx(s, Ss−, u) +
∫
R
J(s, y, u)yνQ˜s (dy)σsXs−ds
−
∫ t
0
ξ(s, u)κQ˜s σ
2
sX
2
s−ds
=
∫ t
0
[
c2σsXs−Fx(s, Ss−, u) +
∫
R
J(s, y, u)yνQ˜s (dy)
]
σsXs−ds
−
∫ t
0
[
c2
κQ˜s
Fx(s, Ss−, u) +
1
σsXs−κ
Q˜
s
∫
R
J(s, x, y)yνQ˜s (dy)
]
κQ˜s σ
2
s(Xs−)
2ds
= 0.
This calculation shows that the compensator ofK(·, u)X is equal to zero, which
means that K(·, u)X is a local martingale under Q˜ and thus that K(·, u) is or-
thogonal to X under Q˜.
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7.4 The correct locally risk-minimizing strategy
We assume the same setting as in Riesner (2006a) for the insurance and the
financial market. We adapt here the proofs of Colwell and Elliott (1993) to
our setting. Of course this calculation is rather cumbersome and unnecessary
long, because at the time the article was written the theory concerning locally
risk-minimization was less developed e.g. the general form of the MMM was
still not known. Although this calculation is no longer useful in practice, we
repeat it here to show how the MMM comes out naturally as the only correct
choice from the set of martingale measures. This makes of course sense in
the continuous case where we can use the fact that the martingale and the
orthogonality property are preserved, while in the discontinuous case this is
less obvious without going into the details of the proofs concerning locally risk-
minimization, see Chapter 4.
We start by summarizing the reasoning followed in this section.
We want to determine the Fo¨llmer-Schweizer decomposition of the portfolio
under the original measure P . The value of this portfolio at maturity should
equal the necessary amount and should be a martingale under an equivalent
martingale measure which will be specified later on.
To obtain such a portfolio, we will impose all the necessary conditions (see (i)-
(v) in the proof of Theorem 7.4.1 on page 150) on the unknown decomposition.
In this way, we will not only derive the desired decomposition, but we will also
obtain the MMM as the equivalent measure.
More concrete we will start by describing all the equivalent probability measures
by the Girsanov density (7.17). We will assume that the functions j and h
in (7.17) are such that X is a local martingale under the equivalent measure
Q˘. This will lead to a first relation (7.21) for j and h. Then we will derive
the dynamics (7.23) of the portfolio V , which is a Q˘-local martingale. Finally,
we will propose a decomposition of V under P , which is a Fo¨llmer-Schweizer
decomposition and determine the unknowns φ(·, u) and Γ(·, u) (see (ii) in the
proof of Theorem 7.4.1 on page 150) in this decomposition. At the same time,
we will get the explicit expressions for j and h (see Theorem 7.4.2), in other
words the Q˘measure will be completely defined. We will also show in Corollary
7.4.3 that this equivalent measure Q˘ is the minimal martingale measure.
Let us start with the first step: From Theorem 2.3.8, we know that the set of
equivalent probability measures is described by the following Girsanov density
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for processes j ∈ L(Xc) and h− 1 ∈ Gloc(N):
Dt =1 +
∫ t
0
Ds− j(s,Xs−)dWs
+
∫ t
0
∫
R
Ds−[h(s,Xs−, y)− 1](N(ds, dy)− ν(dy)ds). (7.17)
We assume that j and h are such that X is a martingale under this equiva-
lent martingale measure, which we denote by Q˘. Under the measure Q˘, Wt −∫ t
0
j(s,Xs−)ds is a standard Wiener process and the compensator of N(dt, dy)
is h(t,Xt−, y)ν(dy)dt. We recall that under the original measure P1 the process
of the discounted risky asset is given by:
dXt =(bt + aσt − rt)Xt−dt+ σtXt−d(cWt + M˜t)
=(bt + aσt − rt)Xt−dt+ σtXt−cdWt +
∫
R
σtXt−y(N(dt, dy)− ν(dy)dt).
(7.18)
Thus, X has the decomposition Xt = X0 + At +Mt with At =
∫ t
0
(bu + aσu −
ru)Xu−du the finite variation part and with
Mt =
∫ t
0
σuXu−d(cWu + M˜u) (7.19)
the square-integrable martingale part for whichM0 = 0. We rewrite the process
of the risky asset as follows:
dXt =σtXt−c[dWt − j(t,Xt−)dt] +
∫
R
σtXt−y[N(dt, dy)− h(t,Xt−, y)ν(dy)dt]
+ (bt + aσt − rt)Xt−dt
+
[
σtXt−cj(t,Xt−) +
∫
R
σtXt−y[h(t,Xt−, y)− 1]ν(dy)
]
dt. (7.20)
We know from Theorem 2.3.5 that N(dt, dy) − h(t,Xt−, y)ν(dy)dt and dWt −
j(t,Xt−)dt are local martingales under the new measure Q˘. Hence, the process
for the discounted risky asset is a local martingale under the measure Q˘ if and
only if
(bt + aσt − rt) + σtc j(t,Xt−) +
∫
R
σt[h(t,Xt−, y)− 1]yν(dy) = 0. (7.21)
7.4 The correct locally risk-minimizing strategy 149
Theorem 7.4.1. The Q˘-local martingale V (t, u) given by
V (t, u) := EQ˘[B−1u g(u, Su)|Ft] = B
−1
t F (t, St, u) for 0 ≤ t < u ≤ T (7.22)
has the following process under the new measure Q˘:
V (t, u) =V (0, u) +
∫ t
0
Fx(s, Ss−, u)σsXs−c[dWs − j(s,Xs−)ds]
+
∫ t
0
∫
R
J(s, y, u)[N(ds, dy)− h(s,Xs−, y)ν(dy)ds]. (7.23)
Proof. We first derive the relationship between the non-discounted risky asset
S and the discounted risky asset X:
dXt =d
(
St
Bt
)
= B−1t dSt − StB
−2
t dBt = B
−1
t dSt −Xtrtdt.
Therefore B−1t dSt = dXt +Xtrtdt. We apply Itoˆ’s formula for semimartingales
to (7.22) and find the dynamics of V (t, u) by using (7.11), but now under Q˘
instead of Q˜. These two measures will of course appear to be the same, but we
cannot presume this at this stage. The notation J(t, x, u), see (7.11), will also
be used here.
dV (t, u)
= −rtB
−1
t F (t, St−, u)dt
+B−1t
[
Ft(t, St−, u)dt+ Fx(t, St−, u)dSt +
1
2
Fxx(t, St−, u)d[S, S]ct
]
+
∫
R
B−1t [F (t, St− + σtSt− y, u)− F (t, St−, u)]N(dt, dy)
−
∫
R
B−1t Fx(t, St−, u)σtSt− yN(dt, dy)
=
(
−rtB
−1
t F (t, St−, u) +B
−1
t Ft(t, St−, u) +XtrtFx(t, St−, u)
)
dt
+
1
2
Fxx(t, St−, u)σ2tB
−1
t S
2
t−c
2dt
+
∫
R
J(t, y, u)h(t,Xt−, y)ν(dy)dt
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−
∫
R
B−1t Fx(t, St−, u)σtSt− yh(t,Xt−, y)ν(dy)dt+ Fx(t, St−, u)dXt
+
∫
R
J(t, y, u)[N(dt, dy)− h(t,Xt−, y)ν(dy)dt]
−
∫
R
B−1t Fx(t, St−, u)σtSt− y[N(dt, dy)− h(t,Xt−, y)ν(dy)dt].
This is a Q˘-local martingale and thus the drift term is zero. Next, substituting
equation (7.20) for the discounted risky asset, we arrive at:
dV (t, u)
= Fx(t, St−, u)σtXt−c[dWt − j(t,Xt−)dt]
+ Fx(t, St−, u)
∫
R
σtXt− y[N(dt, dy)− h(t,Xt−, y)ν(dy)dt]
+
∫
R
[J(t, y, u)− Fx(t, St−, u)σtXt− y][N(dt, dy)− h(t,Xt−, y)ν(dy)dt]
= Fx(t, St−, u)σtXt−c[dWt − j(t,Xt−)dt]
+
∫
R
J(t, y, u)[N(dt, dy)− h(t,Xt−, y)ν(dy)dt].
Integrating this last equation gives the required result.
We now come to a next step in the procedure. From Theorem 4.3.11 and due to
the assumptions we made, we know that the FS decomposition gives the locally
risk-minimizing hedging strategy. In order to find this FS decomposition, we
impose the following conditions:
(i) Vu,u(ϕ) = B
−1
u g(u, Su),
(ii) Vt,u(ϕ) = V0,u(ϕ) +
∫ t
0
φ(s, u)dXs + Γ(t, u),
(iii) Γ(t, u) is a martingale under P , and Γ(t, u) is orthogonal to the martingale
part M of the discounted risky asset under P ,
where the functions φ(s, u) and Γ(t, u) in the Fo¨llmer-Schweizer decomposition
(ii) of the portfolio are unknown.
The earlier made requirement:
(iv) the chosen equivalent probability measure Q˘ is such that X is a local
martingale under Q˘,
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as well as the condition
(v) Vt,u(ϕ) is a local martingale under Q˘,
help us to find the Fo¨llmer-Schweizer decomposition (ii) explicitly.
Remark that in this section we do not always write the dependence on u explic-
itly as e.g. in the number of risky assets φt.
We now state our result.
Theorem 7.4.2. The locally risk-minimizing hedging strategy for the claim
g(u, Su) can be found by performing a change of measure as described in formula
(7.17), with
h(t,Xt−, y) =1−
(bt + aσt − rt)y
σt[c2 +
∫
R
x2ν(dx)]
, (7.24)
j(t,Xt−) =−
(bt + aσt − rt)c
σt[c2 +
∫
R
x2ν(dx)]
(7.25)
for all 0 ≤ t ≤ u ≤ T , i.e.
Dt =1−
∫ t
0
Ds−
(bs + aσs − rs)c
σs[c2 +
∫
R
x2ν(dx)]
dWs
−
∫ t
0
∫
R
Ds−
(bs + aσs − rs)y
σs[c2 +
∫
R
x2ν(dx)]
(N(ds, dy)− ν(dy)ds). (7.26)
The Fo¨llmer-Schweizer decomposition under P of the associated portfolio, satisfy-
ing the conditions (i)-(v), is:
Vt,u(ϕ) =V0,u(ϕ) +
∫ t
0
φ(s, u)dXs +
∫ t
0
ς(a)(s, u)dWs
+
∫ t
0
∫
R
ς(b)(s, y, u)M˜(ds, dy), (7.27)
with
φ(t, u) =
Fx(t, St−, u)σtXt−c2 +
∫
R
J(t, y, u)yν(dy)
σtXt−[c2 +
∫
R
x2ν(dx)]
(7.28)
ς(a)(t, u) = cσtXt−[Fx(t, St−, u)− φ(t, u)] (7.29)
ς(b)(t, y, u) = J(t, y, u)− yσtXt−φ(t, u). (7.30)
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The strategy at time t, 0 ≤ t ≤ u, is ϕ(t, u) = (φ(t, u), η(t, u)) with η(t, u) =
Vt,u(ϕ)− φ(t, u)Xt.
Proof. Out of conditions (v), (i) and (7.22), we find that
Vt,u(ϕ) = E
Q˘[Vu,u(ϕ)|Ft] = E
Q˘[B−1u g(u, Su)|Ft] = V (t, u),
in particular V0,u(ϕ) = V (0, u). Using the required form described in (ii), and
the decomposition (7.23) of V (t, u), we see that Γ(t, u) can be expressed as
follows:
Γ(t, u)
=
∫ t
0
Fx(s, Ss−, u)σsXs−c[dWs − j(s,Xs−)ds]
+
∫ t
0
∫
R
J(s, y, u)[N(ds, dy)− h(s,Xs−, y)ν(dy)ds]−
∫ t
0
φ(s, u)dXs
=
∫ t
0
Fx(s, Ss−, u)σsXs−cdWs +
∫ t
0
∫
R
J(s, y, u)[N(ds, dy)− ν(dy)ds]
−
∫ t
0
Fx(s, Ss−, u)σsXs−cj(s,Xs−)ds
+
∫ t
0
∫
R
J(s, y, u)[1− h(s,Xs−, y)]ν(dy)ds−
∫ t
0
φ(s, u)(bs + aσs − rs)Xs−ds
−
∫ t
0
φ(s, u)σsXs−cdWs −
∫ t
0
∫
R
φ(s, u)σsXs−y[N(ds, dy)− ν(dy)ds]
=
∫ t
0
[Fx(s, Ss−, u)− φ(s, u)]σsXs−cdWs −
∫ t
0
φ(s, u)(bs + aσs − rs)Xs−ds
+
∫ t
0
∫
R
[J(s, y, u)− σsXs−φ(s, u)y][N(ds, dy)− ν(dy)ds]
−
∫ t
0
Fx(s, Ss−, u)σsXs−cj(s,Xs−)ds
+
∫ t
0
∫
R
J(s, y, u)[1− h(s,Xs−, y)]ν(dy)ds.
We used here formula (7.18) and not (7.20) to describe the process of the dis-
counted risky asset because we want the dynamics of Γ(·, u) under the original
measure P . We now easily see that if we want Γ(·, u) to be a local martingale
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under P , then the drift term in the previous relation should be zero. Hence,
Fx(t, St−, t)σtXt−cj(t,Xt−)
=
∫
R
J(t, y, u)[1− h(t,Xt−, y)]ν(dy)− φ(t, u)(bt + aσt − rt)Xt−, (7.31)
for all t ∈ [0, u] P -almost surely. Furthermore, Γ(·, u) and M , the martingale
part of the risky asset, should be orthogonal under P . This will be the case if
Γ(·, u)M is a local martingale under P . The process Γ(·, u) is thus given by
Γ(t, u) =
∫ t
0
[Fx(s, Ss−, u)− φ(s, u)]σsXs−cdWs
+
∫ t
0
∫
R
[J(s, y, u)− σsXs−φ(s, u)y][N(ds, dy)− ν(dy)ds] (7.32)
=
∫ t
0
ς(a)(s, u)dWs +
∫ t
0
∫
R
ς(b)(s, y, u)[N(ds, dy)− ν(dy)ds],
where ς(a)(t, u) and ς(b)(t, u) are introduced in (7.29) and (7.30) and the pro-
cess of M follows from (7.19)
Mt =
∫ t
0
σsXs−cdWs +
∫ t
0
∫
R
σsXs−y[N(ds, dy)− ν(dy)ds].
Thus the product Γ(·, u)M is a local martingale under P if and only if the drift
term in its dynamics is equal to zero. This leads to the following condition for
all t ∈ [0, u] P -almost surely:
[Fx(t, St−, u)− φ(t, u)]σ2tX
2
t−c
2
= −
∫
R
[J(t, y, u)− σtXt−φ(t, u)y]σtXt−yν(dy) = 0. (7.33)
By solving this equation for φ(t, u) we obtain (7.28). We now recall condition
(7.21), which insures that X is a martingale under the measure Q˘, and which
multiplied with Fx(t, St−, u)Xt− equals:
Fx(t, St−, u)Xt−
×
[
(bt + aσt − rt) + σtcj(t,Xt−) +
∫
R
σt[h(t,Xt−, y)− 1]yν(dy)
]
= 0. (7.34)
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We substitute the value (7.28) for φ(t, u) in the condition (7.31) which insures
that Γ(·, u) is a local martingale under P :
− Fx(t, St−, u)σtXt−cj(t,Xt−) +
∫
R
J(t, y, u)[1− h(t,Xt−, y)]ν(dy)
=
Fx(t, St−, u)σtXt−c2 +
∫
R
J(t, y, u)yν(dy)
σt[c2 +
∫
R
x2ν(dx)]
(bt + aσt − rt). (7.35)
Eliminating j from the equations (7.34) and (7.35) leads to:∫
R
[σtFx(t, St−, u)Xt−y − J(t, y, u)]
×
[
h(t,Xt−, y)− 1 +
(bt + aσt − rt)y
σt(c2 +
∫
R
x2ν(dx))
]
ν(dy) = 0. (7.36)
A possible solution which is independent of the claim to be hedged, is
h(t,Xt−, y) given by (7.24).
We remark that it is possible that equation (7.36) has not a unique solution.
This is the case when σtFx(t, St−, u)Xt−y − J(t, y, u) ≡ 0. It is important to
note that this equation is however claim-dependent and therefore it will not
hold for all possible claims.
We now calculate j from equation (7.21)
j(t, St−) =
1
σtc
[
−(bt + aσt − rt) +
∫
R
σt[
(bt + aσt − rt)y
σt(c2 +
∫
R
x2ν(dx))
]yν(dy)
]
=
(bt + aσt − rt)
σtc[c2 +
∫
R
x2ν(dx)]
[
−c2 −
∫
R
x2ν(dx) +
∫
R
y2ν(dy)
]
=−
(bt + aσt − rt)c
σt[c2 +
∫
R
x2ν(dx)]
,
which is precisely (7.25).
Corollary 7.4.3. The equivalent martingale measure Q˘ obtained through the
change of measure (7.26) is precisely the minimal martingale measure Q˜.
Proof. In view of relation (7.4), the functions h (7.24) and j (7.25) satisfy the
following relationship with the change of measure parameterG of Chan (1999):
h(t,Xt−, y) =1 +Gty
j(t,Xt−) =cGt.
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Hence the Girsanov density (7.17), describing the change of measure from P to
Q˘, can be rewritten as:
Dt = 1 +
∫ t
0
Ds−GscdWs +
∫ t
0
∫
R
Ds−Gsy(N(ds, dy)− ν(dy)ds).
From Section 2.3.2.1 we know this is exactly the MMM. We remark that this re-
sult is not a surprise at all, because we are searching for a martingale measure
under which V0,u(ϕ)+
∫ t
0
φ(s, u)dXs+Γ(t, u) is a local martingale. The first two
terms are obviously local martingales under a martingale measure and the only
restriction comes from the third term. Therefore, the only claim-independent
measure will be the one that demands that every local martingale orthogonal to
the martingale part of the discounted risky asset under the original measure is
also a local martingale under the new measure. This is exactly the description
of the definition of the minimal martingale measure.
We now compare the number of risky assets proposed in Riesner (2006a) to
the one we derived for the claim g(u, Su). The number of risky assets found in
Riesner (2006a) is given by ξ(t, u) in (7.10):
ξ(t, u) =
Fx(t, St−, u)σtXt−c2 +
∫
R
J(t, y, u)yνQ˜t (dy)
σtXt−[c2 +
∫
R
x2νQ˜(dx)]
,
while the number of risky assets to get the correct locally risk-minimizing strat-
egy is given by φ(t, u) in (7.28). We see that the structure of the formula for
both numbers of risky assets is the same, but that we have to calculate it under
the right measure. The first one is under the minimal martingale measure Q˜,
the second one under the original measure P . Invoking (7.8) and (7.5), we
establish the following relation between ξ(t, u) (7.10) and φt(u) (7.28):
φ(t, u) =
Fx(t, St−, u)σtXt−c2 +
∫
R
J(t, y, u)yν(dy)
σtXt−[c2 +
∫
R
x2ν(dx)]
=
κ+
∫
R
x3Gtν(dx)
κ
ξ(t, u)−
1
κσtXt−
∫
R
y2J(t, y, u)Gtν(dy).
Hence,
ξ(t, u)− φ(t, u) = −
∫
R
x3Gtν(dx)
κ
ξ(t, u) +
1
κσtXt−
∫
R
y2J(t, y, u)Gtν(dy).
(7.37)
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Clearly ξ(t, u) is equal to φ(t, u) if Gt ≡ 0 for all 0 ≤ t ≤ u or if ν(dy) ≡ 0, which
are both trivial cases. The former corresponds to the case P1 = Q˜ meaning that
the risky asset is already a martingale under the original measure P . The latter
refers to a Le´vy process which has no jumps and hence, we are in the Black-
Scholes setting where orthogonality is preserved by the continuity of the risky
asset. In general the equation (7.37) will be non-zero, see Section 3.4 for an
explicit example.
The associated risk process is not risk-minimizing in the present setting, but
only locally risk-minimizing. However we are still able to calculate the risk
and although we don’t have a global risk-minimizing strategy, we are able to
calculate locally how much risk remains. We introduce the notation ρt for
ρt :=
∫
R
J(t, y, u)yν(dy).
For the risk process we find by using successively (4.2), (4.1), condition (ii),
(7.32), equation I.4.6 of Jacod and Shiryaev (2002) (see page 90), (7.28) and
(7.5) that:
Rt,u(ϕ)
= EP [(CT (ϕ)− Ct(ϕ))
2|Ft]
= EP [(VT (ϕ)−
∫ T
0
φ(s, u)dXs − Vt,u(ϕ) +
∫ t
0
φ(s, u)dXs)
2|Ft]
= EP [(Γ(T )− Γ(t))2|Ft]
= EP
[(∫ T
t
[Fx(s, Ss−, u)− φ(s)]σsXs−cdWs
+
∫ T
t
∫
R
[J(s, y, u)− σsXs−φ(s)y][N(ds, dy)− ν(dy)ds]
)2
|Ft

=
∫ T
t
EP
[
[Fx(s, Ss−, u)− φ(s)]2σ2sX
2
s−c
2|Ft
]
ds
+
∫ T
t
∫
R
EP
[
[J(s, y, u)− σsXs−φ(s)y]2|Ft
]
ν(dy)ds
=
∫ T
t
EP
[[
Fx(s, Ss−, u)−
Fx(s, Ss−, u)c2
κ
−
ρs
σsXs−κ
]2
σ2sX
2
s−c
2|Ft
]
ds
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+
∫ T
t
∫
R
EP
[[
J(s, y, u)−
Fx(s, Ss−, u)c2σsXs−y
κ
−
ρsy
κ
]2
|Ft
]
ν(dy)ds
=
∫ T
t
EP
[[
Fx(s, Ss−, u)
κ− c2
κ
−
ρs
σsXs−κ
]2
σ2sX
2
s−c
2|Ft
]
ds
+
∫ T
t
∫
R
EP
[[
J2(s, y, u) +
F 2x (s, Ss−, u)c
4σ2s(Xs−)
2y2
κ2
+
ρ2sy
2
κ2
− 2Fx(s,Xs−, u)σsXs−J(s, y, u)y
c2
κ
− 2J(s, y, u)
y
κ
ρs
+ 2Fx(s,Xs−, u)σsXs−
c2
κ2
y2ρs
]
|Ft
]
ν(dy)ds
=
∫ T
t
c2
κ2
EP
[
[F 2x (s, Ss−, u)v
2σ2s(Xs−)
2 − 2Fx(s, Ss−, u)σsXs−vρs + ρ2s]|Ft
]
ds
+
∫ T
t
∫
R
EP
[
J2(s, y, u)ν(dy) +
F 2x (s, Ss−, u)c
4σ2s(Xs−)
2
κ2
v +
ρ2s
κ2
v − 2
ρ2s
κ2
κ
− 2Fx(s,Xs−, u)σsXs−ρs
c2κ
κ2
+ 2Fx(s,Xs−, u)σsXs−
c2
κ2
ρsv|Ft
]
ds
=
∫ T
t
c2
κ2
EP
[
F 2x (s, Ss−, u)v
2σ2s(Xs−)
2 − 2Fx(s, Ss−, u)σsXs−vρs + ρ2s|Ft
]
ds
+
∫ T
t
EP
[∫
R
J2(s, y, u)ν(dy) +
F 2x (s, Ss−, u)c
4σ2s(Xs−)
2
κ2
v
−
ρ2s
κ2
(c2 + κ)− 2Fx(s,Xs−, u)σsXs−ρs
c4
κ2
|Ft
]
ds.
This risk process is equivalent with the one given in Riesner (2006a). All the
processes are there taken under the measure Q˜ while we work under the origi-
nal measure P except for F (t, x, u), which is still defined under the measure Q˜
as EQ˜[BtB
−1
T g(T, ST )|Ft].
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7.5 The locally risk-minimizing hedging strategy
for unit-linked contracts
We report here the results given in Riesner (2006a) for the pure endowment
and the term insurance, but with the correct decomposition for B−1t F (t, St, T )
given in formula (7.27).
We note that Corollary 4 and Corollary 6 in Riesner (2006a) are correct because
he only claims he found the risk-minimizing hedging strategy under the MMM.
His remark under Corollary 4 shows again his belief that he actually found not
only the risk-minimizing under the MMM but also the locally risk-minimizing
hedging strategy under the original measure.
7.5.1 The pure endowment
The total claim for N pure endowment contracts is
H = B−1T g(ST )
N∑
i=1
1{Ti>T} = B
−1
T g(ST )(N −N
I
T ).
We remark that u is set here equal to the fixed time of maturity T .
The Fo¨llmer-Schweizer decomposition for the claim H is given by:
Vˆt,T =Vˆ0,T +
∫ t
0
(N −N Is−) T−spx+sφ(s, T )dXs +K
H(t, T ) 0 ≤ t ≤ T,
KH(t, T ) =
∫ t
0
(N −N Is−) T−spx+sς
(a)(s, T )dWs
+
∫ t
0
∫
R
(N −N Is−) T−spx+sς
(b)(s, y, T )M˜(ds, dy)
−
∫ t
0
B−1s F (s, Ss−, T ) T−spx+sdM
I
s .
The optimal portfolio invests φ∗(t, T ) = (N − N It−) T−tpx+tφ(t, T ) in the risky
asset and (N −N It ) T−tpx+tB
−1
t F (t, St, T )− φ
∗(t, T )Xt in the riskless asset for
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0 ≤ t ≤ T . The associated risk process is then given by
Rt,T (ϕ
∗)
=
∫ T
t
T−sp2x+sE[(N −N
I
s )
2]E
[
(ς(a)(s, T ))2 +
∫
R
(ς(b)(s, y, T ))2ν(dy)|Ft
]
ds
+ (N −N It ) T−tpx+t
∫ T
t
T−spx+sµx+sB−2s E[F
2(s, Ss, T )|Ft]ds.
7.5.2 The term insurance
The payment g(u, Su) is time-dependent but we assume that the insurance com-
pany only pays out at time T . Thus the claim for a portfolio ofN term insurance
contracts is
H = B−1T
N∑
i=1
BTB
−1
Ti
g(Ti, STi)1{Ti≤T} =
∫ T
0
B−1u g(u, Su)dN
I
u .
The Fo¨llmer-Schweizer decomposition for the claim H is given by:
Vˆt,T =Vˆ0,T +
∫ t
0
(N −N Is−)φ
∗(s, T )dXs +KH(t, T ) 0 ≤ t ≤ T,
φ∗(t, T ) =
∫ T
t
u−tpx+t µx+uφ(t, u)du,
KH(t, T ) =
∫ t
0
(N −N Is−)χ
(a)(s)dWs
+
∫ t
0
∫
R
(N −N Is−)χ
(b)(s, y)M˜(ds, dy) +
∫ t
0
θ(s)dM Is ,
where
χ(a)(t, T ) :=
∫ T
t
u−tpx+t µx+uς(a)(t, u)du,
χ(b)(t, y, T ) :=
∫ T
t
u−tpx+t µx+tς(b)(t, y, u)du,
θ(t, T ) =B−1t g(t, St)−
∫ T
t
B−1t F (t, St−, u) u−tpx+tµx+udu.
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The optimal portfolio at time 0 ≤ t ≤ T invests ξ∗(t, T ) = (N −N It−)φ
∗(t, T ) in
the risky asset and∫ t
0
B−1u g(u, Su)dN
I
u +(N −N
I
t )
∫ T
t
B−1t F (t, St, u) u−tpx+tµx+udu− ξ
∗(t, T )Xt
in the riskless asset. The associated risk process is then
Rt,T (ϕ
∗) =
∫ T
t
E[(N −N It )
2]E
[
(χ(a)(s, T ))2 +
∫
R
(χ(b)(s, y, T ))2ν(dy)|Ft
]
ds
+ (N −N It )
∫ T
t
E[θ2s(T )|Ft] s−tpx+t µx+sds.
7.6 Practical example
In this section we apply the theory described in Chapter 3 on a rather general,
but quasi-left continuous semimartingale with At = t. The assumption of QLC is
no restriction when one wants to determine the LRM hedging strategy, because
continuity of the predictable finite variation part is a necessary condition. The
example will generalize the one of Riesner (2006a) and we will explicitly show
that we obtain the same result. We end with the determination of the correction
term Φ˜, described in (3.21) for the example of Riesner (2006a).
Consider a market model for which At = t and Assumption 3.5.1 holds. Let H
be an FT -measurable random variable such that the process V˜
H satisfies
V˜ Ht = E
Q˜[H|Ft] = f(t,Xt),
where f(t, x) is a C1,2((0, T )×Rd)-function. This case generalizes the examples
that are frequently used in the literature, such as those treated in Colwell and
Elliott (1993) and in Theorem 7.4.2. By applying Itoˆ’s formula, see Theorem
2.2.26, we find
V˜ Ht =V˜
H
0 +
∫ t
0
fx(s,Xs−)dXs +
∫ t
0
[ft(s,Xs) +
1
2
csfxx(s,Xs−)]ds
+
∑
0<s≤t
[f(s,Xs)− f(s,Xs−)− fx(s,Xs−)∆Xs]
=V˜ H0 +
∫ t
0
fx(s,Xs−)dXcs +
∫ t
0
[ft(s,Xs) +
1
2
csfxx(s,Xs−)]ds
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+
∫ t
0
∫
Rd
[f(s,Xs− + x)− f(s,Xs−)]µ(ds, dx).
Since V˜ H is a special semimartingale, then by compensating the last term in the
RHS of the above equation and simplifying the resulting equation, we obtain
V˜ H = V˜ H0 + fx(·,X−) ·X
c +
[
f(·,X− + x)− f(·,X−)
]
⋆ (µ− ν) + B˜,
where B˜ is a predictable process with finite variation. Therefore, this leads to
the description of the process K˜ defined in (3.49), and hence to the FS decom-
position of H as follows.
Corollary 7.6.1. The following assertions hold:
(1) The process K˜ is given by
K˜ = fx(·,X−) ·Xc +
[
f(·,X− + x)− f(·,X−)
]
⋆ (µ− ν).
(2) The FS decomposition (H0, ξ
H , LH) of H is given by
ξH =Σinv
[
cfx(·,X−) +
∫
Rd
x[f(·,X− + x)− f(·,X−)]K(dx)
]
, (7.38)
LH =V˜ H − V˜ H0 − ξ
H ·X. (7.39)
Proof. The proof of the first assertion is obvious from the previous calculation,
while the second assertion is an immediate application of Theorem 2.2.23 and
the fact that the quadruplet of L˜ through Theorem 3.5.4 is
(fx(·,X−), [f(·,X− + x)− f(·,X−)], 0, 0) .
We apply (7.38) to the setting of Riesner (2006a) and take into account that
we work here with X = σX− · (b · t + cWt + M˜t). We refer to Kallsen and
Shiryaev (2002) for more details concerning a process of the form Θ·X. Insert-
ing the characteristic c from Chapter 3, which equals d〈X
c,Xc〉
dt = c
2σ2X2− and
F (t, St−, u) instead of f(t,Xt) in (7.38), we obtain:
ξHt =
1
σ2tX
2
t−(c2 +
∫
x2ν(dx))
[c2σ2X2t−Fx(t, St−, u) +
∫
R
J(t, y, u)xσtXt−ν(dx)]
=
Fx(t, St−, u)c2
c2 +
∫
R
x2ν(dx)
+
∫
R
J(t, y, u)xν(dx)
σtXt−(c2 +
∫
x2ν(dx))
,
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which equals (7.28).
We remark that in this simplified setting of QLC processes, the number of risky
assets also follows from
ξH =
d〈K˜,M〉
d〈M〉
,
see (3.12). Secondly we check (3.21), which expresses the difference between
the optimal number of risky assets of the GKW decomposition under the MMM
and the optimal number of risky assets from the Fo¨llmer-Schweizer decomposi-
tion. Formula (3.21) applied to our setting, namely −λ = GσX− gives
Φ˜ =
1
σ2X2−(c2 +
∫
x2ν(dx))
∫
σX−xf˜(x)Gxν(dx)
with
f˜(x) = ς(2)(s, y, u) = J(t, y, u)− yσsXs−ξ(s, u)
because the local martingale orthogonal to X under the MMM is given by
K(t, u) (7.12):
K(t, u) =
∫ t
0
ς(1)(s, u)dW Q˜s +
∫ t
0
∫
R
ς(2)(s, y, u)M˜ Q˜(ds, dy)
with ς(2)(s, y, u) given in (7.14). Therefore
ξ(t, u)− φ(t, u) = Φ˜t
=
1
σtXt−κ
∫
R
(J(t, x, u)− xσtXt−ξ(t, u))Gtx2ν(dx)
= −
1
κ
∫
R
x3Gtν(dx)ξ(t, u) +
1
κσtXt−
∫
R
x2J(t, x, u)Gtν(dx).
We obtain the same result as derived in (7.37) and in this way we checked
our results obtained by using Colwell and Elliott (1993). Furthermore we also
showed how Chapter 3 can be very useful to determine the LRM hedging strat-
egy in practice.
Derivatives are financial
weapons of mass destruction.
Warren Buffett (1930-)
8
Hedging in the
extended Heath-
Jarrow-Morton model
8.1 Introduction
Interest rate derivatives are important tools for the risk-management of insur-
ance companies. Life insurance companies are for example exposed to liabilities
which will mature in at most sixty years, while the bonds offered on the mar-
ket usually have maturities ranging from one to thirty years. Therefore interest
rate derivatives are useful to manage the risk related with these life insurance
contracts. Frequently traded instruments are e.g. swap contracts, where two
parties agree on exchanging different types of interest rates, typically a float-
ing rate against a fixed rate. Options on these swaps are called swaptions.
We calculate in this chapter the price of swaptions and look at different hedg-
ing strategies when the underlying default-free zero-coupon bonds are used for
hedging. When we mention zero-coupon bonds later on in this chapter, then we
always mean the default-free zero-coupon bonds.
Nowadays models for the term structure of interest rates that are driven by the
Brownian motion are widely used in practice. However serious shortcomings of
those models, in particular concerning the smile effect, are well known. There-
fore an extension of the Heath-Jarrow-Morton model developed in Heath et al.
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(1992) with a time-inhomogeneous Le´vy process as driving process was intro-
duced in Eberlein and Kluge (2006). In this model the instantaneous forward
rate is given by a time-inhomogeneous Le´vy process. Kluge (2005) showed that
such a model allows to reproduce the so-called smile surface.
Most of the literature about interest rate derivatives, see Section 8.2, concen-
trates on models driven by the Brownian motion and therefore assumes conti-
nuity of the price processes. Within the framework of the Le´vy driven Heath-
Jarrow-Morton model, pricing formulas based on Fourier transforms are known
for the most liquid interest rate derivatives, namely caps, floors and swaptions,
whereas hedging strategies have not been discussed yet.
The goal of this chapter is threefold. Besides the pricing of the interest rate
derivatives, which can also be found in e.g. Eberlein and Kluge (2006), we fo-
cus on the hedging with zero-coupon bonds. Our contribution on the pricing
side is by giving a compact representation by using the Jamshidian decomposi-
tion. Finally, we give a numerical implementation and results.
A nice property of the one-dimensional model that we consider is that it has a
unique martingale measure, see Eberlein et al. (2005). According to the equiv-
alence between uniqueness of the martingale measure and completeness of the
market, a perfect hedge for any product in this market is possible. Unfortu-
nately, for a perfect hedge infinitely many bonds should be available on the
market. This is obviously unrealistic. The market does only provide a strip of
bonds with different maturities and a trader can only invest in a small number
of different products.
Hence although in our underlying model a unique martingale measure exists,
it is only theoretically complete and for the development of hedging strategies
one has to use the concepts that are designed for incomplete markets.
As hedging strategy we will examine the delta-hedge and a quadratic hedging
strategy, namely the mean-variance hedging. A delta-hedging strategy makes
the portfolio risk-neutral for changes in the underlying and is often also made
self-financing by investments in the riskless asset. Unfortunately, in the Heath-
Jarrow-Morton market we do not really have a real riskless asset and therefore
a priori we will calculate the delta-neutral hedging strategy without assuming
that the strategy is also self-financing. In this way we avoid the use of a riskless
asset. On the other hand the zero-coupon bond with maturity equal to the ma-
turity of the swaption will not contain any risk at maturity of the swaption and
can therefore be seen as replacement of the riskless asset. Hence also the self-
financing delta-hedge will be formulated using an arbitrary zero-coupon bond
and the zero-coupon bond with maturity equal to the maturity of the swaption.
We will show that it is sufficient to hedge with one bond to make the product
8.1 Introduction 165
neutral for changes in all bonds available on the market. In a delta-hedge one
constructs a portfolio such that by the investments ∆ in the underlying B(·, Tj):
∂(−PS+∆B(·, Tj))
∂B(·, Tj)
= 0,
where PS stands for the price of the payer swaption, which is the interest rate
derivative we price and hedge.
Under the assumption that we work under the forward martingale measure
linked with the settlement date T0, we know that all the zero-coupon bonds
discounted by the nume´raire B(·, T0) are martingales. As a starting point we
derive the mean-variance hedging strategy related to the forward measure PT0 .
In other words we calculate the self-financing strategy whose quadratic distance
under PT0 to the payoff of the swaption at maturity is minimal. This strategy
follows from the Galtchouk-Kunita-Watanabe decomposition, see Chapter 5. Of
course one could ask why we determine the hedging strategy under the measure
PT0 and not under the measure P, from which we started. The best would be to
find the strategy under the original measure, but what is the original measure
in this model? This is ongoing research.
We only determined the mean-variance hedging strategy, because this strategy is
self-financing. Hence, as we show in Section 8.3 the number of non-discounted
zero-coupon bonds we need to invest equals the discounted number. This one-
to-one correspondence does not hold for the locally risk-minimizing hedging
strategy. The latter will be applied in Chapter 9 in a semimartingale framework,
under the assumption that the interest rate equals zero. Hence in that setting
the discounted prices equals the non-discounted ones.
This chapter is based on Glau et al. (2010a,b). We start with a short overview
of the literature concerning hedging in the interest rate derivatives market.
Next we show explicitly that for the mean-variance hedging strategy the op-
timal number of non-discounted assets equals the discounted ones.
In Section 8.4 we introduce in detail the model we use and describe the assump-
tions under which we work. The Jamshidian decomposition and the Fourier
transformation, also explained in Section 8.4, are crucial steps in our calcula-
tion. The price and the hedging strategies for the payer swaption are deter-
mined in Section 8.5. The numerical results, containing a comparison of the to-
tal cost and its variability of the delta-hedge versus those of the mean-variance
hedge, are given in Section 8.6.
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8.2 Literature concerning hedging in the interest
rate derivatives market
In this section we give an overview of the papers we are aware of concerning
the hedging of products in the interest rate derivatives market.
Most of these papers concentrate on the delta-hedge in the original Heath-
Jarrow-Morton model which is a continuous setting without jumps.
• Brace et al. (2001) determine analytical formulas containing the approxi-
mate prices and delta-hedging strategies for swaptions in the LIBOR1 mar-
ket model.
• Dun et al. (2001) assume first that the forward swap rate is lognormal
under the forward swap measure and hedge the swaption with a combi-
nation of the underlying swap and a portfolio of zero-coupon bonds or by
only using zero-coupon bonds. In a second case they hedge swaptions in
the lognormal forward LIBOR model as done in Brace et al. (2001) and
by numerical evaluation of the partial derivative.
• Henrard (2003) states the delta-hedge for a bond option and a swaption
in the Heath-Jarrow-Morton model.
• Akume et al. (2003) price and hedge swaptions in the Black model, see
Musiela and Rutkowski (2004). They determine not only the delta-hedge,
but by adding another swaption they also obtain a delta- and gamma-
neutral strategy.
• Piterbarg (2003, 2004) compute the deltas, the prices and the delta-
hedges for different callable LIBOR exotics in the forward LIBOR model.
• Barbarin (2008a) determines the risk-minimizing hedging strategy for
pure endowment and annuity portfolios when longevity bonds are mod-
eled in the Heath-Jarrow-Morton framework.
• Driessen et al. (2003) compare the pricing and the delta-hedging of caps
and swaptions for different term structure models all driven by a continu-
ous underlying.
Up till now only the hedging of continuous models is discussed and they rarely
discuss other hedging methods than delta-hedging. An exception is the PhD-
1Londen Interbank Offered Rate
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thesis and related publications of Biagini (2001). In the original Heath-Jarrow-
Morton framework she determined not only the mean-variance hedging strategy
for an European option with maturity T0, but also the locally risk-minimizing
hedging strategy for a call option on a T1-bond. To end she reformulated the
mean-variance hedging strategy to hedge also assets with dividends. Using this
extension to dividends she determined the hedging strategy for futures con-
tracts. Her research remained restricted to the development of the formulas, no
implementation was carried out.
We also want to point out the growing interest in literature for numerical com-
parisons between the delta-hedge and the quadratic hedging strategies, see Alt-
mann et al. (2008), Denkl et al. (2009) and Brode´n and Tankov (2010).
8.3 The self-financing property
We first look at the locally risk-minimizing hedging strategy. To obtain this
strategy the square of the changes in the so-called discounted cost process is
minimized. The terminology discounted cost process is somewhat misleading
because the discounted cost process is not the discounted version of the non-
discounted cost process, but it is the cost process when we hedge with the dis-
counted assets. The questions that arise are: which criterion are we minimizing
when we go back to the non-discounted assets and does this still make sense?
Elementary calculations show that the difference between the real discounted
cost process C and the so-called discounted cost process C˜ has dynamics with
terms only depending on the nume´raire S˜0. This means that d(C−C˜) = . . . dS˜0.
Furthermore knowing the optimal number of discounted risky assets does not
help us to determine the amount we need to invest in the non-discounted as-
sets for the locally risk-minimizing hedging strategy, because the riskless asset
used for discounting is stochastic. For the mean-variance hedging strategy we
will show that it makes sense to invest in the non-discounted what was calcu-
lated for the discounted amount. This is done without using the fact that the
nume´raire should have special properties like having finite variation or being
continuous, but by using the self-financing property of the mean-variance hedg-
ing strategy.
This is also the reason why we only determine the mean-variance hedging strat-
egy in this chapter, because we do not know how to interpret the optimal num-
ber of discounted assets in terms of the non-discounted ones for the locally
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risk-minimizing hedging strategy.
Proposition 8.3.1. Let us denote by V the non-discounted self-financing portfolio
with value at time t:
Vt = φ
0
tS
0
t + φ
1
tS
1
t ,
where S0 is the asset which will be used as nume´raire and where S1 can be a vector.
Then the process of the discounted portfolio V˜t =
Vt
S0t
is given by
V˜t = V˜0 + (φ
1 · S˜1)t, (8.1)
with S˜1t =
S1t
S0t
the discounted asset.
Proof. Since V is self-financing its dynamics are
dVt = φ
0
tdS
0
t + φ
1
tdS
1
t , (8.2)
this means that changes in the portfolio are only due to changes in the underly-
ings. The derivative of the discounted portfolio (8.1) can be written as
dV˜t =d
Vt
S0t
=
1
S0t−
dVt + Vt−d(
1
S0t−
) + d[V,
1
S0
]t
=
1
S0t−
φ0tdS
0
t +
1
S0t−
φ1tdS
1
t + φ
0
tS
0
t−d(
1
S0t−
)
+ φ1tS
1
t−d(
1
S0t−
) + d[φ0 · S0,
1
S0
]t + d[φ
1 · S1,
1
S0
]t, (8.3)
where we used the fact that V is self-financing (8.2) and the predictability of φ0
and φ1 in the last step. Furthermore, we know by Itoˆ’s formula that
1
S0t−
φ0tdS
0
t + φ
0
tS
0
t−d(
1
S0t
) + φ0td[S
0,
1
S0
] = φ0td(S
0
t−
1
S0t−
) = φ0td(1) = 0.
Therefore (8.3) reduces to
dV˜t =
φ1t
S0t−
dS1t + φ
1
tS
1
t−d(
1
S0t−
) + d[φ1 · S1,
1
S0
]t. (8.4)
The right-hand side equals the derivative:
φ1tdS˜
1
t = φ
1
td(
S1t
S0t
) =
φ1t
S0t−
dS1t + φ
1
tS
1
t−d(
1
S0t−
) + d[φ1 · S1,
1
S0
]t. (8.5)
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The integral form of (8.4)-(8.5) is exactly (8.1), which proves our claim.
8.4 Setting
8.4.1 The Le´vy driven Heath-Jarrow-Morton model
We assume that the stochastic basis (Ω,F ,F,P) is given. There are differ-
ent ways to model the interest rate derivatives market e.g. the Heath-Jarrow-
Morton model, the Libor model and the swap market model. We will work with
an extension of the Heath-Jarrow-Morton model. We give a short explanation of
the setting we will use. For more details we refer to the following surveys which
contain the most important facts concerning the interest rate derivatives mar-
ket: Musiela and Rutkowski (2004), Bjo¨rk (2004), Brigo and Mercurio (2001)
and Pelsser (2000). These books concentrate on describing the models and on
pricing interest rate products but rarely look at the hedging strategies.
We follow mainly the notation of Musiela and Rutkowski (2004) to introduce
the original Heath-Jarrow-Morton model.
Denote by T ∗ > 0 the fixed horizon date, this means that trading will only
happen during the interval [0, T ∗]. The value at time t of a zero-coupon bond
paying 1 unit at maturity T is given by B(t, T ) and, of course, B(T, T ) equals
1. The forward interest rate at date t ≤ T , f(t, T ), is the instantaneous risk-free
interest rate for borrowing or lending at time T seen from time t. When we
have a family of forward interest rates f(t, T ), we easily derive the prices of the
zero-coupon bonds:
B(t, T ) = exp
(
−
∫ T
t
f(t, u)du
)
.
In general the converse does not hold except when the family of bond prices is
sufficiently smooth with respect to the maturity T :
f(t, T ) = −
∂ lnB(t, T )
∂T
.
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In case of the one-to-one correspondence, it is sufficient to model either the
zero-coupon bond prices or the forward interest rates. Further, the short-term
interest rate rt is described by f(t, t) and Bt = exp(
∫ t
0
rudu) represents the sav-
ings account.
The Heath-Jarrow-Morton model was introduced in Heath et al. (1992). As-
sume F is the natural filtration of the d-dimensional Brownian motionW under
P, which is independent of the time to maturity T , then the dynamics of the
forward interest rates are given by
df(t, T ) = α(t, T )dt+ σ′(t, T )dWt,
with α and σ adapted stochastic processes in R, respectively Rd and with ′
denoting the transpose. Hence the dynamics of the zero-coupon bonds are de-
scribed by
dB(t, T ) = B(t, T )(a(t, T )dt− σ∗′(t, T )dWt), (8.6)
with
a(t, T ) =f(t, t)− α∗(t, T ) +
1
2
|σ∗(t, T )|2
α∗(t, T ) =
∫ T
t
α(t, u)du
σ∗(t, T ) =
∫ T
t
σ(t, u)du.
Remark that formula (8.6) guarantees the positiveness of the zero-coupon bonds.
Definition 8.4.1. The spot martingale measure P∗ is the measure under which
the discounted zero-coupon bonds are martingales.
The dynamics of the bonds and the forward rates under P∗ are
dB(t, T ) =B(t, T )(rtdt− σ
∗′(t, T )dW ∗t )
df(t, T ) =σ′(t, T )σ∗(t, T )dt+ σ′(t, T )dW ∗t .
The P∗-Brownian motion W ∗ is defined as
W ∗t =Wt −
∫ t
0
λudu ∀t ∈ [0, T ],
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where λ is an adapted Rd-valued process such that
EP[E(λ ·W )T∗ ] = 1.
Furthermore for any maturity T ≤ T ∗:
α∗(t, T ) =
1
2
|σ∗(t, T )|2 − σ∗
′
(t, T )λt.
We recall that we will consider an extension of this model namely the Le´vy
driven Heath-Jarrow-Morton model. This extension introduced by Eberlein
and Raible (1999) replaces the Brownian motion in the original model by a
Le´vy process. The use of time-inhomogeneous Le´vy processes instead of time-
homogeneous Le´vy processes is due to Eberlein and Kluge (2006). The advan-
tage of using these extensions is the better accuracy that can be obtained when
the calibration is performed.
Denote by F the natural filtration generated by the d-dimensional time-(in)ho-
mogeneous Le´vy process L with characteristics (bs, cs, Fs). Then, the dynamics
of the forward interest rates and the zero-coupon bonds under the measure P
are given by
df(t, T ) =α(t, T )dt− σ′(t, T )dLt
B(t, T ) =B(0, T ) exp
(∫ t
0
(rs −A(s, T ))ds+
∫ t
0
Σ′(s, T )dLs
)
,
with α, σ adapted stochastic processes in R, respectively Rd, and
A(s, T ) =
∫ T
s∧T
α(s, u)du (8.7)
Σ(s, T ) =
∫ T
s∧T
σ(s, u)du, (8.8)
where s ∧ T = min(s, T ) and s ∈ [0, T ∗].
In this chapter, we will restrict ourselves to a one-dimensional time-inhomogeneous
Le´vy process L with characteristics (bs, cs, Fs) and such that∫ T∗
0
(
|bs|+ |cs|+
∫
R
(x2 ∧ 1)Fs(dx)
)
ds <∞.
We assume the following integrability condition on the measures Fs to ensure
in particular that L is an exponential special semimartingale:
172 8 Hedging in the extended Heath-Jarrow-Morton model
Assumptions 8.4.2 (EM). There are constants M, ǫ > 0 such that for every u ∈
[−(1 + ǫ)M, (1 + ǫ)M ]:∫ T∗
0
∫
{|x|>1}
exp(ux)Fs(dx)ds <∞.
The law of Lt is characterized by the characteristic function
E[eizLt ] = e
∫
t
0
θs(iz)ds, ∀t ∈ [0, T ∗] (8.9)
with θs the cumulant associated with L by the Le´vy-Khintchine triplet (bs, cs, Fs):
θs(z) := bsz +
1
2
csz
2 +
∫
R
(exz − 1− xz)Fs(dx). (8.10)
Remark that due to Assumption 8.4.2 we do not need to truncate the large
jumps in the cumulant as was necessary in (2.44).
For the applications we rewrite the dynamics of the zero-coupon bonds in the
following way:
B(t, T ) =
B(0, T )
B(0, t)
exp
(
−
∫ t
0
A(s, t, T )ds+
∫ t
0
Σ(s, t, T )dLs
)
, (8.11)
with A(s, t, T ) = A(s, T )−A(s, t) and Σ(s, t, T ) = Σ(s, T )− Σ(s, t).
The discounted bond prices are given by
B(t, T )
Bt
= B(0, T ) exp
(
−
∫ t
0
A(s, T )ds+
∫ t
0
Σ(s, T )dLs
)
. (8.12)
In the one-dimensional Le´vy driven Heath-Jarrow-Morton model, there is a
unique martingale measure P∗, see Eberlein et al. (2005). If
A(s, T ) := θs(Σ(s, T )) ∀T ∈ [0, T
∗], (8.13)
then the discounted bond prices are martingales and hence the model is de-
scribed under the unique martingale measure P∗, also called the spot martin-
gale measure.
Concerning the volatility structure we make the following additional assump-
tions.
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Assumptions 8.4.3 (DET). The volatility structure σ is bounded and determinis-
tic. Furthermore for 0 ≤ s and T ≤ T ∗, we assume that
0 ≤ Σ(s, T ) ≤M ′ < M,
with M the constant defined in Assumption 8.4.2 and Σ given by (8.8).
To price the products we make an additional assumption, which is often met in
practice, on the volatility σ:
Assumptions 8.4.4 (VOL). For all T ∈ [0, T ∗] we assume that σ(· , T ) 6≡ 0 and
σ(s, T ) = σ1(s)σ2(T ) 0 ≤ s ≤ T,
where σ1 : [0, T
∗] → R+ and σ2 : [0, T ∗] → R+ are continuously differentiable.
Furthermore we assume that infs∈[0,T∗] σ1(s) ≥ σ1 > 0.
Under these assumptions the short rate rt is Markovian, see Eberlein and Raible
(1999).
An important measure for pricing and hedging interest rate derivative products
is the forward martingale measure.
Definition 8.4.5. The forward measure is linked with a settlement date T , such
that the forward price of any financial asset (in our case any zero-coupon bond)
is a (local) martingale. The forward price at time t of an asset S is given by
St/B(t, T ).
The change of measure from the spot martingale measure P∗, which equals P in
our setting, to the forward martingale measure linked with the settlement date
T is according to (8.12)
dPT
dP
=
1
BTB(0, T )
= exp
(
−
∫ T
0
A(s, T )ds+
∫ T
0
Σ(s, T )dLs
)
and
dPT
dP
∣∣∣∣
Ft
=
B(t, T )
BtB(0, T )
= exp
(
−
∫ t
0
A(s, T )ds+
∫ t
0
Σ(s, T )dLs
)
. (8.14)
From Proposition 10 and Lemma 11 of Eberlein and Kluge (2006) we conclude
that L is also a time-inhomogeneous Le´vy process under the forward mea-
sure PT and that L is again special under this measure. The characteristics
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(bPTs , c
PT
s , F
PT
s ) of L under PT can be expressed in terms of those under P:
bPTs = bs + csΣ(s, T ) +
∫
R
x(eΣ(s,T )x − 1)Fs(dx),
cPTs = cs,
F PTs (dx) = e
Σ(s,T )xFs(dx),
(8.15)
where we inserted the truncation function h(x) = x see Proposition 10 of Eber-
lein and Kluge (2006).
The following proposition also due to Eberlein and Kluge (2006) is very useful
for option pricing.
Proposition 8.4.6 (Eberlein and Kluge (2006) Proposition 8). Suppose that f :
R+ → C
d is a continuous function such that for all i ∈ {1, . . . , d} and x ∈ R+ the
absolute value of the real part of f i(x) is smaller than or equal to M , then
E[exp(
∫ T
t
f(s)dLs)] = exp
∫ T
t
θs(f(s))ds.
Note that f only depends on the time and hence should also be a deterministic
function.
8.4.2 Jamshidian decomposition
The Jamshidian decomposition was introduced for an option written on a cou-
pon-bearing bond expressed as a linear combination of zero-coupon bonds when
the interest rate is modeled by a Vasicˇek model in Jamshidian (1989). In Brigo
and Mercurio (2001) this decomposition was generalized to allow also for other
models.
Jamshidian constructs a closed-form expression for the price of an European
option on a coupon-bearing bond in terms of the European option prices on the
individual zero-coupon bonds. He denotes by P (r, t, s) the price at time t of a
pure discount bond maturing at time s, given that r(t) = r and Rr,t,s is a nor-
mal random variable. To arrive at his results he proved for the option payoff at
maturity T that
max{0,
∑
ajP (Rr,t,T , T, sj)−K} =
∑
aj max{0, P (Rr,t,T , T, sj)−Kj},
8.4 Setting 175
where Kj = P (r
∗, T, sj) and r∗ is the solution to the equation∑
ajP (r
∗, T, sj) = K.
According to Brigo and Mercurio (2001) this still holds for other short rate
models as long as the price of the zero-coupon bond is a decreasing function
of the interest rate. An extension of this property is obtained by Annaert et al.
(2007) using only the more general concept of comonotonicity, see Kaas et al.
(2000), for the zero-coupon bonds.
8.4.3 Fourier transformation
To price and hedge the interest rate derivatives we frequently apply Fourier
transforms which allow to calculate derivative prices fast. We will concentrate
on cases where the payoff functions are continuous and hence we repeat The-
orem 2.2 of Eberlein et al. (2009). An analogous theorem for a discontinuous
payoff function is Theorem 2.7 of Eberlein et al. (2009).
We denote by f the payoff function and by S the asset price process, modeled
as an exponential semimartingale process: St = S0e
Ht , 0 ≤ t ≤ T . Let X be the
underlying process of the option, which possibly depends on the full history of
H, namely:
Xt := Ψ(Hs, 0 ≤ s ≤ t) t ∈ [0, T ]
and where Ψ is a measurable function. Furthermore in Eberlein et al. (2009)
they only consider those options where the path-dependence on the asset price
process S can be incorporated into the driving process H. Such as options on
the supremum or the trivial European vanilla options.
Theorem 8.4.7 (See Eberlein et al. (2009)). If the following conditions are sat-
isfied:
(C1) the dampened function g = e−Rxf(x) is a bounded, continuous function in
L1(R) (i.e.
∫
R
|g(x)|dx < +∞).
(C2) The moment generating functionMXT (R) of the random variable XT exists.
(C3) The (extended) Fourier transform gˆ belongs to L1(R),
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then the time zero price function Vf (X; s = − logS0) of an option on S =
(St)0≤t≤T with payoff function f is given by
Vf (X; s = − logS0) =
e−Rs
2π
∫
R
eiusϕXT (−u− iR)fˆ(u+ iR)du,
with ϕXT the (extended) characteristic function of the random variable XT .
As remarked in Eberlein et al. (2009) Theorem 8.4.7 still holds when the first
and the third condition are replaced by
(C1’) The dampened function g belongs to L1(R).
(C3’) ̂eRxPXT belongs to L
1(R), with PXT denoting the law of XT .
8.5 Payer swaption
A (plain vanilla) interest rate swap is a contract to exchange a fixed interest
rate against a floating reference rate, like the Libor. Both rates are based on the
same notional amount and for the same period of time. In the case of a payer
swap the investor pays the fixed rate and receives the floating rate. In a usual
swap contract the fixed rate is chosen such that the contract is worth zero at the
initial date.
A forward swap is an agreement to enter into a swap at a future date T0 with
a pre-specified fixed rate κ, while a payer swaption gives the owner the right
to enter the forward payer swap at T0. Musiela and Rutkowski (2004) showed
that the payer swaption can be seen as a put option with strike price 1 on a
coupon-bearing bond. Therefore we can write the payer swaption’s payoff as
(1−
n∑
j=1
cjB(T0, Tj))
+,
where T1 < T2 < . . . < Tn are the payment dates of the swap with T1 > T0.
We denote the length of the accrual periods [Tj−1, Tj ], j = 1, . . . , n by δj :=
Tj − Tj−1. The coupons ci equal ci = κδi for i = 1, . . . , n− 1 and cn = 1 + κδn
where κ is the fixed interest rate of the swap.
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8.5.1 Pricing of the payer swaption
The price of the receiver swaption in the Le´vy driven Heath-Jarrow-Morton
framework is determined in Eberlein and Kluge (2006). The pricing of the
payer swaption can be done in a very similar way. We present the derivation for
the payer swaption in a slightly different way to make the application of the so
called Jamshidian trick more visible. This allows for another interpretation of
the payer swaption, namely it can be seen as a weighted sum of put options with
different strikes on bonds with different maturities. This was in fact already no-
ticed by Annaert et al. (2007) in a continuous setting for a general interest rate
model were the zero-coupon bond prices are comonotonic.
The fair price of the payer swaption is given by
PSt = BtE[
1
BT0
(1−
n∑
j=1
cjB(T0, Tj))
+|Ft] t ∈ [0, T0],
where the expectation is taken under the risk-neutral measure P. We change to
the forward measure PT0 eliminating the instantaneous interest rate BT0 under
the expectation in this way:
PSt =B(t, T0)E
PT0 [(1−
n∑
j=1
cjB(T0, Tj))
+|Ft]
=B(t, T0)E
PT0 [(1−
n∑
j=1
cjD˜
Tj
T0
eΣ˜
Tj
T0
XT0 )+|Ft] (8.16)
with according to (8.8), (8.11), (8.13) and Assumption 8.4.4
D˜
Tj
T0
=
B(0, Tj)
B(0, T0)
exp
(∫ T0
0
[θs(Σ(s, T0))− θs(Σ(s, Tj))] ds
)
Σ˜
Tj
T0
=
∫ Tj
T0
σ2(u)du and XT0 =
∫ T0
0
σ1(s)dLs. (8.17)
We denote by g(s, t, x) the function
g(s, t, x) = D˜tse
Σ˜tsx ∀0 ≤ s ≤ t ≤ T ∗, (8.18)
then the price at time s of the zero-coupon bond with maturity t is given by
g(s, t,Xs) = B(s, t) ∀0 ≤ s ≤ t ≤ T
∗. (8.19)
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Notice that under Assumption 8.4.4 the functions x 7→ g(T0, Tj , x) are non-
decreasing functions for j = 1, . . . , n. This allows us to apply the decomposition
of Jamshidian to (8.16), i.e.
PSt =B(t, T0)
n∑
j=1
cjE
PT0 [(bj − g(T0, Tj ,XT0))
+|Ft] (8.20)
with bj such that
D˜
Tj
T0
eΣ˜
Tj
T0
z∗ = g(T0, Tj , z
∗) = bj (8.21)
and z∗ is the solution to the equation
n∑
j=1
cjg(T0, Tj , z
∗) = 1. (8.22)
Let us insert the expression for g(T0, Tj ,XT0) in (8.20) to obtain the represen-
tation of the price as the weighted sum of put options on bonds,
PSt = B(t, T0)
n∑
j=1
cjE
PT0 [(bj −B(T0, Tj))
+|Ft]. (8.23)
We will prove the following theorem concerning the price of the payer swaption
by applying Theorem 8.4.7.
Theorem 8.5.1. Under the Assumptions 8.4.2, 8.4.3, 8.4.4 and if |σ1| < σ1 for
a certain σ1 ∈ R, the price at time t of a forward payer swaption is given by a
weighted sum of put options on bonds
PSt =B(t, T0)
n∑
j=1
cjE
PT0 [(bj −B(T0, Tj))
+|Ft]
=B(t, T0)
n∑
j=1
cj
e−RXt
2π
∫
R
eiuXtϕ
PT0
XT0−Xt(u+ iR)vˆ
j(−u− iR)du, (8.24)
where ϕ
PT0
XT0−Xt is the characteristic function of XT0 −Xt under the measure PT0
given by
ϕ
PT0
XT0−Xt(z) = exp
∫ T0
t
θ
PT0
s (izσ1(s))ds (8.25)
=exp
∫ T0
t
[θs(Σ(s, T0) + izσ1(s))− θs(Σ(s, T0))]ds (8.26)
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and where
vˆj(−u− iR) =
bje
(−iu+R)z∗Σ˜TjT0
(−iu+R)(−iu+ Σ˜
Tj
T0
+R)
for R in ]0, Mσ1 ] and bj such that g(T0, Tj , z
∗) = bj , where z∗ is the solution to the
equation
∑n
j=1 cjg(T0, Tj , z
∗) = 1 with g the non-decreasing function defined as
g(s, t, x) = D˜tse
Σ˜tsx.
Proof. We start with rewriting the price of the payer swaption as
PSt =B(t, T0)
n∑
j=1
cjE
PT0 [vj(XT0)|Ft]
=B(t, T0)
n∑
j=1
cjE
PT0 [vj(XT0 −Xt + y)] |y=Xt , (8.27)
with vj(x) := (bj − D˜
Tj
T0
eΣ˜
Tj
T0
x)+. To apply a Fourier transformation on this
price we first prove that the three alternative conditions of Theorem 8.4.7 are
satisfied for R ∈]0, Mσ1 ].
• The functions vj , j ∈ {1, . . . , n}, are not integrable over R, but since
Σ˜
Tj
T0
> 0 we can define the dampened function g(x) = eRxvj(x), which is
integrable for any R > 0 independent of j.
• Secondly, we need that the moment generating function of the random
variable XT0 −X under the measure PT0
M
PT0
XT0−Xt(−R) = E
PT0 [exp(−R(XT0 −Xt))]
is finite for a certain R > 0. We wish to emphasize that the process
XT0 −X is a time-inhomogeneous Le´vy process under P as well as under
PT0 . Hence, from the independence of the increments of X, we get that
M
PT0
XT0−Xt(z) =
EPT0 [ez(XT0−Xt)]
EPT0 [ezXt ]
EPT0 [ezXt ] =
EPT0 [ezXT0 ]
EPT0 [ezXt ]
(8.28)
is finite if M
PT0
XT0
(z) = e
∫ T0
0 θ
PT0
s (zσ1(s))ds < +∞, with cfr. (8.10)
θ
PT0
s (x) = b
PT0
s x+
1
2
c
PT0
s x
2 +
∫
R
(exy − 1− xy)F
PT0
s (dy), (8.29)
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the cumulant associated with L by the triplet (b
PT0
s , c
PT0
s , F
PT0
s ) under the
measure PT0 described in (8.15). Note that in the previous calculations we
used Proposition 8.4.6 to say thatM
PT0
XT0
(z) = e
∫ T0
0 θ
PT0
s (zσ1(s))ds. Substitut-
ing iz for z in the moment generating function we get the characteristic
function (8.25) of the process XT0 −X under the measure PT0 .
We conclude that M
PT0
XT0
(z) is finite if and only if
∫ T0
0
∫
{|y|>1}
ezσ1(s)yF
PT0
s (dy)ds
=
∫ T0
0
∫
{|y|>1}
e(zσ1(s)+Σ(s,T0))yFs(dy)ds < +∞. (8.30)
Due to Assumption 8.4.2, it is sufficient to choose R such that
−M ≤ −Rσ1(s) + Σ(s, T0) ≤M.
From Assumption 8.4.3, we know that Σ(s, T0) ≤ M
′ < M and hence
the inequality −Rσ1(s) + Σ(s, T0) ≤ M is trivially satisfied. Under the
additional assumption of the boundedness of σ1, |σ1| < σ1 < +∞ and
again using Assumption 8.4.3, we find the interval ]0,
M
σ1
] for R, indeed
−Rσ1(s) + Σ(s, T0) ≥ −Rσ1(s) ≥ −Rσ1 ≥ −M .
• To end, we check whether
ê−RxP
PT0
XT0−Xt ∈ L
1(R),
where ·ˆ denotes the Fourier transform and P
PT0
XT0−X stands for the law
of XT0 − X under the measure PT0 . Due to the exponential decay of
e−RxP PT0XT0−Xt , the integrability of the Fourier transform of this function is
trivial.
Since the required conditions are satisfied, Theorem 8.4.7 implies that the price
of the payer swaption can be rewritten as
PSt = B(t, T0)
n∑
j=1
cj
e−RXt
2π
∫
R
eiuXtϕ
PT0
XT0−Xt(u+ iR)vˆ
j(−u− iR)du,
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where ϕ
PT0
XT0−Xt is the characteristic function of XT0 − Xt under the measure
PT0 . The expression vˆ
j equals
vˆj(−u− iR)
= gˆj(−u) =
∫
R
(bj − D˜
Tj
T0
eΣ˜
Tj
T0
x)+e(−iu+R)xdx
=
∫ z∗
−∞
(bj − D˜
Tj
T0
eΣ˜
Tj
T0
x)e(−iu+R)xdx
= bje
(−iu+R)z∗
∫ 0
−∞
e(−iu+R)xdx− D˜TjT0e
(−iu+Σ˜Tj
T0
+R)z∗
∫ 0
−∞
e(−iu+Σ˜
Tj
T0
+R)xdx
= bje
(−iu+R)z∗
∫ 1
0
t−iu+R−1dt− bje(−iu+R)z
∗
∫ 1
0
t−iu+Σ˜
Tj
T0
+R−1dt, (8.31)
where we used in the second step that (bj − D˜
Tj
T0
eΣ˜
Tj
T0
x) equals zero for z∗, see
(8.21)-(8.22), and the fact that the zero-coupon bonds are non-decreasing func-
tions of x. In the third step x was replaced by x+z∗ and in the fourth t was sub-
stituted for ex. The integrals of (8.31) can be evaluated using the well-known
result about the Beta function, namely
∫ 1
0
tx−1(1− t)y−1dt =
Γ(x)Γ(y)
Γ(x+ y)
,
for complex x and y whose real parts are positive and where the Beta function
is already replaced in terms of the Gamma function defined as Γ(z+1) = zΓ(z)
and Γ(1) = 1. Therefore vˆj(−u− iR) equals
vˆj(−u− iR) =bje
(−iu+R)z∗(
1
−iu+R
−
1
−iu+ Σ˜
Tj
T0
+R
)
=
bje
(−iu+R)z∗Σ˜TjT0
(−iu+R)(−iu+ Σ˜
Tj
T0
+R)
.
Now we prove the remaining equation (8.26). Starting from (8.29) and in-
voking the relations (8.15) for T = T0, we express the cumulant generating
function for L under PT0 in terms of the cumulant generating function of L
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under P:
θ
PT0
s (x)
= b
PT0
s x+
1
2
c
PT0
s x
2 +
∫
R
(exy − 1− xy)F
PT0
s (dy)
= [bs + csΣ(s, T0) +
∫
R
y(eΣ(s,T0)y − 1)Fs(dy)]x+
1
2
csx
2
+
∫
R
(exy − 1− xy)eΣ(s,T0)yFs(dy)
= bsx+
1
2
csx
2 + csΣ(s, T0)x+
∫
R
[−xy + exyeΣ(s,T0)y − eΣ(s,T0)y]Fs(dy)
= bsx+
1
2
csx
2 + csΣ(s, T0)x+
∫
R
[e[x+Σ(s,T0)]y − 1− [x+Σ(s, T0)]y]Fs(dy)
−
∫
R
[eΣ(s,T0)y − 1− Σ(s, T0)y]Fs(dy)
= bs[x+Σ(s, T0)] +
1
2
cs[x+Σ(s, T0)]
2
+
∫
R
[e[x+Σ(s,T0)]y − 1− [x+Σ(s, T0)]y]Fs(dy)
− bsΣ(s, T0)−
1
2
csΣ(s, T0)
2 −
∫
R
[eΣ(s,T0)y − 1− Σ(s, T0)y]Fs(dy)
= θs(x+Σ(s, T0))− θs(Σ(s, T0)).
8.5.2 Delta-hedging of the payer swaption
We start with the determination of the delta-hedge for a short position in the
payer swaption when one zero-coupon bond is used for hedging.
Delta-neutral hedge
Theorem 8.5.2. Under the Assumptions of Theorem 8.5.1 and if |u|·|ϕ
PT0
XT0−Xt(u+
iR)| is integrable then the optimal amount, denoted by ∆jt , to invest in the zero-
coupon bond with maturity Tj to delta-hedge a short position in the forward payer
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swaption is given by:
∆jt =
B(t, T0)
B(t, Tj)Σ˜
Tj
t
n∑
k=1
ck(Σ˜
T0
t H
k(t,Xt) +
∂
∂Xt
Hk(t,Xt)),
with
Hk(t,Xt) =
e−RXt
2π
∫
R
eiuXtϕ
PT0
XT0−Xt(u+ iR)vˆ
k(−u− iR)du. (8.32)
∂Hk(t,Xt)
∂Xt
=
1
2π
∫
R
e(−R+iu)XtϕPT0XT0−Xt(u+ iR)vˆ
k(−u− iR)(−R+ iu)du.
(8.33)
Proof. According to Theorem 8.5.1 and (8.19) the price of the payer swaption
is given by
PSt = B(t, T0)
n∑
j=1
cjE
PT0 [(bj −B(T0, Tj))
+|Ft] = B(t, T0)
n∑
j=1
cjH
j(t,Xt),
with Hj(t,Xt) as defined in (8.32). To determine the delta-hedge at time t
when investing in the bond B(·, Tj) as a hedge, we have to take the derivative
of the price of the payer swaption, PSt, with respect to this bond:
∂PSt
∂B(t, Tj)
=
∂PSt
∂Xt
(
∂B(t, Tj)
∂Xt
)−1 (8.34)
with
∂PSt
∂Xt
=
n∑
k=1
ckH
k(t,Xt)
∂B(t, T0)
∂Xt
+B(t, T0)
n∑
k=1
ck
∂Hk(t,Xt)
∂Xt
, (8.35)
and according to (8.18)-(8.19),
∂B(t, Ti)
∂Xt
=
∂(D˜Tit e
Σ˜
Ti
t Xt)
∂Xt
= B(t, Ti)Σ˜
Ti
t ∀i ∈ {0, . . . , n}. (8.36)
Inserting these results in (8.34) we arrive at
∂PSt
∂B(t, Tj)
=
B(t, T0)
B(t, Tj)Σ˜
Tj
t
n∑
k=1
ck(Σ˜
T0
t H
k(t,Xt) +
∂
∂Xt
Hk(t,Xt)). (8.37)
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The optimal number we should hold in a portfolio to delta-hedge a short po-
sition in the payer swaption using the bond B(·, Tj) equals ∆
j
t =
∂PSt
∂B(t,Tj)
. In-
deed, the portfolio with price process V going short in the payer swaption and
∆j bonds B(·, Tj) is delta-neutral:
∂Vt
∂B(t, Tj)
= −
∂PSt
∂B(t, Tj)
+ ∆jt = 0.
Taking the partial derivative ofHj (8.32) with respect toX, we get the more ex-
plicit expression (8.33). Hereto we interchanged the integral and the derivative
based on Eberlein et al. (2009) since
(a) |u| · |ϕ
PT0
XT0−Xt(u+ iR)| is integrable
(b) vˆk(· − iR) is bounded for k ∈ {1, . . . , n}.
Indeed, condition (b) is satisfied because the dampened functions are inte-
grable, hence their Fourier transforms are bounded. Condition (a) is satisfied
by assumption.
Remark: A natural question now is which bond we should use in the hedging
strategy without attributing more importance to one bond compared to the oth-
ers. Recall that each bond depends on the same function X and hence making
the product∆-neutral with respect to one bond, implies that it is∆-neutral with
respect to all zero-coupon bonds:
∂(−PSt +∆
k
tB(t, Tk))
∂B(t, Tl)
=
∂B(t, Tk)
∂B(t, Tl)
(
−
∂PSt
∂B(t, Tk)
+ ∆kt
)
= 0.
A possible optimal choice is the bond which minimizes the hedging costs, mean-
ing that we minimize the amount invested in the delta-hedge:
min
k
|B(t, Tk)
∂PSt
∂B(t, Tk)
| = min
k
|
∂PSt
∂Xt
1
Σ˜Tkt
|.
Due to Assumption 8.4.4 Σ˜Tkt is a strictly increasing function in Tk, hence the op-
timal choice is the zero-coupon bond with the longest time to maturity, namely
B(· , Tn).
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The mean-variance hedging strategy, which will be discussed in Section 8.5.3,
uses the zero-coupon bond with maturity T0 and a second zero-coupon bond
with maturity different from T0. Remark that the zero-coupon bond with ma-
turity T0 can serve as replacement for the cash account, because at maturity of
the option, we know with certainty the value of this cash account.
Hence to compare the mean-variance hedging strategy with the delta-hedge we
look at two different possibilities: or we use our so-called cash account to make
the portfolio self-financing, or we use this second zero-coupon bond to make
the portfolio not only delta- but also gamma-neutral. For the latter, we look at
a portfolio consisting of a short position in the swaption, ∆1 zero-coupon bonds
with maturity Tk and ∆
2 zero-coupon bonds with maturity Tl 6= Tk. By the pre-
vious remark, we know that by making the portfolio delta-neutral with respect
to one bond, it is automatically delta-neutral with respect toX and all the other
bonds. Hence we can use the second zero-coupon bond to make the portfolio
also gamma-neutral. The easiest way to find the optimal amount is by taking
the first and second derivative of the portfolio with respect to X, because in the
previous remark we showed already that by making the derivative with respect
to X zero, then the derivative is also zero when it is taken with respect to any
other zero-coupon bond.
We impose again Assumptions 8.4.2-8.4.4, |σ1| < σ1 and additionally we as-
sume that
(a’) the function u 7→ |u|2 · |ϕ
PT0
XT0−Xt(u+ iR)| is integrable.
The portfolio is then delta- and gamma-neutral if and only if the following sys-
tem of equations is satisfied:
∂V
∂X
= −
∂PS
∂X
+∆1
∂B(·, Tk)
∂X
+∆2
∂B(·, Tl)
∂X
= −
∂PS
∂X
+∆1B(·, Tk)Σ˜
Tk +∆2B(·, Tl)Σ˜
Tl = 0
∂2V
∂X2
= −
∂2PS
∂X2
+∆1
∂2B(·, Tk)
∂X2
+∆2
∂2B(·, Tl)
∂X2
= −
∂2PS
∂X2
+∆1B(·, Tk)(Σ˜
Tk)2 +∆2B(·, Tl)(Σ˜
Tl)2 = 0
which can be uniquely solved since Σ˜·t is strictly increasing by Assumption 8.4.4.
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The optimal numbers are given by ∆1t = ∆t(Tk, Tl) and ∆
2
t = ∆t(Tl, Tk) with
∆t(r, v) =
Σ˜vt
∂PSt
∂Xt
− ∂
2PSt
∂X2t
B(t, r)Σ˜rt (Σ˜
v
t − Σ˜
r
t )
.
We rewrite the derivatives of PS in terms of the price of the payer swaption PSt
and the first and second order partial derivative of Hj with respect to X, by
using (8.35) and (8.36) from which we obtain that
∂PSt
∂Xt
=Σ˜T0t PSt +B(t, T0)
n∑
j=1
cj
∂Hj(t,Xt)
∂Xt
,
∂2PSt
∂X2t
=(Σ˜T0t )
2PSt + 2B(t, T0)Σ˜
T0
t
n∑
j=1
cj
∂Hj(t,Xt)
∂Xt
+B(t, T0)
n∑
j=1
cj
∂2Hj(t,Xt)
∂X2t
.
Hence the numbers ∆1 and ∆2 can be expressed as values of the function:
∆t(r, v)
=
Σ˜T0t (Σ˜
v
t − Σ˜
r
t )PSt +B(t, T0)
[
(Σ˜vt − 2Σ˜
T0
t )
∑n
j=1 cj
∂Hjt
∂Xt
−
∑n
j=1 cj
∂2Hj
∂X2t
]
B(t, r)Σ˜rt (Σ˜
v
t − Σ˜
r
t )
,
for (r, v) = (Tk, Tl) respectively (r, v) = (Tl, Tk), where the second derivative of
Hj with respect to X follows from (8.33)
∂2Hj(t,Xt)
∂X2t
=
1
2π
∫
R
e(iu−R)XtϕPT0XT0−Xt(u+ iR)vˆ
k(−u− iR)(−R+ iu)2du.
(8.38)
by assumption (a’).
Note that we will implement this for u = T0, then the amount ∆t(r, T0) simpli-
fies.
Self-financing delta-hedge
In Theorem 8.5.2 we determined the optimal amount we need to invest in the
zero-coupon bond with maturity Tj according to the delta-hedge when only
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one zero-coupon bond is used for hedging. To compare the delta-hedge with
the MVH strategy we also determined the delta- and gamma-neutral hedge,
which uses two zero-coupon bonds, but a more logical choice would be to use
the extra zero-coupon bond again as a sort of cash account, as we did for the
MVH strategy. In this way we construct a self-financing delta-hedge, where the
optimal amount we invest in the zero-coupon bond B(·, Tj) differs from the one
determined in Theorem 8.5.2, because the cash account depends also on the
underlying variable X. In view of the numerical results we want to obtain, we
determine the self-financing delta-hedge directly for the case of discrete hedg-
ing. For more information concerning trading in discrete time, we refer to An-
gelini and Herzel (2009).
In fact at every instantaneous time point we solve the following system of equa-
tions: 
∂Vt
∂Xt
= −
∂PSt
∂Xt
+∆jt
∂B(t, Tj)
∂Xt
+∆0t
∂B(t, T0)
∂Xt
= 0
(∆jt −∆
j
t−1)B(t, Tj) + (∆
0
t −∆
0
t−1)B(t, T0) = 0,
where at time zero the last equation is replaced by
∆j0B(0, Tj) + ∆
0
0B(0, T0) = 0.
Therefore the optimal amount to invest in the cash account in terms of ∆j
equals
∆0t = ∆
0
t−1 + (∆
j
t−1 −∆
j
t )B(t, tj)/B(t, T0).
Inserting this equation in the first one and using (8.36) leads to
∂PSt
∂Xt
=∆jtB(t, Tj)Σ˜
Tj
t −∆
j
t
B(t, Tj)
B(t, T0)
B(t, T0)Σ˜
T0
t
+∆jt−1
B(t, Tj)
B(t, T0)
B(t, T0)Σ˜
T0
t +∆
0
t−1B(t, t0)Σ˜
T0
t
and hence, since for Tj 6= T0 Σ˜
Tj
t 6= Σ˜
T0
t ,
∆jt =
1
B(t, Tj)(Σ˜
Tj
t − Σ˜
T0
t )
(
∂PSt
∂Xt
− Σ˜T0t (∆
j
t−1B(t, Tj) + ∆
0
t−1B(t, T0))
)
.
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8.5.3 Mean-variance hedging strategy for the payer swaption
Quadratic hedging strategies are defined in terms of the discounted portfolio,
the discounted underlyings,. . . . Discounting happens mostly with the risk-free
interest rate, but the theory is in fact described more general for any nume´raire
whose price process is strictly positive. In the interest rate derivatives market it
is unrealistic to hedge with the risk-free interest rate product in contrast to mod-
eling in the stock market. Therefore we choose the bond B(·, T0) as nume´raire
to develop a hedging strategy for the payer swaption.
The quadratic hedging strategies are always defined in terms of the assets dis-
counted by the nume´raire, which of course are not available on the market.
From a practical point of view one has to translate the amount to invest in a dis-
counted asset into the corresponding amount to invest in the non-discounted
one in order to have a meaningful strategy. In the mean-variance hedging
strategy the portfolio is self-financing. This property ensures that the optimal
amount of non-discounted assets equals the optimal amount of discounted as-
sets. This motivates our choice to study the mean-variance hedging strategy and
not the locally risk-minimizing hedging strategy, which is not self-financing.
We determine the mean-variance hedging strategy for the payer swaption un-
der the forward measure PT0 using the nume´raire B(·, T0). For the explicit
determination of the strategy we use ideas of Hubalek et al. (2006) adapted to
our setting. They determine the variance-optimal hedging strategy for an ex-
ponential Le´vy process, which is not necessarily a martingale, while we work
under the forward measure PT0 which ensures us that the discounted asset
B(·, Tj)/B(·, T0) is a martingale. Due to this martingale measure we only need
to find the Galtchouk-Kunita-Watanabe decomposition of the claim H. On the
other hand Hubalek et al. only use time-homogeneous processes, while we are
more interested in time-inhomogeneous processes.
We start with repeating the intermediate results of Hubalek et al. for the de-
termination of the Fo¨llmer-Schweizer decomposition. They denote by St =
S0 exp(Xt) the discounted price process of S = S0 + Z + B, where Z denotes
the martingale part and B the finite variation part. The T -contingent claim H
is written as a function of the underlying S: H = f(ST ) with f : (0,∞) → R
and having the form
f(s) =
∫
szΠ(dz) (8.39)
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for some finite complex measure Π on a strip {z ∈ C : R′ ≤ Re(z) ≤ R}
where R and R′ ∈ R are chosen such that E(e2R
′X1) < ∞ and E(e2RX1) < ∞.
Furthermore they exclude the case that S is deterministic by assuming that
κ(2)− 2κ(1) 6= 0, with κ the cumulant generating function.
Lemma 8.5.3 (See Hubalek et al. (2006) Lemma 3.8). Let z ∈ C with SzT ∈
L2(P ). Then H(z) = SzT admits a Fo¨llmer-Schweizer decomposition H(z) =
H0(z) +
∫ T
0
ξt(z)dSt + LT (z), where
Ht(z) :=e
η(z)(T−t)Szt ,
ξt(z) :=γt(z)e
η(z)(T−t)Sz−1t− , (8.40)
Lt(z) :=Ht(z)−H0(z)−
∫ t
0
ξu(z)dSu
and the processes γ and η are defined as
γ(z) :=
κ(z + 1)− κ(z)− κ(1)
κ(2)− 2κ(1)
,
η(z) :=κ(z)− κ(1)γ(z).
(8.41)
Moreover, Z is a square-integrable martingale and hence L(z)Z is a martingale.
Remark that it looks as if in Hubalek et al. (2006) the process for the claim
H(z) is found by trial and error. In fact imposing that the process is of the form
H(z) = eη(z)(T−·)Sz we can determine η(z) from the following relation, (4.26),
for the optimal number of risky assets
ξt(z) =
d〈(H(z))m, Z〉t
d〈Z,Z〉t
,
where (H(z))m denotes the martingale part of the process H(z) under the orig-
inal measure. After inserting the process for (H(z))m, we rewrite the optimal
number as
ξt(z) =
eη(z)(T−t)d〈Z(z), Z〉t
d〈Z,Z〉t
,
with Z(z) the martingale part of the process Sz. Invoking formulas (13) and
(19) of Hubalek et al. (2006) leads to the required result (8.40). The formulas
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(8.41) are then determined by imposing the martingale property on the process
L.
Proposition 8.5.4 (See Hubalek et al. (2006) Proposition 3.10). Any contin-
gent claim H = f(ST ), with f as described in (8.39) admits a Fo¨llmer-Schweizer
decomposition H = H0 +
∫ T
0
ξtdSt + LT . Using the notations of Lemma 8.5.3, it
is given by
Ht =
∫
Ht(z)Π(dz),
ξt =
∫
ξt(z)Π(dz),
Lt =
∫
Lt(z)Π(dz) = Ht −H0 −
∫ t
0
ξudSu.
Moreover the processes H, ξ and L are real-valued.
As a second step, we apply this result to our setting of time-inhomogeneous
processes whose discounted price processes are martingales under the measure
PT0 .
Determining the mean-variance hedging strategy for a payer swaption means
finding a self-financing strategy that minimizes
EPT0 [(PST0 − V˜T0)
2]
with PST0 =
PST0
B(T0,T0)
the (discounted) price at time T0 of the payer swaption
and V˜ the (discounted) portfolio value process which equals VB(·,T0) . The value
of the self-financing portfolio V , containing ξ0 zero-coupon bonds with maturity
T0 and ξ
j zero-coupon bonds with maturity Tj , is given by
Vt = ξ
0
tB(t, T0) + ξ
j
tB(t, Tj) = V0 + (ξ
0 ·B(·, T0))t + (ξ
j ·B(·, Tj))t.
Due to the self-financing condition the discounted value is given by
V˜t =
Vt
B(t, T0)
= V˜0 +
∫ t
0
ξjsdB˜(s, Tj),
where B˜(s, Tj) =
B(s,Tj)
B(s,T0)
. Therefore the mean-variance hedging condition is to
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minimize
EPT0 [(PST0 − (V˜0 +
∫ T0
0
ξjudB˜(u, Tj)))
2]
Note that the discounted bond B˜(·, Tj) is a martingale under the forward mea-
sure PT0 . Hence the determination of the MVH strategy reduces to finding
the Galtchouk-Kunita-Watanabe decomposition of PST0 under this measure, see
Chapter 5. Furthermore from Section 2.4, we know that the existence of the
Galtchouk-Kunita-Watanabe decomposition is guaranteed if the claim and the
underlying are both locally square-integrable local martingales. Furthermore,
the number of discounted risky assets is given by
ξjt =
d〈V , B˜(·, Tj)〉
PT0
t
d〈B˜(·, Tj), B˜(·, Tj)〉
PT0
t
, (8.42)
with V t = E
PT0 [PST0 |Ft] and the angle brackets 〈X,Y 〉
PT0 denoting the PT0 -
compensator of [X,Y ].
To express the right-hand side of formula (8.42) more explicit in terms of the
portfolio characteristics we proceed as Hubalek et al. (2006). We calculate the
strategy for special types of claims, namely H(z) = B˜(T0, Tj)
z for a z ∈ C,
satisfying EPT0 [B˜(T0, Tj)
2z] < +∞. By the square-integrability of the claim the
existence of the Galtchouk-Kunita-Watanabe decomposition is guaranteed.
In Lemma 8.5.5 we rewrite the price of the payer swaption at maturity T0 in the
form (8.39).
Lemma 8.5.5. The price of the payer swaption at maturity T0
PST0 =
n∑
k=1
ck
1
2π
∫
R
e(iu−R)XT0 vˆk(−u− iR)du
can be expressed as
PST0 =
∫
R
B˜(T0, Tj)
iu−R
Σ˜
Tj
T0 Π(du),
with
Π(du) =
n∑
k=1
ck
2π
(f jT0)
iu−R
Σ˜
Tj
T0 vˆk(−u− iR)du, (8.43)
f jT0 =
B(0, T0)
B(0, Tj)
exp(
∫ T0
0
[θs(Σ(s, Tj))− θs(Σ(s, T0))]ds). (8.44)
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Proof. We first derive the dynamics of the discounted zero-coupon bond used
for hedging. Combining (8.12) and (8.13) we get
B˜(t, Tj) =
B(t, Tj)
B(t, T0)
=
B(0, Tj)
B(0, T0)
exp(−
∫ t
0
[θs(Σ(s, Tj))− θs(Σ(s, T0))]ds)
× exp(
∫ t
0
[Σ(s, Tj)− Σ(s, T0)]dLs)
:=B˜(0, Tj) exp(X˜
j
t ) (8.45)
where, with an analogous reasoning and notation as to arrive at (8.16),
X˜jt =−
∫ t
0
[θs(Σ(s, Tj))− θs(Σ(s, T0))]ds+
∫ t
0
[Σ(s, Tj)− Σ(s, T0)]dLs
=−
∫ t
0
[θs(Σ(s, Tj))− θs(Σ(s, T0))]ds+ Σ˜
Tj
T0
Xt. (8.46)
Note that the process X˜j is a time-inhomogeneous Le´vy process with local char-
acteristics (bX˜
j
s , c
X˜j
s , F
X˜j
s )s∈[0,T∗] under the measure PT0 .
By combining (8.45), (8.46) and (8.44) we deduce that
eXt = (B˜(t, Tj)f
j
t )
1
Σ˜
Tj
T0 . (8.47)
By means of (8.47) we rewrite the price at time T0 in terms of the discounted
zero-coupon bond with maturity Tj:
PST0
B(T0, T0)
=
n∑
k=1
ck
1
2π
∫
R
e(iu−R)XT0 vˆk(−u− iR)du
=
n∑
k=1
ck
1
2π
∫
R
(B˜(T0, Tj)f
j
T0
)
iu−R
Σ˜
Tj
T0 vˆk(−u− iR)du
=
∫
R
B˜(T0, Tj)
iu−R
Σ˜
Tj
T0 Π(du),
where Π(du) as in (8.43) is a deterministic function. Furthermore by substitut-
ing z for iu−R
Σ˜
Tj
T0
we can conclude that Π is a finite complex measure defined on a
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strip as described by Hubalek et al. (2006).
Using Lemma 8.5.5 we state in the next theorem the optimal number of bonds
in which we should invest according to the mean-variance hedging strategy.
Theorem 8.5.6. Under the assumptions of Theorem 8.5.1 and if additionally
3M ′ ≤ M and if R is chosen in the interval ]0, M2σ1 ] then the Galtchouk-Kunita-
Watanabe decomposition of the forward payer swaption (8.24) exists. The optimal
number ξjt to invest in the zero-coupon bond with maturity Tj is according to the
mean-variance hedging strategy given by
∫
R
e
∫ T0
t
κX˜
j
s (
iu−R
Σ˜
Tj
T0
)ds
B˜(t−, Tj)
iu−R
Σ˜
Tj
T0
−1κ
X˜j
t (
iu−R
Σ˜
Tj
T0
+ 1)− κX˜
j
t (
iu−R
Σ˜
Tj
T0
)
κX˜
j
t (2)
Π(du),
with
κX˜
j
s (w) =θs(wΣ(s, Tj) + (1− w)Σ(s, T0))− wθs(Σ(s, Tj))− (1− w)θs(Σ(s, T0)),
(8.48)
and Π(du) as in (8.43).
Proof. We proceed in several steps.
• First, we calculate the moment generating function of the process X˜ under
the measure PT0 using (8.13) and (8.14) with T = T0:
EPT0 [exp(wX˜jt )]
= E[exp(wX˜jt )
dPT0
dP
∣∣∣∣
Ft
]
= E[exp(wX˜jt ) exp(−
∫ t
0
θs(Σ(s, T0))ds+
∫ t
0
Σ(s, T0)dLs)]
= exp(−w
∫ t
0
[θs(Σ(s, Tj))− θs(Σ(s, T0))]ds−
∫ t
0
θs(Σ(s, T0))ds)
× E[exp(w
∫ t
0
[Σ(s, Tj)− Σ(s, T0)]dLs +
∫ t
0
Σ(s, T0)dLs)]
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= exp(
∫ t
0
θs(wΣ(s, Tj) + (1− w)Σ(s, T0))ds)
× exp(
∫ t
0
[−wθs(Σ(s, Tj))− (1− w)θs(Σ(s, T0))]ds)
:= exp(
∫ t
0
κX˜
j
s (w)ds).
where κX˜
j
denotes the cumulant function of the process X˜j under the
measure PT0 given by (8.48). Then, processes of the form
Nz := B˜(·, Tj)
ze−
∫ ·
0
κX˜
j
u (z)du
are martingales under the measure PT0 due to the independent increments
of the process X˜j . Indeed it holds that
EPT0 [NzT |Ft] =e
− ∫ T
0
κX˜
j
u (z)duB˜(0, Tj)
zezX˜
j
tEPT0 [ez(X˜
j
T
−X˜jt )]
=e−
∫
t
0
κX˜
j
u (z)duB˜(t, Tj)
z = Nzt . (8.49)
• As a second step we calculate the process
(Ht(z))t∈[0,T0] := E
PT0 [B˜(T0, Tj)
z|Ft].
According to (8.49) we immediately have Ht(z) in terms of the cumulant
function of the process X˜j
Ht(z) = E
PT0 [B˜(T0, Tj)
z|Ft] = B˜(t, Tj)
ze
∫ T0
t κ
X˜j
u (z)du. (8.50)
• Next we calculate the angle brackets
〈H(z), B˜(·, Tj)〉
PT0
t and 〈B˜(·, Tj), B˜(·, Tj)〉
PT0
t
where the latter equals 〈H(1), B˜(·, Tj)〉
PT0
t . This follows from the fact that
Ht(1) = B˜(t, Tj) due to (8.50) and since according to (8.48) κ
X˜j (1) = 0.
Note that for quasi-left-continuous processes 〈X,Y 〉PT0 = 〈Xm, Y m〉PT0 ,
where we denote by ·m the PT0 -martingale part. Thus we only need
the PT0 -martingale part of H(z) for the calculation of the angle brackets.
From Itoˆ’s formula we deduce that
dHt(z)
m = e
∫ T0
t κ
X˜j
u (z)duB˜(0, Tj)
zd(ezX˜
j
t )m.
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We rewrite ezX˜
j
t as the Dole´ans-Dade exponential E(Y˜ j(z))with, see Lemma
2.6 of Kallsen and Shiryaev (2002)
Y˜ j(z) = zX˜j +
∫ T0
·
κX˜
j
u (z)du+
z2
2
〈(X˜j)c〉PT0 + (ezx − 1− zx) ∗ µX˜
j
,
with PT0 -martingale part (Y˜
j)m equal to
(Y˜ j)m = z(X˜j)c + (ezx − 1) ∗ (µX˜
j
− F X˜
j
) (8.51)
and where we used the characteristics (bX˜
j
s , c
X˜j
s , F
X˜j
s ) of X˜
j under PT0
and we denoted the measure associated to the jumps of X˜j by µX˜
j
. Recall
that Ht(1) = B˜(t, Tj) = B˜(0, Tj)e
X˜jt , hence
d〈H(z), B˜(·, Tj)〉
PT0
t = e
∫ T0
t κ
X˜j
u (z)duB˜(t−, Tj)
z+1d〈Y˜ j(z), Y˜ j(1)〉
PT0
t .
(8.52)
Taking into account that κX˜
j
is given by
bX˜
j
s z +
1
2
cX˜
j
s z
2 +
∫
R
(exz − 1− xz)F X˜
j
s (dx),
we derive from (8.51) by elementary calculations that
〈Y˜ j(z), Y˜ j(1)〉
PT0
t =z
∫ t
0
cX˜
j
u du+
∫ t
0
∫
R
(ezx − 1)(ex − 1)F X˜
j
u (dx)du
=
∫ t
0
[κX˜
j
u (z + 1)− κ
X˜j
u (z)− κ
X˜j
u (1)]du
=
∫ t
0
[κX˜
j
u (z + 1)− κ
X˜j
u (z)]du. (8.53)
• Combining (8.52) and (8.53) in (8.42), the optimal number of risky assets
related to the claim HT0(z) is for every t ∈ [0, T0] given by
ξjt (z) =
d〈H(z), B˜(·, Tj)〉
PT0
t
d〈B˜(·, Tj), B˜(·, Tj)〉
PT0
t
=e
∫ T0
t κ
X˜j
u (z)duB˜(t−, Tj)
z−1κ
X˜j
t (z + 1)− κ
X˜j
t (z)
κX˜
j
t (2)
.
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• According to Proposition 8.5.4 and by using the linearity of the Galtchouk-
Kunita-Watanabe decomposition, we need to invest the amount
ξjt =
∫
R
ξjt (
iu−R
Σ˜
Tj
T0
)Π(du), (8.54)
with Π as defined in Lemma 8.5.5, in the bond B(·, Tj) to hedge the for-
ward payer swaption if the decomposition exists. Hence we will discuss
the adequateness of the assumptions to ensure the existence of the de-
composition. First of all, every claim H(u) = B˜(t, Tj)
iu−R
Σ˜
Tj
T0 , u ∈ R, should
be square-integrable. From (8.45) and by an analogous reasoning as on
page 180, where the finiteness of M
PT0
XT0
(z) was proved, we deduce here
that every claim H(u), u ∈ R, is square-integrable if and only if
−M ≤ 2
−R
Σ˜
Tj
T0
Σ˜
Tj
T0
σ1(s) + Σ(s, T0) ≤M.
Therefore this leads in a similar way as on page 180 to R ≤ M2σ1 . Secondly,
we obtain by a same reasoning that the discounted zero-coupon bond
B˜(·, Tj) is square-integrable under the measure PT0 if and only if
−M ≤ 2Σ˜
Tj
T0
σ1(s) + Σ(s, T0) ≤M.
From (8.8), (8.17) and Assumption 8.4.4 follows that Σ˜
Tj
T0
σ1(s) ≤ Σ(s, T
∗).
By Assumption 8.4.3 we obtain that therefore the discounted zero-coupon
bond will be square-integrable if 3M ′ ≤ M . Under these two extra as-
sumptions the square-integrability of the claim and the underlying is guar-
anteed. Hence according to Ansel and Stricker (1993), see Section 2.4, the
Galtchouk-Kunita-Watanabe decomposition of the forward payer swaption
under the measure PT0 exists. Combined with the linearity of the decom-
position we immediately obtain (8.54) and we do not need to check ex-
plicitly all the conditions as is done in Hubalek et al. (2006) Proposition
3.1.
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8.6 Numerical results
In this section we give a first insight in the performance of the delta-hedge and
the mean-variance hedge in the typical setting of interest rate derivatives mar-
kets. These experiments are still preliminary and only give us a rough idea of
the usefulness.
To simulate the bond prices we need to fix the time-inhomogeneous process
L and the volatility structure. Our choice was inspired by Kluge (2005) who
calibrated a set of at-the-money swaptions when L follows a normal inverse
Gaussian (NIG) process and the Vasicˇek model is used to describe the volatil-
ity structure. We did not simulate the time-inhomogeneous NIG process, be-
cause as long as we keep maturity fixed, there is no real necessity in allowing
time-inhomogeneity. When payer swaptions with different maturities would be
hedged, then it is advised to introduce also time-inhomogeneity in the simula-
tions.
The NIG model with parameters α > 0, −α < β < α and δ > 0 has as charac-
teristic function φ(z):
φ(z) = exp(−δ(
√
α2 − (β + iz)2 −
√
α2 − β2)),
see Schoutens (2003).
The Vasicˇek volatility structure is given by σ(s, T ) = σˆe−a(T−s), for real con-
stants σˆ > 0 and a 6= 0. Furthermore we can add the multiplicative constant
σˆ to the process L and hence without loss of generality we can choose σˆ equal
to 1. As model parameters we were inspired by the parameters Kluge (2005)
obtained by calibration of receiver swaptions. As a first choice, we work with
a =0.02
α = 2730.651, β =− 230.663, δ = 0.1.
Furthermore σ(s, T ) is given by e−a(T−s), then obviously σ1(s) = eas and σ2(T ) =
e−aT . The processes Σ˜ and Σ equal
Σ˜
Tj
t =
∫ Tj
t
σ2(u)du =
∫ Tj
t
e−audu =
1
a
[e−at − e−aTj ],
Σ(s, T ) =
∫ T
s
σ(s, u)du =
∫ T
s
e−a(u−s)du =
1− e−a(T−s)
a
.
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We assume a swaption with maturity T0 in 10 years and another 10 years as
tenor of the underlying swap. As starting bond prices, we use the prices of
Kluge (2005) which gives twice a year the price of the bond for the next 20
years. We hedge during the first 10 years using zero-coupon bonds from the set
{B(·, T0), . . . , B(·, T20)}, with Tn = 10+n/2 in years, which are the same bonds
on which the swaption depends.
In the previous sections we investigated the payer swaption, which is a weighted
sum of put options on zero-coupon bonds. Hence the risk related with this prod-
uct is really limited.
Therefore in this section we price and hedge receiver swaptions, which are
weighted sums of call options on zero-coupon bonds. The formulas obtained
above remain the same and only the range of R, which should be negative now,
has to be changed, see also Example 5.1 of Eberlein et al. (2009).
To speed up the computations we apply fast Fourier transform as described by
Carr and Madan (1999), but we do not calculate the prices and the hedges for
a range of strike prices, but for a range of values of the underlying X. The
changes in this X can be rather small and hence, we adjusted the parameters
suggested by Carr and Madan (1999) to N = 32768 and η = 0.125. We rehedge
once a week, more is not really necessary in an interest rate derivatives market.
Comparison of the hedges for the receiver swaption
To compare the performance of the different hedges, namely the MVH strategy
(Section 8.5.3), the self-financing delta-hedge and the non-self-financing delta-
and gamma-neutral hedge (Section 8.5.2), we calculate the mean and the stan-
dard deviation of the total cost using 12 500 simulation paths. The standard
deviation is given between brackets in the table. The total cost is defined as the
sum of the initial cost and the final deviation of the hedging portfolio from the
swaption in case of a self-financing portfolio. Hence the L2 hedging error, which
is often calculated in literature, equals the sum of the variance of the total cost
with the square of the difference between the mean of total cost and the initial
cost. For a non-self-financing portfolio the total cost is defined as the sum of all
the costs on every rebalance date.
We first investigate which zero-coupon bond is the most optimal to use as hedg-
ing bond when the portfolio is weekly rebalanced. Knowing that we use already
the bond B(·, T0) as sort of cash account, the most logical choice would be to
use the zero-coupon bond which differs most from the cash-account, namely
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B(·, T1) B(·, T10) B(·, T20)
Delta 9.51 (0.77) 3.02 (0.24) − 2.30 (0.22)
Delta-gamma 87.93 (5.78) 35.19 (2.63) 30.01 (2.64)
MVH 4.36 (0.40) 3.88 (0.39) 3.28 (0.38)
Table 8.1: Hedging cost and standard deviation in case of a receiver swaption.
B(·, T20) with T20 = 20. Based on the results given in Table 8.1, we see that
all the proposed strategies perform the best when the last zero-coupon bond is
used, because with the last bond all strategies not only have a lower expected
total cost, but also a lower variance.
From now on we focus on the hedging when the last bond is used. The dif-
ferent intentions of the hedging strategies are obvious: a MVH strategy tries
to minimize the square of the cost, and does this in a cautious way. While a
delta-hedge is following possible changes in the price at every time and by us-
ing the last bond the delta-hedge is even winning money. We think that the
delta-hedge performs in this setting better than the MVH strategy, due to the
rather smooth behaviour of the underlying processes, which does not have ex-
treme jumps and due to the natural limitations of the zero-coupon bonds, which
values are always between zero and one. In Figure 8.6.1, we plotted the aver-
age value of the delta-hedge strategy and the MVH strategy. The starting value
of the delta-hedge is zero, while the MVH strategy starts at the expected value
of the swaption. At maturity the value of the swaption is on average equal to
3.29. Hence at maturity the delta-hedge portfolio is worth more than what is
needed for the swaption, while the MVH strategy contains just enough. The
delta-hedge is even making money, see Figure 8.6.1, at every instant because
roughly speaking the bond prices are increasing when approaching maturity.
The mean-variance hedging strategy is also making profit from this increase,
but just enough to have the expected payoff at maturity, see Figure 8.6.1 and is
not making any gains, as requested from the quadratic conditions. We believe
that if there would be a serious crash on the market, the MVH strategy would
outperform the delta-hedge and that in such case the real power of quadratic
hedging strategies would manifest, see also Chapter 9.
The delta- and gamma-neutral hedge is overreacting and is protecting the strat-
egy too much, because this strategy also tries to cover possible changes in the
second derivative. From these results we should say that the cost of a delta-
gamma hedge is unreasonable high for this setting, but this strongly depends
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Figure 8.6.1: Average value of the hedging portfolio when B(·, T20) is used to
hedge a receiver swaption.
a = 0.02 a = 0.06
δ = 0.1 30.01 (2.64) 20.92 (1.80)
δ = 0.06 17.68 (1.53) 12.32 (1.07)
Table 8.2: Hedging cost and standard deviation for the delta- and gamma-
hedging of a receiver swaption.
on the parameter δ of the NIG model and the parameter a of the Vasicˇek model.
Decreasing δ or increasing a leads to a better performance of this hedge, see
Table 8.2.
In Figure 8.6.2 we investigate in more detail the amounts we have to invest
according to the MVH strategy and the self-financing delta-hedge. In this figure
we plotted at the left side the optimal amount we have to invest on average
in B(·, T20) according to the delta-hedge respectively the mean-variance hedge,
while on the right side we show at every time the minimum and maximum
amount taken in the set of all simulations to invest in B(·, T20) needed for the
delta-hedging, respectively the MVH strategy. Note also the different scales of
the plots, especially the difference between the delta-hedge and the MVH strat-
egy. The closer we get to maturity, the less risk there is and hence both strategies
decrease the amount they invest in the zero-coupon bond B(·, T20). Moreover
from comparison of the left plot of the MVH strategy with the right one, we
learn that there will only be few paths in the maximum range, because on aver-
age the amount is decreasing through whole the hedging period.
Next, we also plotted the amount we invest in the bond B(·, T0) for the delta-
hedge and the MVH strategy. This highlights again the different aim of both
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Figure 8.6.2: Optimal number to invest in B(·, T20) to hedge a receiver swap-
tion.
strategies. We deduce from the amount we invest in B(·, T0), see figure 8.6.3,
that the delta-hedge is making profit, while the amount invested according to
the MVH strategy is reduced over the lifetime of the option. Furthermore we
also see that none of the sample paths have a completely different range from
the others. This illustrates again the good behaviour of the market and the little
risk which is involved.
We discuss the cost in more detail. In the MVH strategy there is only an input of
money at the start and possibly also at maturity of the option. The starting cost
of the MVH strategy is defined as the value of the option under the martingale
measure PT0 at the starting time, which equals in our setting 1.97 on average.
Due to the self-financing property of the delta-hedge and the mean-variance
hedge, all the other costs are due at maturity of the contract. Hence in order to
compare the cost we divide the original cost by the bond B(·, T0) to obtain the
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Figure 8.6.3: Optimal number to invest in B(·, T0) to hedge a receiver swaption.
cost at time T0. This leads to a cost of 3.29 for the MVH strategy and the only
way to reduce this cost is making gains by trading on the market. Unfortunately
on average the market is almost not moving differently and therefore the cost
of the MVH strategy is almost equal to the original cost. Combining the self-
financing condition, with the decreasing movements in Figure 8.6.2 and Figure
8.6.3, we obviously see that the portfolio is not gaining money.
If we look at the price of the option on average at maturity then this equals 3.26,
hence it became on average even cheaper than expected at start of the contract.
The standard deviation equals 0.41 for the case we follow no hedging strategy
at all. Therefore we learn that the mean-variance hedging strategy can hardly
beat the strategy of doing nothing. A possibility would be to simulate extreme
market conditions, but in contrast to the stock market the risk is always limited,
because a zero-coupon bond will never be worth more than 1. This means that
for the swaption we are sure the price at maturity will certainly be smaller than
5.
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These simulations show that when we apply hedging strategies, we should never
forget to look at the original risk of the product we try to hedge and hence com-
pare if by hedging the risk is really reduced. Furthermore we also deduce that
the delta-hedge in an almost riskless, predictable market performs better than
the mean-variance hedge, whose goal is to avoid losses as well as gains.
In the setting simulated here, the mean-variance hedging strategy is not caus-
ing more problems but the strategy is also not reducing the risk enormously,
because there is almost no risk to take away. We also illustrated clearly the
different goals of the delta-hedge compared to the mean-variance hedge. In
the next chapter we will illustrate how in a really risky market the quadratic
hedging strategies perform excellent.
Benjamin Franklin may have
discovered electricity, but it
was the man who invented the
meter who made the money.
Earl Wilson (1906-1990)
9
Hedging strategies
applied to
non-traded assets
In this chapter we concentrate on so-called non-traded assets in the setting of
the energy market. We call it non-traded because we assume that the derivative
that we want to hedge depends on several assets S(1), . . . , S(d), while we can
only use a fixed combination S of the assets to hedge. For more explanation
concerning this non-traded assets and why they are important in the energy
market, we refer to Section 9.1.
In the literature, see Section 9.2, there are only few articles concerning non-
traded assets and often the setting is different from the one we assume here.
It will become clear that in the proposed setting it is not possible to determine
a classical delta-hedge, see Section 9.3. Therefore in practice adjusted delta-
hedges are often applied, while we suggest to use quadratic hedging strategies
instead.
The theoretical determination of the locally risk-minimizing hedging strategy,
see Chapter 4, in this context is rather straightforward once one understands
properly the existence conditions and how it is determined. An important con-
cept for LRM hedging strategies is the minimal martingale measure (MMM), see
Section 2.3.2.1. Concentrating on our setting, it is important to understand that
we always need to take the martingale measure with respect to the underlying
asset which is used for hedging and NOT the martingale measure with respect
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to the assets on which the claim depends. More concrete we need to determine
the MMM of S and not of S(1), . . . , S(d). This obviously demonstrates the incom-
pleteness of the market we work in, even in the case with two driving Brownian
motions (there is only one martingale measure for the vector (S(1), S(2)), but
infinitely many for S).
Assuming exponential Le´vy processes to generate the underlying assets leads to
a stochastic mean-variance tradeoff, see Definition 2.2.18. Due to this stochas-
tic mean-variance tradeoff process we can no longer determine the number of
risky assets in terms of the cumulant function if we assume the processes are
not martingales, but semimartingales, see Section 9.4.2. Therefore we consider
specific processes in Section 9.4.3 to compute the optimal number explicitly. In
this way we can apply LRM hedging strategies to the setting of non-traded as-
sets. However because we are not able to express the optimal number in terms
of the cumulant function, we need to solve PIDE’s and therefore the simulations
will take more time. We will circumvent this issue by implementing an adjusted
locally risk-minimizing hedging strategy, without solving PIDE’s.
Another option would be to apply the mean-variance hedging strategy, but un-
fortunately in the setting of non-traded assets this becomes complicated even in
the simple case that the underlyings are driven by continuous processes as we
show in Section 9.5.
In Section 9.6 we give the results of our preliminary experiments. We compare
the different current market practices to the newly obtained results and show
that the (adjusted) locally risk-minimizing hedging strategies outperform, even
in the simplest cases. This can also be found in Leoni et al. (2010). We make
the extra assumption that the interest rate equals zero, hence the discounted
asset price equals the non-discounted price. This is important because the lo-
cally risk-minimizing hedging strategy defines the hedging strategy in terms of
the discounted assets. Moreover the LRM hedging strategy is not self-financing
such that the knowledge of the optimal number of the discounted assets not
automatically implies knowledge of the optimal number of the non-discounted
ones. Furthermore this assumption is not really restrictive, in view of the low
interest rates on the market nowadays.
In this chapter we clearly illustrate that although theoretically the quadratic
hedging strategy for a specific and at first sight simple setting may exist, the
concrete implementation can be really involved.
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9.1 Non-traded assets
Hedging under restrictions is a problem of great practical importance. It can
become relevant in all financial markets but it is extremely important in en-
ergy markets where liquidity can be poor. We will apply the theoretical results
concerning local risk-minimization to a setting that is a good representation of
every-day practice in an energy market. The obtained locally risk-minimizing
hedging strategy is compared to a few common practices and shown to outper-
form significantly.
Since energy such as electricity or gas are non storable commodities, the trad-
ing market has been organised around futures and forwards. Those provide an
agreement between the two transacting parties to deliver the commodity over a
fixed period of time rather than ensuring an instantaneous delivery. This means
that the variety of delivery periods is enormous and although the correlation be-
tween those is not always strong, usually only a few contracts are liquid enough
to execute trading strategies.
Since the underlying asset is a commodity that gets delivered physically in a
certain volume, it is natural that the prices are denominated in currency per
unit of volume per unit of time. Over the years, energy markets have attained
a specific structure suitable for handling this flow nature. One of the unique
features of the forward curve is its decomposition, or bucketing, into different
granularities. Far ahead into the future, the only forward contracts traded are
forwards for delivery of power over a complete calendar year. Once the calendar
year approaches, these contracts gradually break down into quarterly contracts
in a ‘cascading’ process. Closer to delivery, these quarterly contracts will break
up, into monthly, weekly and even daily forward contracts.
We discuss this setting in more detail for the electricity market and for the gas
market separately.
(1) Electricity market:
Besides the delivery period during which European Power or electricity
gets delivered, one often distinguishes three different products: base, peak
and off-peak. Those are best explained by means of an example. A CAL-11
peak product is a contract that will deliver electricity during the entire cal-
endar year 2011, but only during the peak hours of the day. That means
that during the weekend no power will be delivered and during the week-
days, the delivery only takes place during the day (peak hours). A base
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contract ensures delivery of power during every single hour of the deliv-
ery period, without exception. The specific definition of which hour is a
peak hour or off-peak hour, depends on the market in question.
As indicated, prices are denominated in currency per unit of volume per
unit of time. For example a CAL-11 base product for a volume of 10MW
(megawatt) could have a price of e50/MWh. This means that per deliv-
ered hour and per MW, the price is e50. There are 8760 hours in the
year 2011, so the total premium that is paid for the delivered power is
e50× 8760× 10 = e4 380 000.
A peak contract for the same delivery period 2011, could have a price of
e80/MWh, which is higher per active unit, but since the number of active
hours is much less, the total premium is still lower compared to the base
contract. Roughly speaking the number of peak hours is one third of the
amount of base hours. This means that the premium is e80×8760/3×10 =
e2 336 000.
It is clear that there is a relationship between the peak, off-peak and base
price in the market. If one buys electricity for delivery during peak hours
and at the same time buys a contract that ensures delivery during the off-
peak hours, it is obvious that the power is delivered without interruption
and this is equivalent to a base contract.
If we denote the price of a peak contract by S(p) and the price of an off-
peak contract as S(o), then the price of the base contract S(b) is given by
S(b) = ω(p)S(p) + ω(o)S(o)
where the weights ω(p) and ω(o) depend on the number of peak and off-
peak hours of the market. Since all prices are normalised to one unit of
power and one hour, the typical weights are ω(p) = 1/3 and ω(o) = 2/3,
where we should never forget that the actual cash flows will take into ac-
count the number of hours.
In terms of liquidity, peak or off-peak contracts are not as liquid as base,
especially far ahead in the future. This has its implications for the writer
of an option on a peak forward contract. Although it is one of the very
basic assumptions in the derivatives theory, energy market traders often
find themselves into a situation where they sell options although the un-
derlying contract is not liquidly traded. In the application of the theory
we will assume that a claim on peak power is transacted. It could be that
at the time of this transaction, the value of this peak contract is known
but that the spread between the bid price and the offer price is too big to
efficiently delta-hedge this position.
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For this reason, it is common practice to hedge with a base product rather
than a peak product until closer to maturity of the option, the strategy
is swapped to a strategy in the peak product when the liquidity has in-
creased. We will call the peak product non-tradable for reasons of illiq-
uidity and in Section 9.6 we will study the effect of different hedging
strategies.
(2) Gas market:
The gas market is highly seasonal with summer prices usually substan-
tially cheaper than winter prices. Because of this, it is easy to understand
that the most liquid products are forward contracts for the delivery of gas
during the winter or during the summer. Gas by itself is more storable
than power because the pressure difference in the network allow for the
variations in demand during the day. Because of this, there is no peak and
off-peak market for gas.
The interest in option contracts in the European gas market (e.g. UK or
NBP market) is increasing since these kind of contracts provide an inter-
esting way of hedging the portfolios of big gas players in the market. How-
ever, for historical reasons, the most liquid option contract is a so-called
seasonal option, that actually consists of a strip of 6 monthly options. So
there are 6 underlying levels F (1), F (2), . . . , F (6) that are relevant for the
pricing and hedging of such a contract.
However, at the time when the options are written, not all of these monthly
forward prices are known and the hedging has to be done by means of the
season forward, which is in fact given by
S =
6∑
i=1
ω(i)F (i).
For the remaining of the chapter, the fixed combination in which we can invest,
will be denoted by
S = S0 +M +B =
d∑
i=1
w(i)S(i),
with martingale partM and finite variation part B and S(i) = S
(i)
0 +M
(i)+B(i)
the discounted assets. We will denote by F (t,St) the value of the claim at time
t under the minimal martingale measure. We remark that the filtration F in
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this section contains the information of the non-traded assets and not only the
information of the traded asset. In the sense that the filtration will be generated
by the underlying driving processes.
9.2 Literature
We found only few articles dealing with non-traded assets. The setting used
in these articles differs from the one we work with, because they start from a
different underlying problem. Furthermore, they all concentrate on the contin-
uous setting, while we also allow discontinuous processes.
In literature, see e.g. Davis (2006), the term basis risk is often used for the non-
hedgeable risk which remains and cannot be hedged away due to the fact that
the asset on which the option is written is not available for hedging. Hedging
in this case can only be done by using some closely related asset. Sometimes
the underlying asset is available for hedging but is too expensive due to trans-
actions costs. Hence in their setting the determination of the quadratic hedging
strategies is less complicated, due to the possible deterministic mean-variance
tradeoff process.
We mention here some important papers, the interested reader can also look at
the references in those papers.
• Davis (2006) assumes that the underlying asset cannot be traded but is
observable. Instead ‘a closely related’ asset, with a continuous price pro-
cess, is traded. This closely related asset is assumed to follow a Brownian
motion which is correlated with the underlying risky asset. The optimal
hedging strategy is determined using exponential utility as a criterion.
Numerical results for this case are derived in Monoyios (2004).
• Henderson (2002) and Henderson and Hobson (2002) work in the same
setting. Futhermore they also determine the power utility and give nu-
merical results.
• Hobson (2005) gives an upper bound for the utility indifference price of
a contingent claim on a non-traded asset again in the setting described by
Davis (2006).
• Ankirchner et al. (2010) also calculate the exponential utility-based indif-
ference prices and corresponding hedges in a continuous setting. Their
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results are obtained in terms of solutions of forward-backward stochastic
differential equations. Hence the optimal hedging strategies are described
in terms of the indifference price gradient and the correlation coefficients.
Furthermore the hedge can be seen as a generalization of the ‘delta-hedge’
in complete markets.
• Horst et al. (2010) concentrate on transferring non-financial risk, as for
example depending on the temperature, to the capital markets. They give
numerical results of equilibirum prices and optimal utilities in a continu-
ous framework.
9.3 Strategy derived from the delta-hedge
In practice, non-traded assets are often hedged using a strategy based on the
delta-hedge. We will use the intuitively obtained hedging strategies to compare
them with the locally risk-minimizing hedging strategy.
For this section we restrict to the two-dimensional case but we can easily extend
the obtained strategies to more dimensions.
In the standard two-dimensional case, we trade ξ(i) assets S(i), i = 1, 2 such
that the risk originating from the rate of change of the claim price with respect
to the asset prices equals[ ∂F
∂S(1)
− ξ(1)
]
dS(1) +
[ ∂F
∂S(2)
− ξ(2)
]
dS(2). (9.1)
This risk can be completely eliminated by choosing ξ(i) equal to ∂F
∂S(i)
, i = 1, 2.
For non-traded assets we can only invest in ξ assets S. It is impossible to elim-
inate the risk exposure completely because the following equations should be
satisfied by ξ
ξ(1) = w(1)ξ and ξ(2) = w(2)ξ
and so we have to search for the most optimal ξ. We give some intuitively based
solutions for ξ:
• Volume-neutral ξ:
ξ = w(1)
∂F
∂S(1)
+ w(2)
∂F
∂S(2)
.
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• Price-adjusted ξ:
ξ =
w(1)S(1) ∂F
∂S(1)
+ w(2)S(2) ∂F
∂S(2)
w(1)S(1) + w(2)S(2)
.
• Delta hedging with minimal risk exposure:
Restricting (9.1) to the setting of non-traded assets and calculating the
differential of the portfolio consisting of the claim and ξ assets S, we find
the following:[ ∂F
∂S(1)
− ξw(1)
]
dS(1) +
[ ∂F
∂S(2)
− ξw(2)
]
dS(2).
Remark we left out the dt-part because this is not the risky part.
The variance of this remaining risk is in vector notation:
var(ξ) =
[∂F
∂S
− ξw
]′
d〈S,S〉P
[∂F
∂S
− ξw
]
,
where ∂F∂S is the gradient of F , w is the vector containing the weights and
S = (S(1), S(2)). We minimize this variance to obtain the optimal ξ:
dvar(ξ)
dξ
= −w′d〈S,S〉P [
∂F
∂S
− ξw]− [
∂F
∂S
− ξw]′d〈S,S〉Pw = 0.
Solving this equation for ξ, gives the following result
ξ =
∂F
∂S
′
d〈S,S〉Pw
w′d〈S,S〉Pw
.
This is exactly the result we will obtain when we apply the LRM hedg-
ing theory. So we achieved here an intuitive explanation for the rather
complicated theory of local risk-minimization. We remark that we cannot
follow blindly this intuitive approach, because in some case e.g. if the fi-
nite variation part is no longer continuous, it makes no longer sense to try
to minimize the risk involved.
We note that independently Poulsen et al. (2009) made an analogous con-
clusion.
These intuitively based solutions will be used for comparison with the solutions
to the local risk-minimization.
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9.4 Locally risk-minimizing hedging strategy
9.4.1 Setting
In this section we list all the assumptions under which we assume to work.
We work on the probability space (Ω,F , P ). The filtration (Ft)0≤t≤T satisfies
all the usual conditions and T ∈ [0,+∞) is the fixed time horizon.
Assumptions 9.4.1. We assume the filtration is Markovian.
The process of the riskless asset is given by B and Bt = 1. Therefore the
discounted asset prices equal the undiscounted prices.
Assumptions 9.4.2. We assume that the Rd-valued process S is a special square-
integrable semimartingale under the original measure P and there exists a pre-
dictable process λ such that
dBt = λtd〈M,M〉
P
t , t ∈ [0, T ].
Furthermore, we will also assume that E[
∫ T
0
|λu|
′d〈M〉u|λu|] <∞.
The following assumption is needed in order that the locally risk-minimizing
hedging strategy exists, see Chapter 4.
Assumptions 9.4.3. We assume that the finite variation part is continuous.
Hence the semimartingale S is quasi-left continuous, this (restrictive) assump-
tion was not made in Choulli et al. (2010), because the interest of that paper
was the determination of the FS decomposition and not the LRM hedging strat-
egy.
Assumptions 9.4.4. We assume that E(−λ · M) is a strictly positive square-
integrable martingale. Under this assumption the minimal martingale measure
Q˜ is an equivalent probability measure.
Due to the results described in Chapter 4 and under the previous assumptions,
the determination of the LRM hedging strategy for non-traded assets is reduced
to a straightforward application of the formulas given there.
We distinguish two different cases: the continuous case and the discontinuous
case.
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• In the continuous case the number of risky assets for the LRM hedging
strategy equals the one of the RM hedging strategy under the minimal
martingale measure Q˜. Hence
ξ =
d〈F, S〉Q˜
d〈S, S〉Q˜
=
∂F
∂S
′
d〈S,S〉Q˜w
w′d〈S,S〉Q˜w
.
Hereto, apply Itoˆ’s formula to F and rely on the continuity and martingale
property of F .
• In the discontinuous case we apply formula (4.26) and hence the optimal
number of risky assets is given by
ξ =
d〈I,M〉P
d〈M,M〉P
=
d〈I,Sm〉Pw
w′d〈Sm,Sm〉Pw
, (9.2)
with I the P -martingale part of F and where M and Sm stand for the
P -martingale part of S, respectively S.
In the next section we try to obtain more explicit results for the LRM hedging
strategy in terms of the cumulant functions. We show that due to the specific
setting we work in, this is not possible. Hence in Section 9.4.3 we make the
amount more explicit by filling in the dynamics of the processes. This means
that the price under the minimal martingale measure will be determined by
solving a partial integro differential equation (PIDE).
9.4.2 LRM hedging strategy in terms of the cumulant func-
tion
In Chapter 8 we calculated the optimal amount of risky assets in terms of the
cumulant function extending ideas of Hubalek et al. (2006). The use of cumu-
lant functions allows to calculate the optimal number really fast by means of
Fourier transformation. Also in the setting of non-traded assets we would like
to express the optimal number in terms of the cumulant function of the under-
lying. We will show we cannot apply the approach of Hubalek et al. (2006), as
we did in Chapter 8, due to the specific setting in this chapter. We emphasize
that this does not mean we are not able to determine the locally risk-minimizing
hedging strategy in the setting of non-traded assets, but we can only do it in a
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longer computational time.
In the setting of Hubalek et al. (2006) exponential Le´vy processes are used
to model the underlyings, because for these type of processes martingales are
easily found by compensating the process with the cumulant function. For sim-
plicity we assume we only have two underlying assets, namely S(1) and S(2):
S
(i)
t = S
(i)
0 exp(X
(i)
t ).
With S we denote the combination w(1)S(1) + w(2)S(2) in which we can invest
and with canonical decomposition S = S0 + M + B. Kallsen and Shiryaev
(2002) extended the use of cumulants to the class of semimartingales, called
(modified) Laplace cumulant process.
Theorem 9.4.5 (Kallsen and Shiryaev (2002) Theorem 2.19). Let θ ∈ L(X)
such that θ·X is exponentially special. ThenKX(θ) is the exponential compensator
of θ ·X. More specifically,
Z := exp(θ ·X −KX(θ)) ∈Mloc.
Furthermore if X is quasi-left-continuous and the process X has characteristics
(bt, ct, Ft), then from Theorem 2.18 of Kallsen and Shiryaev (2002) the cumu-
lant function can be written more explicitly as
KX(θ) = κ˜(θ) ·A
with κ˜(θ)t := θ
′
tbt+
1
2θ
′
tctθt+
∫
(eθ
′
tx−1−θ′th(x))Ft(dx). We denote by κ(z1, z2)t
the cumulant generating function of the joint distribution under the original
measure:
E[ez1X
(1)
t +z2X
(2)
t ] := eκ(z1,z2)t.
For a concrete example in which κ for a multivariate variance gamma model
is calculated, we refer to Leoni and Schoutens (2008). As a first step we show
we can easily obtain d〈M,M〉, needed to determine ξ, in terms of the cumulant
functions. Using κ and by assuming stationarity and independence of incre-
ments for X(i), i = 1, 2 we obtain that the process
Nt(z1, z2) := e
−κ(z1,z2)t(S(1)t )
z1(S
(2)
t )
z2
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is a martingale under the original measure:
E[NT (z1, z2)|Ft]
= E[e−κ(z1,z2)T (S(1)T )
z1(S
(2)
T )
z2 |Ft]
= e−κ(z1,z2)T (S(1)0 )
z1ez1X
(1)
t (S
(2)
0 )
z2ez2X
(2)
t E[ez1(X
(1)
T
−X(1)t )+z2(X(2)T −X
(2)
t )]
= e−κ(z1,z2)T (S(1)t )
z1(S
(2)
t )
z2eκ(z1,z2)(T−t)
= e−κ(z1,z2)t(S(1)t )
z1(S
(2)
t )
z2 = Nt(z1, z2).
For certain z1, z2 belonging to C, the dynamics of the process (S
(1))z1(S(2))z2
equal
d((S
(1)
t )
z1(S
(2)
t )
z2) =d(eκ(z1,z2)tNt(z1, z2))
=eκ(z1,z2)tdNt(z1, z2) + (S
(1)
t− )
z1(S
(2)
t− )
z2κ(z1, z2)dt,
where the term [eκ(z1,z2)·, N(z1, z2)] is zero due to the fact that the process
eκ(z1,z2)· is continuous and has finite variation. This implies the following canon-
ical decomposition:
(S
(1)
t )
z1(S
(2)
t )
z2 = (S
(1)
0 )
z1(S
(2)
0 )
z2 +Mt(z1, z2) +Bt(z1, z2),
with
Mt(z1, z2) =
∫ t
0
eκ(z1,z2)udNu(z1, z2), (9.3)
Bt(z1, z2) = κ(z1, z2)
∫ t
0
(S
(1)
u−)
z1(S
(2)
u−)
z2du. (9.4)
This result will simplify the calculation of the angle brackets:
d〈(S(1))z1(S(2))z2 , S(1)〉 and d〈(S(1))z1(S(2))z2 , S(2)〉.
By Itoˆ’s formula we rewrite the bracket as follows
[(S(1))z1(S(2))z2 , S(1)]t
= (S
(1)
t )
z1+1(S
(2)
t )
z2 − (S
(1)
0 )
z1+1(S
(2)
0 )
z2
−
∫ t
0
(S
(1)
u−)
z1(S
(2)
u−)
z2dS(1)u −
∫ t
0
S
(1)
u−d((S
(1)
u )
z1(S(2)u )
z2)
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=
∫ t
0
eκ(z1+1,z2)udNu(z1 + 1, z2) +
∫ t
0
(S(1)u )
z1+1(S(2)u )
z2κ(z1 + 1, z2)du
−
∫ t
0
(S(1)u )
z1(S(2)u )
z2eκ(1,0)udN (1)u (1)−
∫ t
0
(S(1)u )
z1+1(S(2)u )
z2κ(1, 0)du
−
∫ t
0
S
(1)
u−e
κ(z1,z2)udNu(z1, z2)−
∫ t
0
(S
(1)
u−)
z1+1(S
(2)
u−)
z2κ(z1, z2)du.
Hence by definition of the angle bracket, we find that
d〈(S(1))z1(S2)z2 , S(1)〉
dt
= (S
(1)
t− )
z1+1(S
(2)
t− )
z2(κ(z1 + 1, z2)− κ(z1, z2)− κ(1, 0)),
(9.5)
and by symmetry
d〈(S(1))z1(S2)z2 , S(2)〉
dt
= (S
(1)
t− )
z1(S
(2)
t− )
z2+1(κ(z1, z2 + 1)− κ(z1, z2)− κ(0, 1)).
(9.6)
Due to Assumption 9.4.3 we know that 〈M,M〉 = 〈S, S〉 and by using (9.5) and
(9.6) we obtain:
d〈M,M〉t/dt =(w
(1)S
(1)
t− )
2(κ(2, 0)− 2κ(1, 0))
+ 2w(1)w(2)S
(1)
t− S
(2)
t− (κ(1, 1)− κ(1, 0)− κ(0, 1))
+ (w(2)S
(2)
t− )
2(κ(0, 2)− 2κ(0, 1)). (9.7)
This means that we found an expression for the denominator of (9.2) in terms
of the cumulant functions and furthermore the process λ = dBd〈M,M〉 equals
λt =
w(1)Bt(1, 0) + w
(2)Bt(0, 1)
d〈M,M〉t
=
w(1)S
(1)
t− κ(1, 0) + w
(2)S
(2)
t− κ(0, 1)
d〈M,M〉t
dt, (9.8)
where we used (9.4) and with d〈M,M〉t/dt as in (9.7). The main idea in
Hubalek et al. (2006) was to rewrite the T -contingent claim H as a Fourier
transform
∫
SzTΠ(dz), then they determined the Fo¨llmer-Schweizer decompo-
sition for the components SzT with z ∈ C and such that S
z
T ∈ L
2(P ). The
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Fo¨llmer-Schweizer decomposition of the total claim H is then found by inte-
grating over Π.
In our setting each claim H can depend on S(1) and S(2), hence our claim will
be of the form ∫
(S
(1)
T )
z1(S
(2)
T )
z2Π(dz1, dz2).
For more details concerning option valuation for an option on multiple assets by
using Fourier transformation, we refer to Theorem 3.2 of Eberlein et al. (2009).
We have to search the Fo¨llmer-Schweizer decomposition for the individual com-
ponents in the integral: (S
(1)
T )
z1(S
(2)
T )
z2 . As described in (4.25), we first need
to determine the process Ht(z1, z2) = E
Q˜[HT (z1, z2)|Ft], where Q˜ is the mini-
mal martingale measure for which the Girsanov density describing the change of
measure from P to Q˜ is given by E(−λ·M), see Section 2.3.2.1, andHT (z1, z2) =
(S
(1)
T )
z1(S
(2)
T )
z2 .
We show that in the present case it is not possible to determine the process
H(z1, z2) explicitly in terms of the cumulant function under the minimal mar-
tingale measure, due to the fact that now this cumulant function is not deter-
ministic but stochastic.
From Kallsen and Shiryaev (2002) it follows that if the process z(1)X(1) +
z(2)X(2) is exponentially special then the cumulant function exists and further-
more it is predictable and of finite variation. By Assumption 9.4.3 we also know
that the cumulant function is continuous and of the form κ˜Q˜(z1, z2) · t. Utiliz-
ing the properties of the Fo¨llmer-Schweizer decomposition, (9.2) and (2.5), we
deduce that
dHFV(z1, z2) = ξdB =
d〈Hm(z1, z2),M〉
d〈M,M〉
dB = d〈Hm(z1, z2),M〉λ, (9.9)
where HFV(z1, z2) is the finite variation part and H
m(z1, z2) is the martin-
gale part of the process H(z1, z2) under P . Furthermore we make the process
H(z1, z2) more explicit
Ht(z1, z2) =E
Q˜[(S
(1)
T )
z1(S
(2)
T )
z2 |Ft]
=(S
(1)
0 )
z1(S
(2)
0 )
z2EQ˜[exp(z1X
(1)
T + z2X
(2)
T )|Ft]
=(S
(1)
t )
z1(S
(2)
t )
z2EQ˜[exp(z1(X
(1)
T −X
(1)
t ) + z2(X
(2)
T −X
(2)
t ))|Ft]
:=(S
(1)
t )
z1(S
(2)
t )
z2EQ˜[e
∫
T
t
κ˜Q˜u (z1,z2)du|Ft] (9.10)
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If κ˜Q˜ would be deterministic then
Ht(z1, z2) = (S
(1)
t )
z1(S
(2)
t )
z2e
∫
T
t
κ˜Q˜u (z1,z2)du (9.11)
and in view of (9.3) and (9.4)
dHFVt (z1, z2) =(S
(1)
t )
z1(S
(2)
t )
z2e
∫
T
t
κ˜Q˜u (z1,z2)du(κ(z1, z2)− κ˜
Q˜
t (z1, z2))dt, (9.12)
dHmt (z1, z2) =e
∫
T
t
κ˜Q˜u (z1,z2)dudMt(z1, z2). (9.13)
Inserting (9.12) and (9.13) in (9.9) leads to
(S
(1)
t )
z1(S
(2)
t )
z2(κ(z1, z2)− κ˜
Q˜
t (z1, z2))dt
= d〈M(z1, z2),M〉tλt
= (S
(1)
t )
z1(S
(2)
t )
z2
(w(1)S
(1)
t κ(1, 0) + w
(2)S
(2)
t κ(0, 1))dt
d〈M,M〉t
×
(
w(1)S
(1)
t (κ(z1 + 1, z2)− κ(z1, z2)− κ(1, 0))
+w(2)S
(2)
t (κ(z1, z2 + 1)− κ(z1, z2)− κ(0, 1))
)
dt,
where the last equality follows from (9.5), (9.6) and (9.8). Therefore
κ˜Q˜t (z1, z2) =κ(z1, z2)−
(
w(1)S
(1)
t (κ(z1 + 1, z2)− κ(z1, z2)− κ(1, 0))
+w(2)S
(2)
t (κ(z1, z2 + 1)− κ(z1, z2)− κ(0, 1))
)
×
(w(1)S
(1)
t κ(1, 0) + w
(2)S
(2)
t κ(0, 1))dt
d〈M,M〉t
,
which is not a deterministic function. This means that (9.11) does not hold and
we cannot make the process H(z1, z2) more explicit than expression (9.10). A
different way to proceed would be to make the change of measure explicit. After
some calculations the process H(z1, z2) equals
Ht(z1, z2) =(S
(1)
t )
z1(S
(2)
t )
z2E
[
exp
(∫ T
t
(z1 − λuS
(1)
u−w
(1))dX(1)u
+
∫ T
t
(z2 − λuS
(2)
u−w
(2))dX(2)u
)
|Ft
]
.
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The integrandum is a stochastic function and we cannot apply Proposition 8.4.6.
This clearly shows that in the setting of non-traded we are not capable to express
the LRM hedging strategy in terms of the cumulant function.
9.4.3 LRM hedging strategy using PIDE’s
For the dynamics of the underlying processes we assume a linear combination of
independent Brownian motions for the continuous martingale part. For the im-
plementation of the multidimensional measure, we look at two extreme cases.
Firstly, we assume every risky asset has the same jump part. Secondly, we as-
sume complete independent jump parts. Both approaches are meaningful for
practice. In the first case, we can say that the jump part models extreme market
conditions, such that all the risky assets experience the same movement. This
assumption is, especially in the commodity market, acceptable, because almost
all prices are mainly influenced by the oil price. In the case of complete inde-
pendence, we assume that the joint movements are included in the Brownian
motion part and if there is a jump, that this jump will only influence one asset
at the time.
The last model we will look at is a combination of the two previous ones. So
there is a jump part influencing all the assets at the same time and independent
of this first jump, we have for each risky asset a Le´vy measure independent of
the other measures. This method combines the advantages of the two other
approaches.
Note that we avoid here possible problems with the dependence structure of
Le´vy processes by assuming complete independence. A different approach would
be to model it by using copulas, see Tankov (2004).
9.4.3.1 Le´vy processes with the same jump
We assume the following dynamics for the d-dimensional discounted risky asset:
St =S0 +Bt +
∫ t
0
diag(σu)cudiag(Su)ΘdWu
+
∫ t
0
diag(σu)Su−
∫
R
x[N(du, dx)− ν(dx)du],
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with
St =
(
S
(1)
t · · · S
(d)
t
)′
Bt =
(
B
(1)
t · · · B
(d)
t
)′
with B
(i)
t the finite variation part of S
(i)
t
σt =
(
σ
(1)
t · · · σ
(d)
t
)′
ct = diagonal matrix with (ct)ii = c
(i)
t , i = 1, . . . , d
ΘΘ′ = variance-covariance matrix
Wt =
(
W
(1)
t · · · W
(d)
t
)′
d independent standard Brownian motions
and with N(dt, dx) − ν(dx)dt a one-dimensional compensated Le´vy measure.
This means that the ith component of S has dynamics
dS
(i)
t =dB
(i)
t + σ
(i)
t c
(i)
t S
(i)
t
d∑
l=1
ΘildW
(l)
t + σ
(i)
t S
(i)
t−
∫
R
x[N(dt, dx)− ν(dx)dt].
By M (i) we denote the martingale part of the asset S(i):
M
(i)
t =
∫ t
0
σ(i)u c
(i)
u S
(i)
u
d∑
l=1
ΘildW
(l)
u +
∫ t
0
σ(i)u S
(i)
u−
∫
R
x[N(du, dx)− ν(dx)du]
constituting the vectorM.
To calculate the optimal number to invest in the risky asset S we proceed in
several steps:
• Using the Markov property of the risky assets, we obtain
Yt = E
Q˜[H(ST )|Ft] = F (t,St). (9.14)
We introduce the notation J˜ for
J˜(t, x) =F (t,St− + diag(σt)St−x)− F (t,St−).
• Determination of the dynamics under the MMM
According to Assumption 9.4.2 and Definition 2.3.6, the Girsanov den-
sity describing the change of measure from the original measure to the
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minimal martingale measure linked with the process S equals
E(−λ ·M) = E(−
w′B
w′d〈M,M〉w
w ·M),
with
d〈M (i),M (j)〉t
dt
= σ
(i)
t S
(i)
t σ
(j)
t S
(j)
t ((ΘΘ
′)ijc
(i)
t c
(j)
t +
∫
R
x2ν(dx)), 1 ≤ i, j ≤ d. (9.15)
Under the minimal martingale measure and by using the ‘classical’ Gir-
sanov’s theorem (see Theorem 2.3.4), we deduce that for every P -local
martingale Y the process Y ′ = Y + λ · 〈Y,M〉 is a Q˜-local martingale.
Therefore the following Brownian motions are martingales:
WQ˜ =W + λ · 〈M,W〉 =W + λ
d∑
i,l=1
w(i)σ(i)c(i)S(i)Θil · 〈W
(l),W〉
=W + λΘ′diag(σ)cdiag(S)w · 1d×d, (9.16)
with 1d×d the d × d-matrix with the identical function on the diagonal.
The compensator of the Le´vy measure equals
νQ˜(dx)dt = ν(dx)dt− λt〈N(d·, dx)− ν(dx)d·,
w′
∫
0
diag(σu)Su
∫
R
x[N(du, dx)− ν(dx)du]〉t
= (1− λtw
′diag(σt)Stx)ν(dx)dt. (9.17)
The dynamics of the processes S(i) under the minimal martingale measure
are
dS
(i)
t =σ
(i)
t c
(i)
t S
(i)
t
d∑
l=1
ΘildW
(l),Q˜
t + σ
(i)
t S
(i)
t−
∫
R
x[N(dt, dx)− νQ˜(dx)dt].
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• Next we apply Itoˆ’s formula to the Q˜-martingale F :
F (t,St) =
∫ t
0
Ft(u,Su)du
+ (Fs(·,S−) · S)t +
1
2
d∑
i,j=1
(Fs(i)s(j)(·,S) · [S
(i), S(j)]c)t
+
∫ t
0
∫
R
{J˜(u, x)− Fs(u,Su−)σ′uSu−x}N(du, dx),
(9.18)
where Fs is the gradient of F and Fss is the Hessian matrix of F with
respect to S.
We rewrite this Q˜-martingale, by denoting with Θk the k
th column of the
matrix Θ, as
dF (t,St)
= Ft(t,St)dt
+
1
2
d∑
k=1
(diag(σt)ctSt)
′(diag(Θk)Fss(t,St−)diag(Θk))(diag(σt)ctSt)dt
+ σ′tSt−
∫
R
J˜(t, x)νQ˜(dx)dt
+ Fs(t,St)d(St)
c,Q˜ + σ′tSt−
∫
R
J˜(t, x)[N(dt, dx)− νQ˜(dx)dt].
This means that we need to solve the following PIDE problem to obtain
the price of the claim under the minimal martingale measure
Ft(t, s) +
1
2
d∑
k=1
(diag(σt)cts)
′(diag(Θk)Fss(t, s)diag(Θk))(diag(σt)cts)
+σ′ts
∫
R
J˜(t, x)νQ˜(dx) = 0
F (T, s) = H(s).
From (9.18) it follows that the P -martingale part I of the process Y (9.14)
has the following dynamics:
It = (Fs · S
c)t +
∫ t
0
σ′uSu
∫
R
J˜(u, x)(N(du, dx)− ν(dx)du).
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We need to search the Galtchouk-Kunita-Watanabe decomposition of this
process with respect to the one-dimensional process M , the martingale
part of S:
dIt = θtdMt + dLt,
where L is a P -martingale orthogonal to the P -martingale M . According
to (9.2) the optimal number of risky assets θ is given by
θt =
d∑
i=1
d∑
j=1
σ
(i)
t S
(i)
t σ
(j)
t S
(j)
t w
(j)
d〈M,M〉t
[Fs(i)(t,St)(ΘΘ
′)ijc
(i)
t c
(j)
t
+
∫
R
J˜(t, x)xν(dx)]dt,
with d〈M,M〉 = w′d〈M,M〉w and with matrix d〈M,M〉 as in (9.15).
9.4.3.2 Independent jumps in the Le´vy process
This section is very similar to the previous one and therefore we only repeat the
parts which change due to the different dynamics for the process S. We assume
the following dynamics for the d-dimensional discounted risky asset:
St =S0 +Bt +
∫ t
0
diag(σu)cudiag(Su)ΘdWu
+
∫ t
0
diag(σu)diag(Su−)
∫
R
x[N(du, dx)− ν(dx)du],
with N(dt, dx)− ν(dx)dt a d-dimensional vector consisting of one-dimensional
independent Le´vy measures. This means that the ith component of S is
dS
(i)
t =dB
(i)
t + σ
(i)
t c
(i)
t S
(i)
t
d∑
l=1
ΘildW
(l)
t + σ
(i)
t S
(i)
t−
∫
R
x[N (i)(dt, dx)− ν(i)(dx)dt].
We start with the determination of the dynamics of the process F (t,St) as de-
fined in (9.14). In the calculations we will use the notation J for
J
(i)
(t, x) =F
(
t,St− + σ
(i)
t S
(i)
t−xei
)
− F (t,St−),
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with ei = (0, . . . , 0, 1, 0, . . . , 0) having 1 on the i
th place.
The matrix (d〈M,M〉/dt) has components
d〈M (i),M (j)〉t
dt
= = σ
(i)
t S
(i)
t σ
(j)
t S
(j)
t
(
(ΘΘ′)ijc
(i)
t c
(j)
t +
∫
R
x2δijν
(i)(dx)
)
,
with δij the Kronecker delta. The processes (9.16) are again Brownian mo-
tions under the minimal martingale measure, but the compensators of the Le´vy
measures under the MMM are now equal to
ν(i),Q˜(dx)dt
= ν(i)(dx)dt− λt〈N
(i)(d·, dx),
w′
∫
0
diag(σu)diag(Su)
∫
R
x[N(du, dx)− ν(dx)du]〉t
= (1− λtw
(i)σ
(i)
t S
(i)
t x)ν
(i)(dx)dt, i = 1, . . . , d. (9.19)
The PIDE problem we need to solve becomes
Ft(t, s) +
1
2
d∑
k=1
(diag(σt)cts)
′(diag(Θk)Fss(t, s)diag(Θk))(diag(σt)cts)
+
d∑
i=1
σ
(i)
t s
(i)
∫
R
J
(i)
(t, x)ν(i),Q˜(dx) = 0
F (T, s) = H(s).
The P -martingale part I of the process F equals
It = (Fs · S
c)t +
d∑
i=1
∫ t
0
∫
R
J
(i)
(u, x)σ(i)u S
(i)
u−(N
(i)(du, dx)− ν(i)(dx)du).
Therefore the optimal number of risky assets is given by
θt =
d∑
i=1
d∑
j=1
σ
(i)
t S
(i)
t σ
(j)
t S
(j)
t w
(j)
d〈M,M〉t
[Fs(i)(t,St)(ΘΘ
′)ijc
(i)
t c
(j)
t
+
∫
R
J
(i)
(t, x)xδijν
(i)(dx)]dt.
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9.4.3.3 Combination of the two approaches
We assume the following dynamics for the d-dimensional discounted risky asset:
St =S0 +Bt +
∫ t
0
diag(σu)cudiag(Su)ΘdWu
+
∫ t
0
diag(σu)Su−
∫
R
x[N(du, dx)− ν(dx)du]
+
∫ t
0
diag(σu)gudiag(Su−)
∫
R
x[N(du, dx)− ν(dx)du].
We used the same notations as in the previous two sections and added a process
described by a diagonal matrix g with (g)ii = g
(i) to allow for more variation
between the two independent Le´vy measures N and N, that by assumption do
not jump at the same time. The notation J will here be used for
J
(i)
(t, x) =F (t,St− + σ
(i)
t g
(i)
t S
(i)
t−xei)− F (t,St−).
The price is obtained by solving the following PIDE problem:
Ft(t, s) +
1
2
d∑
k=1
(diag(σt)cts)
′(diag(Θk)Fss(t, s)diag(Θk))(diag(σt)cts)
+σ′ts
∫
R
J˜(t, x)νQ˜(dx) +
d∑
i=1
σ
(i)
t s
(i)g
(i)
t
∫
R
J
(i)
(t, x)ν(i),Q˜(dx) = 0
F (T, s) = H(s),
with νQ˜, ν(i),Q˜ described in (9.17) respectively (9.19), where the function λ
equals
λ =
w′B
w′d〈M,M〉w
with
d〈M (i),M (j)〉t
dt
= σ
(i)
t S
(i)
t σ
(j)
t S
(j)
t ((ΘΘ
′)ijc
(i)
t c
(j)
t +
∫
R
x2ν(dx) +
∫
R
(g
(i)
t x)
2δijν
(i)(dx)).
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For the optimal number of risky assets we obtain
θt =
1
d〈M,M〉t
d∑
i=1
d∑
j=1
σ
(i)
t S
(i)
t σ
(j)
t S
(j)
t w
(j)[Fs(i)(t,St)(ΘΘ
′)ijc
(i)
t c
(j)
t
+
∫
R
J˜(t, x)xν(dx)
+ g
(i)
t g
(j)
t
∫
R
J
(i)
(t, x)xδijν
(i)(dx)]dt.
9.5 Mean-variance hedging strategy
Due to Assumption 9.4.4, the convex set of equivalent local martingale mea-
sures with square integrable density, denoted by P2e, is not empty. Hence the
variance-optimal martingale measure exists and is also unique. From Cˇerny´
and Kallsen (2007) it follows that by choosing the right space of admissible
strategies the existence of the MVH strategy is guaranteed.
From Chapter 5 we know that the key to determine the mean-variance hedg-
ing is the variance-optimal martingale measure and the expectation under the
VOMM of the Girsanov density describing the change of measure from the orig-
inal measure to the VOMM. Once Z∗, Zˆ∗ and ς (5.7) are found, we can e.g. use
formula (5.9) to obtain the optimal number of risky assets.
Hence this means we first look for the variance-optimal martingale measure.
In Section 2.3.2.2 we observed that the VOMM equals the MMM if the mean-
variance tradeoff process K, see Definition 2.2.18, is deterministic. Unfortu-
nately, we rarely have a deterministic mean-variance tradeoff in our setting of
non-traded assets. As an example we give the mean-variance tradeoff process
in the case of two underlyings driven by two independent Brownian motion:
dS
(1)
t =S
(1)
t (b
(1)
t dt+ σ
(1)
t dW
(1)
t )
dS
(2)
t =S
(2)
t (b
(2)
t dt+ σ
(2)
t (ρdW
(1)
t +
√
1− ρ2dW
(2)
t )). (9.20)
Hence the filtration F will be generated by the two Brownian motionsW (1) and
W (2).
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For later calculations, we will use the following shorthand notations:
dSt =w
(1)dS
(1)
t + w
(2)dS
(2)
t
=(w(1)S
(1)
t b
(1)
t + w
(2)S
(2)
t b
(2)
t )dt+ (w
(1)σ
(1)
t S
(1)
t + w
(2)σ(2)S
(2)
t ρ)dW
(1)
t
+ w(2)S
(2)
t σ
(2)
√
1− ρ2dW
(2)
t
:=αtdt+ β
(1)
t dW
(1)
t + β
(2)
t dW
(2)
t .
Using (2.5) where B and M are in the sense of Definition 2.2.5, we can easily
calculate the mean-variance tradeoff process K, see Definition 2.2.18, with
λ =
dB
d〈M〉
=
α
(β(1))2 + (β(2))2
(9.21)
and therefore
Kt =
(
(w(1)S
(1)
u b
(1)
u + w(2)S
(2)
u b
(2)
u )2
(w(1)S
(1)
u σ
(1)
u )2 + 2ρw(1)w(2)S
(1)
u S
(2)
u σ
(1)
u σ
(2)
u + (w(2)S
(2)
u σ
(2)
u )2
· u
)
t
.
Given this stochastic mean-variance tradeoff process, a first attempt to deter-
mine the VOMM would be to use the technique described by Cˇerny´ and Kallsen
(2007). They perform first a change of measure to the opportunity neutral mea-
sure, which can be seen as the measure neutralizing the effect of the stochastic
mean-variance tradeoff process. Then the variance-optimal martingale mea-
sure is simply the minimal martingale measure with respect to the opportunity
neutral measure. The simplest way to find the opportunity neutral measure is
through Theorem 3.25 of Cˇerny´ and Kallsen (2007). The drawback in our case
is that it is really hard to find an L, which is always smaller or equal than 1.
Hence we try another approach based on Biagini et al. (2000) and Chan et al.
(2009). We determine the variance-optimal martingale measure Q∗ using the
fact that it should be a martingale measure with dQ
∗
dP of the form c+ γ · S with
c a constant ∈ [1,∞[, see Lemma 2.3.13. Using the continuity of the process S,
Assumption 9.4.4 and Theorem 2.3.11, we can rewrite c+(γ ·S)T as a Dole´ans-
Dade exponential because it is strictly positive
ZT = cE(γ˜ · S)T (9.22)
with γ˜Z− = γ. The Girsanov densities describing the class of equivalent mea-
sures Q˘ is given by
dQ˘
dP
= E(−k ·W (1) − l ·W (2))T , (9.23)
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with functions k and l chosen in such a way that dQ˘dP is square-integrable.
These Q˘ are martingale measures if and only if
α = kβ(1) + lβ(2). (9.24)
Equating the two conditions (9.22) and (9.23), with k and l satisfying (9.24)
gives
E(−k ·W (1) − l ·W (2))T = cE(γ˜ · S)T . (9.25)
Theorem 9.5.1. The density describing the change of measure to the VOMM is
given by E(−λ · S), which means that the VOMM equals the MMM.
Proof. We remark first that when c has to be a positive constant, then the
only possible form it can have is c−1 = E[E(γ˜ · S)T ], because only with this
choice E[cE(γ˜ ·S)T ] = 1, which is a necessary condition for the Girsanov density
describing a change of measure.
We define the function R(t, St) := E[E(γ˜ ·S)T /E(γ˜ ·S)t|Ft] and we assume that
R(t, St) is an element of the class C
1,2. The derivative with respect to the second
variable
∂R(t,St)
∂S will be denoted by RS(t, St). Furthermore we also introduce
the P -martingale
Dt = E[E(γ˜ · S)T |Ft] = E(γ˜ · S)tR(t, St). (9.26)
Using the martingale representation property, we know there exist functions
ψ(1) and ψ(2) such that
Dt = D0 + (ψ
(1) ·W (1))t + (ψ
(2) ·W (2))t. (9.27)
Applying Itoˆ’s formula to D, (9.26), and using the martingale property and the
continuity of all the processes, we obtain:
dDt =E(γ˜ · S)t(R(t, St)γ˜ +RS(t, St)β
(1)
t )dW
(1)
t
+ E(γ˜ · S)t(R(t, St)γ˜ +RS(t, St)β
(2)
t )dW
(2)
t . (9.28)
Hence combining (9.28) with (9.27), we get:
DT
D0
= E
(∫ ·
0
1
Du
ψ(1)u dW
(1)
u +
∫ ·
0
1
Du
ψ(2)u dW
(2)
u
)
T
(9.29)
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with
ψ
(1)
t =E(γ˜ · S)t(R(t, St)γ˜ +RS(t, St))β
(1)
t
ψ
(2)
t =E(γ˜ · S)t(R(t, St)γ˜ +RS(t, St))β
(2)
t .
(9.30)
From the definition of D, we see that
DT
D0
=
E(γ˜ · S)TR(T, ST )
E(γ˜ · S)0R(0, S0)
=
E(γ˜ · S)T
E[E(γ˜ · S)T ]
= cE(γ˜ · S)T . (9.31)
So equating (9.29) and (9.31) we obtain k and l from (9.25) using the relations
(9.26) and (9.30):
kt = −
(
γ˜t +
RS(t, St)
R(t, St)
)
β
(1)
t and lt = −
(
γ˜t +
RS(t, St)
R(t, St)
)
β
(2)
t . (9.32)
The unknown γ˜ then follows from condition (9.24):
αt +
(
γ˜t +
RS(t, St)
R(t, St)
)
((β
(1)
t )
2 + (β
(2)
t )
2) = 0.
By inserting the expression for λ (9.21) in the previous equation we obtain:
−γ˜t −
RS(t, St)
R(t, St)
= λt. (9.33)
Taking this relation into account, we find for (9.32) that kt = λtβ
(1)
t and
lt = λtβ
(2)
t , which means that the VOMM is exactly the MMM.
We remark that our setting is one of the examples where, although the mean-
variance tradeoff process is not deterministic, the VOMM still equals the MMM.
The next step would be to apply formula (5.9), but then we need to determine
γ˜ explicitly. Solving equation (9.33) is precisely the hard part in the implemen-
tation of the MVH strategy. It is also not possible to use formula (5.4) instead
because as shown in Example 1 of Schweizer (1996) the deterministic MVT is
a necessary condition to obtain this formula. Another way out would be to cal-
culate the expectation of the change of measure under the VOMM, but then we
have a similar problem as under the LRM hedging strategy, where we need to
find the expected value of the claim under the MMM. This clearly illustrate that
by loosing deterministic properties of e.g. the mean-variance tradeoff and the
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cumulants, it is much harder to determine the strategies.
In a discontinuous case and under the assumption that the VOMM is strictly
positive one can show that γ˜ has to solve the following equation:
αt +
(
γ˜t +
RS(t, St)
R(t, St)
)
((β
(1)
t )
2 + (β
(2)
t )
2)
+
∫
R2
R(t, St− + ω(x))−R(t, St−)
R(t, St−)
(w(1)x(1) + w(2)x(2))ν(dx) = 0, (9.34)
when the processes of the underlying assets have as dynamics
dS
(1)
t =S
(1)
t (b
(1)
t dt+ σ
(1)
t dW
(1)
t ) +
∫
R2
x(1)(N(dt, dx)− ν(dx)dt)
dS
(2)
t =S
(2)
t (b
(2)
t dt+ σ
(2)
t (ρdW
(1)
t +
√
1− ρ2dW
(2)
t )) (9.35)
+
∫
R2
x(2)(N(dt, dx)− ν(dx)dt) (9.36)
and the combination S = w(1)S(1)+w(2)S(2). Therefore in a discontinuous case
the VOMM will not be equal to the MMM.
9.6 Numerical results
We restrict ourselves to a setting in which the claim is depending on S(1) but the
hedging will be done with S = w(1)S(1) + w(2)S(2). We investigate the hedging
for an at-the-money call on S(1) as this is the most challenging example. It
is well-known that hedging of far in-the-money or out-of-the-money options is
relatively easy.
Note that both S(1) and S(2) are contracts for delivery over different periods
of time. The delivery period of S itself is hence larger and total premiums
should always be adjusted to the delivery period. We take the example of the
base/peak problem, see Section 9.1. This means that the weights are roughly
speaking w(1) = 1/3 for peak and w(2) = 2/3 for off-peak power. The cashflow
corresponding to a purchase or sale of such a contract is w(i) × S(i) to adjust
correctly for the delivery period.
Hence, it is clear that buying the base contract S delivers power during the
peak and off-peak hours, corresponding to a position in both assets S(1) and
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S(2). This means that there are two intuitively choices for hedging the claim on
peak power S(1) by using base. One could try and focus on the volume risk or
on the price risk, see Section 9.3.
9.6.1 Setup
We introduce the following notations: C(S(1)) stands for the price of the claim
while ∆(1) = ∂C
∂S(1)
and ∆(2) = ∂C
∂S(2)
represent its partial derivatives with re-
spect to the peak and off-peak contract prices. Note that in our example the
option only depends on S(1) and thus ∆(2) = 0. For convenience we will as-
sume that the interest rate r = 0. The amount of risky assets, that are used as a
hedge for the claim, is denoted by ξ.
Given the specific nature of this problem, we assume a lifetime of the claim of
T = 3 years, where for the first T1 = 0.5 year, a strategy in the base asset is
followed. This is inspired by the fact that at some point, liquidity grows in the
peak contract. We call the time T1 the roll-over point. We assume that after this
time, the claim can be hedged further with a classical delta-hedge or any other
hedging strategy on the asset S(1) itself. In a Brownian setting from this point
onwards we will hedge perfectly and there is no need in an analysis beyond this
point.
The price of the claim at time zero is such that the expected total cost of the
strategy is zero, where the price of the option at roll-over time is determined
under the unique martingale measure in the Brownian motion case, while in the
discontinuous case the mean-correcting martingale measure is used. Due to the
zero interest rate, we can restrict ourselves to observing the total cost, see page
198, over the lifetime at the roll-over time. This cost of hedging will be neu-
tralised by the initial premium of the claim. We will show that the uncertainty
over the outcome of the different strategies is quite large and therefore we will
also study the standard deviation of the hedging cost in those different strate-
gies. The one with the lowest variance is clearly to be preferred in practice.
Both the peak and the off-peak contracts are assumed to follow a geometric
Brownian motion:
S
(i)
t = S
(i)
0 exp(µ
(i)t+ σ(i)W
(i)
t ), i = 1, 2
where the correlation between the Brownian motions is given by d
〈
W (1),W (2)
〉
t
= ρdt.
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As parameters we choose σ(1) = 40%, σ(2) = 30% and ρ = 75%. For the drift
we look at two different situations. The first and most easy one is where we
assume both assets to be martingales. Hence µ(i) = r − 0.5(σ(i))2 and we will
call this the martingale case. In a second example, the semimartingale case, we
introduce a drift by setting µ(1) = 0.07 and µ(2) = 0.05. For both cases we will
look at the performance of the different strategies.
As starting levels for the prices, we assume that S(1) = e90/MWh and S(2) =
e60/MWh, and hence the base asset is worth S = e70/MWh. If we normal-
ize the time of the base contract to one, the cash flows would be given by e70
for baseload of which e30 is coming from the peak contract and e40 from the
off-peak. Note that although the price for off-peak is lower, the total cashflow
is higher compared to the peak contract because the amount of delivered hours
during off-peak is higher.
9.6.2 Different strategies
In this section we repeat the strategies described in Section 9.3 and Section
9.4, but adjusted to the setting described here, namely where the claim only
depends on S(1). The two first strategies are extra. The first one we describe is
the control strategy, which we cannot follow in practice, while the second one
makes more sense due to the specific setting.
9.6.2.1 Control strategy
In order to verify our results, we calculate the classical strategy. This means that
we are hedging the claim on S(1) by effectively taking positions in this asset.
9.6.2.2 Total volume-neutral strategy
The number ξ is here equal to
ξ = ∆(1) +∆(2) = ∆(1).
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We basically focus on the total volume of the peak contract. If the derivative
of the claim C with respect to S(1) requires a certain amount in S(1), this same
amount is taken in S, ensuring that the volume during the peak hours is correct.
However, the residual risk that comes into the picture, is the volume taken in
the off-peak asset.
In fact the volatility of the off-peak asset is lower, and therefore ignoring this
asset is safe. Clearly, the risk in this strategy is coming mostly from the second
risky asset S(2).
9.6.2.3 Volume-neutral strategy
The power market has two natural units of volume since the commodity is deliv-
ered in a certain magnitude over a period of time. The magnitude is expressed
in MW and the time in hours. So instead of focussing on the MW position,
one could also focus on the total volume, taking into account the length of the
delivery period:
ξ = w(1)∆(1) + w(2)∆(2) = w(1)∆(1).
In this strategy it is assumed that if we need 3MW of peak power, one can
replace this by 1MW of base power, because the total amount of power over the
delivery period is then roughly the same. Or in other words, it is assumed that
we can replace volume in the peak hours by volume in the off-peak hours.
It will become clear that this is the worst strategy.
9.6.2.4 Price-adjusted strategy
If we take
ξ =
w(1)∆(1)S(1) + w(2)∆(2)S(2)
w(1)S(1) + w(2)S(2)
=
w(1)∆(1)S(1)
w(1)S(1) + w(2)S(2)
,
the value of the hedge in S and the value of the (theoretical) hedge in S(1) are
equal. This ensures that the cash-flows during the hedging strategy are the ones
one would have from the hedging strategy in S(1).
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9.6.2.5 Risky strategy
If one wants to fully understand the concept of hedging, one should always be
prepared to take one step back and ask oneself if the riskyness really decreased
by setting up a strategy. Therefore, we compare the strategies to the strategy of
doing nothing and waiting until the roll-over time before starting to hedge the
claim. In this case, the full risk is taken and ξ = 0.
9.6.2.6 Adjusted locally risk-minimizing hedging strategy
In none of the above strategies, the volatility or correlation between S(1) and
S(2) played a role. It is however very natural that this should have an effect on
the strategy one should follow. The LRM strategy captures this completely, see
Section 9.4.3 and in fact outperforms all of the above strategies.
In the Brownian case the optimal amount invested in the risk asset is given by:
ξ =
w(1)
(
∆(1)
(
σ(1)
)2
+∆(2)ρσ(1)σ(2)
)
+ w(2)
(
∆(1)ρσ(1)σ(2) +∆(2)
(
σ(2)
)2)
w(1)
(
σ(1)
)2
+ 2w(1)w(2)ρσ(1)σ(2) + w(2)
(
σ(2)
)2 ,
(9.37)
where the amounts ∆ are calculated under the martingale measure for S(1)
and S(2) separately, which is also the measure under which we price. In fact
they should be calculated under the minimal martingale measure related with
S in the semimartingale case. Still we find that this makes sense in our setting,
because at roll-over we anyhow arrive at this market in the continuous case and
as we will discuss later on finding the correct drift is almost impossible, hence
finding the correct martingale measure is equally well unsecure.
9.6.3 Results
To obtain the results we simulated 25 000 paths and rebalance twice a week.
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Strategy Martingale case Semimartingale case
Control 24.39 (0.40) 24.39 (0.40)
Total Volume-neutral 24.42 (8.34) 26.23 (9.40)
Volume-neutral 24.46 (14.09) 28.10 (15.98)
Price-adjusted 24.45 (13.08) 27.82 (14.76)
(Adjusted) LRM 24.41 (7.30) 25.78 (8.18)
Full risk 24.48 (17.33) 29.04 (19.63)
Table 9.1: Hedging cost and standard deviation in the case of Brownian mo-
tions.
9.6.3.1 Hedging cost
For the various strategies, we determine the hedging cost up to the roll-over
time. We look at this cost both for the martingale case as well as for the semi-
martingale case. Table 9.1 contains for each case the expected cost and the
standard deviation between brackets. The larger this standard deviation, the
more uncertainty and hence the more risk remains in the hedging procedure.
Let us focus first on the martingale case. It is obvious that the LRM strategy
outperforms the current market practices. Compared to doing nothing, hence
this is the full risk case, the improvement is very good. The reason that the total
volume-neutral strategy works well is because a big part of the risk is concen-
trated in the peak price since this contract has the highest volatility.
In practice the hedging cost is considered as the fair value price of the option.
From Table 9.1 we deduce that the average cost of hedging is almost identical
across all the strategies, hence each strategy indicates the same fair value price
for the option at the start.
In the semimartingale case, we can observe that for the control strategy, there
is no effect. This is natural as we already know that pricing is always done un-
der a risk-neutral martingale measure, which is unique in the continuous case.
For all the other strategies we see that the cost of the strategy is changing. At
the same time, the uncertainty grows as well. However, once again the LRM
behaves better than any of the others.
Remark that in practice, the estimation of the drift term is virtually impossible.
Knowing the drift would mean, knowing where the prices would go and often
it might be possible to distinguish trends in the short or extremely long run, but
the deviations from these kind of trends make it very hard to even estimate the
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drift term correctly. Since the energy market is a forward market, we can as-
sume that the market prices everything correctly, and hence that the quantities
are indeed martingales. If later, it turns out that there was a systematic drift, we
then hope that the margin taken at inception in the option premium is sufficient
to cover this.
We conclude that the LRM hedging strategy outperforms the more intuitive ap-
proaches and even in case the assets are only semimartingales, the method still
works well.
In fact we could even go one step further. We want to calculate the cost of hedg-
ing in case the underlyings follow a discontinuous price process, but in a very
fast way and hence by avoiding again the use of PIDE’s as described in Section
9.4.3. Therefore we use the amount ξ described in (9.37), where the price of
the claim and the∆’s are calculated under the mean-correcting martingale mea-
sure linked with the two processes S(1) and S(2). For this purpose we assume
that both peak and off-peak can be written as exponential variance gamma pro-
cesses, where the characteristic function of a variance gamma function equals
φ(z) = (1− iuθν +
1
2
σ2νu2)−1/ν ,
see Schoutens (2003). As in Leoni and Schoutens (2008), we assume that the
Gamma clock is equal for both assets and hence they jump at the same time.
We will take the following parameters:
µ
(1)
mart = −0.0179 µ
(2)
mart = −0.005
µ
(1)
semi = 0.07 µ
(2)
semi = 0.05
σ(1) = 40.50% σ(2) = 30%
θ(1) = −0.10 θ(2) = −0.05
ν = 0.25
ρ = 74.80%
These numbers ensure us that the option price, calculated under the mean-
correcting measure for peak, leads to the same price as we had in the Brownian
case. The correlation between the Brownian components has been adjusted
downwards such that the linear correlation coefficient between the logreturns
of the assets remained at 75% as earlier. Furthermore, µ(i) in the martingale
case is determined by the following equation:
µ
(i)
mart = r − log(1− 0.5ν(σ
(i))2 − θ(i)ν)/ν, i = 1, 2.
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Strategy Martingale case Semimartingale case
Control 24.39 (2.47) 24.39 (2.43)
Volume MW 23.86 (9.03) 24.84 (9.68)
Volume MWh 23.56 (14.66) 25.61 (15.82)
Price-adjusted 23.61 (13.66) 25.49 (14.68)
(Adjusted) LRM 23.93 (7.97) 24.64 (8.50)
Full risk 23.41 (17.85) 26.00 (19.28)
Table 9.2: Hedging cost and standard deviation in the case of a multivariate
variance gamma process.
Within this setup we obtain the results reported in Table 9.2. In the martingale
case, all the strategies have a lower cost of hedging, but with a greater uncer-
tainty than in the Brownian motion case. This can be explained by the fact that
within a VG model, there are only small changes in the prices of the assets until
a significant jump is noticeable. The fat-tailed distribution (compared to the
normal distribution) favours smaller moves most of the time and some extreme
jumps once in a while.
The interesting aspect of this analysis is that the control strategy becomes less
good in the sense that the uncertainty becomes much bigger. Whereas for the
other strategies the uncertainty only increased slightly.
When we turn to the semimartingale case, we can deduce similar results as
before. The cost of hedging depends on the actual drift of the process and in
general this is not a nice feature of a strategy because this drift is extremely
hard to measure or estimate. However, it becomes clear in this case as well,
that the LRM strategy is rather robust, making it the most suitable candidate for
real hedging of claims on non-tradable assets.
In fact one could also argue that we do not know what the real locally risk-
minimizing hedging strategy would do and if this would not behave even better.
We think the real strategy will surely not perform better than in the continuous
martingale case, and our adjusted LRM hedging strategy only performs slightly
worse than the exact LRM hedging strategy used in the continuous martingale
case. Hence we believe that the possible increase in accuracy of the results will
not outweigh for the loss in computational speed. Furthermore the reason why
this adjusted strategy works well, even in the discontinuous case, is because it
accurately captures the real correlation between the two assets, without using
the exact angle bracket processes.
Conclusion
We focused in this thesis on the class of quadratic hedging strategies. We did
not restrict ourselves to the pure theory, but also looked at applications in dif-
ferent markets such as the insurance market, the energy market and the interest
rate derivatives market. The most important contribution is to the theory of lo-
cal risk-minimization and the related Fo¨llmer-Schweizer decomposition. Some
long time unanswered questions are solved. Secondly, in literature there are
only few implementations of the quadratic hedging strategies. Moreover, there
is a growing interest for comparison to the most common hedging strategy in
practice, namely the delta-hedge, see Altmann et al. (2008), Denkl et al. (2009)
and Brode´n and Tankov (2010). Such a practical implementation and compari-
son is given in Chapters 8 and 9 for an example in the interest rate derivatives
market respectively the energy market.
The main results we obtained are:
• The Fo¨llmer-Schweizer decomposition is determined for the general class
of semimartingales in terms of the predictable characteristics.
• A concrete example is given and proved for which the Fo¨llmer-Schweizer
decomposition under the minimal martingale measure is different from
the Galtchouk-Kunita-Watanabe decomposition under the original mea-
sure.
• The locally risk-minimizing hedging strategy is extended to the multidi-
mensional case.
• An easy procedure to determine the locally risk-minimizing hedging strat-
egy is given.
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• Risk-minimization is applied to the framework of unit-linked life insurance
with surrender option.
• The locally risk-minimizing hedging strategy for unit-linked life insurance
contracts is determined in case the underlying can contain jumps.
• We calculated and implemented the delta-hedging and the mean-variance
hedging strategy for the forward swaption under the forward martingale
measure linked with the maturity of the swaption and we compared the
obtained results with the case of following no hedging strategy at all.
• Adjusted delta-hedges are compared with the (adjusted) locally risk-min-
imizing hedging strategy in a setting typical for the energy market.
• The adjusted locally risk-minimizing hedging strategy we propose seems
to perform really well in the setting we described for the energy market.
• The usefulness of quadratic hedging in risky markets is shown, but we
also noticed the almost equality in performance to doing nothing in less
risky markets.
• We revealed the gap between the theory of quadratic hedging and the
implementation in the semimartingale case.
Research is a never ending story. Possible future research topics include:
• Closing the gap between the theory of mean-variance hedging and the
implementation for general semimartingales.
• Finding conditions under which the (H)-hypothesis remains valid after a
change of measure.
• Related with the previous point is the extension of the risk-minimization of
unit-linked life insurance contracts with surrender option to semimartin-
gales.
• Determination of the quadratic hedging strategy for unit-linked life insur-
ance contracts containing mortality and surrender risk.
• Determination of hedging strategies for interest rate derivatives under the
‘original’ measure.
• Extending the mean-variance hedging strategy for the swaption when
more than two zero-coupon bonds are used for hedging.
• Hedging other interest rate derivatives.
• Hedging of interest rate derivatives in the Libor market model with its
typical tenor structure.
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• Determination of the cumulant process under the minimal martingale
measure in case the mean-variance tradeoff process is stochastic.
• Testing the proposed adjusted locally risk-minimizing hedging strategy to
different situations and comparing it with the real locally risk-minimizing
hedging strategy.
• . . .
Samenvatting
De eerste betekenis van het Engelse werkwoord hedge is heggen maken. Zoekt
men naar de figuurlijke zin, dan betekent hedge zich indekken. Meer formeel
beschreven is hedging in de financie¨le markt dus het (geheel of gedeeltelijk)
indekken tegen een financieel risico van een investering door middel van een
andere investering. Er zijn natuurlijk veel verschillende mogelijkheden om te
hedgen nl. deltahedge, superhedge, kwadratische hedge,. . . .
De deltahedge is populair in de praktijk omdat ze snel bepaald kan worden.
Men moet namelijk enkel de afgeleide bepalen van het te hedgen product naar
het product dat gebruikt wordt om het risico weg te nemen. Superhedging
daarentegen zorgt ervoor dat je met 100% zekerheid ingedekt bent tegen alle
risico’s. De kostprijs van een dergelijke (over)bescherming is vaak zeer groot in
vergelijking met het originele risico. De focus in deze thesis ligt op de bepaling
en het toepassen van de kwadratische hedgingstrategiee¨n.
Hedgingstrategiee¨n zijn kwadratisch als ze het kwadraat van de hedgingfout
minimaliseren. De definitie van deze hedgingfout varieert naargelang de speci-
fieke strategie. De twee meest gebruikte zijn de lokale risico-minimaliserende
hedgingstrategie (locally risk-minimizing hedging strategy) en de gemiddelde
variantie hedgingstrategie (mean-variance hedging strategy). Bij de eerste is de
hedgingfout gelijk aan het kostproces, terwijl men bij de tweede het verschil
tussen de waarde van de hedgingportefeuille en van het te hedgen product mi-
nimaliseert bij afloop van het te hedgen product. Deze afloop wordt de maturi-
teit genoemd. Bovendien is de gemiddelde variantie strategie zelffinancierend,
dit betekent dat men enkel bij de start van de hedge en bij de maturiteit een
mogelijke kost zal hebben. Tussendoor wordt er dus geen geld toegevoegd of
weggehaald uit de portefeuille. Hierdoor is het eenvoudig de totale kost van
deze hedge uit te rekenen.
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Doordat men een kwadratisch criterium minimaliseert worden winsten even-
veel afgestraft als verliezen. Het voordeel van deze strategiee¨n is echter dat de
strategie voor een som van risicovolle financie¨le producten gelijk is aan de som
van de strategiee¨n behorend bij de afzonderlijke producten en dat de oplossing
vaak expliciet gegeven kan worden.
De theoretische bijdrage van deze thesis situeert zich vooral in het domein
van de lokale risico-minimaliserende hedgingstrategie en in de bepaling van
de Fo¨llmer-Schweizerdecompositie. Deze decompositie is cruciaal voor het op-
stellen van de lokale risico-minimaliserende hedgingstrategie.
De strategiee¨n worden niet enkel berekend in de zuiver financie¨le markt, maar
we bestuderen ook specifieke producten uit de verzekeringsmarkt (Hoofdstuk
6-7), de markt van de rentevoetderivaten (Hoofdstuk 8) en de energiemarkt
(Hoofdstuk 9).
Om het prijsverloop van de gebruikte producten te beschrijven, moet men ver-
onderstellingen maken betreffende de gevolgde dynamiek. In Hoofdstuk 3 wer-
ken we met algemene semimartingalen, die zelfs niet noodzakelijk quasi-links
continu moeten zijn. In de context van de lokale risico-minimaliserende hed-
gingstrategie is quasi-links continu een basisvoorwaarde om de strategie te kun-
nen definie¨ren, bijgevolg beperken we ons in Hoofdstuk 4 tot quasi-links con-
tinue semimartingalen. In de Hoofdstukken 6 tot 9 kijken we eerder naar de
toepassingen in de verschillende markten. Hier is het dus ook belangrijk de
processen meer concreet te maken. Meestal veronderstellen we dan ook dat de
processen ofwel een (geometrische) Brownse beweging of een (geometrisch)
(tijdsinhomogeen) Le´vyproces volgen.
Vaak starten we met het eenvoudigere geval van een Brownse beweging om
vervolgens door toevoeging van sprongen de strategie ook te bepalen voor
Le´vyprocessen. Deze Le´vyprocessen hebben het voordeel dat ze (grote) sprong-
en, die regelmatig voorkomen op de financie¨le markt, ook kunnen bevatten.
Nadat we enkele basisbegrippen uit de stochastische calculus ingevoerd hebben
in Hoofdstuk 2, bespreken we in Hoofdstuk 3 de relatie tussen de Fo¨llmer-
Schweizerdecompositie onder de originele maat en de Galtchouk-Kunita-Wata-
nabedecompositie onder de minimale martingaalmaat. Het is algemeen gekend
dat deze decomposities gelijk zijn in het geval de prijs van het onderliggend
product een continu proces volgt, we bewijzen met een expliciet voorbeeld dat
ze niet altijd gelijk zijn in het discontinue geval. Bovendien, geven we ook een
meer algemene vorm van de Fo¨llmer-Schweizerdecompositie door gebruik te
maken van de zogenaamde voorspelbare karakteristieken.
Het nut van de Fo¨llmer-Schweizerdecompositie voor kwadratische hedgingstra-
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tegiee¨n wordt duidelijk wanneer we de theorie aangaande de lokale risico-
minimaliserende (Hoofdstuk 4) en de gemiddelde variantie hedgingstrategie
(Hoofdstuk 5) bespreken. Voor beide strategiee¨n geven we een overzicht dat
niet enkel de theoretische resultaten bevat maar ook toepassingen. In Hoofd-
stuk 4 bepalen we bovendien de uitbreiding van de lokale risico-minimaliseren-
de strategie naar het meerdimensionaal geval.
Voor de toepassingen van de kwadratische hedgingstrategiee¨n starten we met
de bepaling van de risico-minimaliserende hedgingstrategie voor unit-linked1
levensverzekeringscontracten met een afkoopoptie in Hoofdstuk 6. De uitke-
ringen en eventueel ook de premies kunnen dus afhangen van het verloop van
een vooraf vastgelegd referentie-aandeel of een portefeuille. De afkoopoptie
geeft de mogelijkheid het contract vo´o´r maturiteit voor een bepaalde waarde
op te zeggen. We maken de veronderstelling dat de afkooptijd geen stoptijd
is in de filtratie gegenereerd door de financie¨le markt. Dit betekent dat we de
realistische veronderstelling maken dat de verzekeringshouder het contract niet
enkel opzegt door de evoluties in de referentieportefeuille, maar dat hij/zij vaak
persoonlijke redenen heeft om voor de afloopdatum het contract op te zeggen.
Een tweede toepassing beschreven in Hoofdstuk 7 is de bepaling van de loka-
le risico-minimaliserende hedgingstrategie voor unit-linked levensverzekerings-
contracten wanneer de prijs van het onderliggend risicovol product gedreven
is door een Le´vyproces. Door de mogelijke sprongen in de onderliggende is
het niet langer mogelijk de strategie te bepalen aan de hand van de Galtchouk-
Kunita-Watanabedecompositie onder de minimale martingaalmaat en dus bepa-
len we de Fo¨llmer-Schweizerdecompositie indirect zoals gebeurd is in Vandaele
and Vanmaele (2008b) of door gebruik te maken van de meer expliciete vorm
beschreven in Hoofdstuk 3. We veronderstellen geen afkoopoptie in dit hoofd-
stuk en bijgevolg hebben we stochastische onafhankelijkheid tussen de finan-
cie¨le en de verzekeringsmarkt.
In de laatste twee hoofdstukken van dit doctoraat passen we de kwadratische
hedgingstrategiee¨n toe in twee specifieke settings. In deze hoofdstukken im-
plementeren we ook de bekomen resultaten en vergelijken we de totale kosten
bij gebruik van de verschillende hedgingstrategiee¨n. Om snel resultaten te be-
komen passen we, indien mogelijk, Fouriertransformaties toe zodat we de hed-
gingstrategie kunnen uitdrukken in termen van de cumulatieve functie van het
prijsproces van het onderliggend aandeel.
1Verzekering waarbij er gespaard wordt door te beleggen in beleggingsfondsen. Het spaardeel
wordt gebruikt om ‘units’ (beleggingseenheden) aan te kopen (cfr. hypotheekvisie.nl).
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In Hoofdstuk 8 bepalen en vergelijken we voor de forward swaption2 de del-
tahedge met de gemiddelde variantie hedge onder de voorwaartse martingaal-
maat gelinkt aan de maturiteit van de swaption. Om de markt van de interest-
voetderivaten te modelleren veronderstellen we dat deze markt gegenereerd
wordt door een Le´vy uitgebreid Heath-Jarrow-Morton model, waarbij het drij-
vend proces tot de klasse van de ‘normal inverse Gaussian’ processen behoort.
We starten met de bepaling van de prijs van de swaption en de deltahedge
wanneer e´e´n enkele nul-coupon obligatie gebruikt wordt. Om de deltahedge
te kunnen vergelijken met de gemiddelde variantie hedge geven we ook de
delta- en gammaneutrale hedge en de deltahedge met als risicovrij aandeel de
nul-coupon obligatie met dezelfde looptijd als de swaption. Beide hedges ge-
bruiken, net zoals voor de gemiddelde variantie hedge, twee verschillende nul-
coupon obligaties.
De kwadratische hedges zijn altijd gedefinieerd in termen van de verdisconteer-
de assets, maar in de markt van de interestvoetafgeleiden is het onrealistisch te
veronderstellen dat de risicovrije interestvoet beschikbaar is. Bijgevolg gebrui-
ken we als nume´raire de nul-coupon obligatie met dezelfde maturiteit als de
swaption. Onder de voorwaartse maat zijn dan ook alle verdisconteerde obliga-
ties martingalen en dus kan de gemiddelde variantie hedge afgeleid worden uit
de Galtchouk-Kunita-Watanabedecompositie.
In Hoofdstuk 9 veronderstellen we dat de opties die we willen hedgen afhanke-
lijk zijn van meerdere assets, terwijl we enkel kunnen investeren in een gewogen
combinatie van deze assets. Deze setting is uit de praktijk gegrepen. Om deze
producten te hedgen wordt er vaak een volume-neutrale of gewichtsaangepas-
te deltahedge gebruikt. We vergelijken deze aangepaste deltahedges met de
(aangepaste) lokale risico-minimaliserende hedgingstrategie. De simulaties zijn
beperkt tot twee onderliggenden, maar kunnen eenvoudig uitgebreid worden
tot meerdere. Als drijvende processen gebruiken we Brownse bewegingen en
een multivariaat ‘variance gamma model’, beide zowel in het martingaal geval
als het semimartingaal geval.
Tot slot geven we een overzicht van de bekomen resultaten:
• De Fo¨llmer-Schweizerdecompositie is bepaald voor de algemene klasse
van semimartingalen door gebruik te maken van de voorspelbare karakte-
ristieken.
2Dit is een optie op een swap, waarbij vaak een vaste interestvoet geruild wordt voor een varia-
bele interestvoet.
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• Met een voorbeeld werd expliciet aangetoond dat de Fo¨llmer-Schweizer
decompositie onder de originele maat kan verschillen van de Galtchouk-
Kunita-Watanabe decompositie onder de minimale martingaalmaat.
• De theorie voor de lokale risico-minimaliserende hedgingstrategie is uit-
gebreid naar het multidimensionaal geval.
• Een eenvoudige procedure voor de bepaling van de lokale risico-minima-
liserende hedgingstrategie is beschreven.
• De risico-minimaliserende hedgingstrategie voor unit-linked levensverze-
keringscontracten met een afkoopoptie is bepaald.
• De lokale risico-minimaliserende hedgingstrategie voor unit-linked levens-
verzekeringscontracten in het geval de onderliggende sprongen kan bevat-
ten wordt gegeven.
• De deltahedge en de gemiddelde variantie hedgingstrategie werden op-
gesteld en onderling vergeleken voor de swaption onder de voorwaartse
martingaalmaat gelinkt met de maturiteit van de swaption en werden ook
vergeleken met het geval dat er helemaal geen strategie toegepast wordt.
• We vergeleken aangepaste deltahedges met de (aangepaste) lokale risico-
minimaliserende hedgingstrategie in een typische setting voorkomend in
de energiemarkt.
• De aangepaste lokale risico-minimaliserende hedgingstrategie, die we in-
troduceerden, blijkt zeer goed te werken in de voorgestelde setting voor
de energiemarkt.
• Aan de hand van simulaties, toonden we het nut aan van kwadratische
hedgingstrategiee¨n in risicovolle markten. Anderzijds merkten we ook de
beperkte invloed op van kwadratische hedgingstrategiee¨n in markten met
weinig risico.
• We toonden het hiaat aan tussen de gemiddelde variantietheorie en de
implementatie hiervan in het semimartingaal geval.
Deze thesis beperkt zich dus niet enkel tot de theoretische uitwerking en de toe-
passingen van de kwadratische hedgingstrategiee¨n, maar we vonden het ook
belangrijk deze eerder theoretische strategiee¨n op concrete voorbeelden te ver-
gelijken met de in de praktijk populaire deltahedge. Vooral omdat er tot op
heden in de literatuur weinig implementaties gebeurd zijn van de kwadratische
hedgingstrategiee¨n. De groeiende interesse in een vergelijkende studie van de
kwadratische hedgingstrategiee¨n met de deltahedge is ook merkbaar in de lite-
248 Samenvatting
ratuur, zie Altmann et al. (2008), Denkl et al. (2009) and Brode´n and Tankov
(2010).
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