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UNIFORM DEFINABILITY OF HENSELIAN VALUATION RINGS IN
THE MACINTYRE LANGUAGE
ARNO FEHM AND ALEXANDER PRESTEL
Abstract. We discuss definability of henselian valuation rings in the Macintyre lan-
guage LMac, the language of rings expanded by n-th power predicates. In particular, we
show that henselian valuation rings with finite or Hilbertian residue field are uniformly
∃-∅-definable in LMac, and henselian valuation rings with value group Z are uniformly
∃∀-∅-definable in the ring language, but not uniformly ∃-∅-definable in LMac. We apply
these results to local fields Qp and Fp((t)), as well as to higher dimensional local fields.
1. Introduction
The question of definability of henselian valuation rings in their quotient fields goes
back at least to Julia Robinson, who observed that the ring of p-adic integers Zp can be
characterized inside the field of p-adic numbers Qp purely algebraically, for example for
odd prime numbers p as
Zp =
{
x ∈ Qp : (∃y ∈ Qp)(y2 = 1 + px2)
}
.
This definition of the henselian valuation ring of the local field Qp is existential (or
diophantine) and parameter-free (∃-∅, for short), and it depends on p. For the local fields
Fp((t)), an existential parameter-free definition of the henselian valuation ring Fp[[t]] is
much less obvious and was given only recently in [AK14]. Also this definition depends
heavily on p.
Of particular importance in this subject and in applications to diophantine geometry
and the model theory of fields is the question whether there are uniform definitions, for
example of Zp in Qp independent of p, and how complex such definitions have to be. It is
known (see for example [CDLM13]) that there cannot be a uniform existential definition
of Zp in Qp in the ring language Lring = {+,−, ·, 0, 1}, but partial uniformity results were
obtained in [Feh14]. Similarly, partially uniform existential definitions of valuation rings
of Q play a crucial role in the celebrated work [Koe14].
Although the natural language to pose such questions is the ring language, in the study
of the theory of Qp also the so-called Macintyre language
LMac = Lring ∪ {Pn : n ∈ N} ,
where each Pn is a unary predicate symbol interpreted as the subset of n-th powers
of the field, occurs naturally, cf. [PR84]. In this language, the following definition has
recently been obtained in [CDLM13, Theorem 3] using results from the model theory of
pseudo-finite fields:
Theorem 1.1 (Cluckers-Derakhshan-Leenknegt-Macintyre). There is an ∃-∅-formula in
LMac that defines the valuation ring of every henselian valuation with residue field finite
or pseudo-finite of characteristic not 2.
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We recall that a field is pseudo-finite if it is perfect, pseudo-algebraically closed and
has absolute Galois group Zˆ. Since one can eliminate the predicates Pn by introducing
new quantifiers, every LMac-definition gives rise to an Lring-definition. In particular, we
have the following special case:
Corollary 1.2. There is an ∃∀-∅-formula in Lring that defines Zp in Qp and Fp[[t]] in
Fp((t)) for all odd prime numbers p.
The aim of this note is to discuss uniform definability of henselian valuation rings in
the Macintyre language for families containing the local fields Qp and Fp((t)). Our results
exploit both their specific (finite) residue fields and their (discrete) value groups:
A first generalization of Corollary 1.2 was already given by the second author in [Pre14,
Theorem 1]. Using an adaption of the machinery developed there, we prove a definability
result for p-henselian valuations in the Macintyre language (see Theorem 2.7), which in
particular implies the following generalization of Theorem 1.1:
Theorem 1.3. There is an ∃-∅-formula in the language LMac that defines the valuation
ring of every henselian valuation with residue field of characteristic not 2 which is finite,
pseudo-algebraically closed but not 2-closed, or Hilbertian.
Note that “pseudo-algebraically closed but not 2-closed” includes all pseudo-finite
fields, and “Hilbertian” includes in particular all global fields.
In another direction, we generalize Corollary 1.2 by exploiting that the henselian valu-
ations on Qp and Fp((t)) have value group Z. Here, an old result of Ax [Ax65] shows that
there is a uniform ∃∀∃∀-∅-definition in Lring for such valuations. We again work with
p-henselian valuations and prove a result (Proposition 3.6) that in particular improves
Ax’ definition from ∃∀∃∀ to ∃∀:
Theorem 1.4. There is an ∃∀-∅-formula in the language Lring that defines the valuation
ring of every henselian valuation with value group Z.
We also show that in this generality, the result cannot be improved further to give an
existential definition in the Macintyre language (see Proposition 4.6):
Theorem 1.5. The t-adic henselian valuation on C((t)) with value group Z cannot be
defined by an ∃-∅-formula in the language LMac.
Finally, we also prove a variant (again for p-henselian valuations) that includes as-
sumptions both on the residue field and on the value group (Theorem 2.8). It implies, in
particular, that the t-adic valuation on C((t)) can be defined by an ∀-∅-formula in LMac,
and it also implies the following:
Theorem 1.6. There is an ∀-∅-formula in LMac that defines the valuation ring of every
henselian valuation with value group Z and residue field F of characteristic not 2 with
absolute Galois group GF ∼= Zˆ.
Combining this with Theorem 1.1 (or Theorem 1.3), we summarize:
Corollary 1.7. There are ∃-∅ and ∀-∅-formulas in LMac that define Zp in Qp and Fp[[t]]
in Fp((t)) for every odd prime p, although there are no such ∃-∅ or ∀-∅-formulas in Lring.
Since again we can eliminate the predicates Pn, we observe that Corollary 1.2 holds
with ∃∀ replaced by ∀∃, which can be deduced also from [Pre14, Theorem 2].
Combining our positive and negative results we acquire an almost complete understand-
ing of the LMac-definability of henselian valuations on higher-dimensional local fields in
the sense of Parshin and Kato. We briefly discuss this in Section 5.
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2. Uniform definitions in the Macintyre language
We will make use of the following general definability principle:
Proposition 2.1. Let L be a language containing Lring. Let Σ be a first order axiom
system in L∪{O}, where O is a unary predicate symbol. Then there exists an L-formula
ϕ(x), defining uniformly in every model (K,O) of Σ the set O, of quantifier type
∃ iff (K1 ≤ K2 ⇒ O1 ⊆ O2)
∀ iff (K1 ≤ K2 ⇒ O2 ∩K1 ⊆ O1)
∃∀ iff (K1 ≺∃ K2 ⇒ O1 ⊆ O2)
∀∃ iff (K1 ≺∃ K2 ⇒ O2 ∩K1 ⊆ O1)
for all models (K1,O1), (K2,O2) of Σ. Here, K1 ≤ K2 means that K1 is an L-substructure
of K2, and K1 ≺∃ K2 means that K1 is existentially closed in K2, as L-structures.
Proof. The detailed proof given in [Pre14] for the special case L = Lring goes through
verbatim for arbitrary L ⊇ Lring. 
In particular, for the Macintyre language this implies:
Corollary 2.2. Let Σ be a first order theory of fields in Lring ∪ {O}, where O is a unary
predicate symbol, and let N ⊆ N. Then there exists an ∃-∅-formula (resp. ∀-∅-formula)
ϕ(x) in Lring ∪ {Pn : n ∈ N}, defining uniformly in every model (K,O) of Σ the set O,
if and only if O1 ⊆ O2 (resp. O2 ∩K1 ⊆ O1) for all models (K1,O1), (K2,O2) of Σ for
which K1 is a subfield of K2, and for all n ∈ N , (K
×
2 )
n ∩K1 = (K
×
1 )
n.
Note that the condition (K×2 )
n ∩ K1 = (K
×
1 )
n is satisfied in particular when K1 is
relatively algebraically closed in K2.
We fix some notation and recall a few definitions:
Definition 2.3. Let K be a field and v a (Krull) valuation on K. We denote by Ov the
valuation ring of v, by mv its maximal ideal, by K¯v the residue field, and by Γv = v(K
×)
the (additively written) value group of v. The valuation v is henselian if it has a unique
extension to an algebraic closure Kalg of K, and p-henselian, for p a prime number, if
it has a unique extension to the maximal Galois pro-p extension K(p) of K, cf. [EP05,
§4.1]. We denote by ζp a primitive p-th root of unity.
Lemma 2.4. Let (K1, v1) ≤ (K2, v2) be an extension of valued fields with char((K¯1)v1) 6=
p, ζp ∈ K1 and (K
×
2 )
p ∩K1 = (K
×
1 )
p. If v2 is p-henselian, then so is v1.
Proof. Under the assumptions, vi is p-henselian if and only if 1+mvi ⊆ (K
×
i )
p, cf. [EP05,
Corollary 4.2.4]. So if v2 is p-henselian, then 1 + mv2 ⊆ (K
×
2 )
p, hence 1 + mv1 = (1 +
mv2) ∩K1 ⊆ (K
×
2 )
p ∩K1 = (K
×
1 )
p, which implies that v1 is p-henselian. 
Trivially, every henselian valuation is p-henselian for every p. The following two propo-
sitions generalize well-known results for henselian fields. Alternative proofs recently ap-
peared in [JK14]:
Proposition 2.5. If v is a non-trivial p-henselian valuation on a field F with char(F¯v) 6=
p and ζp ∈ F , then F is not Hilbertian
1.
1For the definition of a Hilbertian field, see [FJ08, Ch. 12].
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Proof. The proof of [FJ08, Lemma 15.5.4] for henselian fields goes through in the p-
henselian setting: Choose a ∈ F with v(a) > 0 and let f(T,X) = Xp+aT −1, g(T,X) =
Xp + T−1 − 1. If F is Hilbertian, then, since f and g are irreducible, there exists t ∈ F
such that f(t, X), g(t, X) have no zero in F . However, both polynomials split over F (p),
and at least one of them is in Ov[X ] and has a simple zero in the residue field, hence has
a zero in F , [EP05, Theorem 4.2.3]. 
Proposition 2.6. If F is PAC2 and v is a non-trivial p-henselian valuation on F , then
F (p) = F .
Proof. Since v is p-henselian, it has a unique extension to F (p), which we again denote
by v. Since F is PAC it is v-dense in F (p), see [FJ08, 11.5.3]. Thus, for σ ∈ Gal(F (p)|F )
and x ∈ F (p), for every γ ∈ Γv there exists a ∈ F with v(a− x) > γ, hence v(a− x
σ) =
vσ(a− x) > γ, since vσ = v. Together, this implies that v(x− xσ) > γ, and as this holds
for all γ, we conclude that x = xσ. Thus, F = F (p). 
Theorem 2.7. For every prime number p there is an ∃-∅-formula in Lring ∪ {Pp} that
defines the valuation ring of every p-henselian valued field (K, v) with ζp ∈ K and residue
field F with char(F ) 6= p and
(a) F is finite, or
(b) F is PAC and F (p) 6= F , or
(c) F is Hilbertian.
Proof. The valued fields as in the statement of the theorem form an elementary class
axiomatized by some theory Σ: The class of p-henselian valued fields (K, v) with ζp ∈ K
and residue field F with char(F ) 6= p can be axiomatized for example using [EP05,
Corollary 4.2.4]. Moreover, the class of finite or pseudo-finite fields (which is a subclass
of (a) and (b)) is elementary, as are the fields in (b) and (c).
We want to apply Corollary 2.2 to Σ. To this end, let (K1, v1) and (K2, v2) be such
fields with K1 a subfield of K2 and (K
×
2 )
p ∩K1 = (K
×
1 )
p. Denote by w the restriction of
v2 to K1. By Lemma 2.4, w is p-henselian.
The residue field F1 of (K1, v1) satisfies F1(p) 6= F1 in each of the cases (a)-(c): This
is obvious in case (a), holds by assumption in case (b), and is well-known in case (c), see
e.g. [FJ08, 16.3.6]. Thus, v1 and w are comparable by [Koe95, Proposition 3.1].
If w is strictly finer than v1, then it induces a non-trivial p-henselian valuation on
F1, which is a contradiction in each of the cases (a)-(c): In case (a) because finite fields
admit no non-trivial valuations at all, in case (b) by Proposition 2.6, and in case (c) by
Proposition 2.5. Therefore, w is coarser than v1, i.e. Ov1 ⊆ Ow ⊆ Ov2 , as was to be
shown. 
Since every henselian valuation is p-henselian for every p, Theorem 1.3 now follows
from the special case p = 2.
Theorem 2.8. Let p be a prime number and n ∈ Z≥0. There is an ∀-∅-formula in
Lring∪{Pp} that defines the valuation ring of every p-henselian valued (K, v) with ζp ∈ K,
residue field F that satisfies char(F ) 6= p and |F×/(F×)p| = pn, and value group that does
not contain a p-divisible convex subgroup.
Proof. Again, these valued fields form an elementary class axiomatized by some theory
Σ, as above. We want to apply Corollary 2.2 to Σ. Let (K1, v1), (K2, v2) be models of
Σ with K1 ⊆ K2 and (K
×
2 )
p ∩K1 = (K
×
1 )
p, and denote by w the restriction of v2 to K1.
2For the definition of a pseudo-algebraically closed (PAC) field, see [FJ08, Ch. 11].
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By Lemma 2.4, w is p-henselian. Denote by F1 and F2 the residue fields of v1 resp. v2.
By assumption, dimFp(F
×
1 /(F
×
1 )
p) = dimFp(F
×
2 /(F
×
2 )
p) = n.
If v1 and w are incomparable then they have a common coarsening with p-closed residue
field F0, see [Koe95, Proposition 3.1]. The convex subgroup of Γv1 corresponding to the
valuation induced by v1 on F0 is then p-divisible (as F
×
0 = (F
×
0 )
p), contradicting the
assumption.
If w is a proper coarsening of v1, then the valuation v¯1 induced by v1 on the residue
field F of w has value group a convex subgroup of Γv1 , hence not p-divisible. Therefore,
dimFp(F
×/(F×)p) ≥ dimFp(Γv¯1/pΓv¯1) + dimFp(F¯
×
v¯1
/(F¯×v¯1)
p) > dimFp(F
×
1 /(F
×
1 )
p) = n.
Since (K×2 )
p ∩ K1 = (K
×
1 )
p and v2 is p-henselian, also (F
×
2 )
p ∩ F = (F×)p: Indeed, if
x ∈ O×w with x¯ = y¯
p, y ∈ O×v2 , then, since f(T ) = T
p − x splits in K2(p) and f¯(T ) has
the simple zero y¯, there is z ∈ K×2 with z
p = x, so x ∈ (K×2 )
p ∩K1 = (K
×
1 )
p, and thus
x¯ ∈ (F×)p. Therefore, dimFp(F
×
2 /(F
×
2 )
p) ≥ dimFp(F
×/(F×)p) > n, contradicting the
assumption. Thus, w is finer than v1, i.e. Ov2 ∩K1 = Ow ⊆ Ov1 , as was to be shown. 
For the t-adic valuation on K = C((t)), Theorem 2.8 immediately applies with n = 0
and arbitrary p. Moreover, Theorem 1.6 follows from the special case n = 1 and p = 2 of
Theorem 2.8, since GF ∼= Zˆ implies that |F×/(F×)2| = 2.
We note that while every ∃-∅-definition of a valuation ring with finite residue field Fq
gives rise to an ∀-∅-definition of the same ring, see [AK14, Proposition 3.3], it does not
seem that this can be done in a uniform way, independent of q.
3. Value group Z in the ring language
In this section, we will prove Theorem 1.4 in a p-henselian setting and for regular value
groups.
Definition 3.1. An ordered abelian group Γ is discrete if it has a smallest positive el-
ement, p-regular if every quotient by a nontrivial convex subgroup is p-divisible, and
regular if it is p-regular for every prime p. It is a Z-group if it is discrete and regular.
An ordered abelian group Γ is a Z-group if and only if Γ ≡ Z as ordered groups, [PD11,
Theorem 4.1.3]. Examples of Z-groups are Z and Z⊕Q, where for ordered abelian groups
Γ1, Γ2 we denote by Γ1 ⊕ Γ2 the inverse lexicographic product.
For the rest of this section, we work in the following setting:
Setting 3.2. Let (K, v) be a p-henselian valued field and assume that one of the following
cases holds:
(1) ζp ∈ K and char(K¯v) 6= p
(2) char(K) = p
(3) p = 2
We also assume that the value group Γ = Γv is discrete and identify its smallest nontrivial
convex subgroup with Z. Choose an element t ∈ K with v(t) = 1 ∈ Z ⊆ Γ.
In case (1) let f(Y ) = Y p−1, in case (2) and (3) let f(Y ) = Y p−Y . For a ∈ K define
Ra = {x ∈ K : (∃y ∈ K)(f(y) = ax
p)} .
Lemma 3.3. Ra contains all x ∈ K with pv(x) > −v(a).
Proof. If pv(x) > −v(a), then v(axp) > 0, so the reduction of f(Y )− axp has the simple
zero y = 1. In case (1), the splitting field of f(Y ) − axp is a Kummer extension of
K contained in K(p); in case (2), the splitting field f(Y ) − axp is an Artin-Schreier
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extension of K contained in K(p); in case (3), the splitting field of f(Y ) − axp is either
K or a quadratic extension of K, hence contained in K(p). Thus, in each case, the
fact that v is p-henselian implies that there exists y ∈ K with f(y) = axp, cf. [EP05,
Theorem 4.2.3(2)]. 
Lemma 3.4. Rt = Ov
Proof. By Lemma 3.3, Ov ⊆ Rt. If x, y ∈ K satisfy f(y) = tx
p, then x ∈ Ov. Indeed,
otherwise v(txp) < 0. In case (1), v(1+ txp) = v(txp) ≡ 1 mod pΓ, contradicting v(yp) ≡
0 mod pΓ. In case (2) and (3), v(txp) ≡ 1 mod pΓ, but v(y) < 0, so v(f(y)) = v(yp−y) =
v(yp) ≡ 0 mod pΓ, a contradiction. 
For a subset X ⊆ K let [X ]n denote the set {x1 · · ·xn : x1, . . . , xn ∈ X}. Define
A =
{
a ∈ K× : 1 ∈ Ra and a
−1 /∈ [Ra]
p2
}
.
For γ ∈ Γ we let Bγ = {x ∈ K : v(x) ≥ γ}. Thus, B0 = Ov and B1 = mv. Note that
Bδ · Bγ = Bδ+γ for all δ, γ ∈ Γ.
Lemma 3.5. Assume that Γ is also p-regular. If a ∈ A, then Ra ⊆ Ov.
Proof. Let a ∈ A. Note that 1 ∈ Ra implies that Ra ⊆ [Ra]
p2. We do a case distinction
according to γ = v(a) ∈ Γ:
γ < 0 In this case, pv(a−1) = −pγ > −γ, so Lemma 3.3 implies that a−1 ∈ Ra ⊆
[Ra]
p2, a contradiction.
γ = 0, . . . , p By Lemma 3.3, B1 ⊆ Ra. Suppose that Ra 6⊆ Ov, i.e. there exists b ∈ Ra
with v(b) ≤ −1. Then a−1 ∈ B−p ⊆ B(p+1)v(b)+1 = b
p+1 · B1 ⊆ [Ra]
p+2 ⊆ [Ra]
p2, a
contradiction.
γ > p Since Γ is p-regular, there exist k ∈ {1, . . . , p} and α ∈ Γ such that pα = γ−k.
Then −pα = −γ + k > −v(a), so, by Lemma 3.3, B−α ⊆ Ra. Thus, B−p2α = [B−α]
p2 ⊆
[Ra]
p2. Note that p2α ≥ γ: If γ = p + 1, then α = 1, so it holds; if γ ≥ p + 2, then
pα = γ − k ≥ γ − p implies that
p2α ≥ p(γ − p) = γ + (p− 1)γ − p2 ≥ γ + (p− 1)(p+ 2)− p2 = γ + p− 2 ≥ γ.
Thus, a−1 ∈ B−p2α ⊆ [Ra]
p2, a contradiction. 
Proposition 3.6. The ∃3∀2p2-∅-formula ϕ(x) in the language Lring given by
(∃a, y, y0)(∀y1, . . . , yp2, z1, . . . , zp2)
(
¬(a = 0) ∧ f(y) = axp ∧ f(y0) = a ∧
∧¬(az1 · · · zp2 = 1 ∧
p2∧
i=1
f(yi) = az
p
i )
)
defines Ov in K for any p-henselian valued field (K, v) with discrete p-regular value group
satisfying one of the three condition (1)-(3).
Proof. Clearly, ϕ(K) =
⋃
a∈ARa. By Lemma 3.5, this set is contained in Ov. Let
t ∈ K with v(t) = 1. Then Rt = Ov (Lemma 3.4), so we have [Rt]
p2 = Ov, and hence
t−1 /∈ [Rt]
p2 . Thus, t ∈ A, hence ϕ(K) ⊇ Rt = Ov, and therefore indeed ϕ(K) = Ov. 
Corollary 3.7. There is an ∃∀-∅-formula in Lring that defines the valuation ring of every
2-henselian valuation with discrete 2-regular value group.
Since every henselian valuation is in particular 2-henselian and Z is discrete 2-regular,
this implies Theorem 1.4.
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Corollary 3.8. If (K, v) is a henselian valued field with value group Γ regular non-
divisible, then Ov is ∃∀-∅-definable in Lring.
Proof. The case where Γ is discrete follows from Corollary 3.7. In the case where Γ is
non-discrete, Hong [Hon14, Theorem 4] gives a definition, which one can check to be ∃∀:
Indeed, the set Ψǫ defined there is ∃-{ǫ}-definable, thus so is Ωǫ, hence mv =
⋂
ǫ 6=0Ωǫ is
∀∃-∅-definable, which finally implies that Ov = (K \mv)
−1 is ∃∀-∅-definable. 
In fact, Hong does give a definition also in the case where Γ is discrete, but since in
that case he builds on the argument of Ax, the definition he gets is at best ∃∀∃. The
assumption that Γ is non-divisible is, of course, necessary.
4. Value group Z in the Macintyre language
In this section we prove our negative definability results, in particular Theorem 1.5.
Let (K, v) be a henselian valued field with value group Γ = Γv and residue field F = K¯v
of characteristic zero. In order to prove that Ov is not ∃-∅-definable in LMac, it suffices
to construct henselian valued fields (K1, v1), (K2, v2) that are elementarily equivalent to
(K, v) such that K1 is algebraically closed in K2 (since K1 is then an LMac-substructure
of K2) and Ov1 6⊆ Ov2 . We first recall some standard definitions and facts:
Definition 4.1. For an ordered abelian group Γ we denote by F ((xΓ)) the field of gen-
eralized power series
∑
γ∈Γ aγx
γ with well-ordered support. The natural power series
valuation v(
∑
γ∈Γ aγx
γ) = min{γ : aγ 6= 0} has value group Γ, residue field F and is
henselian, cf. [Efr06, Corollary 18.4.2]. As usual, we write F ((x)) := F ((xZ)) for the
field of formal Laurent series. If Γ1,Γ2 are ordered abelian groups there is a natural
isomorphism F ((xΓ1⊕Γ2)) ∼= F ((xΓ11 ))((x
Γ2
2 )).
Construction 4.2. Let ∆ be the divisible hull of Γ. We consider the power series fields
K1 = F ((x
∆))((tΓ))
with value group u(K×1 ) = ∆⊕ Γ and
K2 = F ((s
Γ))((y∆))((z∆))
with value group v2(K
×
2 ) = Γ⊕∆⊕∆. Moreover, let F1 := F ((x
∆)) and denote by v1 the
power series valuation on K1 = F1((t
Γ)) with value group Γ and residue field F1. Define
an embedding φ of K1 into the subfield
K0 = F ((s
Γ))((y∆))((zΓ))
of K2 as follows: For
f =
∑
γ
fγ(x)t
γ ∈ K1
with fγ(x) ∈ F1 for all γ let
φ(f) =
∑
γ
fγ(y)s
γzγ ∈ K0.
This is indeed a homomorphism: For example, we can view it as the composition φ =
α ◦ ǫ of the canonical embedding ǫ : K1 → K0 given by ǫ(x) = y, ǫ(t) = z, with the
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automorphism α of K0 that fixes F ((s
Γ))((y∆)) and maps α(zγ) = sγzγ .
K2 = F
v2︷ ︸︸ ︷
((sΓ))((y∆))((z∆))
K1 = F
u︷ ︸︸ ︷
((x∆)) ((tΓ))︸ ︷︷ ︸
v1
φ
// K0 = F ((s
Γ))((y∆))((zΓ))
F1 = F ((x
∆)) F ((sΓ))((y∆))
F F ((sΓ))
F
Lemma 4.3. If F ((xQ)) ≡ F and Γ ≡ Γ⊕Q, then (K1, v1) ≡ (K2, v2) ≡ (K, v).
Proof. Note that Q ≡ ∆ ≡ ∆⊕∆ since the theory of divisible ordered abelian groups is
complete, cf. [PD11, Theorem 4.1.1]. Thus F ((xQ)) ≡ F ((x∆)) by the Ax-Kochen-Ershov
theorem [PD11, Theorem 4.6.4], and Γ ⊕ Q ≡ Γ ⊕ ∆ ⊕ ∆, since lexicographic products
preserve elementary equivalence, cf. [Gir88, proof of 3.3]. Therefore,
(K¯1)v1 = F1 = F ((x
∆)) ≡ F ((xQ)) ≡ F = (K¯2)v2 = Kv,
and
Γv2 = Γ⊕∆⊕∆ ≡ Γ⊕Q ≡ Γ = Γv1 = Γv.
Hence, since (K1, v1), (K2, v2) and (K, v) are henselian valued with residue field of char-
acteristic zero, the Ax-Kochen-Ershov theorem implies that (K1, v1) ≡ (K2, v2) ≡ (K, v)
as valued fields. 
Lemma 4.4. φ−1(Ov2) = Ou
Proof. The definition of φ implies that φ(Ou) ⊆ Ov2 and φ(mu) ⊆ mv2 : Indeed, for
ǫ : K1 → K0 this statement is obvious, and α : K0 → K0 leaves Ov2|K0 invariant. It
follows that φ(Ou) = Ov2 ∩ φ(K1). 
Lemma 4.5. φ(K1) is algebraically closed in K2.
Proof. By Lemma 4.4, the embedding φ : K1 → K2 induces an embedding
φ∗ : Γu = ∆⊕ Γ→ Γ⊕∆⊕∆ = Γv2
of value groups given by φ∗(δ, γ) = (γ, δ, γ). Observe that φ∗(Γu) is pure in Γv2 : Indeed,
if φ∗(δ, γ) = n(γ1, δ1, δ2) with γ1 ∈ Γ, δ1, δ2 ∈ ∆, then φ∗(δ, γ) = nφ∗(γ1, δ1) ∈ nφ∗(Γu).
Let L be a finite extension of K ′1 := φ(K1) in K2. The pureness of the value groups
implies that v2 is unramified in L|K
′
1, and both fields have the same residue field F .
So since the henselian valued field (K ′1, v2) of residue characteristic zero is algebraically
maximal (see [EP05, Theorem 4.1.10]), we conclude that L = K ′1. 
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Proposition 4.6. If (K, v) is a henselian valued field with value group Γv ≡ Γv ⊕Q and
residue field F of characteristic zero with F ≡ F ((Q)), then there is no ∃-∅-formula in
LMac that defines the valuation ring of v.
Proof. We apply the above construction and identify K1 with φ(K1) ⊆ K2. Then Ov2 ∩
K1 = Ou, and since Ou $ Ov1 , this implies that Ov1 6⊆ Ov2 . Thus, (K1, v1) and (K2, v2)
satisfy all properties listed at the beginning of this section, which concludes the proof. 
Since Z ≡ Z ⊕ Q and C ∼= C((Q)), Proposition 4.6 immediately applies to C((t)),
thereby proving Theorem 1.5. We will discuss more applications of Proposition 4.6 in the
next section.
5. Higher dimensional local fields
In this last section we briefly discuss the henselian valuations on higher dimensional
local fields, by which we mean the following:
Definition 5.1. A (1-dimensional) local field is a completion of a number field (i.e. a
field isomorphic to R, C or a finite extension of Qp), or a completion of the function field
of a curve over a finite field (i.e. a field isomorphic to a finite extension of Fp((t))). An
n-dimensional local field is a complete valued field with value group Z and residue
field an (n− 1)-dimensional local field.
Examples for 2-dimensional local fields are R((t)), C((t)), Qp((t)) and Fp((t))((s)). An
n-dimensional local field K carries either k = n or k = n − 1 many different henselian
valuations v1, . . . , vk, where the value group of vk is a lexicographic product of k copies
of Z. (The fact that there are no other henselian valuations except for the obvious ones
follows from F.K. Schmidt’s theorem [EP05, Theorem 4.4.1].)
Lemma 5.2. If an ordered abelian group Γ has a proper convex subgroup H such that
Γ/H is regular, then Γ ≡ Γ⊕Q.
Proof. First of all, Γ ≡ H ⊕ Γ/H , cf. [Gir88, bottom of p. 282], and if Γ/H ≡ Γ/H ⊕Q,
then
Γ⊕Q ≡ H ⊕ Γ/H ⊕Q ≡ H ⊕ Γ/H ≡ Γ
since lexicographic products preserve elementary equivalence [Gir88, proof of 3.3]. There-
fore we can assume without loss of generality that Γ is regular. Since regularity is pre-
served under elementary equivalence (as follows for example from [Con62, Proposition
4]), some elementary extension Γ ≺ Γ∗ has a proper convex subgroup H with Γ∗/H divis-
ible.3 Thus, by the same reasoning as before, it suffices to prove the claim for Γ divisible.
For Γ divisible, also Γ ⊕ Q is divisible, hence Γ ≡ Γ ⊕ Q since the theory of divisible
ordered abelian groups is complete [PD11, Theorem 4.1.1]. 
Example 5.3. Since all archimedean groups are regular, Lemma 5.2 implies that all ordered
abelian groups Γ of finite rank satisfy Γ ≡ Γ⊕Q. This includes in particular the groups
Z⊕ · · · ⊕ Z that occur as value groups of higher dimensional local fields.
Example 5.4. The condition F ≡ F ((Q)) is satisfied for the following fields F :
(a) F is algebraically closed
(b) F is real closed
(c) F is p-adically closed
(d) F admits a henselian valuation v with Γv = Z and char(F¯v) = 0
3Alternatively, one could prove the regular case using the classical results of [RZ60].
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Indeed, in (a), F ((Q)) is again algebraically closed and the theory of algebraically closed
fields of fixed characteristic is complete. Similarly for (b) and (c). In (d), applying the Ax-
Kochen-Ershov theorem three times gives that F ≡ F¯v((Z)) ≡ F¯v((Z))((Q)) ≡ F ((Q)),
since Z ≡ Z⊕Q.
It should now be clear that we get a complete understanding of the LMac-definability
of the henselian valuations on all fields of the form F ((t1)) . . . ((tn)) where F is a local
field of characteristic zero. Since the uniformity in Theorem 2.8 depends on |F×/(F×)2|,
which is 1 for F = C, 2 for F = R and 4 for F = Qp, we do not formulate a general
result but rather discuss one family of examples in detail:
Example 5.5. The 3-dimensional local field K = Qℓ((t))((s)) has three non-trivial hen-
selian valuations: The valuation v1 with value group Z and residue field Qℓ((t)), the
valuation v2 with value group Z⊕Z and residue field Qℓ, and the valuation v3 with value
group Z⊕ Z⊕ Z and residue field Fℓ. The definability of these valuations is as follows:
∃ in LMac ∀ in LMac ∃∀ in Lring ∀∃ in Lring
v1 No (a) Yes (d) Yes (g) Yes (i)
v2 No (b) Yes (e) ? Yes (i)
v3 Yes (c) Yes (f) Yes (h) Yes (i)
Here, Yes means “uniform for all odd prime numbers ℓ”, and No means “not even for a
fixed ℓ”. The question mark indicates that neither do we know that v2 is ∃∀-definable in
Lring for any fixed ℓ, nor do we know that there is no such definition that works uniformly
for all ℓ.
Proof. (a) The value group of v1 is Z ≡ Z ⊕ Q, and the residue field of v1 is F =
Qℓ((t)), which carries a henselian valuation with value group Z and residue field
Qℓ of characteristic zero, hence F ≡ F ((Q)) by Example 5.4(d). Therefore,
Proposition 4.6 applies.
(b) The value group of v2 is Γv2 = Z ⊕ Z, so Γv2 ≡ Γv2 ⊕ Q by Example 5.3. The
residue field of v2 is F = Qℓ, so F ≡ F ((Q)) by Example 5.4(c). So, again
Proposition 4.6 applies.
(c) Since v3 has finite residue field Fℓ, this follows from Theorem 1.3.
(f) Since v3 has residue field Fℓ and |F×ℓ /(F
×
ℓ )
2| = 2, and Γv3 is discrete (so in par-
ticular has no nontrivial 2-divisible convex subgroup) we can apply Theorem 2.8
with p = 2 and n = 1.
(e) Since v2 has residue field Qℓ and |Q×ℓ /(Q
×
ℓ )
2| = 4 by Hensel’s lemma, and Γv2 is
discrete, we can apply Theorem 2.8 with p = 2 and n = 2.
(d) Since v1 has residue field Qℓ((t)) and |Qℓ((t))×/(Qℓ((t))×)2| = 8 by Hensel’s
lemma, and Γv1 is discrete, we can apply Theorem 2.8 with p = 2 and n = 4.
(g) Since v1 has value group Z, this is Theorem 1.4.
(h) This follows from the fact that there is an ∃-definition in LMac.
(i) This follows from the fact that there is an ∀-definition in LMac.

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