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Kleinste kwadraten-schattin en voor de regressie-co~ffici~nten van 
een meervou,dtge 1 ine a ire regr,ess ie ™verge lijking 
1 .. Inleiding 
2) . We onderstellen dat n waarnemingen y 1, .,.,Yn verricht worden~ 
welke aan de volgende betrekkingen voldoen: 
y 1 = 0,( + f 1x11+. •-~+fa0k1 + ~1 J 




Yn == ol.. + fo1x1n+. • ,,+ fakxkn + v n ' 
waarin , p1 , * •• , fk onbekende regressie-co{:1fficit!nten zijn, xij 
(1=1, ••• ,k; j==1,.~,,n) bekende waarden van de onafhankelijke va-
riabelenen v, ( j=1,.@ .,n) niet waarneembare onafhankelijke sto-
-J 
chastische grootheden met verwachting ~ v .=O en gelijke (onbekende) 
-J 
spreidingen • 
. De kleinste kwadratenschattingen_ voor de cotJffici~nten o<., } 1, • 
••• , Jbk zijn nu die waarden a,b 1., ••• ,bk welke voor C>I.., fa 1, •• -,fo k/ 
gesubstitueerd de volgende kwadratische vorm minimaliseren: 
(1,2) 
Zij voldoen dus aan de relaties: 
(1,3) 
en 
(1,4) ) ~;, l = O ; i=1, .. ., k , l 0ri 1 o(=a 
fo =b 
1) Dit mamorandum is slechts bedoeld ter orientatie en streeft niet 
naar volledigheid of volledige exactheid. 
2) Stochastische grootheden geven we met onderstreepte letters aan• 
denken we speciaal aan de door deze grootheden aangenomen waar-" 
_ den dan geven we deze met dezelfde letters, maar zonder onder-
streping, aan* 
i 
' · .. ~ 
2 
waarbij fa=b betekent fa 1=b 1 , .fa 2=b 2 , .... ,.fak=bk. 
We zullen de uitdrukking voor a en b1, ••• ,bk eerst afleiden 
voor het geval k=2 en daarna met behulp van matrixnotatie de al-
gemene formules geven. 
2. Kleinste kwadratenschattingen voor het geval k=2 
De relaties (1,3) en (1,4) luiden nu 
(2,1) 
en 
( 2, 2) 
n 
{ 0 Q} = -2 [._ (y. -a-b 1x1 .-b2x2 .) = o a ex.. o<. =a j=1 1 J J 
fo=b 
n 
= -2 L x 1J.(yJ.-a-b 1x1J.-b 2x2J.) = o ~ j=1 
n 
) c)Q } = 
1 °P2 cx=a 
fl> =b 
-2 L x2 J.(yJ.-a-b 1x1J.-b2x2J.) = O • j=1 
Uit (2,1) volgt: 
n n n 
a= [ yj/n - b1 Z:,x1j/n - b2 LX2j/n = 
j=1 j=1 j=1 
= y - b1x1 ~ b2x2 • 
Substitutie in (2,2) geeft: 
of: 
J ;_ x 1 j [ y j-y-b1(x 1 j-x1 ) -b 2 (x2 j-x2)]= O , j=1 
) -2._ x2j LY j-y-b,/x1j-x1) ·b2(x2j-x2)} = 0 , 
C j=1 
n n 
b1 _z_ (x1 .-x1) 2+b2 L (xA .-x1'.Hx2j-;2) = 




( Immers sommen als .L_ x.-1(Y ,-y) ZlJn nul en dus mag j=1 11 1 J . Z::: x1.(y.-y) j=1 J J 
vervangen warden door ~ (x 1 .-x1)(y.-y), enz.). De j=1 J J oplossing van 
deze lineaire vergelijkingen kunnen wij schrijven in de vormi 
n n 
z. (x1j-x1)(y j-y) z:. (x1 j-x1) ( x2j-x2) j=1 j=1 
n n 
- 2 L (x2j-x2) (y j-y) ~ (x2 .-x,..J j=1 j=1 J C. 
b1 = 
n 
- )2 n r (x1 j-x1 L (x,,1j-x1 )(x2j-x2) j=1 j=1 
n n 
- 2 L (x1j-x1) (x2j-x2) z (x2j-x2) j=1 j=1 
en 
n 
(x1 j-x1) 2 
n 
z_ ~ (x1j-x1)(yj-y) j=1 j=1 
n n 
L ( - \ I - ) r: (x2j-x2) (y j-y) x1j-x'1 , ~2j-x2 j=1 j==1 
b2 = n 
(x1j-x1)2 z. L (x1j-x1)(x2j-x2) j=1 j=1 
n n 
(x2j-x2)2 .L... (x1 _,-x_,) (x2 .-x2) L 
,]=1 cl J j=1 
Voor het geval k=1 zouden we op deze manier de bekende uitdrukkingi 
n 
gevonden hebben@ 
L.. (x1J·-x1)(yJ.-y) j=1 
b1 = ----------
£ (x1J"-x1)2 j=1 
y 
4 
3. Kleinste kwadratenschattingen voor het algemene geval 
Ook in het algemene geval vinden wij voor a, als oplossing van 
n 
(3,1) ( c>Q \ = -2 [_ (y .-a-b1x 1 .- ••• -bkxk .) = 0 , a o<. ")« =a J'=1 J J J 
/ =b 
de uitdrukking 
n n n 
a= L y,/n-b1 L x1J./n- ••• -bk L. xkJ'/n=y-b1x1-···-bkxk. j=1 J j=1 j=1 
Substitueren we dlt in (a~.) = O (i=1, •.. ,k) dan ontstaat: 
0ri o< =a fo =b 
jt x1j[yj-y-b 1(x1 j-X)- ... -bk(xkj-xk)] = O {1=1, ... ,k) , 
of 
(3,2) 
(i=1, ... ,k) • 
We zullen nu om overzichtelijker formules te verkrijgen de volgen-
de matrix-notatie invoeren: 
Y1-y x11-x1 x21-x2 ... xk1-xk V -V 1 
y -y 2 x12-x1 x22-x2 . . . xk2-xk V -V 2 
def • def def • 
--= 
. X . V = . . , J I 
y -y X --X x2n-x2 . . . xkn-xk V -v n 1n 1 n 
}1 b1 




Nu volgt uit ( 1, 1) dat 
y = cl+ }1x1+. • .+ fkxk +v , 
5 
zodat we voor (1 1 1) ook mogen schrijven: 
-+ ••• - V :; j= 1, .•• ,n. 
Met de bovengedefinieerde matrices is dit te schrijven als 
(3,3) 
De kwadratische vorm welke we moeten minimaliseren heeft nu de 
gedaante 
(3,4) 
en de lineaire vergelijkingen waaraan de kleinste kwadratenschat-
tingen moeten voldoen gaan over in: 
(X'X) b = X' y • 
Hierin is (X'X) een kxk-matrix. Is deze niet singulier dan geeft 
( 3., 5) 
de gezochte kleinste kwadratenschattingen voor p1 , ••• ,J3k• Om te 
bereiken dat (X'X) een inverse bezit, moeten we eisen dat X de 
rang k bezit 3 hetgeen overeenkomt met de eis dat de regressie-
vectoren (x11 -x1, .. ,,x1n-x1) , (x21 -x2, .. ,x2n-X2) , • • • , 
(xlt-il"~k,.,.oJ·xkn""xk)lineair onafhanlrnlijlc zijn.l' dus niet via li-
neaire betrekkingen in elkaar uitgedrukt kunnen warden, 
Di t betekent o. a, ook dat n > k is~ 
De kleinste kwadratenschattingen zijn de beste zuivere lineai~e 
schattingen d ,VJ .z.: ze bezitten van alle mogeli,jke zuivere lineair:e 
schattingen de kleinste variantie. 
Het minimum van Q, dat voor de waarden b van p bereikt wordt, is: 
Q " = (y-Xb) 1 (y-Xb) = y 1y - b 1 X1 y - y 1Xb + b 1 X1 Xb = vmln 
= Y1 Y - y 1 X(X 1xf1xy- y'X(X 1X)- 1x 1y + 
+ y 1x(xix)- 1 x1x(x 1x)~ 1x1y = 
-=~-------~--~-----
3) A' , de getransformeerde van matrix A., ontstaat uit A door 
en kolommen te verwisselenJ dusc 8 21)' ' 11 8 12 8 22 = ( 8 11 8 12 
8 13 8 23 
8 21 8 22 
\ 
rijen 





4. Verwachtingen, varianties van b 1, ••• ,E.« 
Uit de uitdrukking (3,5) voor b zien we dat deb's steeds li-
neaire combinaties van y 1, ••• ,yn zijn. Daar in (3,3) 
en dus E y = X p , geldt voor de verwachting van b: 
~ b = ( x I x) - 1x 1 'e y = ( x 1 x) - 1 x I x fa = J fa = fa • 
Xv.= O is 
-J 
De schattingen b. zijn dus zuiver. Dit geldt ook, indien de v1 
-l 
niet onderling onafhankelijk zijn en/of verschillende spreidin-
gen bezitten, doch wel tv1 = 0 is (i=1, ••• ,n). 
Zijn de grootheden y 1, ••• ,yn wel onderling onafhankelijk ver-
deeld met dezelfde variantie er 2, dan kunnen weals volgt de 
covariant iematrix van b 1, •• ,. ., bk bepalen. We ma ken weer gebruik van 
n n 





2 (x1j-x1) (y j-y) L (x 1 j-x1) yj j=1 j:::::1 
• .. 
= " = 
• • 
n n y/ L (xkj-xk) ( y j-y) L (xkj-xk) j=1 j=1 
kunnen dan volgens (3,5) b 1.,. • • • , bk schrijven 
) f 1 = A11 Y1 + • "" + A1n yn ' 
l bk= Ak1 Y1 + ••· + Akn Yn' 
als: 
waarin de kxk-matrix A= (X'X)-1x 1 is. Voor de covariantiematrix 
van b 1., ... , bk geldt dan, daar G' { Lj, y t} = O ( jfl) en ct 21 y j~ =G'2 is 
(4,1) 2 n 2 ( v f £1,bkJ) = ( j~ AijAkj G' {:v j~) = 
2 n 2 
= er • ( I. A .. Ak.) = er • AA 1 = j=1 l J J 
= 0'2 .(X 1 X)- 1 X1X (X'X)- 1 = 
• 
Voor het geval k=1 is dus: 
= "'2/ ~ rx - ) 2 
V L- ~ ij-X"J • j=1 
Voor het geval k==2 is, wanneer we 
n 
~ 
def j==1 z n 
z= j=1 
stellen: 
u 2 tb11 
0'2t b21 
G' 2tb1' b21 
(x1j-x1)2 
n 
~ (x1 j-x1 )( x2j-x2) j=1 
n 
(~j-x2) 2 (x1j-x1) (x2j-x2) z: j=1 
2 n 
= (J • L. j=1 
n 2 y 
== er . ~ j=1 
n 
== -rs2. L 
j=1 
2 
(x 2 j-x2 ) / \z\ , 
, (x1j-x1)2 / \z/ 
(x1 J-x1 )(x2 j-x2 ) ; \zl 
7 
= X'X 
En in 1 t algemeen wanneer we de minor van het element in de i 8 
rij en ke kolom van Z door \zik\ voorstellen: 
( 4., 2) cr 2 f bi, bk l = cr2 • I z i k I / ! z \ 
Men kan aantonen dat 
( n-k-"1) -'1 Q " 
-min 
een zuivere schatting voor CT2 is (J. van YZEREN (1954)). 
Zijn v1, .•• ,vn onderling onafhankelijk normaal verdeeld met 
gelijke spreidingen, dan komen de kleinste kwadratenschattingen 
voor ~, p1,., •;fak overeen met de meest aannemelijke schattingen 
(maximum likelihood estimates). De meest aannemelijke schatting 
voor cr 2 is dan n-1Q " ,deze is asymptotisch equivalent met de 
-'911ln -1 2 
zuivere schatting ( n-k-1) Q , • De grootheid Q " / G' heeft 
2 -min min 
nu een { -verdeling met ( n-k-1) vrijheidsgraden en is onafhan-
kelijk verdeeld van~, b1, •.. ,£.ic. 
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