We consider the quantum mechanical analog of the nonlinear sigma model. It appears that this theory cannot be completely embedded in a more general gauge theory. We show in this paper that it is possible to have a gauge theory that partially embeds it.
Introduction
The interest in embedding of systems with nonlinear constraints has been started with the works by Banerjee et al. [1] . The general and systematic formalism for embedding was developed by Batalin, Fradkin, Fradkina, and Tyutin (BFFT) [2, 3] where systems with second class constraints [4] are transformed into first class ones, i.e. they are embedded into more general (gauge) theories. This is achieved with the aid of auxiliary variables with the general rule such that there is one pair of canonical variables for each second class constraint to be transformed.
The BFFT method is quite elegant and the obtainment of first class constraints is done in an iterative way. The first correction to the constraints is linear in the auxiliary variables, the second one is quadratic, and so on. In the case of systems with just linear constraints, like chiral-bosons [5] , one obtains that just linear corrections are enough to make them first class [6, 7] . Here, we mention that the method is equivalent to express the dynamic quantities by means of shifted coordinates [8] .
However, for systems with nonlinear constraints, the iterative process may go beyond the first correction. This is a crucial point for the use of the method. This is so because the first iterative step may not give a unique solution and one does not know a priori what should be the most convenient solution we have to choose for the second step. There are systems where this choice is very natural and it is feasible to carry out all the steps. We mention for example the massive Yang-Mills theory [9] . However, for the nonlinear sigma-model (and CP N −1 ) not all solutions of the first step lead to a solution in the second one [10] . The same occurs from the second to the third step, and so on, making the method not feasible to be applied. More than that, in the case of the nonlinear sigma model one can not assure that these higher order solutions actually exist [10] . It is important to emphasize that this is not a problem related to the method, what may happen is that there might be no gauge theory that completly embed the nonlinear sigma-model.
We shall address to this problem in the present paper. We try to adapt the BFFT formalism in order to look for a gauge theory that partially embeds the nonlinear sigma-model. In order to simplify the algebraic notation, we consider the quantummechanical similar model of a particle constrained to move in a N -dimensional sphere. This system leads (like the nonlinear sigma model) to four second class constraints. As it was showed in Ref. [10] , it is not possible to transform all of them into first class. We shall take two constraints of the theory and use the same choice made by Banerjee et al. [1] in the first step of the BFFT method in order to have zero Poisson brackets between them. This is achieved by introducing a pair of canonical variables. Even though these constraints have zero Poisson brackets, they are not first class, since they have nontrivial Poisson brackets with the remaining constraints. We then make an appropriate use of the method, without introducing any new variable, to conveniently modify the two remaining constraints in order to have zero Poisson brackets with the two first ones (even though they do not have zero Poisson bracket between themselves). We obtain a modified system with four constraints where two of them are first class. This partially embeds the initial theory. We also study the characteristics of this new system. Our paper is organized as follows. In Sec. 2 we make a short review of the BFFT method and take the opportunity to fix the notation we shall use throughout the paper. In Sec. 3 we deal with the partially embedding procedure and in Sec. 4 we analyze the consistency of our results by discussing the equations of motion of both theories. Sec. 5 contains some concluding remarks.
Brief review of the BFFT formalism
Let us take a system described by a Hamiltonian H c in a phase-space with variables (q i , p i ) where i runs from 1 to N. It is also supposed that there exists second class constraints only since this is the case that will be investigated. Denoting them by T a , with a = 1, . . . , M < 2N , we have
where det(∆ ab ) = 0.
The first objective is to transform these second-class constraints into first-class ones. Towards this goal auxiliary variables η a are introduced, one for each second class constraint (the connection between the number of constraints and the new variables in a one-to-one correlation is to keep the same number of the physical degrees of freedom in the resulting extended theory), which satisfy a symplectic algebra
where ω ab is a constant quantity with det (ω ab ) = 0. The first class constraints are now defined byT
and satisfy the boundary conditioñ
A characteristic of these new constraints is that they are assumed to be strongly involutive, i.e.
The solution of (2.5) can be achieved by considering an expansion ofT a , as
where
a is a term of order n in η. Compatibility with the boundary condition (2.4) requires that
The replacement of (2.6) into (2.5) leads to a set of recursive relations, one for each coefficient of η n . We explicitly list the equations for n = 0, 1, 2,
The notations {, } (q,p) and {, } (η) represent the parts of the Poisson bracket {, } relative to the variables (q, p) and (η).
The above equations are used iteratively to obtain the corrections T (n) (n ≥ 1). Equation (2.8) shall give T (1) . With this result and (2.9), one calculates T (2) , and so on. Since T (1) is linear in η we may write
Introducing this expression into (2.8) and using the boundary condition (2.4), as well as (2.1) and (2.2), we get
We notice that this equation contains two unknowns X ab and ω ab . Usually, first of all ω ab is chosen in such a way that the new variables are unconstrained. It is opportune to mention that it is not always possible to make such a choice [7] . In consequence, the consistency of the method requires the introduction of other new variables in order to transform these constraints also into first-class. This may lead to an endless process. However, it is important to emphasize that ω ab can be fixed anyway.
After fixing ω ab , we pass to consider the coefficients X ab . They cannot be obtained unambiguously since, even after fixing ω ab , expression (2.12) leads to less equations than variables. The choice of X's has therefore to be done in a convenient way [10, 1] .
The knowledge of X ab permits us to obtain T (1) a . If X ab does not depend on (q, p), it is easily seen that T a + T (1) a is already strongly involutive and we succeed in obtainingT a . This is what happens for systems with linear constraints. For nonlinear constraints, on the other hand, X ab becomes variable dependent which necessitates the analysis to be pursued beyond the first iterative step. All the subsequent corrections must be explicitly computed, the knowledge of T (n) a (n = 0, 1, 2, ...n) leading to the evaluation of T (n+1) a from the recursive relations. Once again the importance of choosing the proper solution for X ab becomes apparent otherwise the series of corrections cannot be put in a closed form and the expression for the involutive constraints becomes unintelligible and uninteresting.
Another point in the Hamiltonian formalism is that any dynamic function A(q, p) (for instance, the Hamiltonian) has also to be properly modified in order to be strongly involutive with the first-class constraintsT a . Denoting the modified quantity byÃ(q, p; η), we then have
In addition,Ã has also to satisfy the boundary conditioñ A(q, p; 0) = A(q, p) . (2.14)
To obtainÃ an expansion analogous to (2.6) is considered,
where A (n) is also a term of order n in η's. Consequently, compatibility with (2.14) requires that
The combination of (2.6), (2.13) and (2.15) gives
which correspond to the coefficients of the powers η 0 , η 1 , η 2 , etc., respectively. The expression (2.17) above gives us A (1)
where ω ab and X ab are the inverses of ω ab and X ab .
It was earlier seen that T a + T
(1) a was strongly involutive if the coefficients X ab do not depend on (q, p). However, the same argument does not necessarily apply in this case. Usually we have to calculate other corrections to obtain the finalÃ. Let us discuss how this can be systematically done. The correction A (2) comes from equation (2.18), that we conveniently rewrite as
In the same way, other terms can be obtained. The final general expression reads
(2.25)
In the example we are going to discuss in the next sections, not all the second class constraints will be transformed into first class. For those ones we are going to transform into first class we shall use the procedure above. In order to assure that these constraints are actually first-class, they have to have zero Poisson brackets with the remaining ones. This can be achieved by transforming the last constraints like the quantity A above.
Partially embedding procedure
Let us consider the motion of a particle on a N -dimensional sphere of radius 1. The corresponding Lagrangian reads
Using the Dirac constraint formalism [4] we obtain that the theory described by (3.1) leads to the constraints
where p i and p λ are the canonical conjugate momenta of q i and λ respectively. These constraints are second class. In fact, for the antisymmetric quantities ∆ ab , given by (2.1), we have
3)
The remaining ones are zero.
Following what was said at the end of Sec. 2, we try to convert just T 1 and T 2 into first class and let T 3 and T 4 as second class. We then introduce a canonical pair of coordinates η 1 and η 2 , namely
From the solutions of the first step of the BFFT method we make the same choice of Banerjee et al.
[1]
Of course, this does not necessarily means thatT 1 andT 2 are first class. They also have to have zero Poisson brackets with the remaining constraints. We notice that this is actually true for the constraint T 3 , but it is not for T 4 . We then try to modify T 4 in order to have zero Poisson brackets withT 1 andT 2 . This is achieved by taking T 4 as the quantity A of Eq. (2.13). So, the general expression for the first correction for T 4 should be
where the indices a, b, c = 1, 2 and just correspond to the constraintsT 1 andT 2 , and ω ab and X ab are the inverse of ω ab and X ab respectively. Considering expressions (3.4) and (3.5) we have
Then, the first correction for T 4 reads
Using (2.21)-(2.25) we calculate other corrections for T 4 . We list some of them below
From these results, we thus may infer that the general correction T (n) 4 , for n ≥ 2, should be given by
To obtainT 4 we have to sum all these terms. An interesting point is that the infinite series can be cast in a closed form,
This constraint can be further rewritten in a simpler form as
It is just a matter of algebraic work to check thatT 1 andT 2 are actually first class, whereasT 3 = T 3 = p λ andT 4 are second class. This result is what we are calling partially embedding procedure. The next step is look for the theory which leads to these constraints. However, before going on, it is opportune to make some comments. First, looking at the constraintT 4 , we could be tempted to simplify it by avoiding the factor (1 +
But this is not a good result because this newT 4 andT 2 does not have zero Poisson bracket anymore.
Second, one could also be tempted to use the constraintT 1 in order to simplifỹ T 4 . This would lead toT
This is not also a good result becauseT 4 cannot be considered as an embedding constraint. We notice that when η 1 , η 2 → 0,T 4 does not go to T 4 .
The partially embedding Hamiltonian
The full BFFT formalism gives us the general rules of constructing the embedding Hamiltonian. Since now we have just part of the constraints as first-class, these general rules cannot be applied here. We try to circumvent this problem in the following way. Let us first consider the initial Lagrangian (3.1) that leads to the set of second class constraints (3.2). The corresponding Hamiltonian reads
Considering the form of constraints (3.2), we may rewrite this canonical Hamiltonian as
It might be opportune to calculate the equations of motion from the Hamiltonian above in order to make future comparisons. These equations are obtained in terms of the Dirac brackets (where constraints are take in a strong way). So,
As one observes, the dynamics of the system is generated, in terms of the Dirac brackets, by the Lagrange multiply λ. To calculate the Dirac brackets we need the inverse ∆ −1 . The result is
Considering (4.3) and using the definition of the Dirac brackets [4] , we directly obtainq
The combination of the two equations above and the use of the constraint T 4 give 6) which actually corresponds to a motion over a sphere of radius 1.
Let us now consider the partially embedding case. Looking at the form of the canonical Hamiltonian H c , given by (4.2), we may conclude that the modified canonical Hamiltonian should beH
It is important to emphasize that (4.7) generates a consistent time evolution of each one of the constraintsT a .
The theory described by the Hamiltonian above has symmetries that are generated by the first-class constraintsT 1 andT 2 . Since the embedding is partial, this generation should be given in terms of the Dirac brackets with respect the second class constraintsT 3 andT 4 . The general expression for the gauge transformations that leave the HamiltonianH c invariant is
where y is representing any canonical coordinate of the theory and ǫ α is the parameter characteristic of the gauge transformation generates by the constraintT α .
Using the well-known definition of the Dirac brackets, we obtain
It is just a matter of algebraic work to check thatH c is actually invariant for the transformations above and further the corresponding Lagrangiañ 10) where the constraintsT 1 andT 2 have to be introduced because they are not explicit in the expression of the HamiltonianH c . The gauge invariance is then achieved if the corresponding Lagrange multipliers λ 1 and λ 2 transform as
Let us finally consider the equations of motion generated by theH c . An important point regarding the embedding procedure is that the obtained theory, even though having more symmetries than the initial one, does not change its physics. In other words, the theory described by the HamiltonianH c must be a particle moving on a sphere of radius one. If the partially embedding we have developed till now makes sense, this point has necessarily to be verified.
The general expression of the equations of motion iṡ
where the Dirac brackets is with respect to the constraintsT 3 andT 4 . For example, for p k we haveṗ
(4.13)
Since the evolution of the system is also over the constraint surface, one can strongly take all the constraints equal to zero in the expression above. This leads tȯ
14)
where ≃ means equal after using the constraints (weakly equal) [4] . For the remaining quantities, we havė The combination of the Eqs. (4.14)-(4.19) leads to the same equation (4.6) . It is important to emphasize that this is achieved without any gauge condition.
Conclusion
In this work we have considered the quantum mechanical analog of the nonlinear sigma-model, corresponding to a particle constrained to move on a D-dimensional sphere of unit radius. The Hamiltonian treatment of this model generates four second class constraints. From previous results, we know that it is not possible to completely embed this theory in a more general gauge theory with the use of the BFFT algorithm. We have then considered a partial embedding procedure where the Hamiltonian and the constraints have been modified in order to Abelianize just part of the constraint algebra. We have succeeded in obtaining a consistent Hamiltonian theory with two constraints and the Hamiltonian itself as first class quantities, and the remaining two other constraints as second class.
