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Abstract
We consider a spatially extended kinetic model of a FitzHugh-Nagumo neural network, with a rescaled
interaction kernel. Our main purpose is to prove that its diffusive limit in the regime of strong local
interactions converges towards a FitzHugh-Nagumo reaction-diffusion system, taking account for the
average quantities of the network. Our approach is based on a relative entropy argument, to compare
the macroscopic quantities computed from the solution of the kinetic equation, and the solution of the
limiting system. The main difficulty, compared to the literature, lies in the need of regularity in space
of the solutions of the limiting system and a careful control of an internal nonlocal kinetic dissipation.
Keywords: Diffusive limit, relative entropy, FitzHugh-Nagumo, neural network.
1 Introduction
The FitzHugh-Nagumo model [12, 22] focuses on the evolution of a couple pv,wq, where v P R is a fast
excitable variable standing for the membrane electrical potential of a neural cell, and w P R is a slow
refractory variable, which we shall call the adaptation variable throughout the sequel. It is usually written
for a single neuron as follows: $’’’&’’’%
dv
dt
“ Npvq ´ w ` Iext,
dw
dt
“ τ pv ´ γ wq ,
(1.1)
for t ą 0, where Iext stands for the input current the neuron receives from its environment, Npvq is a
bistable function modeling the cell excitability, τ and γ are non-negative constants. Here, we consider
small τ ą 0 to account for the slow evolution of the adaptation variable. Furthermore, in the rest of this
article, as in [4, 5, 14–16, 24], we consider the following cubic nonlinearity
Npvq :“ v p1´ vq pv ´ aq, v P R, (1.2)
∗
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where a P p0, 1q is fixed. Such a nonlinearity satisfies the following properties for four fixed positive
constants κ1, κ
1
1
, κ2 and κ3:$’’’’’&’’’’’%
v Npvq ď κ1 |v|
2 ´ κ1
1
|v|4 , v P R,
pv ´ uq pNpvq ´Npuqq ď κ2 |v ´ u|
2 , v, u P R,
|Npvq ´Npuq| ď κ3 |v ´ u|
`
1` |v|2 ` |u|2
˘
, v, u P R.
(1.3)
In a neural network, neurons interact through their synapses. Therefore, it can be modeled by a system of
coupled equations of FitzHugh-Nagumo type, where the coupling is described through the input current
Iext. In this article, we are interested in spatially structured coupling, motivated by all the complex
dynamics it can produce, for example propagation of excitatory pulses through space, spiral waves in
two-dimensions and so on. Thus, we consider a spatially structured network of n P N interacting neurons
of FitzHugh-Nagumo type, where each neuron is indexed by i P t1, ..., nu, and characterized by a couple
potential-adaptation variable pvi, wiq P R
2 and a position xi P R
d with d P t1, 2, 3u. Coupling the neurons
through Iext with Ohm’s law, the triplets pxi, vi, wiq1ďiďn satisfy the following system:$’’’’’’’’’’&’’’’’’’’’’%
dxi
dt
“ 0,
dvi
dt
“ Npviq ´ wi ´
1
n
nÿ
j“1
Φεp}xi ´ xj}q pvi ´ vjq,
dwi
dt
“ τ pvi ´ γ wiq,
(1.4)
for t ą 0. In (1.4), Φε : RÑ R is a connectivity kernel modeling the influence of the distance between two
neurons on their interactions, depending on a small scaling parameter ε ą 0. In the rest of this article, we
consider
Φεp}x}q :“
1
ε2
Ψεp}x}q, Ψεp}x}q :“
1
εd
Ψ
ˆ
}x}
ε
˙
, x P Rd, ε ą 0, (1.5)
where Ψ still denotes a function from R to R`. Notice that in this model, the interactions between two
neurons are only modulated by their distance and the electrical voltage between them.
As showed in [6], a mean-field description of this network when n goes to infinity is given by the following
spatially-extended kinetic model for all ε ą 0, t ą 0, x P Rd and u “ pv,wq P R2, with the notation
u1 “ pv1, w1q P R2:$’’’’’’’’’’’&’’’’’’’’’’’%
Btf
εpt,x,uq ` Bv rf
εpt,x,uq pNpvq ´ w ´Kεrf
εspt,x, vqqs ` Bw rf
εpt,x,uqApv,wqs “ 0,
Kεrf
εspt,x, vq :“
1
εd`2
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
pv ´ v1q f εpt,x1,u1qdx1 du1,
Apv,wq :“ τ pv ´ γ wq,
f ε|t“0 “ f
ε
0
,
(1.6)
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where f εpt,x,uq is the density function of finding neurons at time t at position x and at the electrical
state u “ pv,wq within the cortex. Here, the interactions through the whole network are modeled by the
nonlocal term Bv pf
εKεrf
εsq while all the other local terms model the excitability of neurons.
Our main purpose is to study the diffusive limit ε Ñ 0, in order to rigorously derive a macroscopic
description of the system (1.4) in the limit n Ñ `8. Our strategy is to introduce the kinetic equation
(1.6) as an intermediary model, and then to pass to the limit εÑ 0 from this mesoscopic scale. Furthermore,
the macroscopic description we derive is highly dependent of our choice of rescaling in Φε. Indeed, in [7], we
considered a family a connectivity kernels which can be decomposed into the sum of a long-range interaction
kernel, and a Dirac mass centered in 0 with a mass ε´1. In the hydrodynamic limit ε Ñ 0, the kinetic
equation (1.6) converges towards a nonlocal reaction-diffusion system of FitzHugh-Nagumo type. Despite
the interest of this model, it is not quite realistic from a biological viewpoint, since it considers that two
neurons even far away from eachother can still interact. Since a neural cell only interacts with its closest
neighbours through synapses, in this article, we rather consider the regime of strong local interactions,
through the scaling given by (1.5).
A first idea to derive a macroscopic description from this kinetic model is to consider the average functions
computed from f ε a solution to the kinetic model (1.6), such as ρε the average density of neurons, V ε the
average membrane potential and W ε the average adaptation variable, defined through$’’’’’’’’’’&’’’’’’’’’’%
ρεpt,xq :“
ż
R2
f εpt,x, v, wqdv dw,
ρεpt,xqV εpt,xq :“
ż
R2
v f εpt,x, v, wqdv dw,
ρεpt,xqW εpt,xq :“
ż
R2
w f εpt,x, v, wqdv dw.
(1.7)
We can easily notice that the equation satisfied by ρε V ε is not closed, because of the nonlinearity Npvq
which makes appear some moments of f ε of higher order. Actually, the diffusive limit εÑ 0 in the kinetic
equation (1.6) enables us to consider the regime of strong local interactions, in order to circumvent this
issue. Indeed, in the spirit of [7], we expect the macroscopic functions computed from f ε a solution to
the kinetic equation (1.6) to converge in the limit εÑ 0 towards a solution to a reaction-diffusion system,
which will therefore provide a macroscopic description of the FitzHugh-Nagumo model (1.4).
The problem tackled in this article lies within a rich literature of works aiming to establish a rigorous link
between a mesoscopic model and a macroscopic characterization of large neural networks. For example, in
[23], the authors derived the Integrate-and-Fire model as the macroscopic limit of a voltage-conductance
kinetic system. Then, the article [3] studied the mean-field limit of a Hodgkin-Huxley neural network, and
proved the existence of synchronized dynamics for the microscopic and macroscopic models. If we focus on
the FitzHugh-Nagumo model, a recent example is the work of [24], which investigates the large coupling
limit of a kinetic description of a noisy FitzHugh-Nagumo neural network, with uniform conductance, and
highlight the emergence of clamping or synchronization between neurons in the limit. We also mention [19],
in which the authors proved the mean-field limit of noisy spatially-extended FitzHugh-Nagumo network
and propagation of chaos, so that in the limit, the electrical state of each neuron can be modeled by
a stochastic differential equation. This last result has been extended in [20] to the mean-field limit of
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spatially-extended FitzHugh-Nagumo neural networks on random graphs, to prove the convergence towards
a nonlocal reaction-diffusion system.
Furthermore, there exists a large variety of works on the approximation of kinetic models with diffusion
equations. We mention for instance the article [2] about the derivation of a diffusion-type equation as the
limit of a rescaled collisional kinetic equation. In [9], the authors tackled the case in which the collisional
term in the kinetic equation is heterogeneous in space. Then, in [21], this result has been extended to
situations in which the equilibrium is a heavy-tailed distribution with finite variance, leading to a fractional
diffusion in the limiting system.
Now, let us formally derive the behavior of a solution f ε of the kinetic equation (1.6) in the limit ε Ñ 0.
Using the change of variable y “ px´x1q{ε, we formally have for all t P r0, T s, x P Rd and u “ pv,wq P R2:
f εpt,x,uqKεrf
εspt,x, vq
“ ε´pd`2q
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
pv ´ v1q f εpt,x1,u1q f εpt,x,uqdx1 du1
“ ε´2
ĳ
Ψp}y}q pv ´ v1q f εpt,x´ εy,u1q f εpt,x,uqdy du1.
Moreover, using a Taylor expansion, we get that for all t P r0, T s, u1 P R2 and px,yq P R2d,
f εpt,x´ εy,u1q “ f εpt,x,u1q ´ ε∇xf
εpt,x,u1q ¨ y `
ε2
2
yT ¨∇2
x
f εpt,x,u1q ¨ y ` ... . (1.8)
In the following, for the sake of simplification, let us assume that the connectivity kernel Ψ is in L1pRdq
with }Ψ}L1pRdq “ 1, is radially symmetric, and satisfies:
0 ă σ :“
ż
Ψp}y}q
}y}2
2
dy ă 8. (1.9)
We resume the computation of f εKεrf
εs using the expansion (1.8), which gives:
f εpt,x,uqKεrf
εspt,x, vq “ ε´2
ż
pv ´ v1q f εpt,x,u1q f εpt,x,uqdu1
`σ
ż
pv ´ v1q∆xf
εpt,x,u1q f εpt,x,uqdu1 ` Rεpt,x,uq, (1.10)
where Rεpt,x,uq gathers all the remaining terms. Assume that the solution f
ε converges towards a
distribution f in some weak sense, and that Rε tends towards 0 as ε goes to 0. In the following, we define
the triplet pρ, V,W q of macroscopic quantities associated to f similarly as in (1.7). Then, we insert the
expansion (1.10) into the kinetic equation (1.6), and we identify the orders ´2 and 0 of ε as ε tends to 0,
which formally leads to the following equations satisfied by f in the sense of distributions for t ą 0, x P Rd,
pv,wq P R2:
Opε´2q :
ĳ
pv ´ v1q fpt,x, v1, w1q fpt,x, v, wqdv1 dw1 “ 0, (1.11)
Op1q : Btf ` Bv rf pNpvq ´ wqs ` Bw rf Apv,wqs ´ σ Bv rf p∆xρ v ´∆xpρV qqs “ 0. (1.12)
The equation (1.11) implies that f is proportional to a Dirac mass in v, that is for all t P r0, T s, x P Rd
and pv,wq P R2,
fpt,x, v, wq “ F pt,x, wq b δV pt,xqpvq, (1.13)
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where we define
F pt,x, wq :“
ż
R
fpt,x, v, wqdv, ρ0pxqW pt,xq :“
ż
R
wF pt,x,dwq.
We also directly get the conservation of mass, that is for all t ą 0 and x P Rd, ρpt,xq “ ρp0,xq “ ρ0pxq.
Therefore, we deduce from (1.12)-(1.13) that the couple pV, F q satisfies the following system for t ą 0,
x P Rd and w P R:
$’&’%
BtF ` Bw pApV,wqF q “ 0,
Bt pρ0 V q ´ σ rρ0∆x pρ0 V q ´ p∆xρ0q ρ0 V s “ ρ0NpV q ´ ρ0W,
(1.14)
where σ is the constant defined with (1.9). Therefore, the limiting triplet Z :“ pρ0, ρ0 V, ρ0W q is expected
to satisfy the reaction-diffusion system
BtZ “ ρ0
¨˚
˝ 0NpV q ´W ` σ“∆xpρ0 V q ´ ∆xρ0 V ‰
ApV,W q
‹˛‚. (1.15)
Let us discuss the structure of the system (1.15). It is worth noticing that it is not well-defined for x P Rd
if ρ0pxq “ 0. In the case ρ0 ą 0, the system (1.15) reduces to the FitzHugh-Nagumo reaction-diffusion
system for t ą 0 and x P Rd:$’&’%
BtV pt,xq ´ σ
“
∆x pρ0 V q pt,xq ´ ∆xρ0pxqV pt,xq
‰
“ NpV pt,xqq ´ W pt,xq,
BtW pt,xq “ ApV pt,xq,W pt,xqq.
(1.16)
Such a system has been extensively studied, namely regarding the formation and propagation of traveling
fronts and pulses for example (see e.g. [4, 5, 16]). We also mention some recent works on the FitzHugh-
Nagumo system in the discrete case [14, 15]. The contribution of our article is thus to prove that the
system (1.14), which can be reduced under some assumptions to the FitzHugh-Nagumo reaction-diffusion
system (1.16), is a macroscopic description of the FHN model (1.4) in the limit nÑ `8 and εÑ 0.
Our approach to prove the diffusive limit follows ideas from [7, 13, 17, 18], that is we use a relative entropy
argument. The specificity of our problem is the absence of noise in the microscopic system (1.4), which
implies the absence of a Laplace operator in v in the kinetic equation (1.6). Hence, without the regularizing
effect of noise, the solution f ε of the kinetic equation (1.6) converges towards a Dirac distribution in v,
which prevents us from using a more usual entropy of type f logpfq as in [18]. As in [7, 13, 17], we
rather focus on the evolution of moments of second order in v and w of f ε. Then, we encounter two main
difficulties. The first one comes from the term Bvpf
εNpvqq in (1.6), which introduces moments of f ε in v of
higher order. Similarly as in [7], it will be sufficient to control moments of f ε of fourth order to circumvent
this problem. Then, unlike [7], we have to precisely determine the regularity in space we need for the
solutions of the limiting system (1.14) to estimate the relative entropy.
5
Outline of the paper. The rest of this paper is organised as follows. In Section 2, we present our
hypotheses, and our results on the existence of solutions to the kinetic equation (1.6) and to the limit
equation (1.14), and our main result about the diffusive limit from (1.6) to (1.14). Then, in Section 3,
we prove some a priori estimates which will be key arguments for the proof of our main result. Then,
Section 4 is devoted to the relative entropy estimate and the proof of our main result. Finally, in Section 5,
we study the well-posedness of the limiting equation (1.14), constructing a solution from a couple pV,W q
satisfying the reaction-diffusion system (1.16) in a weak sense.
2 Main result
In this section, we state our main result on the diffusive limit of a weak solution pf εqεą0 of the kinetic
equation (1.6) towards a solution pV, F q of the reaction-diffusion equation (1.14). Before that, we have to
precisely define our notion of solutions of the kinetic model (1.6) and of the system (1.14). But first, let
us start the section setting the hypotheses we make on the connectivity kernel.
2.1 Preliminaries
Following the ideas from the formal analysis in the introduction, we consider a connectivity kernel Ψ : RÑ
R
` satisfying the following assumptions:
Ψ ą 0 a.e.,
ż
Ψp}y}qdy “ 1, 0 ă σ “
ż
Ψp}y}q
}y}2
2
dy ă 8. (2.1)
Let us discuss the hypotheses on Ψ. First, the choice of a positive and integrable connectivity kernel
implies that we only consider activatory interactions, and that neurons which are far away from each other
have few interactions. Then, the assumptions of finite moments and symmetry are technical hypotheses,
inspired by the formal analysis from the introduction.
2.2 Existence of a weak solution of the kinetic equation
In this subsection, we focus on the well-posedness of the kinetic model. First, let us specify our notion of
weak solution of the kinetic equation (1.6).
Definition 2.1. We say that f ε is a weak solution of (1.6) with initial condition f ε
0
ě 0 if for any T ą 0,
f ε P C 0
´
r0, T s, L1pRd`2q
¯
X L8
´
p0, T q ˆ Rd`2
¯
,
and for any ϕ P C8c pr0, T q ˆ R
d`2q, the following weak formulation of (1.6) holds,ż T
0
ż
f ε rBtϕ` pNpvq ´ w ´Kεrf
εsq Bvϕ`Apv,wq Bwϕs dzdt `
ż
f ε0 pzqϕp0, zqdz “ 0, (2.2)
where z “ px, v, wq P Rd`2.
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In the rest of this paper, if f ε is a weak solution of (1.6), we note Zε :“ pρε
0
, ρε
0
V ε, ρε
0
W εq the triplet
of macroscopic quantities computed from f ε as in (1.7). Then, let us quote our result of existence and
uniqueness of a weak solution to the kinetic equation (1.6), whose proof can be found in the proposition
2.2 from [7].
Proposition 2.2. Let ε ą 0. We consider a connectivity kernel Ψ satisfying (2.1), and an initial data f ε
0
such that
f ε0 ě 0, }f
ε
0}L1pRd`2q “ 1, f0, ∇uf0 P L
8pRd`2q, (2.3)
where u “ pv,wq, and there exists a positive constant Rε
0
ą 0 such that for all x P Rd,
Supppf ε0 px, ¨qq Ď Bp0, R
ε
0q Ă R
2. (2.4)
Then, for any T ą 0, there exists a unique non-negative weak solution f ε of (1.6) in the sense of Definition
2.1, which is compactly supported in u “ pv,wq P R2.
Remark 2.3.
(i) In the following, since the conservation of the L1 norm of a weak solution f ε of (1.6) holds, we get
that for all t P r0, T s, }f εpt, ¨q}L1pRd`2q “ }f
ε
0
}L1pRd`2q “ 1.
(ii) It is worth noticing that we do not need the weak solution f ε of (1.6) to be differentiable in space.
2.3 Existence of a solution of the limit system
Our purpose is to prove the existence of a solution to the system (1.14). We proceed in two steps: first,
we prove the existence and uniqueness of a solution to the FitzHugh-Nagumo reaction-diffusion system
(1.16), and then we construct a solution to the sytem (1.14) from the solution to the sytsem (1.16). Thus,
we start by studying the following Cauchy problem for a given initial data pV0,W0q:$’’’’’&’’’’’%
BtV pt,xq ´ σ
“
ρ0pxq∆xV pt,xq ` 2∇xρ0pxq ¨∇xV pt,xq
‰
“ NpV pt,xqq ´ W pt,xq,
BtW pt,xq “ ApV pt,xq,W pt,xqq,
V |t“0 “ V0, W |t“0 “ W0.
(2.5)
Before stating our existence result, we have to precisely define the notion of weak solution to the reaction-
diffusion system (2.5). Since all the mathematical difficulties come from the first equation from (2.5), we
consider the second component W as a reaction term.
Definition 2.4. For any T ą 0 and any given initial data V0, W0 P H
2pRdq, the couple pV,W q is a weak
solution of (2.5) on r0, T s with initial data pV0,W0q if V P L
8pr0, T s,H2pRdqqXW 1,8pr0, T s, L2pRdqq, and
pV,W q verifies for all ϕ P H1pRdq, for all t P r0, T s and almost every x P Rd:$’’’’’’’’&’’’’’’’’%
ż
BtV ϕdx “ ´σ
ż
ρ0∇xV ¨∇xϕdx ` σ
ż
∇xρ0 ¨∇xV ϕdx `
ż
pNpV q ´W q ϕdx,
W pt,xq “ e´τ γ tW0pxq ` τ
ż t
0
e´τ γ pt´sqV ps,xqds,
V |t“0 “ V0.
(2.6)
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Now, we can give the details of our result of existence and uniqueness for the reaction-diffusion system
(2.5).
Proposition 2.5. Let Ψ be a connectivity kernel satisfying (2.1). Consider an initial data ρ0 such that
ρ0 ě 0, ρ0 P C
3
b pR
dq, }ρ0}L1 “ 1, (2.7)
and also consider an initial data pV0,W0q such that
V0, W0 P H
2pRdq. (2.8)
Then, for all T ą 0, there exists a unique function pV,W q weak solution of the reaction-diffusion equation
(2.5) on r0, T s in the sense of Definition 2.4 such that
V, W P L8
´
r0, T s,H2pRdq
¯
X C 0
´
r0, T s,H1pRdq
¯
.
We postpone the proof of Proposition 2.5 to Section 5. Our strategy consists in approximating the reaction-
diffusion system (2.5) with an uniformly parabolic system, and then to pass to the limit.
It remains to deduce from this proposition the existence of a solution to the limiting system (1.14). In
order to work with a well-defined system on Rd, we make the convention that for all x P Rd such that
ρ0pxq “ 0, V p¨,xq “ 0 and F p¨,x, ¨q “ 0. From a modeling viewpoint, it means that there is no electrical
activity wherever there is no neuron. Hence, we are led to study the following Cauchy problem for any
given initial data pV0, F0q, for all t ą 0, x P R
d and w P R:$’’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’’%
BtF ` Bw pApV,wqF q “ 0,
Bt pρ0 V q ´ σ
“
ρ0∆x pρ0 V q ´ p∆xρ0q ρ0 V
‰
“ ρ0NpV q ´ ρ0W,
V pt,xq “ 0, t ą 0 and x P RdzSuppesspρ0q,
W pt,xq “
$’’&’’%
1
ρ0pxq
ż
R
wF pt,x,dwq if ρ0pxq ą 0,
0 else,
V |t“0 “ V0, F |t“0 “ F0, ρ0pxq “
ż
R
F0px, wqdw.
(2.9)
To conclude this subsection, we state our notion of solution to the limiting system (2.9), and then our
result of existence and uniqueness of a solution. In the rest of this article, we denote byMpRd`1q the set
of non-negative Radon measures on Rd`1.
Definition 2.6. For any T ą 0, and any initial data V0 P H
2pRdq and F0 PMpR
d`1q satisfyingż
Rd`1
|w|2 F0pdx,dwq ă `8, ρ0 :“
ż
R
F0p¨,dwq P L
1pRdq,
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we say that pV, F q is a solution of (2.9) if F is a measure solution of the first equation in (1.14), that is
for all ϕ P C8c pR
d`1q, for all t P r0, T s,
d
dt
ż
Rd`1
ϕpx, wqF pt,dx,dwq ´
ż
Rd`1
ApV pt,xq, wq BwϕF pt,dx,dwq “ 0, (2.10)
and V P L8pr0, T s,H2pRdqq XW 1,8pr0, T s, L2pRdqq satisfies for all ϕ P H1pRdq and all t P r0, T s,$’’’’’’’’&’’’’’’’’%
ż
Btpρ0 V qϕdx “ σ
ż
rpρ0 V q∇xρ0 ´ ρ0∇xpρ0 V qs ¨∇xϕdx `
ż
ρ0 pNpV q ´W q ϕdx,
W pt,xq “
$’’&’’%
0 if ρ0pxq “ 0,
1
ρ0pxq
ż
wF pt,x,dwq else,
(2.11)
Corollary 2.7. Let Ψ be a connectivity kernel satisfying (2.1). Consider an initial data pV0, F0q such that
F0 PMpR
d`1q satisfies ż
|w|2 F0pdx,dwq ă `8, (2.12)
and define for all x P Rd,
ρ0 :“
ż
F0p¨,dwq, W0pxq :“
$’’&’’%
1
ρ0pxq
ż
wF0px,dwq, if ρ0pxq ą 0,
0, else.
(2.13)
Let us assume that ρ0 satisfies (2.7), pV0,W0q satisfies (2.8), and that
V0pxq “ 0 if x P R
dzSuppesspρ0q. (2.14)
Then, for all T ą 0, there exists a unique function pV, F q solution of the reaction-diffusion equation (2.9)
on r0, T s in the sense of Definition 2.6 such that$’&’%
ρ0 V P L
8
`
r0, T s,H2pRdq
˘
X C 0
`
r0, T s,H1pRdq
˘
,
F P L8
`
r0, T s,MpRd`1q
˘
,
and such that there exists a constant CT ą 0 such that for all t P r0, T s,ż
|w|2 F pt,dx,dwq ď CT .
We postpone the proof of Corollary 2.7 to Section 5.
2.4 Main result
Now, we can state our main theorem about the diffusive limit.
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Theorem 1 (Diffusive limit). Let T ą 0, and let Ψ be a connectivity kernel satisfying (2.1). Consider a
set of initial data pf ε
0
qεą0 satisfying the assumptions (2.3)-(2.4), and there exists a positive constant M ą 0
such that ż `
1` }x}4 ` |v|4 ` |w|4
˘
f ε0 px, v, wqdxdv dw ď M, (2.15)
}ρε0}L8pRdq ď M. (2.16)
Also consider the initial data pρ0, V0,W0q satisfying the assumptions (2.7)-(2.8) such that ρ0 P H
2pRdq,
and verifying:
1
ε2
}ρε0 ´ ρ0}L2pRdq ÝÑ 0, (2.17)ż
ρε0pxq
”
|V ε0 pxq ´ V0pxq|
2 ` |W ε0 pxq ´W0pxq|
2
ı
dx ÝÑ 0 (2.18)
as εÑ 0. Consider pV,W q the weak solution of the reaction-diffusion equation (2.5) on r0, T s provided by
Proposition 2.5. For any ε ą 0, let f ε be the weak solution of the kinetic equation (1.6) on r0, T s provided
by Proposition 2.2. Then, for all ε ą 0, the macroscopic functions pρε
0
, V ε,W εq computed from f ε satisfy
lim
εÑ0
sup
tPr0,T s
ż
ρε0pxq
”
|V εpt,xq ´ V pt,xq|2 ` |W εpt,xq ´W pt,xq|2
ı
dx “ 0. (2.19)
Moreover, assume that there exists a measure F0 P MpR
d`1q satisfying (2.12)-(2.14). Further consider
pF ε
0
qεą0 the functions defined for all ε ą 0, px, wq P R
d`1, with
F ε0 px, wq :“
ż
R
f ε0 px, v, wqdv.
Therefore, if F ε
0
á F0 weakly-˚ in MpR
d`1q, then we have for all ϕ P C 0b pR
d`2q,ĳ
ϕpx, v, wq f εpt,x, v, wqdxdv dw ÝÑ
ż
ϕpx, V pt,xq, wqF pt,x, wqdx, (2.20)
strongly in L1
loc
p0, T q as εÑ 0, where pV, F q is the solution of (1.14) provided by Corollary 2.7.
The proof is postponed to Section 4. Our approach is similar to the work done in [7], based on a relative
entropy argument. To show that the relative entropy vanishes as ε goes to 0, we encounter some difficulties,
coming from the reaction term Bvpf
εNpvqq, which makes appear some moments of f ε of order higher than
2 that we need to control, and from the fact that V ε and W ε are not a priori differentiable in space, and
not uniformly bounded. We circumvent these issues with an a priori kinetic dissipation estimate and an
entropy estimate, detailed in Section 3.
Remark 2.8. We can further precise that the convergence of the estimate (2.19) is of order ε2{pd`6q with
further assumptions on the initial conditions. More precisely, we need to we replace the assumption (2.17)
with
}ρε0 ´ ρ0}L2pRdq ď C ε
2`1{pd`6q,
and to assume that the convergence of the initial conditions in (2.18) is of rate ε2{pd`6q, and to suppose
some additional regularity of pρ0, V0,W0q so that
ρ0 V, ρ0W P L
8pr0, T s,H4pRdqq.
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3 A priori estimates for the kinetic equation
In this section, we prove some a priori estimates for the solution of the kinetic equation (1.6) that will be
used later in the proof of Theorem 1. We start with an estimate of the moments of a solution of (1.6),
which implies an estimate of a kinetic dissipation.
First of all, we define for all i P N and u P tv,wu the moment of order i in u of f ε, denoted by µui , and the
moment of order i in x of f ε, denoted by µxi , with
µui ptq :“
ż
Rd`1
|u|i f εpt,x, v, wqdxdv dw , µxi ptq :“
ż
Rd`1
}x}i f εpt,x, v, wqdxdv dw.
We also define for all ε ą 0 and for all p ě 1 the kinetic dissipation
Dp : t ÞÑ
1
2
1
εd
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
pv2p´1 ´ v12p´1q pv ´ v1q f εpt, z1q f εpt, zqdz1 dz ě 0, (3.1)
using the notation z “ px, v, wq P Rd`2. In the following, let T ą 0, and ε ą 0 and suppose that there
exists f ε a well-defined solution of (1.6) on r0, T s.
Proposition 3.1. Consider f ε a weak solution of the kinetic equation (1.6) on r0, T s provided by Propo-
sition 2.2. Assume that there exists p˚ P N such that
µv
2p˚p0q ` µ
w
2p˚p0q ă `8. (3.2)
Then, for all 1 ď p ď p˚, there exists a constant Cp which depends on p such that for all t P r0, T s, we
have:
1
2p
d
dt
`
µv2pptq ` µ
w
2pptq
˘
` κ11 µ
v
2pp`1qptq `
1
ε2
Dpptq ď Cp
`
µv2pptq ` µ
w
2pptq
˘
, (3.3)
where κ1
1
ą 0 is the positive constant defined in (1.3).
Proof. Let t P r0, T s. In the rest of this proof, we use the notation u “ pv,wq P R2 and z “ px,uq P Rd`2.
Since f ε is a solution of the kinetic equation (1.6), we have:
1
2p
d
dt
`
µv2pptq ` µ
w
2pptq
˘
“ I1 ` I2,
where $’’’’&’’’’%
I1 :“
ż
Rd`2
v2p´1 pNpvq ´ wq f εpt, zqdz `
ż
Rd`2
w2p´1Apv,wq f εpt, zqdz,
I2 :“
1
εd`2
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
v2p´1 pv1 ´ vq f εpt, z1q f εpt, zqdz1 dz.
First of all, using Young’s inequality and the properties of N given in (1.3), we treat the first term I1 as
follows:
I1 ď
ż ˆ
κ1 v
2p ´ κ11 v
2p`2 `
2p´ 1
2p
v2p `
1
2p
w2p
˙
f εpt, zqdz
` τ
ż ˆ
2p´ 1
p
w2p `
1
2p
v2p ´ γ w2p
˙
f εpt, zqdz
“
2pp1` κ1q ` τ ´ 1
2p
µv2pptq `
4τp ´ 2τ ` 1
2p
µw2pptq ´ κ
1
1 µ
v
2p`2ptq.
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Then, to deal with the second term I2, we reformulate it using the symmetry of Ψ. Indeed, we have:
I2 “
1
2
1
εd`2
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
v2p´1 pv1 ´ vq f εpt, z1q f εpt, zqdz1 dz
`
1
2
1
εd`2
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
v12p´1 pv ´ v1q f εpt, z1q f εpt, zqdz1 dz
“ ´
1
2
1
εd`2
ĳ
Ψ
ˆ
}x´ x1}
ε
˙ `
v2p´1 ´ v12p´1
˘
pv ´ v1q f εpt, z1q f εpt, zqdz1 dz
“ ´
1
ε2
Dpptq.
This enables us to conclude that there exists a constant Cp ą 0 such that for all t P r0, T s,
1
2p
d
dt
`
µv2pptq ` µ
w
2pptq
˘
ď Cp
`
µv2pptq ` µ
w
2pptq
˘
´ µv
2pp`1qptq ´
1
ε2
Dpptq.
Corollary 3.2. Under the same assumptions than in Proposition 3.1 with p˚ “ 2, if we assume that for
all ε ą 0, (2.15) is satisfied, then there exists a constant CT ą 0 such that for all k P r0, 4s, for all ε ą 0
and for all t P r0, T s, $’’&’’%
µvkptq ` µ
w
k ptq ` µ
x
kptq ď CT ,ż T
0
µvk`2ptqdt ď CT .
(3.4)
Proof. This result is a direct consequence of Proposition 3.1, integrating the inequality (3.3) between 0
and t.
Now, let us estimate the kinetic dissipation D1 as defined in (3.1). This is definitely a crucial step to
characterize the limit of the kinetic equation (1.6).
Corollary 3.3. Let ε ą 0. Under the same assumptions as in Proposition 3.1 with p˚ “ 1, there exists a
constant CT such that:ż T
0
D1ptqdt “
1
2
1
εd
ż T
0
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
|v ´ v1|2 f εpt, zq f εpt, z1qdzdz1 dt ď CT ε
2. (3.5)
Proof. This kinetic dissipation estimate comes from the inequality (3.3) with p “ 1. Indeed, integrating
between 0 and T , we get that
1
ε2
ż T
0
D1ptqdt ď C
ż T
0
pµv2ptq ` µ
w
2 ptqq dt ` µ
v
2p0q ` µ
w
2 p0q.
We conclude using the moment estimate from Corollary 3.2.
It turns ou that this result is not enough to conclude the proof of Theorem 1 about the diffusive limit.
From now, we note for all function U P L8pRdq and for all x P Rd
Ψε ˚x Upxq :“
1
εd
ż
Ψ
ˆ
}x´ x1}
ε
˙
Upx1qdx1. (3.6)
Actually, we need to remove the weight Ψε ˚x ρ
ε
0
in the integrand of the previous estimate.
12
Corollary 3.4. Let ε ą 0. We make the same assumptions than in Proposition 3.1 with p˚ “ 2, and we
further assume that there exists a function ρ0 P H
2pRdq such that for all ε ą 0 small enough,
}ρε0 ´ ρ0}L2pRdq ď C ε
2, (3.7)
for some positive constant C ą 0. Then, there exists a constant CT such that for all t P r0, T s, we have:ż T
0
ż
Rd`2
f εpt,x, v, wq |v ´ V εpt,xq|2 dxdv dw ď CT ε
4{pd`6q. (3.8)
Proof. Let ε ą 0 and T ą 0. We define the integral
Iε :“
ż T
0
ż
Rd`2
f εpt,x, v, wq |v ´ V εpt,xq|2 dxdv dw dt.
Using the definition of V ε, let us notice that
Iε “
ż T
0
ż
Rd`2
f εpt,x, v, wq |v|2 dxdv dw dt ´
ż T
0
ż
Rd
ρε0pxq |V
εpt,xq|2 dxdt.
In the rest of this proof, we use the notation z “ px, v, wq P Rd`2. Our strategy to estimate Iε consists
in dividing the set of integration into subsets on which the integrand is easier to control. Let η ą 0 be a
constant depending on ε to be determined later. We define:$’&’%
A
η
ε :“
 
x P Rd , Ψε ˚x ρ
ε
0
pxq ě η
(
,
B
η
ε :“
 
x P Rd , 0 ă Ψε ˚x ρ
ε
0
pxq ă η
(
.
First of all, since Ψ ą 0 almost everywhere and ρε
0
ě 0, either we consider the nontrivial case ρε
0
” 0, or
ρε
0
ı 0 and we get that for all x P Rd,
Ψε ˚x ρ
ε
0pxq “
1
εd
ż
Ψ
ˆ
}x1}
ε
˙
ρε0px´ x
1qdx1 ą 0,
and hence Rd “ Aηε Y B
η
ε . Then, we have thatż T
0
ĳ
A
η
εˆR2
f ε |v ´ V ε|2 dzdt ď
1
η
ż T
0
ĳ
A
η
εˆR2
f ε |v ´ V ε|2Ψε ˚x ρ
ε
0pxqdzdt
“
1
η
ż T
0
ĳ
A
η
εˆR2
f ε |v|2Ψε ˚x ρ
ε
0pxqdzdt ´
1
η
ż T
0
ż
A
η
ε
ρε0 |V
ε|2Ψε ˚x ρ
ε
0pxqdxdt
“
1
η
ż T
0
ĳ
A
η
εˆR2
f ε |v|2Ψε ˚x ρ
ε
0pxqdzdt ´
1
η
ż T
0
ż
A
η
ε
ρε0 V
εΨε ˚x rρ
ε
0 V
εspxqdxdt
`
1
η
ż T
0
ĳ
A
η
εˆR2
ρε0 V
εΨε ˚x rρ
ε
0 V
εspxqdzdt ´
1
η
ż T
0
ż
A
η
ε
ρε0 |V
ε|2Ψε ˚x ρ
ε
0pxqdxdt
“
1
η
1
εd
1
2
ż T
0
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
|v ´ v1|2 f εpt, zq f εpt, z1qdz1 dzdt
´
1
η
1
εd
1
2
ż T
0
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
|V εpt,xq ´ V εpt,x1q|2 ρε0pxq ρ
ε
0px
1qdx1 dxdt
ď
1
η
ż T
0
D1ptqdt,
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where D1 is defined in (3.1). Consequently, using Corollary 3.3, we conclude that there exists a positive
constant CT ą 0 such that ż T
0
ĳ
A
η
εˆR2
f ε |v ´ V ε|2 dzdt ď CT
ε2
η
. (3.9)
Then, it remains to estimateż T
0
ĳ
B
η
εˆR2
f ε |v ´ V ε|2 dzdt ď
ż T
0
ĳ
B
η
εˆR2
f ε |v|2 dzdt “ I1 ` I2 ` I3,
where $’’’’’’’’’’’’&’’’’’’’’’’’’%
I1 :“
ż T
0
ż
B
η
ε
ż
t|v|ąRu
f ε |v|2 dzdt,
I2 :“
ż T
0
ż
B
η
εXBcp0,Rq
ż
t|v|ďRu
f ε |v|2 dzdt,
I3 :“
ż T
0
ż
B
η
εXBp0,Rq
ż
t|v|ďRu
f ε |v|2 dzdt,
where R ą 0 is a constant depending on η and ε to be determined later. For k ą 2, we get that
I1 ď
1
Rk´2
ż T
0
ż
B
η
ε
ż
t|v|ąRu
f ε |v|k dzdt ď
1
Rk´2
ż T
0
µvkptqdt.
Then, for q ą 2, we also have that
I2 ď
ż T
0
ż
f εR2
|x|q
Rq
dzdt ď
1
Rq´2
ż T
0
µxq ptqdt.
As for the last term, we compute:
I3 ď R
2
ż T
0
ż
B
η
εXBp0,Rq
ρε0pxqdxdt
ď R2
ż T
0
ż
B
η
εXBp0,Rq
Ψε ˚ ρ
ε
0pxqdxdt ` R
2
ż T
0
ż
B
η
εXBp0,Rq
|ρε0pxq ´ Ψε ˚ ρ
ε
0pxq| dxdt
ď C T Rd`2 η ` R2 T
˜ż
B
η
εXBp0,Rq
1 dx
¸
1{2
}ρε0 ´Ψε ˚ ρ
ε
0}L2pRdq
ď C T Rd`2 η ` C1{2 T R2`d{2}ρε0 ´Ψε ˚ ρ
ε
0}L2pRdq.
Then, using Young’s inequality, we notice that
}ρε0 ´Ψε ˚ ρ
ε
0}L2pRdq ď }ρ
ε
0 ´ ρ0}L2pRdq ` }ρ0 ´Ψε ˚ ρ0}L2pRdq ` }Ψε ˚ pρ
ε
0 ´ ρ0q}L2pRdq
ď p1` }Ψε}L1pRdqq }ρ
ε
0 ´ ρ0}L2pRdq ` }ρ0 ´Ψε ˚ ρ0}L2pRdq
ď 2 }ρε0 ´ ρ0}L2pRdq ` }ρ0 ´Ψε ˚ ρ0}L2pRdq.
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On the one hand, we have assumed that the initial data satisfies the estimate (3.7). On the other hand,
we can estimate }ρ0 ´Ψε ˚ ρ0}L2pRdq with similar arguments as in [1]. Indeed, using the change of variable
y “ px´ x1q{ε and a Taylor expansion, we get that
}ρ0 ´Ψε ˚ ρ0}
2
L2pRdq ď
ż ˇˇˇˇ
1
εd
ż
Ψ
ˆ
x´ x1
ε
˙
pρ0px
1q ´ ρ0pxqqdx
1
ˇˇˇˇ
2
dx
ď
ż ˇˇˇˇż
Ψ pyq pρ0px´ εyq ´ ρ0pxqqdy
ˇˇˇˇ
2
dx
ď ε4
ż ˇˇˇˇż
Ψ pyq
ż
1
0
p1´ sqyT ¨∇2
x
ρ0px´ εsyq ¨ y ds dy
ˇˇˇˇ2
dx.
Furthermore, using Cauchy-Schwarz inequality for the integral in s and then for the integral in y, we get
}ρ0´Ψε ˚ ρ0}
2
L2pRdq
ď ε4
ż ˇˇˇˇ
ˇ
ż
Ψ pyq
ˆż
1
0
|1´ s|}y}2 ds
˙1{2ˆż 1
0
|1´ s|}y}2 }∇2
x
ρ0px´ εsyq}
2ds
˙1{2
dy
ˇˇˇˇ
ˇ
2
dx
ď ε4
ż ˆż
Ψp}y}q
}y}2
2
dy
˙ ˆż
Ψp}y}q
ż
1
0
|1´ s|}y}2 }∇2
x
ρ0px´ εsyq}
2 ds dy
˙
dx
Consequently,
}ρ0 ´Ψε ˚ ρ0}
2
L2pRdq ď σ ε
4
ż
Ψp}y}q
ż
1
0
|1´ s|}y}2
ż
}∇2
x
ρ0px´ εsyq}
2 dxds dy
ď σ2 }ρ0}
2
H2pRdq ε
4.
Finally, we get that there exists a positive constant C ą 0 such that
I3 ď C T
´
Rd`2 η ` Rpd`4q{2 ε2
¯
. (3.10)
Finally, using the moment estimates, and the estimate (3.9), we get that there exists a positive constant
CT such that
Iε ď CT
ˆ
ε2
η
` Rd`2 η ` Rpd`4q{2 ε2 `
1
Rk´2
`
1
Rq´2
˙
. (3.11)
It remains to optimize the values of η and R. For the sake of simplicity, we choose k “ q “ 4. We consider
R “ η´1{pd`4q, so that
Rd`2η “
1
R2
.
Then, we take η “ ε2pd`4q{pd`6q, so that
Rd`2η “
ε2
η
.
This leads to
Iε ď CT
´
ε4{pd`6q ` εpd`8q{pd`6q
¯
ď rCT ε4{pd`6q, (3.12)
for a positive constant rCT ą 0 and ε ą 0 small enough.
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4 Proof of Theorem 1
Our proof of Theorem 1 relies on a relative entropy argument, as developed in the works by Dafermos
[8] and Di Perna [10] for conservation laws, and more recently used in [17] for the hydrodynamic limit of
Vlasov-type equations. This leads to estimate the distance between the macroscopic functions derived from
the solution of the kinetic equation (1.6), and the solution of the limit system (1.14). First, we introduce
the notion of relative entropy we use in this article. Then, we write the variation of relative entropy in a
more practical form, useful to get an estimate of relative entropy. Finally, we explain how this argument
enables us to prove Theorem 1.
In the rest of this article, for any given ε ą 0 and for ρ : Rd Ñ R and V : p0,8qˆRd Ñ R regular enough,
we define the following local and nonlocal differential operators:$’’&’’%
LρpV q :“ σ
“
∆xpρV q ´ ∆xρV
‰
“ σ
“
ρ∆xV ` 2∇xρ ¨∇xV
‰
,
LρpV q :“ Ψε ˚x rρV s ´ rΨε ˚x ρs V “
1
εd`2
ĳ
Ψ
ˆ
}x´ x1}
ε
˙ `
V pt,x1q ´ V pt,xq
˘
ρpx1qdx1,
(4.1)
respectively defined on H2pRdq and L8pRdq.
4.1 Definition of relative entropy
Here, motivated by the form of the nonlocal interaction term and by the absence of Laplace operator in
the kinetic equation (1.6), we use the same entropy as in [7, 13, 17], given in the following definition.
Definition 4.1. For all functions V and W : Rd Ñ R, and for any non-negative function ρ : Rd Ñ R, we
define for Z “ pρ, ρ V, ρW q the entropy ηpZq by
ηpZq :“ ρ
|V |2 ` |W |2
2
. (4.2)
From this notion of entropy, we define the relative entropy as follows.
Definition 4.2. For all functions V1, W1, V2 and W2 : R
d Ñ R, and for any non-negative function ρ1 and
ρ2 : R
d Ñ R, we define for Zi “ pρi, ρi Vi, ρiWiq, i P t1, 2u the entropy ηpZ1|Z2q by
ηpZ1|Z2q :“ ηpZ1q ´ ηpZ2q ´ DηpZ2q ¨ pZ1 ´ Z2q,
where
DηpZ2q “
¨˚
˚˝´|V2|
2 ` |W2|
2
2
V2
W2
‹˛‹‚,
which yields after computation,
ηpZ1|Z2q :“ ρ1
|V2 ´ V1|
2 ` |W2 ´W1|
2
2
. (4.3)
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4.2 Relative entropy estimate
This subsection is devoted to the proof of the relative entropy estimate (2.19) under the same assumptions
as in Theorem 1. The classical algorithm, as explained in previous works as [7, 13, 17], consists in splitting
the relative entropy dissipation into one part due to the solution of the limiting system (2.5), and another
part which estimates the difference between the solution to (2.5) and the macroscopic functions computed
from the solution to the kinetic equation (1.6). Here, we cannot use exactly the same argument, since for
all ε ą 0, the macroscopic function V ε does not have enough regularity in space, so we cannot apply the
local operator Lρε
0
on it. Thus, we proceed with a direct computation of the variation of relative entropy.
For all ε ą 0, let f ε be the solution of the kinetic equation (1.6). According to Corollary 3.2, we know that
for all t P r0, T s, the moment of order 4 of f εptq is uniformly bounded with respect to ε ą 0. Therefore,
using Ho¨lder’s inequality, we obtain that for all x P Rd such that ρε
0
pxq ą 0 and for all t P r0, T s,
ρε0pxq |V
εpt,xq|4 “
1
|ρε
0
pxq|3
ˆż
v f εpt,x, v, wqdv dw
˙4
ď
ż
|v|4 f εpt,x, v, wqdvdw. (4.4)
This last inequality (4.4) remains true where ρε
0
pxq “ 0 and with W ε instead of V ε. Consequently, since
}ρε
0
}L1pRdq “ 1, we get that for any 0 ď p ď 4 and for all t P r0, T s,
ρε0 p|V
εptq|p ` |W εptq|pq P L1pRdq.
Let us note for all ε ą 0 the macroscopic functions Zε :“ pρε
0
, ρε
0
V ε, ρε
0
W εq computed from the solution
f ε of the kinetic equation. Moreover, let pV,W q be the weak solution of the reaction-diffusion system
(2.5) provided by Proposition 2.5. Consequently, we note the triplet Z :“ pρ0, ρ0 V, ρ0W q, solution of
the reaction-diffusion equation (1.15). Since V and W are in W 1,8pr0, T s, L2pRdqq by definition, for all
t P r0, T s, we can compute :ż
ηpZε |Zqpt,xqdx “
ż
ηpZε |Zqp0,xqdx
`
ż t
0
„ż
pV ε ´ V q pBtpρ
ε
0 V
εq ´ ρε0BtV q dx `
ż
pW ε ´W q pBtpρ
ε
0W
εq ´ ρε0BtW q dx

psqds
“
ż
ηpZε |Zqp0,xqdx `
ż t
0
rT1psq ` T2psq ` T3psqs ds,
where for all s P r0, T s, we define$’’’’’’’’’&’’’’’’’’’%
T1psq :“
ż
ρε0 pW
ε ´W q pApV ε,W εq ´ ApV,W qq dx ´
ż
ρε0 pV
ε ´ V q pW ε ´W q dx,
T2psq :“
ż
Rd
pV ε ´ V q
ż
R2
pNpvq ´NpV qq f εps,x,uqdudx,
T3psq :“
ż
ρε0 pV
ε ´ V q
`
Lρε
0
pV εq ´ Lρ0pV q
˘
dx,
which respectively stand for the difference between the linear reaction terms, the nonlinear reaction terms,
and the diffusion terms.
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Estimate of the linear reaction terms. First of all, we can directly treat the first term T1 with
Young’s inequality, which yields that,ż T
0
T1ptqdt ď p1` τq
ż T
0
ż
ηpZε |Zqdxdt. (4.5)
Estimate of the nonlinear reaction terms. Then, we deal with the second term T2 using the as-
sumptions (1.3) satisfied by N , as follows for all t P r0, T s:
T2ptq “
ż
Rd
pV ε ´ V q
ż
R2
pNpvq ´NpV εqq f εpt,x,uqdudx `
ż
Rd
pV ε ´ V q pNpV εq ´NpV qq ρε0pxqdx
ď κ3
ż
Rd`2
|V ε ´ V | |V ε ´ v|
“
1` v2 ` pV εq2
‰
f εpt,x,uqdxdu ` 2κ2
ż
Rd
ηpZ |Zεqdx,
where the constants κ2 and κ3 are given in (1.3). Then, in order to estimate T2 using the kinetic dissipation
estimate from Corollary 3.4, Cauchy-Schwarz inequality yields that
T2ptq ď αptq
ˆż
|V εptq ´ v|2 f εpt,x,uqdxdu
˙1{2
` 2κ2
ż
ηpZ |Zεqdx,
where
αptq :“ κ3
ˆż “
1` pV εptqq2 ` v2
‰2
rV εptq ´ V ptqs2 f εpt,x,uqdxdu
˙
1{2
.
We recall that V P L8pr0, T s,H2pRdqq, and H2pRdq Ă L8pRdq since d ď 3. Hence, using the moment
estimate from Corollary 3.2, and the fact that for all t P r0, T s and x P Rd,
ρε0pxq |V
εpt,xq|6 ď
ż
|v|6 f εpt,x,uqdxdu,
we can conclude that there exists a positive constant CT ą 0 such thatż T
0
αptq2 dt ď CT .
Consequently, according to the estimate from Corollary 3.4,ż T
0
T2ptqdt ď CT ε
2{pd`6q ` 2κ2
ż T
0
ż
ηpZ |Zεqptqdxdt. (4.6)
Estimate of the diffusion terms. Finally, it remains to estimate the third term T3, involving the
difference between the nonlocal diffusion term Lρε
0
pV εq and the local diffusion term LρpV q. On the one
hand, since V ε is not regular enough in space, we cannot apply the operator Lρ0 to it. On the other hand,
we can apply the nonlocal operator Lρε
0
to both V ε and V . This leads to rewrite T3 as follows:
T3 “ T3,1 ` T3,2,
where for all t P r0, T s $’’’&’’’%
T3,1ptq :“
ż
ρε0 pV
ε ´ V q
`
Lρε
0
pV εq ´ Lρ0pV q
˘
dx,
T3,2ptq :“
ż
ρε0 pV
ε ´ V q pLρ0pV q ´ Lρ0pV qq dx.
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To estimate the first term T3,1, using the shorthand notations V :“ V pt,xq, V
1 :“ V pt,x1q, and the same
for V ε and V ε 1, we compute:
T3,1ptq “
1
εd`2
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
ρε0pxq pV
ε ´ V q
“
ρε0px
1q
`
V ε1 ´ V ε
˘
´ ρ0px
1q
`
V 1 ´ V
˘‰
dxdx1
“
1
εd`2
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
pV ε ´ V q ρε0pxqρ
ε
0px
1q
“
pV ε 1 ´ V 1q ´ pV ε ´ V q
‰
dxdx1
`
1
εd`2
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
pV ε ´ V q ρε0pxq pρ
ε
0px
1q ´ ρ0px
1qq pV 1 ´ V qdxdx1
ď
1
εd`2
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
ρε0pxq |V
ε ´ V | |ρε0 ´ ρ0| px
1q
ˇˇ
V 1 ´ V
ˇˇ
dxdx1
ď 2 }V }L8
1
εd`2
ĳ
Ψ
ˆ
}x´ x1}
ε
˙
ρε0pxq |V
ε ´ V | |ρε0 ´ ρ0| px
1qdxdx1,
and then, using Young’s inequality, we have
T3,1ptq ď }V }L8
ż
ρε0 |V ´ V
ε|2 dx ` }V }L8
ż „
1
εd`2
ż
Ψ
ˆ
}x´ x1}
ε
˙
|ρε0 ´ ρ0| px
1qdx1
2
ρε0pxqdx
ď 2 }V }L8
ż
ηpZε|Zqdx `
1
ε4
}V }L8 }ρ
ε
0}L8 }Ψε}L1 }ρ0 ´ ρ
ε
0}
2
L2 .
This leads to the estimate
T3,1ptq ď CT
ˆ
1
ε4
}ρε0 ´ ρ0}
2
L2pRdq `
ż
ηpZε |Zqdx
˙
, (4.7)
where CT ą 0 is a positive constant independent of ε. It remains to control the final term T3,2. We start
by separating the diffusions on ρ0 V and on ρ0 alone, as follows:
T3,2 “ T3,2,1 ` T3,2,2,
where for all t P r0, T s$’’’’&’’’’%
T3,2,1ptq :“
ż
ρε0 pV
ε ´ V q
„
1
ε2
pΨε ˚x rρ0 V spt,xq ´ ρ0 V pt,xqq ´ σ∆xpρ0 V qpt,xq

dx,
T3,2,2ptq :“ ´
ż
ρε0 pV
ε ´ V qV pt,xq
„
1
ε2
pΨε ˚x ρ0pxq ´ ρ0pxqq ´ σ∆xρ0pxq

dx.
Our strategy to estimate both T3,2,1 and T3,2,2 follows the idea from [1] with a Taylor expansion. Using
Young’s inequality, we get that$’’’’’&’’’’’%
T3,2,1ptq ď ηpZ
ε |Zq `
1
2
}ρε
0
}L8
ż ˇˇˇˇ
1
ε2
pΨε ˚x rρ0 V spt,xq ´ ρ0 V pt,xqq ´ σ∆xpρ0 V qpt,xq
ˇˇˇˇ
2
dx,
T3,2,2ptq ď ηpZ
ε |Zq `
1
2
}ρε
0
}L8 }V }
2
L8
ż ˇˇˇˇ
1
ε2
pΨε ˚x ρ0pxq ´ ρ0pxqq ´ σ∆xρ0pxq
ˇˇˇˇ
2
dx.
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Then, for all x P Rd, we apply in the convolution products as defined in (3.6) the change of variable
y “ px´ x1q{ε, so that using a Taylor expansion, we get:ˇˇˇˇ
1
ε2
pΨε ˚x rρ0 V spt,xq ´ ρ0 V pt,xqq ´ σ∆xpρ0 V qpt,xq
ˇˇˇˇ
2
“
ˇˇˇˇ
1
ε2
ż
Ψp}y}q pρ0 V qpt,x´ εyqdy ´
1
ε2
ρ0 V pt,xq ´ σ∆xpρ0 V qpt,xq
ˇˇˇˇ
2
“
ˇˇˇˇż
Ψp}y}q
ż
1
0
p1´ sqyT ¨
`
∇
2
x
pρ0 V qpt,x ´ ε syq ´∇
2
x
pρ0 V qpt,xq
˘
¨ y ds dy
ˇˇˇˇ2
.
Besides, we consecutively use the Cauchy-Schwarz inequality in the integrals in s and then in y, which
gives:ˇˇˇˇ
1
ε2
pΨε ˚x rρ0 V spt,xq ´ ρ0 V pt,xqq ´ σ∆xpρ0 V qpt,xq
ˇˇˇˇ
2
ď
ˇˇˇˇ
ˇ
ż
Ψp}y}q
ˆż
1
0
|1´ s| }y}ds
˙1{2ˆż 1
0
|1´ s| }y}2
››∇2
x
pρ0 V qpt,x´ ε syq ´∇
2
x
pρ0 V qpt,xq
››2 ds˙1{2 dyˇˇˇˇˇ
2
ď σ
ż
Ψp}y}q
ˆż
1
0
|1´ s| }y}2
››∇2
x
pρ0 V qpt,x´ ε syq ´∇
2
x
pρ0 V qpt,xq
››2 ds˙ dy.
Consequently, after integrating this last inequality with respect to x, using the fact that ρ0 V P L
8pr0, T s,H2pRdqq
and the hypotheses (2.1) satisfied by Ψ, we get:ż ˇˇˇˇ
1
ε2
pΨε ˚x rρ0 V spt,xq ´ ρ0 V pt,xqq ´ σ∆xpρ0 V qpt,xq
ˇˇˇˇ
2
dx
ď σ
ĳ
Ψp}y}q
ˆż
1
0
|1´ s| }y}2
››∇2
x
pρ0 V qpt,x´ ε syq ´∇
2
x
pρ0 V qpt,xq
››2 ds˙ dy dx
ď 2σ2 }ρ0 V }
2
L8pr0,T s,H2pRdqq.
Then, using these two last inequalities and the Lebesgue’s Dominated Convergence Theorem, and the fact
that }ρε
0
}L8 is uniformly bounded, we get that as ε goes to 0, for all t P r0, T s
T3,2,1ptq ď
ż
ηpZε |Zqpt,xqdx ` oεÑ0p1q, (4.8)
where oεÑ0p1q denotes a function which converges towards 0 as ε goes to 0, uniformly in t. Using similar
arguments, and the fact that ρ0 P H
2pRdq and V P L8pr0, T s, L8pRdqq, we also get that
T3,2,2ptq ď
ż
ηpZε |Zqpt,xqdx ` oεÑ0p1q. (4.9)
Relative entropy estimate. Finally, putting together the estimates (4.5)–(4.9), we get that there exists
a positive constant CT ą 0 such that for all t P r0, T s,ż
ηpZε |Zqpt,xqdx ď
ż
ηpZε |Zqp0,xqdx
` CT
ˆ
1
ε4
}ρε0 ´ ρ0}
2
L2pRdq ` ε
2{pd`6q ` oεÑ0p1q `
ż t
0
ż
ηpZε |Zqps,xqdxds
˙
.
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According to the assumptions (2.17) and (2.18) satisfied by the initial conditions, we getż
ηpZε |Zqpt,xqdx ď oεÑ0p1q ` CT
ż t
0
ż
ηpZε |Zqps,xqdxds.
Therefore, Gro¨nwall’s inequality yields that
lim
εÑ0
sup
tPr0,T s
ż
ηpZε |Zqptq dx “ 0. (4.10)
4.3 Conclusion
Finally, let us conclude the proof of Theorem 1 using the relative entropy estimate (4.10) established in
the previous subsection. Let T ą 0. We want to prove that the weak solution of the kinetic equation (1.6)
converges towards a monokinetic distribution as ε vanishes. First, we set
F εpt,x, wq :“
ż
f εpt,x, v, wqdv, F εp0,x, vq “ F0px, wq :“
ż
f ε0 px, v, wqdv.
Let us notice that since f ε is compactly supported in v for any ε ą 0, we can choose a test function
in (2.2) independent of v P R, so that the ditribution F ε satisfies the following equation for all ϕ P
C8c pr0, T q ˆ R
d`1q:ż T
0
ż
Rd`1
ˆ
F ε Btϕ` τ
„ż
R
v f ε dv ´ γ w F ε

Bwϕ
˙
dxdw dt `
ż
Rd`1
F ε0 ϕp0qdxdw “ 0,
which is equivalent to satisfying for all ϕ P C 1c pr0, T q ˆ R
d`1q the equationż T
0
ż
Rd`1
F ε rBtϕ`A pV pt,xq, wq Bwϕs dxdw dt `
ż
Rd`1
F ε0 ϕp0qdxdw
“ τ
ż T
0
ż
Rd`2
pV pt,xq ´ vq f ε Bwϕdv dw dxdt, (4.11)
where V is solution to the second equation in (2.9). On the one hand, since pF εqεą0 in uniformly bounded
by 1 in L8pr0, T s, L1pRd`1qq, we get that it converges weakly-˚ in Mpp0, T q ˆ Rd`1q towards a limit
F PMpp0, T q ˆ Rd`1q. Thus, we can pass to the limit on the left hand side of (4.11) by linearity. On the
other hand, from the kinetic dissipation estimate in Corollary 3.4 and the relative entropy estimate (4.10),
we get thatż T
0
ż
f ε |v ´ V pt,xq|2 dxdv dw dt ď 2
ż T
0
ż
f ε
`
|v ´ V εpt,xq|2 ` |V εpt,xq ´ V pt,xq|2
˘
dxdv dw dt
ÝÑ 0, (4.12)
as εÑ 0. Consequently, since }ρε
0
}L1 “ 1, it yields with Cauchy-Schwarz inequality that:ˇˇˇˇż T
0
ż
Rd`2
pV pt,xq ´ vq f ε Bwϕdvdw dxdt
ˇˇˇˇ
ď T 1{2 }Bwϕ}8
ż T
0
ż
|V pt,xq ´ v|2 f ε dvdw dxdt ÝÑ 0,
as εÑ 0. Therefore, passing to the limit εÑ 0 in (4.11), it proves that pV, F q is a solution of the system
(1.14). Furthermore, by uniqueness of the solution of (1.14), we get the convergence of the sequence
pF εqεą0.
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Now, let us prove that for any ϕ P C 0b pR
d`2q,ż
ϕpx, v, wq f εpt,x, v, wqdxdv dw ÝÑ
ż
ϕpx, V pt,xq, wqF pt,dx,dwq,
strongly in L1
loc
p0, T q as εÑ 0. We start with proving that for all 0 ă t ă t1 ď T , for all ϕ P C 1c pR
d`2q,ż t1
t
ż
f εps,x, v, wqϕpx, v, wqdv dw dxds ÝÑ
εÑ0
ż t1
t
ż
ϕpx, V ps,xq, wqF ps,dx,dwqds, (4.13)
where pV, F q is the solution on r0, T s of the reaction-diffusion system (1.14) provided by Proposition 2.5,
and we conclude using a density argument. Let 0 ă t ă t1 ď T . We can compute:
I :“
ˇˇˇˇ
ˇ
ż t1
t
ˆż
Rd`2
f εps,x, v, wqϕpx, v, wqdv dw dx ´
ż
Rd`1
ϕpx, V ps,xq, wqF ps,dx,dwq
˙
ds
ˇˇˇˇ
ˇ ď I1 ` I2,
where $’’’’&’’’’%
I1 :“
ż t1
t
ż
f εps,x, v, wq |ϕpx, v, wq ´ ϕpx, V ps,xq, wq| dv dw dxds,
I2 :“
ż t1
t
ż
|ϕpx, V ps,xq, wq| |F εps,dx,dwq ´ F ps,dx,dwq| ds.
On the one hand, using Cauchy-Schwarz inequality, we have
I1 ď }Bvϕ}8
ż t1
t
ż
f εps,x, v, wq |v ´ V ps,xq| dv dw dxds
ď }Bvϕ}8
ˆż T
0
ż
f εps,x, v, wqdv dw dxds
˙1{2 ˆż T
0
ż
f εps,x, v, wq |v ´ V ps,xq|2 dv dw dxds
˙1{2
“ }Bvϕ}8 T
1{2
ˆż T
0
ż
f εps,x, v, wq |v ´ V ps,xq|2 dv dw dxds
˙1{2
.
Consequently, using the convergence from (4.12), we get
lim
εÑ0
I1 “ 0. (4.14)
On the other hand, the second term I2 converges to zero as ε goes to zero since pF
εqεą0 converges weakly-˚
towards F in Mpp0, T q ˆ Rd`1q. Consequently, we can conclude that
lim
εÑ0
I “ 0. (4.15)
Using a density argument, this shows the convergence of f ε in L1
loc
pp0, T q,MpRd`2qq towards a monokinetic
distribution, which concludes the proof of Theorem 1.
5 Proof of Proposition 2.5
This subsection is devoted to the proofs of Proposition 2.5 and its Corollary 2.7, that is to the construction
of a solution to the system (2.9). The main difficulty lies in the fact that the function ρ0 can reach 0, so
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the second equation in (2.9) is not well-defined on Rd. A solution to overcome this problem is to construct
a solution to (2.9) from a weak solution of the reaction-diffusion FitzHugh-Nagumo system (2.5) in the
sense of Definition 2.4.
The difficulty to prove the existence and uniqueness of a weak solution to the reaction-diffusion system
(2.5) is that it is not a parabolic system. A way to circumvent this issue is to consider for all δ ě 0 the
linear operator:
Lρ0`δ : V ÞÑ σ
“
pρ0 ` δq∆xV ` 2∇xρ0 ¨ ∇xV
‰
, (5.1)
in order to study a parabolic approximation of the system.
Our approach to prove the existence and uniqueness of the solution to the reaction-diffusion system (2.5)
follows several steps. First of all, for any given initial data V0 P L
2pRdq and for all δ ą 0, we prove the
existence and uniqueness of Vδ a weak solution of the approximated parabolic system
BtVδ ` Lρ0`δpVδq “ NpVδq ´ W rVδs, (5.2)
where for all V : R` ˆ Rd Ñ R, we define
W rV s : pt,xq ÞÑ e´τ γ tW0pxq ` τ
ż t
0
e´τ γ pt´sqV ps,xqds, (5.3)
where W0 : R
d Ñ R is a given initial data in H2pRdq. Let us notice that if V is a weak solution to the
equation (5.2) with δ “ 0, then the couple pV,W rV sq is a weak solution to the reaction-diffusion system
(2.5) in the sense of Definition 2.4.
Then, adding some regularity to the initial data, we get some estimates of Vδ which are uniform in δ. Thus,
we will be able to pass to the limit δ Ñ 0. Finally, we will conclude this section with the construction
of a solution to the system (2.9). But before giving the details of the proof, we begin with some a priori
estimates.
In the rest of this article, for all k P t0, 1, 2u, we note x¨, ¨yHkpRdq the scalar product of of H
kpRdq defined
as follows:
xU, V yHkpRdq :“
ÿ
αPNd,|α|ďk
ż
BαU BαV dx,
for all U, V P HkpRdq, where for all α “ pα1, ..., αdq P N
d, Bα “ Bα1
x1
... Bαdxd .
5.1 A priori estimates
In this subsection, we prove some a priori estimates of the solution of the reaction-diffusion equation (5.2)
with δ ě 0. We start with estimating the H2 norm of a weak solution (5.2) with a general reaction term.
Then, we will get an estimate of the H2 norm of a weak solution to (5.2) uniform in δ, which will be crucial
to pass to the limit δ Ñ 0.
Lemma 5.1. Let T ą 0. Consider an initial data ρ0 satisfying (2.7) and V0 P H
2pRdq satisfying (2.8).
Let δ ě 0. Assume that there exists
Vδ P L
8pr0, T s,H2pRdqq X C 0pr0, T s, L2pRdqq
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a weak solution of the reaction-diffusion equation for t ą 0 and x P Rd:
BtVδ ´ Lρ0`δVδ “ S, (5.4)
where S P L8pr0, T s,H2pRdqq are two general source terms. Then, there exists a positive constant C ą 0
independent of δ such that for all t P r0, T s
}Vδptq}
2
H2pRdq ` δ
ż t
0
}Vδpsq}
2
H3pRdq ď }V0}
2
H2pRdq ` C
ż t
0
´
}Vδpsq}
2
H2pRdq ` xSpsq , VδpsqyH2pRdq
¯
ds.
(5.5)
Proof. We postpone the proof to Appendix A.
Then, let us deduce from the estimate (5.5) an upper bound of the H2 norm of a weak solution to the
FitzHugh-Nagumo reaction-diffusion system (5.2) uniform in δ, which will be crucial to get global existence
of the solution, and to pass to the limit δ Ñ 0.
Corollary 5.2. Let δ ě 0. Consider an initial data ρ0 satisfying (2.7) and pV0,W0q satisfying (2.8). Let
T ą 0 such that there exists
Vδ P L
8pr0, T s,H2pRdqq X C 0pr0, T s, L2pRdqq
a weak solution of the reaction-diffusion system (5.2). Then, there exists a finite constant CT ą 0 inde-
pendant of δ such that for all t P r0, T s,
}Vδptq}H2pRdq ď CT . (5.6)
Proof. We postpone the proof to Appendix B.
5.2 Case of a positive δ
Let δ ą 0. Hence, the operator Bt ´ Lρ0`δ is uniformly parabolic if ρ0 ` δ and ∇xρ0 are bounded, since
ρ0 ` δ ě δ ą 0. Consequently, we can study the well-posedness of the reaction-diffusion equation (5.2)
with classical arguments.
Lemma 5.3. Consider an initial data ρ0 satisfying (2.7) and V0 P H
2pRdq. Then, for all T ą 0 and for
all δ ą 0, there exists a unique weak solution Vδ of the diffusion equation
BtVδ ´ Lρ0`δVδ “ NpVδq ´ W rVδs, (5.7)
such that
Vδ P L
8pr0, T s,H2pRdqq X L2pr0, T s,H3pRdqq X C 0pr0, T s, L2pRdqq,
and Vδ satisfies the energy estimate (5.5) with S “ NpVδq ´W rVδs.
Proof. The proof relies on classical methods explained in [11]. According to Lemma 5.1, Vδ satisfies the
energy estimate (5.5) with S “ NpVδq ´W rVδs.
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5.3 Proof of Proposition 2.5
Now, let us pass to the limit δ Ñ 0 in the approximated equation (5.2), to prove Proposition 2.5. Let V0
and W0 P H
2pRdq. For all δ ą 0, Lemma 5.3 yields the existence of a weak solution Vδ to the reaction-
diffusion equation (5.2). According to Corollary 5.2, there exists a positive constant K1 ą 0 independent
of δ such that for all δ ą 0,
}Vδ}L8pr0,T s,H2pRdqq ď K1.
Let pδnqnPN be a sequence of positive reals such that δn Ñ 0 as nÑ 8. Therefore, there exists a function
V P L8pr0, T s,H2pRdqq such that up to extraction,
Vδn á V,
weakly-‹ in L8pr0, T s,H2pRdqq as δ Ñ 0. Furthermore, since for all n P N, Vδn is a weak solution of (5.7),
then there exists a constant K2 ą 0 independent of δ such that for all n P N,
}BtVδn}L8pr0,T s,L2pRdqq ď K2.
Consequently, using Arzela`-Ascoli theorem, we get that there exists rV P C 0pr0, T s, L2pRdqq such that up to
extraction, pVδnqnPN converges strongly respectively towards
rV in the space C 0pr0, T s, L2pRdqq. Therefore,
V “ rV , and thus,
V P L8
´
r0, T s,H2pRdq
¯
X C 0
´
r0, T s, L2pRdq
¯
.
Since pVδnqnPN converges strongly towards V up to extraction, we can pass to the limit in the weak
formulation of the equation (5.2). Consequently, V is a weak solution of (2.5) with δ “ 0.
Finally, it remains to obtain additional regularity to conclude the proof of Corollary 2.7. We just have
to notice that V P L8pr0, T s,H2pRdqq XW 1,8pr0, T s, L2pRdqq, so using classical arguments detailed in the
paragraph 5.9.2 from [11], we get:
V P C 0pr0, T s,H1pRdqq.
5.4 Conclusion: proof of Corollary 2.7
This subsection is devoted to the construction of a solution to the system (1.14) from a weak solution to
the FitzHugh-Nagumo reaction-diffusion system.
Let T ą 0. Let us denote with prV ,ĂW q the weak solution of the equation (2.5) provided by Proposition 2.5
with initial condition pρ0, V0,W0q. Our proof is organised in two steps. First of all, we claim that for all
solution pV, F q of the system (1.14), the two functions V and rV coincide almost everywhere on r0, T sˆRd.
Then, we prove the existence of a measure solution F so that prV , F q is a solution of the system (1.14).
Before starting the proof, notice that for all x P Rd such that ρ0pxq “ 0, the system (2.5) reduces to the
following system of ODEs $’&’%
Bt rV “ NprV q ´ĂW,
BtĂW “ AprV ,ĂW q. (5.8)
Since V0pxq “ W0pxq “ 0 of ρ0pxq “ 0, one can directly conclude that for all t P r0, T s and for almost
every x P Rd such that ρ0pxq “ 0, rV pt,xq “ ĂW pt,xq “ 0.
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Step 1: Uniqueness. Now, let us prove that for any solution pV, F q on r0, T s of (1.14) in the sense of
Definition 2.6, the function V coincides with rV on r0, T s ˆRd. Suppose that pV, F q is a solution of (1.14)
such that F has a finite second moment in w. If we define for all pt,xq P r0, T s ˆ Rd
ρ0pxqW pt,xq :“
ż
wF pt,x,dwq,
then the triplet pρ0, ρ0 V, ρ0W q satisfies the reaction-diffusion equation (1.15). On the one hand, by
definition, for almost every x P Rd such that ρ0pxq “ 0, for all t P r0, T s,
V pt,xq “ rV pt,xq “ 0 , W pt,xq “ ĂW pt,xq “ 0.
According to the notion of solution of (1.14) from Definition 2.6, V P L8pr0, T s,H2pRdqq, so ∆xV pt,xq is
defined for almost every x P Rd. Consequently, the couple pV,W q satisfies (2.5) pointwise for all t P r0, T s
and almost every x P Rd such that ρ0pxq “ 0.
On the other hand, for all x P Rd such that ρ0pxq ą 0, the equation (1.15) reduces to the reaction-diffusion
system (2.5). Therefore, pV,W q satisfies the equation (2.5) for all t P r0, T s and almost every x P Rd, with
initial condition pV0,W0q. Consequently, the couple pV,W q satisfies the reaction-diffusion system (2.5) in
the sense of Definition 2.4. Thus, by uniqueness of the solution of the equation (2.5), we can conclude that
pV,W q “ prV ,ĂW q.
Step 2: Existence. Then, let us to prove the existence of a measure solution of the first equation in
(1.14). With V the first component of the solution of the system (2.5), let us consider the transport
equation for t ą 0, x P Rd and w P R:$’&’%
BtF pt,x, wq ` Bw pApV pt,xq, wqF pt,x, wqq “ 0,
F |t“0 “ F0.
(5.9)
In order to solve (5.9), we introduce the associated system of characteristic curves for all ps, t,x, wq P
r0, T s2 ˆ Rd`1: $’’&’’%
d
ds
Wpsq “ ApV ps,xq,Wpsqq,
Wptq “ w.
(5.10)
Since the function A grows linearly with respect to w, and the function V is regular enough, we get the
global existence and uniqueness of a solution of the characteristic equation (5.10), denoted by W, such
that for all ps, t,x, wq P r0, T s2 ˆ Rd`1,
Wps, t,x, wq :“ e´τ γ ps´tqw `
ż s
t
e´τ γ ps´t
1qV pt1,xqdt1.
Then, using the theory of characteristics, we can conclude the existence of a unique solution of the transport
equation (5.9) given by
F pt,x, wq :“ F0px,Wp0, t,x, wqq e
τ γ t.
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The expression above of the solution F directly yields that there exists a constant CT ą 0 such that for
all t P r0, T s, ż
|w|2 F pt,dx,dwq ď CT .
Moreover, we can conclude from the uniqueness of the solutions of (2.5) that for all t P r0, T s and all x P Rd
such that ρ0pxq ą 0,
1
ρ0pxq
ż
wF pt,x,dwq “ W pt,xq.
Consequently, the unique solution of the system (1.14) is pV, F q where pV,W q is the weak solution of (2.5)
and F is the unique solution of the transport equation (5.9).
A Proof of Lemma 5.1
Our approach consists in studying the variations of }Vδ}L2pRdq and }∆xVδ}L2pRdq, in order to conclude with
interpolations. Let t P r0, T s. For the sake of simplicity, in the rest of this proof, we note V instead of Vδ.
First of all, we get:
1
2
d
dt
}V }2
L2pRdq “ ´σ
ˆż
pρ0 ` δq |∇xV |
2 dx ´
ż
p∇xρ0 ¨ ∇xV qV dx
˙
`
ż
S V dx
“ ´σ
ˆż
pρ0 ` δq |∇xV |
2 dx ´
1
2
ż
∇xρ0 ¨ ∇x|V |
2 dx
˙
`
ż
S V dx.
Thus, using Young’s inequality, we can conclude that there exists a constant C0 ą 0 such that
1
2
d
dt
}V }2L2pRdq ` σ
ż
pρ0 ` δq |∇xV |
2 dx ď C0 }V }
2
L2pRdq `
ż
S V dx. (A.1)
Then, we also get that
1
2
d
dt
}∆xV }
2
L2pRdq
“ ´
ż
∆xppρ0 ` δq∇xV q ¨∇x∆xV dx `
ż
∆xp∇xρ0 ¨∇xV q∆xV dx `
ż
∆xS∆xV dx
“ ´
ż
r∆xρ0∇xV ` 2∆xV∇xρ0 ` pρ0 ` δq∇x∆xV s ¨∇x∆xV dx
`
ż
r∇x∆xρ0 ¨∇xV ` 2∆xρ0∆xV `∇xρ0 ¨∇x∆xV s ∆xV dx
`
ż
∆xS∆xV dx.
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Using Green’s formula on the term
ż
∆xρ0∇xV ¨∇x∆xV dx, we compute that
1
2
d
dt
}∆xV }
2
L2pRdq
“ ´
ż
pρ0 ` δq |∇x∆xV |
2 dx ` 3
ż
∆xρ0 |∆xV |
2 dx `
ż
∇x∆xρ0 ¨∇xV ∆xV dx
`
ż
∆xS∆xV dx
ď ´
ż
pρ0 ` δq |∇x∆xV |
2 dx ` 3 }ρ0}C 2pRdq }∆xV }
2
L2pRdq ` }ρ0}C 3pRdq }∇xV }L2pRdq }∆xV }L2pRdq
`
ż
∆xS∆xV dx
ď ´
ż
pρ0 ` δq |∇x∆xV |
2 dx ` C
´
}V }2L2pRdq ` }∆xV }
2
L2pRdq
¯
`
ż
∆xS∆xV dx,
where C ą 0 is a positive constant. Consequently, we get that for all t P r0, T s,
1
2
d
dt
}∆xV ptq}
2
L2pRdq ď C
´
}∆xV ptq}
2
L2pRdq ` }V ptq}
2
L2pRdq
¯
`
ż
∆xSptq∆xV ptqdx. (A.2)
Finally, integrating the estimates (A.1) and (A.2) between 0 and t for t P r0, T s, we get the estimate (5.5)
with interpolations.
B Proof of Corollary 5.2
For the sake of simplicity, in the rest of this section, we note V instead of Vδ. According to Lemma 5.1,
the estimate (5.5) holds with S “ NpV q ´W rV s. To obtain Corollary 5.2 from the energy estimate (5.5),
we need to estimate the scalar product
xV,NpV qyH2pRdq “
ÿ
αPNd, |α|ď2
ż
BαV BαNpV qdx.
First of all, for all t P r0, T s, since N satisfies the property (1.3), we have:ż
V NpV qdx ď κ1 }V }
2
L2pRdq ´ κ
1
1}V }
4
L4pRdq ď κ1 }V }
2
L2pRdq.
Then, for all t P r0, T s, we also have:ż
∇xV ∇xNpV qdx ď
ż
|∇xV |
2
`
´3V 2 ` 2 p1 ` aqV ´ a
˘
dx
ď
ż
|∇xV |
2 dx.
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Finally, as for the order 2, using Young’s inequality for some small parameter θ ą 0, we also obtain:ż
∆xV ∆xNpV qdx “
ż
|∆xV |
2
“
´3|V |2 ` 2p1 ` aqV ´ a
‰
dx `
ż
∆xV |∇xV |
2 r´6V ` 2p1` aqs dx
ď ´3
ż
|∆xV |
2 |V |2 dx ´ a
ż
|∆xV |
2 dx
`
p1` aq
θ
ż
|∆xV |
2 dx ` p1` aq θ
ż
|∆xV |
2 |V |2 dx
`
3
θ
ż
|∇xV |
4 dx ` 3 θ
ż
|V |2 |∆xV |
2 dx
` p1` aq
ż
|∆xV |
2 dx ` p1` aq
ż
|∇xV |
4 dx.
Consequently, if we consider θ small enough so that p1` aq θ ` 3 θ ď 3, we obtain:ż
∆xV ∆xNpV qdx ď
ˆ
1`
1
θ
˙
p1` aq
ż
|∆xV |
2 dx `
ˆ
1` a`
3
θ
˙ż
|∇xV |
4 dx. (B.1)
Therefore, to conclude, we only need to find a uniform bound of the L4 norm of ∇xV ptq. We apply the
Gagliardo-Nirenberg inequality on }∇xV0}L4pRdq, which yields that there exists a positive constant C ą 0
such that:
}∇xV0}L4pRdq ď C }V0}
d
4
H2pRdq
}∇xV0}
1´ d
4
L2pRdq
ă `8,
Hence, since V0 P H
2pRdq, we have ∇xV0 P L
4pRdq, and it still holds if we replace V0 withW0. Furthermore,
∇xV satisfies in the weak sense the following equation on p0, T s ˆ R
d
Bt p∇xV q “ σ r∇x pρ0∆xV q ` 2∇x p∇xρ0 ¨∇xV qs ` ∇xV N
1pV q ´ ∇xW rV s.
Consequently, using Green’s formula, we get for all t P r0, T s,
1
4
d
dt
}∇xV }
4
L4pRdq
“ σ
ż
|∇xV |
2
∇xV ¨∇x ppρ0 ` δq∆xV q dx ` 2σ
ż
|∇xV |
2
∇xV ¨∇x p∇xρ0 ¨∇xV q dx
`
ż
|∇xV |
4N 1pV qdx ´
ż
|∇xV |
2
∇xV ¨∇xW rV sdx
“ ´3σ
ż
|∇xV |
2 |∆xV |
2 pρ0 ` δqdx `
3
2
σ
ż
|∇xV |
4∆xρ0 dx
`
ż
|∇xV |
4N 1pV qdx ´
ż
|∇xV |
2
∇xV ¨
ˆ
e´τ γ t∇xW0 `
ż t
0
e´τ γ pt´sq∇xV ps,xqds
˙
dx.
Then, since N is given by (1.2), it is straightforward to prove that for all v P R, N 1pvq ď 1. Consequently,
using Young’s inequality, we get for all t P r0, T s:
d
dt
}∇xV ptq}
4
L4pRdq ď C
ˆ
}∇xV ptq}
4
L4pRdq ` }∇xW0}
4
L4pRdq `
ż t
0
}∇xV psq}
4
L4pRdq ds
˙
,
for some positive constant C ą 0. Integrating this last inequality between 0 and t P r0, T s, we get:
}∇xV ptq}
4
L4pRdq ď }∇xV0}
4
L4pRdq`C
ˆż t
0
}∇xV psq}
4
L4pRdq ds ` T }∇xW0}
4
L4pRdq ` T
ż t
0
}∇xV psq}
4
L4pRdq ds
˙
.
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Thus, Gro¨nwall’s inequality yields that there exists a positive constantKT independent of }V }L8pr0,T s,H2pRdqq
such that for all t P r0, T s,
}∇xV ptq}
4
L4pRdq ď KT . (B.2)
Therefore, we conclude from (B.1)-(B.2) that there exists a positive constant C ą 0 such thatż
∆xV ∆xNpV qdx ď C }V }
2
H2pRdq ` KT .
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