Standard video encoders developed for conventional narrow field-of-view video are widely applied to 360°video as well, with reasonable results. However, while this approach commits arbitrarily to a projection of the spherical frames, we observe that some orientations of a 360°video, once projected, are more compressible than others. We introduce an approach to predict the sphere rotation that will yield the maximal compression rate. Given video clips in their original encoding, a convolutional neural network learns the association between a clip's visual content and its compressibility at different rotations of a cubemap projection. Given a novel video, our learning-based approach efficiently infers the most compressible direction in one shot, without repeated rendering and compression of the source video. We validate our idea on thousands of video clips and multiple popular video codecs. The results show that this untapped dimension of 360°compression has substantial potential-"good" rotations are typically 8−10% more compressible than bad ones, and our learning approach can predict them reliably 82% of the time.
Fig. 1: Our approach learns to automatically rotate the 360°v
ideo axis before storing the video in cubemap format. While the 360°videos are equivalent under rotation ("isomers"), the bit-streams are not because of the video compression procedures. Our approach analyzes the video's visual content to predict its most compressible isomer.
rotation. Therefore, each 360°video could be transformed into multiple possible cubemaps by changing the orientation of the cube, yet all of them represent the very same video content. We refer to these content-equivalent rotations as 360°isomers. 1 The isomers, however, are not equivalents in terms of compression. Different isomers interact differently with a given compression algorithm and so yield different compression rates (See Fig. 1 ). This is because the unwrapped cubemap is not a homogenous perspective image. Therefore, some of the properties that current compression algorithms exploit in perspective images do not hold. For example, while the content is smooth and continuous in perspective images, this need not be true along an inter-face boundary in an unwrapped cubemap. The discontinuity can introduce artificial high frequency signals and large abrupt motions, both of which harm the compression rate (cf. Sec. III-B and Fig. 5 ). In short, our key insight is that the compression rate of a 360°video will depend on the orientation of the cubemap it is projected on.
We propose a learning-based approach to predict-from the video's visual content itself-the cubemap orientation that will minimize the video size. First we demonstrate empirically that the orientation of a cubemap does influence the compression rate, and the difference is not an artifact of a specific encoder but a general property over a variety of popular video formats. Based on that observation, we propose to automatically reorient the cubemap for every group of pictures (GOP). 2 A naive solution would enumerate each possible orientation, compress the GOP, and pick the one with the lowest encoded bit-stream size. However, doing so would incur substantial overhead during compression, prohibitively costly for many settings. Instead, our approach renders the GOP for a single orientation after predicting the optimal orientation from the video clip rendered in its canonical orientation. Given encoded videos in a fixed orientation, we train a Convolutional Neural Network (CNN) that takes both the segmentation contours and motion vectors in the encoded bit-stream and predicts the orientation that will yield the minimum video size. By avoiding rendering and encoding the video clip in all possible orientations, our approach greatly reduces the computational cost and strikes a balance between speed and compression rate.
The key benefit of our approach is a higher compression rate for 360°video that requires only to re-render the cubemap. In particular, our idea does not require changing the video format nor the compression algorithm, which makes it fully compatible with any existing video codec. This is especially important in the realm of video compression, because a new video format often takes years to standardize and deploy, and so changing the bit-stream format would incur very high overhead. The only additional information that our method needs to encode is the selected orientation of each GOP, which can easily be encoded as meta data (and may become part of the standard in the future [17] ).
We evaluate our approach on 7,436 clips containing varying content. We demonstrate our idea has consistent impact across three popular encoders, with video size reductions up to 76% and typical reductions of about 8%. Across all videos, our learning approach achieves on average 82% of the best potential compression rate available for all feasible isomers.
II. RELATED WORK
a) 360°video analysis: Recent research explores ways to improve the user experience of watching 360°videos, including stabilizing the videos [3] - [5] or directing the field-of-view (FOV) automatically [6] - [9] . Other works study visual features in 360°images such as detecting SIFT [18] or learning a CNN either from scratch [10] , [11] or from an existing model trained on ordinary perspective images [12] . All of these methods offer new applications of 360°videos, and they assume the inputs are in some given form, e.g., equirectangular projection. In contrast, we address learning to optimize the data format of 360°video, which can benefit many applications.
b) 360°video compression: 360°video has sparked initial interest in new video compression techniques. A Call for Evidence this year for a meeting on video standards [19] calls attention to the need for compression techniques specific to 360°video, and responses indicate that substantial improvement can be achieved in test cases [20] - [23] . Whereas 2 a collection of successive pictures within a coded video stream. these efforts aim for the next generation in video compression standards, our method is compatible with existing video formats and can be applied directly without any modification of existing video codecs. For video streaming, some work studies the value in devoting more bits to the region of 360°content currently viewed by the user [24] , [25] . c) Projection of spherical images: 360°image projection has long been studied in the field of map projection. As famously proven by Gauss, no single projection can project a sphere to a plane without introducing some kind of distortion. Therefore, many different projections are proposed, each designed to preserve certain properties such as distance, area, direction, etc. [26] . For example, the popular equirectangular projection preserves the distance along longitude circles. Various projection models have been developed to improve perceived quality for 360°images. Prior work [27] studies how to select or combine the projections for a better display, and others develop new projection methods to minimize visual artifacts [28] , [29] . Our work is not about the human-perceived quality of a projected 360°image; rather, the mode of projection is relevant to our problem only in regards to how well the resulting stack of 2D frames can be compressed.
Cubemap is adopted as one of the two presentations for 360°video in the MPEG Omnidirectional MediA Format (OMAF) [15] , which is likely to become part of future standards, and major 360°video sharing sites such as YouTube and Facebook have turned to the new format [13] , [14] . Cubemaps can improve the compression rate by 25% compared to equirectangular projection, which suffers from redundant pixels and distorted motions [16] . The Rotated Sphere Projection is an alternative to cubemap projection with fewer discontinuous boundaries [30] . Motivated by the compression findings [16] , our approach is built upon the standard cubemap format. Our method is compatible with existing data formats and can offer a further reduction of video size at almost zero cost.
d) Deep learning for image compression: Recent work investigates ways to improve image compression using deep neural networks. One common approach is to improve predictive coding using either a feed-forward CNN [31] , [32] or recurrent neural network (RNN) [33] - [35] . The concept can also be extended to video compression [31] . Another approach is to allocate the bit rate dynamically using a CNN [36] . While we also study video compression using a CNN, we are the first to study 360°video compression, and-CNN or otherwise-the first to exploit spherical video orientation to improve compression rates. Our idea is orthogonal to existing video compression algorithms, which could be combined with our approach without any modification to further improve performance.
III. CUBEMAP ORIENTATION ANALYSIS
Our goal is to develop a computationally efficient method that exploits a cubemap's orientation for better compression rates. In this section, we perform a detailed analysis on the correlation between encoded video size and cubemap orientation. The intent is to verify that orientation is indeed important for 360°video compression. We then introduce our method to utilize this correlation in Sec. IV. First we briefly review fundamental video compression concepts, which will help in understanding where our idea has leverage. Modern video compression standards divide a video into a series of groups of pictures (GOPs), which can be decoded independently to allow fast seeking and error recovery. Each GOP starts with an I-frame, or intra-coded picture, which is encoded independently of other frames like a static image. Other frames are encoded as inter-coded pictures, and are divided into rectangular blocks. The encoder finds a reference block in previous frames for each block that minimizes their difference. Instead of encoding the pixels directly, the encoder encodes the relative location of the reference block, i.e., the motion vector, and the residual between the current and reference block. This inter-frame prediction allows encoders to exploit temporal redundancy in the video. Note that the encoder has the freedom to fall back to intra-coding mode for blocks in an inter-coded frame if no reference block is found.
Just like static image compression, the encoder performs transform coding by transforming the pixels in I-frames and residuals in inter-coded frames into the frequency domain and encoding the coefficients. The transformation improves the compression rate because high frequency signals are usually few in natural images, and many coefficients will be zero. To further reduce the video size, video compression formats also exploit spatial redundancy through intra-prediction, which predicts values to be encoded using adjacent values that are previously encoded. The encoder will encode only the residual between the prediction and real value. This applies to both the motion vector and transformed coefficients encoding. Most of the residuals will be small and can be encoded efficiently using entropy coding. For a more complete survey, see [37] .
A. Data Preparation
To study the correlation between cubemap orientation and compression rate, we collect a 360°video dataset from YouTube. Existing datasets [6] , [8] contain videos with arbitrary quality, many with compression artifacts that could bias the result. Instead, we collect only high quality videos using the 4K filter in YouTube search. We use the keyword "360 video" together with the 360°filter to search for videos H264 HEVC VP9
Video r (%) Avg. and manually filter out those consisting of static images or CG videos. The dataset covers a variety of video content and recording situations, including but not limited to aerial, underwater, sports, animal, news, and event videos, and the camera can be either static or moving. We download the videos in equirectangular projection with 3,840 pixels width encoded in H264 high profile. We next transcode the video into cubemap format and extract the video size in different orientations. Because it is impossible to enumerate all possible cubemap orientations over time, we discretize the problem by dividing the video into 2 second clips and encode each clip independently. This is compliant with the closed GOP structure, except that video codecs usually have the flexibility to adjust the GOP length within a given range. For example, the default x264 encoder limits the GOP length between 25-250 frames, i.e. roughly 1-10 seconds, and a common constraint for Blu-ray videos is 1-2 seconds [38] . This results in a dataset consisting of 7,436 video clips from 80 videos with 4.2 hours total length.
For each clip, we sample the cubemap orientation
with different yaw (φ) and pitch (θ) in Θ = Φ = {−45°, −40°, · · · , 45°}, i.e., every 5°between [−45°, 45°]. This yields |Φ × Θ| = 361 different orientations. We restrict the orientation within 90°because of the rotational symmetry along each axis. For each orientation, we transform the video into cubemap format using the transform360 filter off-the-shelf encoders. We encode the video into three popular formats-H264 using x264 4 , HEVC using x265 5 , and VP9 using libvpx 6 . Among them, H264 is currently the most common video format. HEVC, also known as H265, is the successor of H264 and is the latest video compression standard. VP9 is a competitor of HEVC developed by Google and is most popular in web applications. We use lossless compression for all three formats to ensure rotational symmetry and extract the size of the final encoded bit-stream. See supp. for the exact encoding parameters. Note that we use popular open source tools for both cubemap rendering and video compression to ensure that they are well optimized and tested. This way any size changes we observe can be taken as common in 360°v ideo production instead of an artifact of our implementation.
B. Data Analysis
Next we investigate how much and why the orientation of an isomer matters for compressibility. If not mentioned specifically, all the results are obtained from H264 fromat. a) Achievable video size reduction: We first examine the size reduction we can achieve by changing the cubemap orientation. In particular, we compute the reduction
where S Ω is the encoded bit-stream size with orientation Ω and Ω
max
/Ω min corresponds to the orientation with maximum/minimum bit-stream size. Table I shows the results. For example, the average video size reduction r is 8.43% for H264, which means that we can 4 https://www.videolan.org/developers/x264.html 5 http://x265.org 6 https://chromium.googlesource.com/webm/libvpx/ reduce the overall 360°video size by more than 8% through rotating the video axis. This corresponds to a 2GB reduction in our 80 video database and would scale to 25.3TB for a million video database. The range of r for each clip is [1.08, 76.93], which indicates that the compression rate is strongly content dependent, and the size reduction can be up to 77% for a single video if we allow the encoder to re-orient the 360°v ideo. If we restrict the rotation to φ and fix θ = 0°, r will drop to 2.35%. This result suggests that it is important to allow rotation along both axes. Finally we see that the average and range of reductions is quite similar across encoders, indicating that compressibility of isomers is not unique to a particular codec.
b) Video size distribution w.r.t. Ω: We next show the video size distribution with respect to Ω. We compute the normalized clip sizẽ
for every Ω and cluster the size distribution of each clip using K-Means. Each cluster is represented by the nearest neighbor to the center. Fig. 3 shows the results. We can see Ω min lies on or near θ=0°in half the clusters. In general, this corresponds to orienting the cubemap perpendicular to the ground such that the top face captures the sky and the bottom face captures the camera and ground. See Fig. 2 for example. The top and bottom faces tend to have smaller motion within the faces in these orientations, and the compression rate is higher because the problem reduces from compressing six dynamic pictures to four dynamic pictures plus two near static pictures. However, θ=0°is not best for every clip, and there are multiple modes visible in Fig. 3 . For example, the minimum size occurs at θ=φ=45°in Fig. 4 . Therefore, again we see it is important to allow two-dimensional rotations. c) Reasons for the compression rate difference: Why does the video size depend on Ω? The fundamental reason is that all the video compression formats are designed for perspective images and heavily exploit the image properties. The unwrapped cubemap format is a perspective image only locally within each of the six faces. The cubemap projection introduces perspective distortion near the face boundaries and artificial discontinuities across face boundaries, both of which make the cubemap significantly different from perspective images and can degrade the compression rate. Because the degradation is content dependent, different orientations result in different compression rates.
More specifically, the reasons for the compression rate difference can be divided into two parts. From the static image perspective, artificial edges may be introduced if continuous patterns fall on the face boundary. See Fig. 5 (a) and Fig. 6 for examples. The edges introduce additional high frequency signals and reduce the efficiency of transform coding. Furthermore, the single continuous patch is divided into multiple patches that are dispersed to multiple locations in the image. This reduces the spatial redundancy and breaks the intraprediction. From the dynamic video perspective, the face boundaries can introduce abrupt jumps in the motion. If an object moves across the boundary, it may be teleported to a distant location on the image. See Fig. 5 (b) and Fig. 6 for examples. The abrupt motion makes it difficult to find the reference block during encoding, and the encoder may fall back to intracoding mode which is much less efficient. Even if the encoder successfully finds the reference block, the motion vectors would have very different magnitude and direction compared to those within the faces, which breaks intra-prediction. Finally, because the perspective distortion is location dependent, the same pattern will be distorted differently when it falls on different faces, and the residual of inter-frame prediction may increase. The analysis applies similarly across the three formats, which makes sense, since their compression strategies are broadly similar. d) Video size correlation across formats: Next we verify the correlation between video size and orientation is not an artifact of the specific video format or encoder. We first compare the size reduction that can be achieved through rotation using different encoders (Table I) . We can clearly see that the dependency between the compression rate and Ω is not the consequence of a specific video encoder. Instead, it is a common property across current video compression formats. Although different encoders have different compression rate improvements, the differences are relatively minor, which indicates that the problem cannot be solved by simply using a more advanced video compression standard designed for ordinary perspective images.
We further test the correlation between video size of dif- 
where S 0,0 denotes the non-rotated source video, and then compute the correlation between encoders for each Ω. We report the average correlation across all Ω in Table II . The high correlation again verifies that the correlation between Ω and video size is common across video formats.
IV. APPROACH
In this section, we introduce our approach for improving 360°video compression rates by predicting the most compressible isomer. Given a 360°video clip, our goal is to identify Ω min to minimize the video size. A naive solution is to render and compress the video for all possible Ω and compare their sizes. While this guarantees the optimal solution, it introduces a significant computational overhead, i.e., 360 times more computation than encoding the video with a fixed Ω. For example, it takes more than 15 seconds to encode one single clip using the default x264 encoder on a 48 core machine with Intel Xeon E5-2697 processor, which corresponds to 15s × 360 ≈ 1.5 hours for one clip if we try to enumerate Ω. Moreover, the computational cost will grow quadratically if we allow more fine-grained control. Therefore, enumerating Ω is not practical.
Instead, we propose to predict Ω min from the raw input without rerendering the video. Given the input video in cubemap format, we extract both motion and appearance features (details below) and feed them into a CNN that predicts the video size S Ω for each Ω, and the final prediction of the model is
See Fig. 7 . The computational cost remains roughly the same as transcoding the video because the prediction takes less than a second, which is orders of magnitude shorter than encoding the video and thus negligible. Since no predictor will generalize perfectly, there is a chance of decreasing the compression rate in some cases. However, experimental results show that it yields very good results and strikes a balance between computation time and video size. Because our goal is to find Ω min for a given video clip, exact prediction of S Ω is not necessary. Instead, the model predicts the relative video size S Ω from Eq. 4. The value S Ω is scaled to [0, 100] over the entire dataset to facilitate training. We treat it as a regression problem and learn a model that predicts 361 real values using L2 loss as the objective function. Note that we do not predict S Ω in Eq. 3 because it would amplify the loss for clips with smaller size, which may be harmful for the absolute size reduction.
We first divide the input video into 4 equal length segments. For each segment, we extract the appearance and motion features for each frame and average them over the segment. For appearance features, we segment the frame into regions using SLIC [39] and take the segmentation contour map as feature. The segmentation contour represents edges in the frame, which imply object boundaries and high frequency signals that take more bits in video compression.
For motion features, we take the motion vectors directly from the input video stream encoding, as opposed to computing optical flow. The motion vectors are readily available in the input and thus this saves computation. Furthermore, motion vectors provide more direct information about the encoder. Specifically, we sample one motion vector every 8 pixels and take both the forward and backward motion vectors as the feature. Because each motion vector consists of both spatial and temporal displacement, this results in a 6-dimensional feature. For regions without a motion vector, we simply pad 0 for the input regardless of the encoding mode. We concatenate the appearance and motion feature to construct a feature map with depth 7. Because the motion feature map has lower resolution than the video frame, we downscale the appearance feature map by 8 to match the spatial resolution. The input resolution of each face of the cube map is therefore 960/8 = 160 pixels.
The feature maps for each segment are then fed into a CNN and concatenated together as the video feature. We use the VGG architecture [40] except that we increase the number of input channels in the first convolution layer. Because fine details are important in video compression, we use skip connections to combine low level information with high level features, following models for image segmentation [41] . In particular, we combine the input feature map and final convolution output as the segment feature after performing 1x1 convolution to reduce the dimension to 4 and 64 respectively. The video feature is then fed into a fully-connected layer with 361 outputs as the regression model. Note that we remove the fully-connected layers in the VGG architecture to keep the spatial resolution for the regression model and reduce model size.
Aside from predicting S Ω , in preliminary research we also tried other objective functions such as regression for Ω min directly or predicting Ω min from the 361 possible Ω with 361-way classification, but none of them perform as well as the proposed approach. Regressing Ω min often falls back to predicting (θ, φ) = (0, 0) because the distribution is symmetric. Treating the problem as 361-way classification has very poor accuracy because the number of training data is small and imbalanced. We also examined 3D convolution instead of explicitly feeding the motion information as input, but we find that 3D convolution is hard to train and performs worse than 2D convolution. 7 
V. EXPERIMENTS
To evaluate our method, we compute the size reduction it achieves on the 360°video dataset introduced in Sec. III. a) Baselines: Because we are the first to study how to predict the cubemap orientation for better compression, we compare our method with the following two heuristics:
• RANDOM -Randomly rotate the cubemap to one of the 361 orientations. This represents the compression rate when we have no knowledge about the video orientation.
• CENTER -Use the orientation provided by the videographer. This is a strong prior, usually corresponding to the direction of the videographer's gaze or movement and lying on the horizon of the world coordinate.
b) Evaluation metrics:
We compare each method using the normalized size reductionr = 1 −S for each video. Specifically, we compute the largest full-video size by choosing Ω max for every clip and sum the clip sizes. Similarly, we compute the minimum video size. Given the predicted orientation for each clip, we compute the video size by rotating the cubemap by the predicted orientation. The result indicates the fraction of reduction the method achieves compared to the optimal result.
To train and test the model, we divide the dataset into 4 folds, each containing 20 videos. Three are used for training, and the other is used for testing. We report the average result over 4 folds as the final performance. c) Implementation details: We initialize the weights using an ImageNet pre-trained VGG model provided by the authors [40] . For the first layer, we replicate the weights of the original network to increase the number of input channels. Weights that are not in the original model are randomly initialized using Xavier initialization [42] . We train the model using ADAM [43] for 4,000 iterations with batch size 64 parallelized to 16 GPUs. The base learning rate is initialized to 1.0 × 10
and is decreased by a factor of 10 after 2,000 iterations. We also apply L 2 regularization with the weight set to 5.0 × 10
and use dropout for the fully-connected layers with ratio 0.5. For SLIC, we segment each face of the cubemap independently into 256 superpixels with compactness m=1. The low compactness value leads to more emphasis on the color proximity in the superpixels.
A. Results
We first examine the size reduction our method achieves. Table III shows the results. Our method performs better than the baselines in all video compression formats by 7% − 16%. The improvement over the baseline is largest in HEVC, which indicates that the advantage of our approach will become more significant as HEVC gradually replaces H264. Interestingly, the CENTER baseline performs particularly worse in HEVC. The reason is that HEVC allows the encoder to achieve good compression rates in more diversed situations, so the distribution of Ω min becomes more dispersed. The result further shows the value in considering cubemap orientation during compression as more advanced video codecs are used. While there remains a 20% room for improvement compared to the optimal result (as ascertained by enumerating Ω), our approach is significantly faster and takes less than 0.3% the computation. Fig. 8 shows example prediction results. Our approach performs well despite the diversity in the video content and recording situation. The complexity in the content would make it hard to design a simple rule-based method to predict Ω min (such as analyzing the continuity in Fig. 6) ; a learning based method is necessary. The last row shows a failure case of our method, where the distribution of video size is multimodal, and the model selects the suboptimal mode.
We next examine whether the model can be transferred across video formats, e.g. can the model trained on H264 videos improve the compression rate of HEVC videos? Table IV shows the results. Overall, the results show our approach is capable of generalizing across video formats given common features. We find that the model trained on H264 is less transferable, while the models trained on HEVC and VP9 perform fairly well on H264. In particular, the model trained on HEVC performs the best across all formats. The reasons are twofold. First, the models trained on HEVC and VP9 focus on the appearance feature which is common across 
VI. CONCLUSION
This work studies how to improve 360°video compression by selecting a proper orientation for cubemap projection. Our analysis across 3 popular codecs shows scope for reducing video sizes by up to 76% through rotation, with an average of more than 8% over all videos. We propose an approach that predicts the optimal orientation given the video in a single orientation. It achieves 82% the compression rate of the optimal orientation while requiring less than 0.3% of the computation of a non-learned solution (fraction of a second vs. 1.5 hours per GOP). Future work will explore how to combine orientation search and prediction to reach better compression rates under a computational budget.
APPENDIX A COMPRESSION PARAMETERS
We encode the videos using x264/x265/libvpx through FFMPEG. The compression parameters of FFMPEG for each encoder are as follows.
• x264 -"-preset medium -crf 0 -an" • x265 -"-preset medium -x265-params lossless=1 -crf 0 -an" • libvpx -"-speed 4 -cpu-used 4 -lossless 1 -qmin 0 -qmax 0 -an" The "-an" option disables audio in the output bit-stream. The "-preset medium" in x264/x264 and "-speed 4 -cpu-used 4" controls the encoding speed. We use the default setting for x264/x265 which provides a reasonable balance between speed and compression rate. Other options specify lossless compression for each encoder. For the transform360 filter, we use bicubic interpolation for pixel values.
APPENDIX B ROTATIONAL SYMMETRY
We justify our design of restricting the rotation within 90°. We compute the correlation between cubemap size related by 90°rotation along either θ or φ. In order to do so, we compute the size of cubemaps with {±60°, ±75°, ±90°} rotation along either pitch or yaw and compare them with those with rotation within [−45°, 45°]. The correlations are in Table V . We also show the correlations for 45°rotation for comparison. The strong correlation clearly shows that the cubemap sizes are indeed symmetric to 90°rotation. 
APPENDIX C QUALITATIVE EXAMPLES
In this section, we show more qualitative examples similar to Fig. 8 in the main paper. See Fig. 10 and 11 . We can see that even small objects can affect the compression rate, such as the rhinos in the first example and the diver in the second example. The pattern doesn't even have to correspond to a real object like the blank region in the fourth example or the logo in the fifth example. The fifth example also shows how the file size is affected by multiple factors jointly. The distribution would be symmetric with respect to θ=0 if the file size only depended on the logo, but the sky and cloud lead to the additional mode at the top middle. We also see that the continuity of foreground objects is not the only factor that matters from the sixth and seventh example; the person in the sixth example and the pilot in the seventh example lie on the face boundary in the optimal orientation. The result suggests that heuristics based on object location, either automatic or manual, do not solve the problem. The eighth example shows that the compression would be more efficient if the motions fall in the same face even if it does not introduce discontinuity in motion.
APPENDIX D FAILURE CASES
In this section, we show failure examples similar to Fig. 8 in the main paper. See Fig. 12 . In the first example, we can see the best compression rate occurs when the coral is continuous, while our method fails because it decides to keep the sun light (round white pattern) continuous. In the second and third example, the video size tends to be smaller when the horizon falls on the face diagonal, possibly because it is more friendly for intra-prediction in compression. Our method doesn't learn this tendency, so it fails to predict the optimal θ and only predicts the correct φ. 
