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1. TNTR~DuCTI~N 
In this paper, we will study the existence and asymptotic behavior of 
positive entire solutions of the semilinear elliptic equation 
Au +f(x, u) = 0, .K E R”, (1.11 
where d is the n-dimensional Laplacian, n > 2, and f(.x, U) is a locally 
Holder continuous function on R” x R +. By an entire solution of (1.1) we 
mean a function- u(x) E C’(R”) which satisfies (1.1) at every point of R”. 
Equation (1.1) arises in various branches of mathematics as well as in 
physics. (See e.g. [ 1,4, 121 and references therein). An important special 
case of Eq. (1.1) is the equation 
AZ.4 + K(s) up = 0, .K E R”, n > 2, (1.2) 
where p = (n + 2)/(n - 2). Equation (1.2) is called conformal scalar cur- 
vature equation in R”, which concerns the problem of finding conformai 
Riemannian metrics with prescribed scalar curvature K(X). Another 
example is the well-known Lane-Emden equation, 
Au+ Ixl’uP=O, .K E R”, (1.3) 
which arises in astrophysics. Such equations have been considered hy 
various authors, e.g., [l-12]. See [2] for a survey on recent development 
and a brief history. The case that f(+ Y, U) has certain fast decay with respect 
to x is quite well understood by now. Here we describe one existence 
theorem due to Ni [3]. 
THEOREM A. lf /K(x)1 < C//-Y~~’ for some I > 2 at x2 = cc and uniforml,v 
in xl, then Eq. (1.2) has infinitely many solutions which are also bounded 
away from 0. (Here we write x = (x,, x2) E RnP3 x R3.) 
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However, whenf(.u, u) has no decay, or only “slow” decay, the situation 
is quite different. By assuming instead that K(x) has some monotonicity 
property, Ding and Ni [4] obtained the following interesting result. 
THEOREM B. Suppose that K(x) 2 0 and x .VK(x) < 0 for all s E R”. 
Suppose further that K(x) is symmetric (i.e. even) with respect to each 
variable .Y, , s2 , . . . . x,,. Then for every c( > 0, Eq. (I .2 j possesses a positive 
solution u(x) in R” tvith \u(x)l Lr = cc for every p > (n + 2)/(n - 2). 
It seems that fast decay and certain monotonicity of f(x, u) with respect 
to x have an important influence in the existence of positive entire solutions 
of Eq. (1.1). In fact, it is also proved in [4] that if K(x) = K( 1x1) is 
increasing and K(x) f C, then (1.2) does not have any positive entire 
radial solution in case p = (n + 2)/(n - 2). 
It seems interesting to ask the question whether the fast decay and the 
monotonicity of f(x, U) with respect to x are really so important for all 
p > 1 or not? In other words, can we find positive entire solutions of ( 1.2) 
for general K(x) if p is large? In this case, the usual variational approaches 
in the Sobolev space W ;*(R”) are not possible since (1.2) generally has no 
positive solutions UE L’(R”). Also the Pohazaev identity does not seem 
helpful in this case. To date there is no indication that the difficulties 
inherent in this case can be handled by the usual methods of ordinary 
differential equations, e.g., phase-plane analysis, fixed-point theorems, or 
Lyapunov techniques. 
In this paper we will show that when p is large enough, Eq. (1.2) has 
infinitely many positive entire solutions without assuming any decay or 
monotonicity property of K(x). Moreover, sharp estimates of the 
asymptotic behavior of these solutions are also obtained. We describe our 
main results in the following two theorems. 
THEOREM 1.1. (i) Assume that K(x) satisfies 
where a, I > - 2, m, n, a, b are positive constants and B, is the unit ball in 
R”. Set 
4 
F=(n-ax 
I 
(n+a)(o+2) (1+2)[(n+l)m+(n+a)a] 
, 
m am 1 
x max{M, 6). (1.5) 
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If we assume further that F < 1 and 
247 
s 
‘- % 
(K,(r) - K,(r)) r”‘I dr < +,x, tl.6) 
I 
where 
K,(r)= sup K(x), K,(r) = inf K(x), (!.7) 
/.YI = r l.r/ = r 
then there exist injjnitely many positive entire solutions of ( 1.2) proGded that 
pa l/(1 -F), and no tlvo of them can intersect. 
(ii) Furthermore, for any solution u(x) obtained in (i), ,t*e have 
- 
1.q - oc 1.v - % 
where 
k = I+2 1 “pm’) - - 1 
H 
n-2-l+2 
P-l >I p-lh ’ 
n-2- 1+2 1 ‘b’p-‘i - - >I p-la 
In particular, if 
then 
where 
/+2 1 I/VP- 1) 
n-2-- - >I p-lc . 
In case that K(x) has “critical” decay, i.e., 
m(l+ /xl’)-‘dK(x)dM(l+ ]x12)P’, 
an analogue of Theorem 1.1 can also be obtained. 
THEOREM 1.2. (i) Assume that K(x) satisfies (1.14) and 
s 
+% (K,(r)-KJr))r’+‘dr< i-m, 
1 
(1.4) 
(1.10) 
(1.11) 
(1.12) 
(1.13) 
(1.14) 
(1.6’? 
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where K,(r), K?(r) are defined by (1.7) and 6 > 0 is some constant. Then, for 
any p > 1, there exist infinitely many positive entire solutions of (1.2) and no 
two of these solutions can intersect. 
(ii) Furthermore, for any solution u(x) obtained in (i), bve have 
El d ,.ypx (WI) ‘!(p-” u(x) < Jiijiz (lnlxl)“‘P-‘) u(x) <kz, (1.15) 
k,= [ (;-;;M]‘!‘p-“, (1.16) 
c2 = [ (;Il;m]‘i(p-“. (1.17) 
In particular, if 
then 
lim K(x)(xl’= c, 
/XI + zz (1.18) 
lim (lnlxl)‘~‘P--l) u(x) = k, 
1.x) f x (1.19) 
where 
n-2 [ 1 
‘/(P-l1 
kc ____ 
(P-l)c . 
(1.20) 
The method we will use in this paper is a kind of comparison method 
combined with super sub-solution arguments. Generally speaking, com- 
parison theorem does not hold for equations of the following type: 
n-l 
ld’+- u’ + k(r) up = 0, O<r<crJ, 
r 
u(0) = CI, u’(0) = 0. 
(1.21) 
Thus it seems interesting to note that comparison theorems do exist for 
equations of type (1.21) when p is large enough, or under some other 
conditions. These results can be found in Sections 3 and 5. 
This paper consists of seven sections. In Section 2, we will consider the 
existence of a positive entire radial solution when f(x, U) is radial with 
respect o x and has no decay or “slow” decay, weaker conditions than that 
of Theorem 1.1 is assumed and a stronger conclusion will be obtained. In 
Section 3, we will investigate the asymptotic behavior of the solutions 
obtained in Section 2. For this purpose, some comparison lemmas are 
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given there. In Section 4, a special monotonicity property of solutions of 
Eq. (1.2) is discussed in case that K(r) is decreasing. In Section 5, results 
obtained in sections 2 and 3 are extended to “critical” and fast decay cases. 
In Section 6, various nonradiai cases are considered. Most of our results 
are proved for the general equation ( 1.1). Theorems 1.1 and 1.2 are 
immediate corollaries of Theorem 6.1 and 6.3 in Section 6, respectively. 
Finally, in Section 7, we will apply some results of previous sections to 
Riemannian geometry. 
2. EXISTENCE-RADIAL CAKE 
In this section and Sections 3-5, we will consider the radial solutions of 
(1.1) in case that f(.u, u) = f( (I], u) is radial in X, and we only assume that 
f( 1x1, u) is continuous in u and is piecewisely continuous in 1.~1 with only 
first type discontinuous points. By a radial solution of Eq. (1.1) we mean 
a radial Cr(R”) and piecewise C’(R”) function which satisfies (1.1) except 
at the discontinuous points of f(l.ul, u). First we prove a comparison 
lemma which plays an important role in this article. Here we write r = !.r/. 
LEMMA 2.1. Assume that u,(r), uz(r) satisJ)q 
Au, + K,(r) uI GO, 
Au? + KJrj u2 2 0, 
XE B,, (2.1) 
-I- E B,w, (2.2j 
respectively, K,(r) > KJr), u,(r) > 0, and u,(O) = u?(O). Then u?(r) 2 
u,(r)>0 in B,. 
Proof: We claim that u,(r)>0 in B,. Otherwise, there exists R, <R 
such that u,(r)>0 for O<r< R, and u,(R,)=O. From (2.1) and (2.2), we 
have 
f (u2 Au, -u, AuJ d.u BRI 
6-- s (K,(r) -K,(r)) ul(r) UAr) dx (2.3) B,Qc 
and equality holds only when equalities hold for (2.1) and (2.2) for all 
x E BR, . Using the Green’s formula for the left hand side of (2.3), we obtain 
L.H. = I (uz(r) u;(r) - ul(r) u;(r)) ds 
PBR, 
= -u,(R,) u;(R,).VOI(~B,,). (2.4) 
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We know that u;(R,) < 0, and this implies that L.H. of (2.3) is nonnegative. 
On the other hand, it is easy to see that the right hand side of (2.3) is non- 
positive. Then equality holds for (2.3), therefore equality holds for (2.2) in 
BRr, i.e., 
Au2 + K,(r) u2 = 0, XE B,,. (2.2’) 
By the Uniqueness theorem of initial value problem of O.D.E., we know 
that u;(R,) ~0, and consequently the right hand side of (2.3) is positive. 
This contradiction proves our claim. Using the Green’s formula for (2.3) in 
B,, we deduce that 
Uz(P) u;(P) - U,(P) 4(P) GO, O<pdR. (2.5) 
Rewriting (2.5) as 
u;(P) U;(P) -<- 
U,(P) h(P) 
(2.6) 
and integrating the above inequality from 0 to r, we obtain 
In u,(r) - In u,(O) <In uz(r) - In u2(0), O<r<R. (2.7) 
This yields that u,(r) S u2(r) for 0 < r < R and completes our proof. 
The following lemma gives an example of function which satisfies (2.1) 
and will be used as a comparison function later. 
LEMMA 2.2. Set u,(r)= (l/(o!+flruf2))‘, where GI, 8, s are positive 
constants and u > -2, then u,(r) satisfies 
Au, + K,(r) uI < 0, XER”, (2.1’) 
where 
Jqr) = s(a + 2) Irccn + 0) - (s + l)(o + 2)] 
E+~ruf2 
. r”. 
This lemma can be proved by a straightforward calculation, thus we 
omit its proof. 
Now, we intend to achieve an estimate for the radial solutions of 
Eq. (Ll). Here we rewrite (1.1) as an O.D.E., and consider the following 
initial value problem: 
n-l 
u”(r) + r - u’(r) +f(r, u) = 0, O<r<co, 
u(O)=a>O, u’(0) = 0. 
(2.9) 
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The fo~owing estimate for the solution of (2.9) seems crucial for our main 
results. 
LEMMA 2.3, Assume that f(r, u) satisfies 
arW’ <f(r, u) 4 brOuP, O<r<q o<u<m, (2.10) 
where CT > -2, p > 1, and a, b are positive constants. Then the solution ~(a, r) 
of (2.9) satisfies 
u(a, r)< ( a’-p+ 
afp- 1) ro, 2 --i:(p-‘j 
(n + o)(cr + 2) > 
1 OdrGR, (2.II) 
bvhere R is the first zero of U(CI, r) and R = + 00 if ~(a, r) > 0 for 0 C$ r < XI. 
Proof From (2.9) and (2.10), we have 
n-l 
d’+- u’ + a?u p < 0, O<r<R. 
r 
Rewriting (2.12) as 
(I”- ‘u‘) + ar”+“- ‘up ,( 0, O<rGR 
and integrating (2.13) from 0 to r, we obtain 
r n-W(r) + a I 
* 
s”+---‘uqs)ds<o, O<rdR. 
0 
Integration by parts yields 
a 
r n - ‘u’(r) + - 
FE+0 
up(r) rnfo 
a r -- 
I s” + “(up(s))’ ds 6 0, 
O<r<R. 
n+a 0 
It is easy to see that U(S) decreases for s < R, therefore we have 
a 
r”-%‘(r) +- up(r)r , n+cSgO O<rrR. 
n+cr 
Rew~ting (2.16) as 
u’(r) a 
-+---- 
up(r) 
r”+‘<O 3 O<rdR 
n+a 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
(2.14) 
(2.17) 
and integrating (2.17) from 0 to r, we can get (2.11). The proof is complete. 
505/99;2-4 
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Now we are ready for our first existence result. 
THEOREM 2.4. If we assume (2.10) and 
pal+ 
4(n + o)(a + 2) b 
(n-2)’ ‘a’ 
(2.18) 
then the solutions U(GI, r) of (2.9) are entirely positive for all u > 0. 
ProoJ We shall prove this theorem by contradiction. Let us assume 
that ~(a, r) > 0 for 0 <r G R and ~(a, R) = 0 for some R > 0. From 
Lemma 2.3, we know that 
alpP+ 
4P- 1) ~ MP ~ 1 I 
u(u, r)< 
(n + C)(C + 2) 
r CT+2 
> 
9 O<r<R. 
Therefore ~(a, r) satisfies 
Au, + K*(r) u2 = 0, XEB, (2.2’) 
with K2(r)=f(x,u)/u<bru/(cr1-P+a(p-l)/(n+o)(u+2)r”+2). Choosing 
E= a1 -p, p= a(p - l)/(n + a)(a + 2) in Lemma 2.2, to obtain a contra- 
diction with Lemma 2.1, we just need to prove that there exists a constant 
s>O such that 
s(a+2)fl[(n+a)-(s+ l)(o+2)]>b. (2.19) 
This requires 
P= U(P- 1) 
4b 
(n+cr)(0+2)3(n’ 
(2.20) 
It’s easy to see that (2.20) is equivalent to (2.18). Therefore U(CI, r) >O for 
all r > 0 and all CI > 0. The proof is complete. 
Now we are investigating (2.9) for more general function f(r, u). 
LEMMA 2.5. Assume that f(r, u) satisfies 
mrrruP <f (r, u) < MrOup, r< 1, 
ar’up < f (r, u) < br’up, r-2 1, 
where IS, l> - 2, M, m, a, b are positive constants, and 
pal+ 
4(n+o)(o+2) M 
(n-2)2 ‘k’ 
(2.21) 
(2.18’) 
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Then the solution ~(a, r) of (2.9) satisfies 
-li(p- I) 
U(Q, r)< a’-p+o*+ [ 
atp- 1) 
(n+1)(1+2)0, 
#+I 
1 1 <t-<R, 
(2.22) 
where R is the first zero of ~(a, r) and R = + cc if u(c(, r) > 0 for all r > 0, 
w, ) co2 are given by the following formulas: 
n+a a 
o,=l+--- 
n+l m’ 
m.(p- 1) atp- 1) 
W2=(n+o)(o+2)-(n+1)(1+2)0, 
(2.23) 
(n + f)(1+ 2) m + (n + cr)(l-- a) a 
=(n+a)(o+2)(1+2)[(n+I)m+(n+(~)a] 
(P- 1). (2.24) 
ProojI Using (2.18’), (2.21) and Theorem 2.4, we conclude that 
U(CI, r) > 0 for 0 < r < 1 for all a > 0. Furthermore, we have 
u’(r) m -- 
up(r)+.+0 
r”+‘<O, r< 1. 
In particular, we have 
n+a 
UP(l)< -- m u’(1). (2.26) 
The same arguments as that in the proof of Lemma 2.3 lead to 
a 
rn- ‘u’(r) + - 
n-k1 
up(r) r” +’ -~/u’(l)“4 1 <r<R (2.27) 
and 
(r”- ‘u’(r))’ < 0, l<r<R. (2.28) 
Combining (2.28) and (2.26), we obtain 
a a 
--UP(l)>-- 
n+o 
n+l 
--u’(l) 
n-i-1 m 
atn+o) - 2 ~ rn 
m(n + I) 
‘u’(r), l<r<R. (2.29) 
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Now in view of (2.27) and (2.29), we deduce 
a 
mlr n- ‘u’(r) + - r”+‘Up(r) < 0, n+l 
Rewriting (2.30) as follows 
u’(r) a 
up(r) + (n + I) 0, 
r’+‘<O, 
l<r<R. (2.30) 
l<r<R, (2.31) 
and integrating the above inequality from 1 to r, we get 
-Il(p-1) 
, l<r<R. 
(2.32) 
Recalling from Lemma 2.3 that 
u’PP(0)+(n~~)~lt)2)r”+2] 
~Il(P-lJ 
, Odr< 1, (2.33) 
and particularly we have 
(2.34) 
Therefore, we conclude that 
(2.35) 
and this leads to (2.22). 
The following theorem is the main existence result for Eq. (2.9). 
THEOREM 2.6. Assume that f(r, u) satisfies (2.21). If we assume further 
that p > 1 + F ulhere F is given by (1.5), then the solution U(CL, r) of (2.9) is 
entirely positive for all CI > 0 and satisfies 
44 r) 4 1 [al--P 
m(P- 1) 
+(n+a)(a+2)r 
u+2 1 
-ll(P-ll) 
7 OGr<l, 
[ 
ep+co2+ 
a(P- 1) 1 -I/(P- 1) 
(n+1)(1+2)o, 
#+2 l,<r<+co. 
(2.22’) 
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ProoJ: We will prove this theorem by contradiction. If ~(a, r) is not 
entirely positive, let us assume that a(~, r) > 0 for 0 d r < R, and u(c(, R) = 0 
for some R > 0. From Lemma 2.5, we deduce that ~(a, r) satisfies 
Au + K,(r) u = 0, XE B,, 
with K2(r) = f(r, u)/u, and we have 
! 
Mr” 
G(r) d 
c(L-P++3ru+-7’ 
br’ 
cr’-P+W3r’+2+02-OZr’+Z 
where 
(2.2’) 
rd 1, 
(2.36) 
l<r<R, 
(2.37) 
and o,, o2 are defined by (2.23), (2.24), respectively. We will conclude our 
result by considering three different cases. 
(i) When cr >, I, w2 > 0. In view of (2.37) and the above assumption, 
we obtain that o3 > 04, and r’ z r” for r < 1. Therefore, for r < 1 we have 
M 
K2iT)Qul-P 
~ max(M, b) r’ 
F++3r2 
u’-P+04rl+2’ 
r 
For r 2 1, we also have 
K2(‘)5-p+ir;,+2+a, 
max(M, b} r’ 
4 2 
Ga,-pfw r[+*’ 
4 
Then we deduce that 
max{M, b} r’ 
K2(r)5-p+w #+2 O<r<R. 
4 
(2.38) 
(2.39) 
(2.40) 
Choosing E = u1 - P, /J= o4 in Lemma 2.2 and using Lemma 2.1, we can 
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conclude by the same arguments as that in the proof of Theorem 2.4 that 
when 
4 ~. pa1 +(&)2 
((+2)I(n+I)m+(n+cr)nl.max(M,h), (241) 
am 
the solution u(c(, r) of (2.9) is entirely positive for every CI > 0. 
(ii) When cr > I, w2 ~0. In view of (2.37) and the above assump- 
tions, we obtain that wj < wq and r’> r” for r < 1. Therefore, for r < 1 we 
have 
Mr” 
K,(r)5-P+LI) r2+oG 
max{ M, b} r’ 
3 u 
l-P+03ri+2’ 
Furthermore, for r > 1 we also have 
max{M, 6) r’ 
K2(r)~a1Lp+W #+2 
3 +c0Z(l-r’+2) 
< 
max(M, b} r’ 
cr’~P+03rl+2’ 
Combining (2.42) and (2.43), we obtain 
max{M, 6) r’ 
K,(r)Qp+W #+2 O<r<R. 
3 
(2.43) 
(2.44) 
Choosing Cr = CI’ - p, fl= o3 in Lemma 2.2 and using Lemma 2.1 again, we 
know that when 
4 (n+1)(1+2) 
@(n-- m .max{M, b}, (2.45) 
the solution u(c(, r) of (2.9) is entirely positive for every tx > 0. 
(iii) When (r < 1. From (2.24), we can deduce that w2 2 0, and then 
o4 < o3 by (2.37). Therefore, we obtain 
K,(r) G 
max{M, 6) r” 
c11-P+odru+2’ 
r< 1. 
On the other hand, for r 2 1 we also have 
4(r) G 
max{M, b} ra 
u1-p++2+wqro++ 
< 
max{M, b} r” 
&P++04ru+2m 
(2.46) 
(2.47) 
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This means 
K,(r) d 
max{M, b} r” 
c(I-P+04rg+2’ O<r<R. (2.48) 
Choosing Cc = a’ ~ P, p= wq in Lemma 2.2 and using Lemma 2.1 again, we 
conclude that when 
4 (I+ 2)[(n + 1) m + (n + g) a] ~. 
pa1+(n-2)2 am 
.max(M, h}, (2.41’) 
the solution ~(a, r) of (2.9) is entirely positive for every cr>O. 
Therefore, we can complete the proof by combining (i). (ii), and (iii). 
Remark 2.7. Assumption (2.21) on f(r, u) can be replaced by an even 
weaker one 
mrauP < f(r, u) < A4r”up, r<l, O<u<<, 
adup < f(r, u) ,< briup, r2l,O,<z4<6. 
(2.21’) 
In this case, a result similar to Theorem 2.6 can be achieved with the 
restriction on the initial value u(0) = c( d S. In particular, if f(r, u) satisfies 
limf(r,u)u-“=y>O (2.49) 
u-0 
uniformly in r E R+. Then (2.9) has infinitely many positive entire solutions 
provided that p is large enough. 
Remark 2.8. It seems that the lower bound of p obtained in 
Theorem 2.6 is not sharp, and it is worth further study. Nevertheless, we 
notice that 
lim F’(n, I, rr, a, 6, m, M) = 0, 
“-CC 
when n-+co, 
and 
,,‘im2 F(n, 1, o, a, b, m, M) = 0. 
We believe that this bound is very close to the sharp one. 
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3. ASYMPTOTIC BEHAVIOR-RADIAL CASE 
In this section, we will investigate the asymptotic behavior of positive 
entire solutions of (2.9). First, we shall prove the following comparison- 
type lemma. 
LEMMA 3.1. Assume fhat u,(r), u*(r) satisfy 
Au, +fi(rt 21,) = 0, O<rcco, 
u,(O)=a>O, u;(o)=o, 
(3.1) 
h+fAr, u,)=O, Odrcco, 
u,(O) = B > 0, u;(o) = 0, 
(3.2) 
respectively, wheref,(r, u), fi(r, 24) satisfy (2.21) andf,(r, u) 2fi(r, u), p 2 a. 
If we assume further that 
1 
P2TFF F<l 
and 
g,(r, u)=Aaf,(r. u)u 
P au 
or 
ia 
gd-, u)=--f2k, u) u 
P au 
(3.3) 
satisfies (2.21), then uz(r) 2 u,(r) for 0 <r < 00, where F is defined by (1.5). 
Proof: Since l/( 1 - F) 2 1 + F, Theorem 2.6 guarantees that u,(r), uz(r) 
are entirely positive. We shall break up the proof into two steps, and just 
consider the case that (3.3) satisfies (2.21). The other case can be treated 
similarly. 
(i) When 01< fi. Set w(r) = uz(r) - ul(r), then w(r) satisfies 
dw+K(r) wb0, O<r<co, 
w(O)=/.-a>o, w’(0) = 0, 
(3.4) 
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where 
By the Mean-Value Theorem and the assumption for (3.3), we obtain 
KG< 
pMr”.max(u;-‘, 24I;-“f, rd 1, 
pbr’.max{u;;‘, u;-‘}, r> 1. 
Recalling Lemma 2.3 and Lemma 2.5, we know that 
In view of (3.6) and (3.7), we have 
(3.6) 
(3.7) 
(3.8) 
Arguments similar to that in the proof of Theorem 2.6 Iead to w(r) > 0 for 
0 < r < 00. This implies z+(r) > ut(r) for 0 Q r < co. 
(ii) When c1= /X Let us consider u;(r) which satisfies 
Au; +fz(r, 24;) = 0, O<rrco, 
GO) = Pm (q (0) = 0, 
(3.9) 
where (8, f decreases trictly and lim, _ r j& = a. Applying (i) to ul(r) and 
u;(r), we deduce 
G(r) > ul(rh O<r<oo, Q~EZ+. (3.10) 
Applying (if to u;(r) and ~4;’ I, we obtain 
u;(r) > 24; + l(r), O<r-coo, tln~Z+. (3.11) 
Therefore, we can define 
UT) = lim u:(r). (3.12) 
n-%X 
By standard elliptic equation theory we know that ~7) is a classical sofu- 
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tion of (3.2) and the uniqueness theory of O.D.E. implies that ~7) = u*(r). 
This derives that uz(r) B u,(r), and the proof is complete. 
The following lemma gives a family of comparison functions which will 
be used to determine the asymptotic behavior of solutions of (2.9). 
LEMMA 3.2. Assume that u(c(, r) is the solution of 
Au + K(r) up = 0, x E R”, 
u(0) = a, u’(0) = 0, 
(3.13) 
where K( r ) satisfies 
mr” < K(r) < Mr”, r< 1, 
ar’ < K(r) < br’, i-2 1, 
(3.14) 
and K(r) = cr’ for r > R, where m, M, a, 6, (T, I, are the same as that in 
(2.21), p> 1 + F. Then lim,,, r(‘+2)‘(p-1)u(r) = k. 
Proof We know that u(r) is entirely positive under the above assump- 
tions. Moreover, by recalling the proof of Theorem 2.6 and Lemma 2.1, we 
know that 
where s is any constant satisfying 
s(I+2)B[(n+/)-(~+1)(1+2)]>Max{M,b}. (2.19’) 
Choosing s = (n - 2)/2(1+ 2) which satisfies (2.19’), we obtain 
u(r) > COrp(n-2)‘2, r>R, (3.16) 
where C, is a positive constant. Now we recall a result from [S] 
(Theorem 2.42). 
THEOREM C. Suppose K(r)--’ at ccj for some I> -2, and [#K(r)] GO 
for r large enough. If o is a positive entire solution of (3.10), then 
w(r) - r*-’ or w(r) - r-(r+2)j(P- ‘) at CO for I> -2 and w(r) -r2-” or 
w(r)- (In r)-l’(p-l) for 1= -2. 
Using the above theorem and (3.16), we obtain 
cor-(‘+2)l(P-I)~u(r)~ clr-u+2MP-u 7 r>R, (3.17) 
POSITIVE ENTIRE SOLUTIONS 261 
where C,, C, > 0 are positive constants. Considering the scaling 
u&-f = P l1+2Hp- I’u(pr), VP>% (3.18) 
we know that u,,(r) satisfies 
Au,, + pk.(p) u; = 0, .K E R”. (3.19) 
It is well-known that du + e&P = 0 has only one singular radial positive 
SoIution uo(p) LS kr-” + 2)8p- I) when p> 1 + (2l+ 2)/(n -21, e.g., see [6, 
Appendix A]. Therefore, using the standard diagonal subsequence method 
and elliptic regularity theory (e.g., see [6]), we deduce that 
lim up(r) = Us. (3.20) 
f’ - x 
Set r = 1, we obtain 
lim p u+2vcP--I)U(P~=~~ (3.21) 
0-x 
The proof is complete. 
Now we are ready to achieve the main results on the as~ptot~~ 
behavior of solutions of (2.9). 
THEOREM 3.3. Assume that U(CL, r) is the solution of (2.9) with f(r, u) 
satisfying (2.2X), and p 2 l/( I -F), F< 1 where F is given by (1.5). Then, we 
have 
kl< !ilJ r’r+2)‘(p--‘)u(r)< lim r(r+2)i(p-1)4r)<k2, (3.22) 
,-CC r-s 
where k,, kz are defined by (1.9) and (LIO), respectively. 
Proof: Let us consider ur(rx, r) which is the solution of 
Au + F,(r, 24) = 0, XER”, 
u(0) = a, u’(0) = 0, 
where 
We have 
GIG-, u)=p. du = FIG-, u) 
(3.23) 
(3.24 f
(3.25) 
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and F, , G, satisfy (2.21). Therefore, by Lemma 3.1 and the fact that 
f(r, u) d F,(r, u), we have 
U(CY, r) 2 ~,(a, r). (3.26) 
Then, we obtain 
br I/+z)/(p-l) u(r)> lim r cl+Z)l(p--I)U,(r)=:kl. (3.27) 
r - % r-z 
Similarly, by considering u,(c(, r) which is the solution of 
Au + F,(r, u) = 0, XER”, 
u(O)=a, u’(0) = 0, 
with 
(3.28) 
(3.29) 
we conclude that 
lim r(r+2N(P-1)~(r)< limr(!C2’l(P--l) u2(r) = k2. r - 3; r - x 
This completes the proof. 
Consequently, we can prove the following theorem. 
(3.30) 
THEOREM 3.4. Under the assumptions of Theorem 3.3, if we assume 
further that f (r, u) satisfies 
lim r-‘uAPf(r, u) = c (3.31) 
r-m 
uniform/y w.r.t. u in any compact set oJR+, then we have 
lim rff+2V(P--l)u(r)=k, 
r-l; 
(3.32) 
where k is defined by ( 1.13). 
Proof. Without loss of generality, we assume that a < c< 6, then for 
any small enough E > 0 there is a constant R, such that 
a~c-e~r-iu-pf(r,u)<c+~<b, r>,R,. (3.33) 
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Let us consider uI,(a, P) which satisfies 
du+F,,(r, u)=O, x E R”, 
u(O) = a, u’(0) = 0, 
with 
Fl&(Y, u) = 
i 
mraup 
aduP, ’ 
r,< 1, 
1 <rsG R,,, 
fC+E)hP, r>X,,. 
The same arguments as that in Theorem 3.3 lead to 
lim r(i+2Y(P--l)t4(~)~ lim yfl+21:fP-‘iUtc(l)=klh, 
#--LX2 r-cc 
where 
kl,= 32. .-~A..? 
[ ( > 1 1 
I.c(P- II 
P-l p-l C-t& * 
Since E is arbitrary, we obtain 
Similarly, we can deduce 
E r(‘+ *)‘(P- “u(r) <k. 
r-s 
This implies 
lim r(/+2)/(P--I)~(r)=k. 
r-s 
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(3.34) 
(3.35) 
(3.36) 
(3.37) 
(3.38) 
(3.39) 
(3.40) 
Remark 3.5, From Lemma 3.1, we are able to know the following 
interesting and important fact: With the same assumption forf(r, U) as that 
for f,(r, U) in Lemma 3.1, the solutions of (2.9) with different a cannot 
intersect when p > I/( 1 - F) and F< 1. 
4. MONOTONICITY OF SOLUTIONS 
The following theorem reveals certain mo~otonicity property of 
solutions of equation (3.13) when K(r) has some monotonicity property. 
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THEOREM 4.1. Assume that ~(a, r) is the solution of (3.13) with 
0 <a < r-OK(r) <b, O<r<oo, 0) -2, (4.1) 
and 
(rpuK(r)),dO, O<rdw. (4.2) 
Then r(O+‘)ifP- “u(r) is strictly increasing in R+ provided 
1 
F,<l, pa----- 
,$here 
l-F,’ ’ 
F =4(n+ a)(a+2) b 
I (n-2)” ‘a’ (4.3) 
Prooj Let V(p, r) = p(O+z)‘(p- ‘)u(pr), and 
a+2 
WC5 (p, r) ~p-lp(u+*~~(p~l’~‘u(pr) + p’O+z)‘(p--l)rU’(pr). (4.4) 
Then 
8W -= 
ar [ 
5-(n-2)] p(b+2)l(P-1)U’(rp) 
-P (“+2)‘(p-‘)[(pr)-“K(rp)]. (pr)‘+“uP(rp) (4.5) 
and 
a2w -= 
ar2 [ ?-@-2)]p 
(a+2)/(p-11)+lU~r(rp) 
- pCu+2)~(p-1)K(rp)( 1 + a) uP(rp) 
-p((“+2)i(P-‘))+2rK(rp) UP-‘(rp) u’(rp) 
-p~“+2~~‘p~-‘~[(pr)~“K(rp)],~(pr)’+” up(rp). (4.6) 
Thus, we deduce that 
n-l 
w”+- r W’+pK(rp) Vp-lW30. 
Furthermore, we have 
W(0) = - a+2pcOf2M(P-I)-l~(0)>0, 
P--l 
(4.7) 
(4.8) 
W(0) = 0. 
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Recalling Lemma 2.3, we have 
Therefore, using (4.3) and the same arguments as that in Theorem 2.4, we 
conclude that 
Wr)>O, O<r<co, vp>o. (4.10) 
Particularly, we have 
$P. l)>O, Vp>O. (4.1 I ) 
This means that V(p, 1) = p Cc + ’ )“JJ - ’ ‘u(p) is strictly increasing for 
0 G p c co. The proof is complete. 
Remark 4.2. From the proof of Theorem 4.1, we know that if 
(P-~&:(T)), < 0 for 0 < r < R, then r’a+2)“fp- i)u(r) is strictly increasing for 
O<r<R. 
5. FAST AND CRITICAL DECXY CASES 
In this section, we will consider (2.9) for the fast and critical decay cases. 
By fast decay we mean that 
06f(x,u)~:(l+I.u]*)-f-6*UP, s > 0. (Q) 
By critical decay we mean that 
m(l+ I.x12)-” zP<f(x, u)<M(l+ jxl*)-” up. (5.2) 
These cases have been originally studied in [ I] and [3 J. Theorem 5.1 and 
Theorem 5.2 below are credited to W.-M. Ni and S. Yotsutani. 
We shall reprove Theorem 5.1 and Theorem 5.2 by using the method of 
previous sections. Moreover, we wiii also present some comparison lemmas 
and theorems on the asymptotic behavior of solutions of Eq. (2.9) under 
assumption (5.1) or (5.2). 
THEOREM 5.1. Assume that f (r, u) satisfies (5.2). Then, when p > I and 
a< (n-2)2 ‘l(P--l) 
4 > 4M ’ 
the solution U(CI, r) of (2.9) is entirely positive. 
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ProoJ We know that ~(a, r) satisfies 
with 
n-1 
d+- 2.4’ + &(r) 24 = 0, Odr-cco, r 
u(O)=a, u’(0) = 0, 
(5.4) 
K,(r)<M(1+r2)-1aP-1. (5.5) 
Choosing E= 1, B= 1, 0 = 0 in Lemma 2.2, and using Lemma 2.1, we 
deduce that 
u(c(, r) 2 ul(r) = (1 + r2)-S (5.6) 
provided that 
McF1<2s[n-2-2s] for some s>O. (5.7) 
Set s = (n - 1)/2, we conclude that when CI satisfies (5.3), U(CI, r) is entirely 
positive. In fact, we have 
~(cr,r)>(l+r’)-(“-~)/~, Odr<co. (5.8) 
THEOREM 5.2. Assume that f(r, u) satisfies (5.1) where (n - 2)/4 > 6, 
M > 0, p > 1. Then, when 
cI< 26(n-2-26) l’(p--l) 
1 
m 1 
the solution ~(a, r) of (2.9) is entirely positive. Moreover, we have 
(5.9) 
(5.10) 
where C > 0 only depends on ~1. 
ProoJ: Let u1 = 1 + C( 1 + r*)-‘, s > 0, then u1 satisfies 
n-l 
u;+- u;+K,(r)u,=O, O<r-cco, 
r 
u,(O) = 1 + c, &(O)=O, 
(5.11) 
where 
K,(r) 2 &2s(n-2-2s)(l+r2)-“. (5.12) 
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On the other hand, ~(a, r) satisfies 
n-l 
U”+- r u’+K*(r)u=O, O<r<co, 
u(0) = a, u’(0) = 0, 
where 
Choosing s = 6 and using Lemma 2.1, we conclude that when 
Map-’ < +C2d[n-2-261. 
the solution u(a, r) is entirely positive; in fact, we have 
44 r) B ec [l +c(l +G-q. 
(5.13) 
(5.14) 
(5.15) 
(5.16) 
In view of (5.9), we know that (5.15) is true when C is large enough and 
thus we finish the proof. 
The following lemmas are analogues of Lemma 3.1. Since the proofs are 
the same as the proof of Lemma 3.1 except slight modification, we just state 
these results and omit the proofs. 
LEMMA 5.3. Assume that ur(r), U*(T) are solutions of (3.1) and (3.2), 
respectitrely, where fi(r, u), f2(r, u) satisfy (5.2) andfl(r3 24) >fi(r, u). If we 
assume further that 
or 
satisfies (5.2), then, when 
(5.17) 
(5.19) 
we have q(r) B ul(r) for 0 <r < cci. 
505.'99,2-5 
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LEMMA 5.4. Assume that ul(r), u2(r) are solutions of (3.1) and (3.2), 
respectively, where fi(r, u), f2(r, u) satisfy (5.1) and fi(r, u) 2 f2(r, u). If we 
assume further that the function given in (5.17) or (5.18) also satisfies (5.1), 
then when 
26(n - 2 - 26) 1’(p-‘) 
bG[ pM ] ’ 
(5.20) 
we have uz(r) > u,(r) for 0 < r < CO. 
Remark 5.5. Under the condition (5.2), (5.17), and (5.19), (or (5.1), 
(5.17), and (5.20)), the solutions of Eq. (2.9) with different CI cannot 
intersect. 
Now we are ready to discuss the asymptotic behavior of solutions of 
(2.9) for the critical decay case. As for the fast decay case, it is already 
proved in [3] that the solutions of (2.9) obtained in Theorem 5.2 are 
bounded below from 0. At first, we consider the asymptotic behavior of 
solutions of (2.9) for a special case, e.g., f(r, u) = K(r) up and K(r) = re2 
for r3 R. 
LEMMA 5.6. If u(a, r) is the solution of (2.9) itThere f(r, u)=K(r) up 
satisfies (5.2) and K(r) = rp2 for r > R, then, for CI < {(n - 2)2/4pM}1’(Pp’), 
we have 
n-2 Up--l) 
lim (In r)iio-l)u(a, r)= 7 [P 1 . ,+CC (5.21) 
Proof. Without loss of generality, we assume that R is large enough. By 
Theorem 5.1, we know that 
u(a, r) 2 (1 + rZ)--(n-2J’4, O<r<oo. (5.22) 
Recalling Theorem C of Section 3 (see also [S, Theorem 2.41]), we obtain 
C2(lnr)-1’(p-11)<u(a, r)<C,(lnr))‘l(P-l), O<r<oo (5.23) 
for some C, , C2 > 0. Considering Eq. (2.9) for r > R, we have 
(rn-1u’)‘+r”p3UP=0, r>R. (5.24) 
Integrating (5.24) from R to r, and using (5.23), we obtain 
s 
r 
r+‘u’+C, r”-3(lnr)-P’(P-1)dr+C,~0, raR. (5.25) 
R 
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Therefore, we deduce that 
-~‘6 C,rp’(ln r)pP’(P-l), r>R. (5.26) 
Integrating (5.24) from R to r and using integration by parts, we derive 
1 
C6+rnp1u’+-r 
n-2 
-IUP 
+&j) pp l(r)( -u’(r)) r”-l dr = 0, 
In view of (5.26) and (5.23), we get 
1 
r”-S/+-r 
n-2 
“-IuP 
+C, j~r”-3(lnr)-(~~-‘)‘(~-“dr+C,Z0, 
R 
where C, > 0. Therefore, we have 
1 
“+(n-2)r 
----uP+c,~(lnr)-12~-I),IP~li 
1 
+c,-20, ).n-I rBR. 
Rewriting (5.29) and using (5.23) again, we get 
i+ 1 -+C,i(lnr)-l 
up (n-2)r 
+ Cl, 
1 
r.-l(~nr)P/“-l~~O’ 
r>R. 
r > R. (5.27) 
r 3 R, (5.28) 
(5.29) 
(5.30) 
Integrating (5.30) from R to r, we deduce that 
P-l 1 
-l/(p- 1) 
u(r) 2 -In r + Cll(ln In r) + Cl2 
n-2 
, ra R. (5.31) 
On the other hand, using (5.27) and the fact that u’(r) < 0, we know that 
C, + r”- ‘24’ + 
1 ----rrRp2uP<0 
n-2 3 
r>R. (5.32) 
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Rewriting (5.32) as 
1 L+--- C6 
up (n-2)r+r”-‘Uqr)G0’ 
r>,R (5.33) 
and integrating (5.33) from R to r and using (5.23), we obtain that 
1 
1-P 
I 
I-p” +n-2 
-lnr+C,,<O, r>R. (5.34) 
This implies that 
P-l -l/(P-1) 
u(r) < -lnr+C,, , 
n-2 1 raR. (5.35) 
Then, (5.31) and (5.35) lead to (5.21). The proof is complete. 
The following theorem is an immediate corollary of Lemma 5.3 and 
Lemma 5.6. 
THEOREM 5.7. If u(a, r) is the solution of (2.9) where f(r, u) satisfies 
(5.2) and a d ((n - 2)*,/4pM)“‘P- I), then we haue 
- 
Ii, < lim (In r)“(P-‘) u(r) < hm (In r)‘lCp-” u(r) <rG,, 
r - 35 r - cc 
(5.36) 
where k, , I?, are defined by ( 1.16) and ( 1.17). In particular, if we assume 
further that 
lim f(r, uN1 + r2) = c (5.37) 
r-z up 
uniformly in u E [0, a,,], then, for a < Min{a,, [(n - 2)2/4pM]“‘P-“}, we 
have 
lim (In r)llCp~‘)u(a, r)=R, 
r-ot 
(5.38) 
where k is defined by (1.20). 
Proof We will prove (5.38) first. Without loss of generality, we assume 
that m < c < M. Then, for small enough E> 0, there exists a constant R, 
such that 
M,c+E,f(rv u)(l+r2) / 
UP 
>,c--E>rn, r 3 R,, u E [0, a,]. (5.39) 
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Let us consider 
where 
We have that 
Lemma 5.3 and 
!& 
r-x 
where 
the equation 
All,6 +f,,(r, u) = 0, Odr<co, 
u,,(O) = 4 u;,(o) = 0, 
rdR,, 
r>RR,. 
(5.40) 
(5.41) 
fiE(r, u) 2f(r, u) for 
Lemma 5.6, we obtain 
(In r)‘.‘(pp ” U(T) 2 lim 
r - CT- 
(r, u) E [O, 00) x CO, q,l, then, by 
Un f-1 ‘~(pp’)~,E(rj=kZE, (5.42) 
r r n-2 7l/(P~ I) K2, = 
1 .(P- lNc+d . (5.43) 
Similarly, we can obtain 
(5.44) 
where 
[ 
n-2 1 
l/(p-I! 
l;,c = 
(P- l)(c-E) . 
(5.45 )
Since E is arbitrary, we derive (5.38). Now we choose the solutions u,(r, u)? 
u2(rr U) of equations 
n-l 
24;+- r u;+M(l +r2)-’ uT=O, O<r<co, 
(5.46) 
Ul(O) = fy-3 u;(o)=0 
and 
24; + vu;+m(l +r2)-I u;=o, O<r<co, 
(5.47) 
u,(O) = 4 u>(O) = 0 
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as comparison functions, respectively. By (5.38) we know that 
lim (In ,)‘lCp- ‘) u,(cI, r) = R, 
r-5 
and 
lim (In r)rlCp- ” U,(CL, v) = R,. 
r-m 
Thus we derive (5.36) by using Lemma 5.3. 
(5.48) 
(5.49) 
6. NONRADIAL CASES 
In this section, we shall consider the general equation (l.l), wheref(x, 24) 
is not necessarily radial. We tend to use the well-known super sub-solution 
method which is based on the following theorem (see [3, Theorem 2.101). 
THEOREM D. Suppose 4 is a super solution of (1.1) and x is a subsolutiou 
of (l.l), where f(x, u) is a locally Hiilder continuous function which is locally 
Lipschitz in u, and IJ~ 2 x in R". Then, (1.1) posses a solution u in R" with 
~2u2x. 
Here we introduce some notations. For the given function f(x, u) in 
R"x [0, oo), we set 
fh, u)= inf f&u), 1x1 = i- (6.2) 
and 
h(r, c~,q) = ;y~ (fi(r, ~1 -fdr, u))lu4, (6.3) 
where CI~ > 0, q > 0. Now, we are ready to prove the main theorems of this 
paper. 
THEOREM 6.1. (i) Assume that f(x, u) satisfies 
mlxjU up < f(x, u) < MIxI” up, XEB,, 
alxl’uP < f(x, u) < blxl’uP, XER"\B~, 
(6.4) 
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where o, I> -2, m, n, a, b are positive constants, p > l/( 1 - F), F < 1 (F is 
defined by (1.5)) and B, is the unit ball in R”. If we assume further that 
s 
a 
h(r, a,,, p) rT dr < 00, (6.5) 
1 
where 
(6.6) 
f or some 6 >0 (w,, wq are defined by (2.37)) and g,(x, u)= 
(l/p)(J/~?Ju)f,( Ix], u) u also satisfies (6.4), then there is a family of infinitely 
many positiue entire solutions of (1.1) and no two solutions in this family can 
intersect. 
(ii) Furthermore, for any solution u(x) obtained in (i), we haoe (1.8). 
In particular, if 
lim f(x, u)lxl P’u-p=c>O 
lrl - cc 
uniformly for UE [0, a,,], then (1.12) holds for 0 <a < aO. 
Proof. Since f(x, u) satisfies (6.4), then f,(r, u)- fi(r, U) satisfy (2.2 
Theorem 2.6, the solutions of 
and 
n-l 
4(r)+ r - U;(r) +f,(r, u) = 0, O<r<oo, 
u,(O)=a>O, ui(O)=O, 
16.4’) 
(6.7) 
n-l 
4(r)+ r - u>(r) +fAr, u) = 0, O<r<co, 
(6.8) 
u,(O) = B > 0, u;(o) = 0 
are entirely positive. Moreover, we have (2.22’) as an estimate for ul(r) and 
z+(r). Let. us fii a < aO, and consider /I < a. Set w(r)= u,(a, r) - u,(B, r). 
Then, we have 
dw + 0) w +fi(r, u2) -fi(r, u2) = 0, O<r<oo, 
w(O)=a-/3>0, w’(0) = 0, 
(6.9) 
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where 
K(r)=fl(r’ul)-~‘(r~u’)= ’ a 
UI -u2 s 
o g-J-,( v 2 
r u +t(u,--u ))& 
z . (6.10) 
Using (2.22’) and the fact that g,(r, u) satisfies (6.4), we obtain 
pMr” . ai-” + [ MP- 1) 0+2 1 
-llll,-1) 
(n + o)(cJ + 2) 
r 3 r< 1, 
K(r) = 
dP-1) - l/UP 1) 
(6.11) 
(n+f)(1+2)0, 
#+2 1 3 r2 1. 
By considering three different cases as we did in the proof of Theorem 2.6 
and using (2.19’) in Section 3, we can always choose a comparison function 
uo(r) = (fi + /Jr ‘+2))s in Lemma 2.2 with 
“=&(~-2+J~) (6.12) 
such that K(r)<K,(r) for O<r< co, where K,(r) is described in 
Lemma 2.2. A straightforward calculation leads to 
Au, + K,(r) u. + g(r) u. = 0, (6.13) 
where 
g(r) = 4s + 1 )(I+ 212 F&r’ 
(5 + /Jr’+2)2 ’ 
(6.14) 
Now we claim that w(r) > 0 for r > 0 if fl is small enough. Otherwise, we 
assume that there exists R such that w(R) = 0 and w(r) > 0 for 0 < r < R. 
Integrating (6.9) x u. - (6.13) x w in B,, we obtain 
J [(uodw-wdu,)+(K(r)-K,(r)) two BR 
+ uo(fi(r, u2) -f2(r, u2)) - g(r) wuo] dx = 0. (6.15) 
Using the Green’s formula, the fact that rv 2 0, u. > 0 in B,, and (6.12), we 
get 
I 
R 
uoCfi(r, 4-f2(r, u2)l rnpl dr2 g(r) wwOrn- ’ dr. (6.16) 
0 
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ChoosingP<fu,(cc, f)wehave~(r)>~u~(r)forOfr<l.Thenwededuce 
from (6.16) that 
p" j** uy- 
I 1 
%,h(r, aQ, p) Y”- ’ dr 2 - s 2 0 
g(r) uj(r) u,r”-’ dr. (6.13) 
Using (6.5) and (6.12), we know that 
s 
m 
~f-%~h(r, aQ, p) r-’ dr< + ~3. (6.18) 
0 
Then the left hand side of (6.17) goes to zero when p goes to zero, while 
the right hand side of (6.17) is a fixed positive constant. This is a contra- 
diction. Therefore, our claim is true, i.e., there exists a constant p > 0 such 
that IV(Y) = u,(a, r) - uz(/?, r) > 0 for 0 d r < cc. Then u,(a, r) > u,(& r) for 
0 6 r < co. It is easy to see that ~,(a, r) is a supersolution of ( 1.1) and 
u#?, r) is a subsolution of (1.1). Using Theorem D, we know that there 
exists a solution u(x) of (1.1) in R” s.t. 
Recalling Lemma 3.1, we know that 
Starting from ur( {p, r j and carrying on the above procedure, we can obtain 
another positive entire solution u(x) of (1.1) such that 
u(x)2 %(B? 1x1) > 4($, l-4 12 4x). (6.21 j 
Repeating the above arguments infinitely many times, we wil1 find a family 
of infinitely many positive entire solutions of (1.1) and no two of these 
solutions can intersect. The asymptotic behaviors of these solutions follow 
immediately from Theorem 3.3, Theorem 3.4 and (6.19). The proof is 
complete. 
Re~ffr~ 6.2. (i) If we assume that 
s 
cc 
W, @o, p) r- (‘+‘,+6dr<co 
1 
for some 6 z- 0, then (6.5) holds and therefore Theorem 6.1 holds when p is 
large enough; 
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(ii) In particular, if h(r, CI~, p) = O(v’-&) at r = co for some 6 >O, 
then Theorem (6.1) holds when p is large enough; 
(iii) Condition (6.5) can be changed with z replaced by n/2 since we 
always have T < n/2. 
Next, we will state the analogue of Theorem 6.1 for the critical decay 
case. The proof is a slight modification of the proof of Theorem 6.1 
(consider small enough GI > 0 and use (5.7), also see Remark 6.2), and we 
leave it to the reader. 
THEOREM 6.3. (i) Assume that both f(x, u) and g,(r, u) satisfy (5.2) 
and that 
s mh(r,cco,p)r1+6dr<+~ 1 (6.22) 
f or some CI~, 6 > 0. Then there exists a family of infinitery many positive 
entire solutions of (1.1) and no two solutions in this family can intersect. 
(ii) Furthermore, for any solution u(x) obtained in (i), M’e have (1.15). 
In particular if 
lim f(x, u) Ix~*u-~=~>O (6.23) 
1x1 - oo 
untformly in UE [0, q,], then we have (1.19). 
Now we can extend above theorems to more general cases. Roughly 
speaking, we will consider Eq. (1.1) where f(x, u) satisfies the assumptions 
of Theorem 6.1 (Theorem 6.3) in a subspace of R”. From now on, we write 
x = (x1, x2) E R”-” x R” = R”. For the following two theorems, we use the 
same notations as before only with n replaced by m. 
THEOREM 6.4. (i) Assume that f(x, u) satisfies 
f*(lx*l, u) Gf(x, u) ~fi(M u), (6.24) 
fib, u), f2(r, u) and g,(r, u) satisfv (6.4), and h(r, CI,, p) satisfies (6.5). Then, 
when p >, l/(1 -F), F< 1 where F is defined by (1.5), there exists an infinite 
family of positive entire solutions of (l.l), and no two solutions in this family 
can intersect. 
(ii) Furthermore, for any solution u(x) in this family, we have 
k,< lim 1x21 
lx21 - if 
cr+2”‘p--1)U(X~,X~)~,~~~ 1X21”+2’l’p--)U(XI,X2)~k2, 
(6.25) 
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where k , , k, are defined by ( 1.9) and ( 1.10). In particular, if 
lim f(x, u) I.u,IP’uPP=c>O 
I.Y?l - Lx 
uniformly for (xl, u) E R”-“’ x [0, cl,], then 
where k is defined by ( 1.13). 
Proof At first, we consider 
Au, +f,(r,u,)=O, .Y E R”‘, 
u,(O)=a>O, u;(o) = 0, 
and 
du,+f,(r, u2)=0, x E R”‘, 
U?(O) = p > 0, u;(o) = 0. 
(6.26) 
(6.27) 
(6.28) 
(6.29 !
Following the same procedure as that in the proof of Theorem 6.1, we can 
find solutions U,(CL, r) and u,(fl, r) of (6.27) and (6.28), respectively, such 
that 
Setting 
~,(a, r) > u2(A r), O<r<co. (6.30) 
u,(-y) = U1(& Xl, x2) = U1(& lql), 
uz(x) = ~2(/% Xl 3 -y2) = u2u3, I$/ iv 
(6.31) 
we know that u,(x) is a supersolution of (1.1) and uI(x) is a subsolution 
of (1.1). Using the standard super sub-solution argument (see Theorem D), 
we deduce that there exists a solution u(x) of (1.1) s.t. 
uz(x) d u(x) d u,(x), XEIR”. (6.32) 
This procedure can be repeated infinitely many times, therefore we can 
obtain an infinite family of positive entire solutions of (1.1) and no two 
solutions in this family can intersect. Recalling the way that u(x) has been 
determined, we conclude (ii) by using Theorem 3.3, Theorem 3.4, and 
(6.32). 
For the critical decay case, we also have the following theorem. 
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THEOREM 6.5. (i) Assume that f(x, u) satisfies 
f2(lx,l9 u) Gf(x, u) Gf,( Ix*I, u), (6.33) 
fi(r, u), fi(r, u) and g,(r, u) satisfy (5.2), and h(r, u,,, p) satisfies (6.22.). 
Then there exists an infinite family of positive entire solutions of (1.1 ), and 
no two solutions in this family can intersect. 
(ii) Furthermore, for any solution u(x) in this family, we have 
R, < lim (In (xz()“(~-‘)U(xI, x,),c izi (In (x*()“(P-I’u(x,, x,),<k,, 
1.q - cx lxzl - 32 
(6.34) 
where k, , k, are defined by ( 1.16) and ( 1.17). In particular, if 
lim f(x, u) (x~I~u-~=c>O (6.35) 
(121 - x 
uniformfy for (x,, u) E R” Pm x [0, cr,], then 
,-dfy-r (In I-G 1 I’+“U(x,,x*)=k, (6.36) 
where k is defined by (1.20). 
The proof is omitted since it is just a modification of the proof of 
Theorem 6.4. 
7. APPLICATION TO RIEMANNIAN GEOMETRY 
Let (m, g) be a Riemannian manifold of dimension n, n > 3 and K be a 
given function on M. A well-known question is: Can we find a new metric 
g, on M such that K is the scalar curvature of g, and g, is conformal to 
g (i.e., g, = u 4’(n-2)g for some function u > 0 on M)? This is equivalent to 
the problem of finding positive solutions of the equation 
4(n- 1) --dgU--u+Ku(“+2)/(“-2)=0, 
n-2 
(7.1) 
where A, is the Laplace-Betrami operator on M in the g metric and k is 
the scalar curvature of (M, g). If M = R” and g is the usual metric, 
Eq. (7.1) reduces to 
Au + K(x) u (n+ZMn-2)=O 3 XER”. (7.2) 
POSITIVE ENTIRE SOLUTIONS 279 
In view of the results in previous sections, we have the following theorem 
(Here we writex=(~,,x,)~R”~~xR*=R’~). 
THEOREM 7.1. Zf m 2 3 and 
~~(l+Ix,l2)~‘dK,(lx,l)~K(x,,x,)~K,(lx,l)~M(1+~x,~*)-‘, (7.3) 
and 
s +ic (K,(r)-K,(r))r’+“dr< +oc I (7.4) 
for some 6 > 0, then there exist infinitely may’ Riemannian metrics g, on R” 
with the following properties: 
(i) K is the scalar curvature of g, ; 
(ii) g, is conformal to the standard metric g on R”; 
(iii) g, is complete. 
Proof This is an immediate consequence of Theorem 6.5. 
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