This paper deals with the study of the Malliavin calculus of Euclidean motions on Wiener space, (i.e. transformations induced by general measure preserving transformations, called 'rotations', and H-valued shifts) and the associated flows on abstract Wiener spaces.
Introduction
Let (W, H, µ) be an abstract Wiener space, to be specific, assume for a while that W = C 0 ([0, 1], R d ) endowed with the supremum norm. Under the probability µ, the family of maps {t → w(t), w ∈ W } is a standard d-dimensional Brownian motion. As is well known, while many interesting functionals of the Wiener process are not continuous, on the other hand, for these functionals, the map ε → F (w+εh) (where h is in the Cameron-martin space H) is absolutely continuous and the stochastic calculus of variations has been developed in order to deal with such variations. Let now T t denote a "nice" collection of measure preserving transformations on the Wiener space with T 0 = I W , then F (T t w + th), h ∈ H are also well defined perturbations of F (w) under the Euclidean motion T t w + th. It was often naively assumed that the Cameron-Martin space H plays the role of the tangent space to the Wiener space but, indeed, the possibility of more general perturbations shows that the tangent space to the Wiener space goes further than just H. This was pointed out by Bismut [2] and later Fang and Malliavin [9] and Driver [6, 7] (who wrote in [7] : "I hope to convince the reader that H should, in fact, not be considered as the tangent space to W ") and was followed by [4] , [16] , [8] , [3] , [5] , [10] .
Let (W, H, µ) be an abstract Wiener space with H = H ⋆ . By the Ito-Nisio theorem, for any complete, orthonormal basis (e n , n ∈ N) of H originating from W ⋆ , i.e. e n = j(ẽ n ), where j denotes the injection from W ⋆ to H andẽ n ∈ W ⋆ , w − µ-almost surely, where δe i (w) =< w,ẽ i >. In particular δe i = 1 0ė i (s)dw s for the case where (W, H, µ) is the classical Wiener space. Let R be any (deterministic) orthogonal transformation on H (i.e. R ⋆ = R −1 ). The transformation
δ(Re i )e i induces a "rotation" on the Wiener space, i.e. a measure preserving transformation of (W, H, µ). A class of random orthogonal transformations R(w) was introduced in [18] (cf. also [20] ) such that (where δ(·) is the divergence operator) is a rotation. This will be summarized in the next section. If R t (w) = exp tA(w) where A(w) is an anti-symmetric transformation on H, then R t (w) is a unitary transformation on H and if R t (w) satisfies some additional conditions, inserting R t (w) yields the measure preserving transformations T t on the Wiener space. This paper is an attempt to extend the results of the papers cited in the previous page, which dealt with rotations induced on the n-dimensional Wiener space by adapted processes, to the setup of an abstract Wiener space and as far as possible without the restriction of non anticipativity, i.e. to add rotations to the Malliavin calculus. Notation and some results of the Malliavin calculus will be presented in the next section. Let F (w) be a Wiener functional. A will denote a random operator on H, ∇ and δ will denote the gradient and the Skorohod integral respectively. The operation L A on F will be introduced in section 3:
under some restrictions on F and A and will be called a tangent operator. Some properties of tangent operators will be derived and it will be shown that if A is anti-symmetric (A ⋆ = −A), then L A is a derivation operator. A generalized Mehler transformation is presented in Section 4. Section 5 deals with the extension of the L A operations to the Wiener path w defined as
δe i e i =:
provided that the series converge in the Banach norm of W . If A ⋆ = −A, then under some additional assumptions L exp tA w, 0 < t ≤ t 0 are rotations. Thus A induces a class of rotations on the Wiener space which together with the shifts in the H direction yield a class of Euclidean motions on the Wiener space. The action of L A on w will be called the tangent process induced by A. Returning to the case where T t w = L exp tA(w) w are rotations, then under suitable conditions
and consequently (cf. equation (3.7)), at least for simple F (w)
which indicates the relevance of the notions of tangent operators and tangent processes to the calculus of rotations. This section deals first with general rotation and later specializes to 'adapted' or 'causal' rotations. Following [19] , an underlying filtration is assumed and an adapted tangent space structure is constructed. For the case where W is the classical d-dimensional Brownian motion and
where a s denotes an anti-symmetric d × d matrix with adapted entries, the model of this paper yields the tangent process introduced in the papers cited above. Section 6 deals with measure preserving flows associated with tangent processes. Here we extend some previous results (cf. [3] and the references therein), in particular the Wiener space is not restricted to be a finite dimensional Wiener process and the tangent process that induces the flow is not required to be adapted. Roughly speaking, the results of this section yield the construction of flows of rotations T t w on the Wiener space starting with skew-symmetric transformations A t (w), t ≥ 0 which play the role of "vector fields" in the equation
An interesting open problem is whether the set of all rotations is connected -in the sense that every rotation can be attained or approximated by a solution to (1.3) for some admissible A t (w), t ≥ 0 and if not, how many connected components does this set possess? Remarks: (a) Processes of the type (1.2) were called "adapted tangent vector fields" in [7] and "tangent processes" in [4] . We prefer the term "tangent processes".
(b) The references [6, 9, 7, 4, 16] considered tangent processes with A of the particular form (1.2) and applied the notion to Brownian flows on Riemannian manifolds. The present paper considers general forms of A but is restricted to the flat Wiener space.
(c) In a recent paper [14] , Kusuoka introduces and studies a class of rotations on Wiener space. These rotations differ from ours and are not considered here.
Preliminaries
A. Let (W, H, µ) be an abstract Wiener space, a mapping ϕ from W into some separable Hilbert space X will be called a cylindrical function if it is of the form ϕ(
For such a ϕ, we define ∇ϕ as
The quasi-invariance of the Wiener measure with respect to the tranlations originating from the Cameron-Martin space implies that ∇ is a closable operator on L p (µ, X) for any p ≥ 1. We shall denote its closure with the same notation. The integer powers ∇ k of ∇ are defined by iteration. For p > 1, k ≥ 1, we denote by D p,k (X) the completion of X-valued cylindrical functions with respect to the norm:
Let us denote by δ the formal adjoint of ∇ with respect to the Wiener measure µ. The well-known result of P. A. Meyer assures that the norm defined above is equivalent to
where L = δ · ∆ is the Ornstein-Uhlenbeck operator or the number operator. Note that, due to its self adjointness, its non-integer powers are well-defined. Moreover, we can also define D p,k (X) for negative k using the second norm and we denote by
are continuous linear operators for any p > 1, k ∈ Z. The operator δ is the divergence operator or Skorohod integral operator and satisfies
is adapted then δu is equal to the Ito integral of α:
B. The Rotation Theorem [18, 20] 
Namely, if (e n , n ∈ N) is a complete, orthonormal basis of H, then (δ(Re n ), n ∈ N) are independent N 1 (0, 1)-random variables and consequently equation (1.1) defines a measure preserving transformation of W . The map R satisfying the conditions of this theorem with p = 2 and under (a) with q = 2 will be said to satisfy the rotation conditions.
Let us note that, to an operator R with the above properties, then for any fixed k ∈ H and t ∈ [0, 1], there corresponds another operator, satisfying the same properties, defined as w → R t,k (w) = R(w + tk), that we shall denote by R t,k . With this notion we define a new operator as
where T t,k w is defined as 20] ), and we have
for any cylindrical F . This operator plays an important role in the analysis of random rotations:
Lemma 2.1 Let u : W → H be any cylindrical map, then one has
Proof: Let (e i , i ∈ N) be a complete, orthonormal basis of H. We have, using the relation (2.3) and denoting (u, e i ) H by u i ,
Remark: Since δu • T and δ(R(u • T )) are independent of the choice of (e i , i ∈ N), so does trace (RX R u).
C. For later reference we note: 
The operator L A,u will be called the tangent operator induced by (A, u). In particular for F (w) = δh(w), h ∈ H, we have
Proof: We have to show that if F n → 0 and if (L A,u F n , n ∈ N) converges in L 2 (µ) as n → ∞, then the lim n L A,u F n = 0. For any smooth, cylindrical ϕ we have by integration by parts formula
. Consequently L A,u F n converges weakly to zero hence strongly to zero.
cf. theorem 3.4 of [8] and the references therein for an averaged version of this result (equation (3.3) for A of the form given by equation (1.2)).
Proof:
(ii) If A is symmetric and positive definite and if
where
is a symmetric, positive definite bilinear form.
Remarks: (a) If we had used the local Sobolev derivative in the definition of L A , then we could have omitted these growth conditions. (b) Thus in the symmetric case, L A is a diffusion operator in the sense of Bakry-Emery (cf. [1] and [12] ) (c) If A, B are anti-symmetric then
is also anti-symmetric.
but (a, Aa) = 0 since A is anti-symmetric. Equations (3.4c), (3.4d) and (3.4e) follow by a similar argument.
Lemma 3.4
Let A be strongly measurable and A ⋆ = −A, set R t (w) = e tA(w) , and assume that Ah, and AR t h are in the domain of δ, for any
If, for some p > 1 and for any h ∈ H, t → e tA h is a D p,1 (H)-valued and differentiable, then
As t → 0, the sum converges to
Proposition 3.1 Let A be a smooth, antisymmetric, strongly measurable random variable with values in L(H, H). Then we have, for any u ∈ D(H), the following relation:
almost surely.
Proof: For the notational simplicity we shall proceed in the case of the classical Wiener space, i.e., we shall take
In this case we can represent the operator A with a kernel A(s, t), hence, using the elementary results about the divergence:
where we have used the fact that A(t, τ ) + A(τ, t) = 0 almost surely.
Remark: With the notations of the proof, if the intersection of the supports of the maps (s, t) → D s A(t, τ ) and (s, t) → D tus is dτ × dµ-negligible, then the equation (3.8) reads as
In particular this situation happens when A and u are adapted to some Wiener filtration. Let us define a Lie bracket for the elements of H ⊗3 as
for any h, k ∈ H. We define also the operator valued trace of 
almost surely, for any φ ∈ D.
Proof: Let us first remark that the operators L A B and L B A are antisymmetric operators, consequently at both sides of the equation (3.9), the operators are the derivations. Moreover, by a density argument, it suffices to prove the claim for φ = e δh , h ∈ H. However this case follows trivially from Proposition 3.1.
Generalized Mehler Transforms
There are at least two points of interest for considering of general A (i.e., not necessarily antisymmetric): The first one is to compare L A in the antisymmetric case with the Ornstein-Uhlenbeck operator. The second one is to have a differentiation not only for translation, rotation but also for dilation (more precisely for contraction). Let A : W → L(H) be a measurable map such that for almost every w ∈ W , A(w) is a non-negative definite, possibly unbounded operator on H. Namely,
This is equivalent to say that A + A * is non-negative definite. Notice that if A is antisymmetric, then A is non negative definite.
Assume that A is adapted and that, for almost all w ∈ W , A(w) generates a contraction semigroup on H, denoted by Q t (w) = exp(−tA(w)). This means that, µ-almost surely
Let F be a cylindrical function:
where {h 1 , · · · , h n } is an orthonormal system. Denote by (W , H,μ) an independent copy of the abstract Wiener space (W, H, µ). The corresponding divergence operator will be denoted byδ. Namelỹ
Let us define a transformation on the cylindrical functions by the generalized Mehler formula
From now on we consider in this section A of the form
where a is a d × d matrix with adapted entries, as in (1.2); however, we will not assume that a(s, w) is antisymmetric. Let Q t (w) be the semigroup on H generated by A. Namely,
where q(t; s, w) = exp[ta(s, w)]. The matrix-valued process q(t) is adapted for any t ≥ 0. We shall further suppose that the operator norm of Q t is bounded by 1. Then
One can also writeQ t (w) := 1 − Q * t Q t (w) as
It is easy to see that r → Θ k (t, r) is a martingale and the bracket of this martingale is
This implies that r → Θ k (r) is a Gaussian martingale and in particular that Θ k is a Gaussian random variable. In a similar way one can show that that E [Θ i (t)Θ j (t)] = δ ij , where δ ij is the Kronecker symbol. Let F be of the above form. Let us denote
Therefore M A t can be extended to L p (µ) (p ∈ [1, ∞)) as a contraction. This proves the first part of the theorem. For the proof of the second part, by a density argument, it suffices to take F of the form F = exp{δh− 1 2 |h| 2 H }, h ∈ H. In this case it is easy to see that
and this completes the proof of the theorem. Remark: We avoided defining L A w through stronger convergence of i δ(Ae i )e i since it is often difficult to prove the stronger convergence. Several particular cases where the convergence of δ(Ae i )e i is a.s. are:
Tangent Processes
A. The case where A(w) satisfies the rotation condition.
B.
The case where A is a bounded non random operator (Kusuoka [13] ).
C. The problem of the a.s. convergence of the sum i δ(Ae i )e i in the case of the classical Wiener spaces can be handled in some cases with the help of the Kolmogorov Lemma. In the classical Wiener space case consider an operator on H of the form
where a is a matrix valued, measurable function on
Assume now that a belongs to the domain of the divergence operator and that there exist strictly positive constants K, α and γ such that
for any s, t ∈ [0, 1], where we denote by δw s the Skorohod integral which disintegrates the divergence operator. Then t → 
Proof: The proof follows directly from
Lemma 5.2 Assume that R t satisfies the assumptions of the rotation theorem and set
almost surely, whereα denotes the image of α under the canonical injection W ⋆ ֒→ H. In particular
Proof: Let α be any element of W ⋆ , then, we have almost surely
The last claim follows since the set {α : α ∈ W ⋆ } is dense in H.
5.1
Tangent processes under a causality condition 
is a continuous resolution of identity, and that F · the filtration generated by it.
1. An H-valued random variable u is called adapted to
Let G be an L(H, H)-valued, strongly measurable random variable where L(H, H) is the space of bounded operators on H. G is said to be adapted or causal transformation with respect to F · if for every h ∈ H, w → G(w)h is adapted.

Lemma 5.3 Let G be as above, then, for any adapted u : W → H, Gu is an adapted H-valued random variable.
Proof: Assume that u is adapted, we can suppose that it is square integrable with respect to an equivalent probability. Let β be an adapted, simple Hvalued random variable:
where a i ∈ L 2 (F t i ), h i ∈ H. We claim that u can be approximated by these simple and adapted random variables. In fact the contrary would imply that t → (π t u, h) H would be a continuous martingale of finite variation, hence it is null. Then Gu = lim n Gβ n in probability, hence Gu is an adapted random variable.
It is immediate to see 
From these results it follows immediately: H) is a strongly measurable mapping.
If A is adapted then e tA is also adapted and if
then, for any h ∈ H, ∇Ah ((∇e tA h) respectively) is quasi nilpotent. 
If moreover (R t , t ∈ [0, t 0 ]) are adapted and satisfy the rotation condition and if
where a is an anti-symmetric d×d matrix-valued, adapted process. Throughout this paper a will be assumed smooth and essentially bounded with respect to s and w. · , · denotes the scalar product in R d . Then for any adapted u ∈ D p,0 (H), p > 1, we have 
is a rotation.
Proposition 5.2 Let a be given as above. Assume that a(τ, s) is F τ -adapted and is Hilbert-Schmidt in the following sense:
Then L A w exists and
Proof: Let (e i , i ≥ 1) be an orthonormal basis of H. Then
It is clear that β n converges toα in L 2 [0, 1]. Since A is of Hilbert-Schmidt, we see that 
Consequently, · 0 a s dw s which is a tangent process in the sense of the definition in the references cited in the introduction is also a tangent process in the sense of Definition 5.1. In this case it also follows immediately that (cf. eqn. 2.3.9 of [4] or p. 252 of [5] ):
Lemma 5.7 Let F ∈ D p,1 (H), p > 1 and let us express it as
where (5.9) represents the Skorohod integral.
The following result is an easy corollary of Proposition 5.2:
Proposition 5.3 Let A be given by (5.3) and g ∈ D p,1 (H) and adapted. Then
Proof: We have
The last identity follows from the fact that g and a are adapted (Namely, D s a(t) = 0 or D t g(s) = 0). Recall now the symmetry of the operator δ (2) :
Thus, using the identity (5.10), we get
, dw(t)
Assume now that B is also of the form (5.3) and let F = exp δf , where f is an element of H (the Cameron-Martin space of
As we have already remarked before, it is easy to see that if A is antisymmetric, then L B A is also antisymmetric. 
where We choose a special orthonormal basis, namely the Haar system. For the convenience of the reader we recall some definitions and properties of it. For the notational simplicity, we will discuss only the one dimensional case: each integer n can be written as n = 2 k + l, l ∈ {1, 2, . . . , 2 k }, k ∈ N. We write
If I is an interval, we denote by I + and I − the left-hand and right-hand halves of I (excluding the middle point). Thus when n = 2 k + l,
Define χ 1 (t) = 1, and for 2 k < n ≤ 2 k+1 , define χ n by
The Haar system is the set of functions χ = {χ n (t) : n ≥ 1} .
It is well-known that χ is a complete orthonormal basis of
is a complete orthonormal basis of the (one-dimensional) Cameron-Martin space.
Theorem 5.1 Let A and χ n be defined as above. Assume that
], in other words the convergence takes place in the space of Banac space-valued random variables
Proof: Let N = 2 k + m. It is well-known (see for example [17] , p.17) that
a.e. for other points.
Since a is adapted, 
Without loss of generality, we only discuss the interval 0 ≤ t ≤ 2m/2 k+1 or equivalently 1 ≤ i ≤ 2m. Hence
It is easy to see that
In a similar way we can show that I 2 → 0 and this proves the theorem.
C. A dimension free formulation of the causal model
In this section we extend the model of part B to the infinite dimensional case. 
where {γ 1 , . . . , γ r } is a reproducing system of π · and
Proof: Since {γ 1 , . . . , γ r } is a reproducing system for π · , any element of H can be approximated by finite linear combinations of the vectors of the form
Therefore any element of H can be approximated by vectors of the form
where h k (θ), k = 1, 2, . . . , r are real valued piecewise constant functions of θ ∈ [0, 1] and (5.15) follows.
Remark:
The functions h k (θ), θ ∈ [0, 1] may not be uniquely determined by h and {γ 1 , . . . , γ r }. However, it is uniquely determined on those θ when ( γ k , π θ γ l ) is strictly increasing as a r × r matrix (or infinite dimensional matrix if r = ∞).
Definition 5.4 For any linear operator g : G → G, we defineg to be the bounded linear operator on H by the following extension:
gh = r k=1 1 0 h k (θ)dπ θ gγ k ,(5.
18)
where h = r k=1
Lemma 5.9 Let g : G → G be a bounded linear operator on G and letg be the extension of g to H defined by (5.18) . Theng is well-defined and is also a bounded linear operator on H.
Proof: First we show thatg is well-defined. Let h have another representation
We need to show that
Then we need to show that
Thus it suffices to show that
But since h k andh k are associated with the same h, we have 
Equation (5.7) is a particular case of (5.22) where u is non-random, G is R n and (5.20) and 
where L(G) denotes the space of bounded linear operators on G and we extend an operator on G to an operator on H by (5.18) .
Remark: We shall use the same notation for g on G and its extension on H. Hence
Proof: We will use the notations above. Since Aγ k is an element of H, by (5.14), we obtain that there is {g kl (θ), l = 1, 2, . . . , r} such that
We define an operator g : [0, 1] → L(G) in the following natural way:
Hence, we obtain, for any h ∈ H that
where we have used
The extension of Theorem 5.3 to the random case A = A(w) follows directly and we have: (θ, w)dπ θ h .
Furthermore, if A 1 = A 1 (w), A 2 = A 2 (w) satisfy a.s. the above conditions with the same {π θ , 0 ≤ θ ≤ 1} then
If, moreover, A(w) is adapted with respect to the filtration induced by π · then, for a.a. θ ∈ [0, 1],g(θ, w) is strongly measurable with respect to F θ .
Remark: As shown in [19] if π · is of rank r (which may be ∞) then (W, H, µ, π · ) is equivalent to a concrete r-dimensional Wiener space (cf. [19] for the definition of 'equivalent'). It follows that the case where r = ∞ is equivalent to the concrete infinite dimensional version of (5.3). 
If
A is an almost surely bounded operator from H to H satisfying that
Proof: Assume that G = {e 1 , . . . , e d , . . . } is a reproducing set of the resolution of identity. This means that the linear span of {π t e 1 , . . . , π t e d , . . . } is a dense subset of H. Then by [19] (W, H, µ , π · ) is equivalent to the (infinite) dimensional canonical Brownian motion space with the natural resolution of identity. The Cameron-Martin space of the infinite dimensional classical Wiener space (w 1 (t) , . . . , w d (t) , . . . ) is
The natural resolution of identity π 0 is
Define a Cameron-Martin space H G as
The natural resolution of identity
Up to a time rescaling there is a unitary transformation
Denote by L(G) the set of bounded linear operators from G to G. Let A be an almost surely bounded operator on H. ThenÃ = QAQ * is a bounded operator on H G . SinceÃ is now a bounded operator on H G , there is (random) a :
For any r ∈ [0, 1], we have
On the other hand, we havẽ
Since A commutes with π t , we havẽ
ThusÃ and π G (t) also commute. From this commutativity of π G (r)Ã and
Let r = s, we obtain that
This means that a(r, t) is independent of r. Thus we may write a(r, t) as a(t), proving the theorem.
The construction of the measure preserving flows
In this section we study the solutions of some ordinary differential equations on the Wiener space whose governing vector fields have zero divergence, in such a way that the Wiener measure remains invariant under the action of the corresponding flow. The result presented here extends earlier results (c.f. Cipriano and Cruzeiro [3] and the references therein) which were restricted to the adapted and finite dimensional case. Proof: We shall give a rather short proof since it will depend heavily on the techniques developed in [20] , Chapter V. First let A n t = E[π n A t π n |V n ], then a simple calculation shows that ∇B n t = A n t + δ ⊗ ∇A n t . Let us note that the hypothesis (3) is inherited by the cylindrical approximations of A:
and by the antisymmetric character of A, we have also that δB n t = 0 dt×dµ-almost surely. To see this, it suffices to calculate its action on the cylindrical functions of the form F = f (δe 1 , . . . , δe n ): for sufficiently small s < t in such a way that q(t−s) ≤ ε, where Γ s,t is defined as Γ 0,T just by replacing respectively 0 by s and T by t, p −1 + q −1 = 1. This result implies the convergence of (φ n s,u , u ∈ [s, t]) in L 1 (µ, W ) uniformly with respect to u for the small intervals [s, t] and the limit (φ s,u , u ∈ [s, t]) is the unique solution of the equation (6.2) . Besides, the relation (6.3) implies the uniqueness of the solution immediately. For if (φ ′ s,u ) were another solution, then its finite dimensional approximations would coincide with (φ n s,u ). Now, using Lemma 5.3.1, Lemma 5.3.2 and Lemma 5.3.5 of [20] , we can show that the constructions of (φ s,u ) on the different small intervals can be patched together to give the entire flow. For the inverse flow the same reasoning applies also.
