The so-called haptotaxis equation is a special class of transport equation that arises from models of biological cell movement along tissue fibers. This equation has an anisotropic advection-diffusion equation as its macroscopic limit. An up to second-order accurate asymptotic preserving method is developed for the haptotaxis equation in space dimension up to three. For this the micro-macro decomposition proposed by Lemou and Mieussens is generalized in the context of finite-volume schemes on staggered grids. The spurious modes that arise from this discretization can be eliminated by combining flux evaluations from different points in the right way. The velocity space is discretized by an arbitrary-order linear moment system (P N ).
Introduction
The kinetic theory of active particles(KTAP) [6] provides a framework to describe large systems of interacting living particles on multiple scales. Prominent examples of phenomena modeled in this setting include bacterial movement, cell migration, animal swarms and pedestrian crowds. Viewed at very small length and time scales, one can observe individual particles, each with its own complex internal dynamic and interactions with the environment or other particles. When many particles are involved, this level of detail is not practical. As a first level of abstraction, the KTAP theory models the microscopic scale with PDEs for the expected distribution of particles in time, physical space and state space; so-called kinetic equations.
The connection between particle systems and kinetic equations has been established formally for example for neutron transport [17] and the movement of a bacterium [32] . However, in the context of the kinetic theory of active particles, the models are formulated directly as a kinetic equation [4, 5, 19, 29] . Kinetic equations are characterized by a free-streaming transport term resulting from particles movement and a collision operator modeling particle interactions as instantaneous state changes. At larger scales only the resulting macroscopic population behavior can be observed, that is, the total number density of particles regardless of their internal microscopic state. To pass from the microscopic description to a population law, one considers the limit of the kinetic equation when the mean free path of particles tends to zero. Analytically, passage to the limiting macroscopic equation has been extensively studied for neutron transport [3, 24] and more recently also in the context of biological cell migration [9, 28] . When only interactions between particles and the environment are considered and interactions between particles are neglected, the collision operator is linear. In this case the resulting macroscopic equations are of diffusion type [9] .
A macroscopic equation derived in this manner can of course only be an approximation and one may ask how accurate it is in any given situation. From a computational standpoint this means that we would like to compare simulations of the microscopic and macroscopic models.
However, when the mean free path is small, the collision term is very stiff and a straightforward discretization of the kinetic equation would need infeasible spatial and temporal resolution to resolve the Preprint submitted to arXiv.org September 19, 2019 small scales accurately [23] . Therefore, a variety of so-called asymptotic preserving schemes have been developed [8, 18, [20] [21] [22] 26] . These methods are constructed in such a way that-for a fixed resolutionthey converge to a discretization of the limit equation. A large portion of the work has been done in the context of the telegraph equation and the neutron transport equation, preferably in one space dimension.
To obtain analytical insights about the method, for instance stability conditions or consistency errors, it is reasonable to simplify the situation as much as possible. But in this work the emphasis is on application rather than analysis. As a step towards adapting AP methods for more applied situations we consider a kinetic model for glioma invasion in the human brain, developed in [14, 15] . Malignant glioma are a type of brain tumor arising from mutations of glia cells. Tumor recurrence after treatment is very probable because glioma cells migrate far from the original tumor site without being detected by state-of-the-art imaging methods [10] . Predictive models could be used to estimate the invisible parts of the tumor and improve treatment success. The model takes haptic interactions between glioma cells and white matter tissue into account. According to the classification in [12] , this effect can be classified as either klinokinesis or taxis. In addition to an anisotropic diffusion, the resulting macroscopic model features a drift towards regions with denser fibers.
We develop an AP method against this prototype model, which introduces some extra real-world complications. In clinical praxis, information about the tissue structure of a patient's brain is contained in a diffusion tensor image (DTI) [25] obtained from a MRI scan. The three dimensional DTI data comes in the form of a constant tensor per voxel with a spatial resolution of a few millimeters. To avoid interpolation artifacts, the discretization should respect the data resolution. Also, the scheme must be robust against discontinuities in the data.
Our scheme is an extension of the method of Lemou and Mieussens [26] who employ a micro-macro decomposition on staggered grids.
In the following Section 2, we introduce the kinetic equation first in a general form and then in the specific form of the glioma invasion model. We also introduce a parabolic scaling of this equation. Then in Section 3, we briefly introduce the micro-macro decomposition and use this to informally derive the macroscopic limit of the kinetic equation. A large part of the paper is dedicated to a detailed description of the AP method. In Section 4, we first describe the space discretization on general primal-dual mesh pairs and then also present the scheme for the special situation of a regular grid. We also discuss the resulting numerical scheme in the parabolic limit and how to overcome some of the problems of this limit scheme. Time stepping and boundary conditions will also be described briefly. It remains to find a suitable discretization of the velocity. The linear spectral method that we use is described in Section 5. We do not do much analysis on the developed method but rather assess the method's properties numerically. Therefore we present the results of a number of benchmark tests in Section 6. The emphasis is on situations close to the parabolic limit, also in the presence of discontinuous coefficients. Finally we perform a series of computations on the glioma model with measured DTI data and realistic parameters.
Haptotaxis models and their diffusion limit
First, we recall the general class of kinetic equations from [11] . Then we perform a parabolic scaling of this equation and present the resulting diffusion limit from [11, 14] without any derivation. Finally we introduce a model for glioma invasion as a special case of the general setting.
General microscopic setting
The population is described by a distribution function f (t, x,v) which can be interpreted as the number density of particles with speedv ∈ S 2 at time t ∈ R + and position x = (ξ, η, ζ). The particle distribution is governed by a linear kinetic equation of the form
on the domain
The left hand side models the free flight of particles with constant speed c in arbitrary directionv ∈ S 2 . Changes in velocity happen in so-called collisions, i.e. particles change their velocity instantaneously at certain times. This is modeled by the linear turning operator (L D + L a ) on the right hand side of the equation. Let k(x,v,v ) := k D (x,v,v ) + k a (x,v,v ) be the rate at which particles at position x with direction v collide and change their direction tov. The interpretation as a rate is only meaningful if k is strictly positive and bounded from above:
The turning operator L then maps the distribution f onto another distribution Lf via the kernel integral
The first summand counts the gain for directionv due to particles turning from any directionv tov. Accordingly the second term describes the particle losses for directionv. By this construction the operator L (as well as both parts L D , L a individually) preserves mass:
We need some additional structure for the turning to derive a diffusion limit. The first kernel k D on its own is a turning rate, i.e. positive and bounded from above:
There is a positive normalization factor
that does not depend on the velocity v . The kernel is strictly positive, normalized and first-order symmetric:
Additionally it admits a local equilibrium E(x,v) that fulfills the detailed balance
This is a slightly more general assumption than the symmetry assumption k(v,v ) = k(v ,v) in classic linear kinetic theory. The kernel k a should be interpreted as a perturbation of the turning rate k D . It is only restricted by the bounds (2) on the full kernel
in general still depends on the directionv and can even be negative. We define the normalization factor
Finally, birth and death of particles enters the model via the source term
The net growth rate µ(x, ρ) depends on the local particle density ρ = S 2 f (v)dv. The operatorŜ accounts for direction changes during proliferation. We define the growth rate such that the source is normalized, i.e., Ω vŜ f dv = ρ.
Parabolic scaling and diffusion limit
To derive the diffusion limit of (1), it is helpful to write it in a dimensionless form. Therefore we introduce non-dimensional coordinates via x = Xx, t = Tt together with the non-dimensional particle
The dimensionless turning operators arê
and finally a non-dimensional form of (1) is
We recognize the Strouhal number St = X cT , a Knudsen number for turning events Kn t = 1 K D T , and a Knudsen number for proliferation events Kn p = 1 MT . Using these characteristic numbers and dropping the hats everywhere, we write the equation as
on the unit domainΩ
In accordance with [20] , we take the parabolic scaling parameter
as the ratio of mean free path and domain length. To make the parabolic scaling apparent, we write (7) as
with the parameters δ = Kn t
In the literature usually δ = θ = 1, ν = 0 is assumed (see e.g. [20] [21] [22] 26] ), which is not a problem from a theoretical perspective. From the perspective of the 4 application the characteristic numbers are determined by the physical parameters and thus cannot be chosen arbitrarily. For fixed characteristic numbers δ, ν, θ, equation (9) converges to an advection-diffusion equation for the density ρ 0 (t, x) as the parabolic scaling parameter approaches zero:
Herein we use the angle brackets
as shorthand notation for the integral over the unit sphere. We identify the symmetric positive definite diffusion tensor
and the drift vector
Modulo hats, the diffusion equation transformed back to physical coordinates is
with a characteristic diffusion speed D 0 and a characteristic drift speed a 0 related to the microscopic scales via
Then finally the parabolic limit of (1) in physical coordinates is
A formal proof of the limit via a Hilbert expansion in ε can be found in [11, 14, 28] . We will not repeat this proof here but rather use the micro-macro decomposition in the next section to compute the limit in a less rigorous way. In any case, the limit only exists if the operator L D is invertible on an appropriate space. This is guaranteed by the following Lemma 1 from [5] .
E we denote the L 2 -space on S 2 with respect to the weighted scalar product
A simple haptotaxis model for glioma
For the computations we use a model for haptotaxis induced glioma migration from [11, 14] that can be cast into the general setting. Because it would exceed the scope of this paper to discuss the details of its derivation we only give a brief summary. First of all, assume that a field of symmetric positive definite tensors D W (x) : Ω x → R 3×3 is given. In practice, diffusion tensor imaging (DTI) provides piecewise constant measurements of the diffusion of water molecules through the tissue [25] . As in [15] we use this information to estimate the directional distribution of extracellular matrix (ECM) fibers E[D W ](x, v) and the fraction of volume Q[D W ](x) these fibers occupy. One important aspect of the model is that glioma cells use ECM fibers for contact guidance, i.e., they align themselves to the fibers. The fiber distribution E plays the role of the collision equilibrium and therefore should fulfill assumptions (5) and (6) . A simple estimate for the fiber distribution is the so-called peanut distribution
The turning rate for the first turning operator is constant, i.e. κ D = λ 0 , and the turning kernel k D is proportional to the fiber distribution
The turning perturbation L a stems from a subcellular model that includes internal state changes of cells.
In this model cells change their turning behavior according to the ECM concentration. This results in a collective movement in direction of the fiber gradient:
For the source, we consider logistic growth towards the carrying capacity ρ cc , thus the growth rate is given by
We assume that no changes in direction occur during growth, which is expressed bŷ
For a more detailed discussion the interested reader is referred to [11, 14, 15] . With these definitions, the glioma equation in physical coordinates reads
After applying the parabolic scaling from Section 2.2, the glioma model in dimensionless form becomes
with λ H = λ 1 λ 0λ H and the characteristic numbers
The diffusion approximation is given by
Using the inversion formula (15) , the tumor diffusion tensor and drift resulting from the peanut distribution (14) are given by
3. Micro-Macro decomposition and the diffusion limit
In the next section, we follow the work of Lemou and Mieussens [26] quite closely to perform a micromacro decomposition of equation (9) 
respectively. Using these projections, we split the particle distribution into an equilibrium part and a perturbation:
Here, ρ(t, x) = f is the local particle density. Now the kinetic equation is split into a system of two equations-one for the macroscopic density ρ and one for the microscopic perturbation g. We obtain the ρ-equation by inserting the perturbation formula (20) into (9) and applying the projection Π:
where we use the positivity and symmetry of the equilibrium (5) and the mass conservation L D = 0, L a = 0 of the turning operators (3). Then, applying (I − Π) to (9) and dividing by ε gives
where we use
Apart from the new L a term, this formulation coincides with the decomposition in [26] . The authors of [26] show, that-for compatible initial and boundary conditions-the micro-macro decomposition is equivalent to the original kinetic equation (9) .
It is easy to see the diffusion limit from the decomposition in a rather informal way. In the limit of ε → 0, only the 1 ε 2 terms remain in (22) and thus it is reduced to
Since vE = L a f = 0, Lemma 1 assures that the inverse of L D in this expression exists and is unique. Inserting this into the macro equation (21) immediately gives the diffusion limit (10) . The main idea behind the asymptotic preserving scheme is to do something similar in a discrete way. First the perturbation g n+1 on the next time-level is computed using the micro equation, then this is inserted into the macro equation to update the density ρ n+1 .
The asymptotic preserving method
In general, a numerical scheme is called asymptotic preserving (AP) with respect to a scaling limit, if it converges to a valid scheme for the limit equation as ε → 0 and the spatial discretization is fixed. The stability criterion for the time step size ∆t must be bounded from below by a positive value independent of ε. The main objective of this work is to develop such an asymptotic preserving scheme for the kinetic equation (9) .
We start from the micro-macro decomposition from the previous Section 3 and write it as
Here the individual terms are grouped into those that will later be discretized explicitly in time
and those that will be discretized partially implicit
In [26] the authors argued that it is enough to treat only the term L D in an implicit way to get an AP scheme. We call the first-order scheme derived from the micro-macro decomposition in the form (23)- (25), in which only L D is treated implicitly, MM1; and the second-order scheme MM2. But it is also possible to solve the source and L a terms implicitly in time. That is, we regroup the terms
and solveΦ ρ ,Φ g E ,Φ g explicitly andΓ ρ ,Γ g implicitly. This variant of the scheme will be called MM1i, or MM2i. In the following sections, we will see that the implicit time update for this scheme can still be done on each grid cell separately. 
Space discretization
In [26] the authors discretize the micro and macro equation with finite differences on staggered grids in one space dimension. To generalize the method to arbitrary dimension S, we reformulate the method in the context of finite volumes on primal-dual mesh pairs.
Although the implementation supports only tensor-product grids at the moment, we write the scheme for conforming polyhedral meshes. This has several benefits. Most aspects of the scheme do not depend on the tensor-product structure, and also the implementation in DUNE (see [1] ) is grid-agnostic in most parts. The general notation is quite close to the implementation, which helps understanding the code and also will make an implementation on unstructured conforming meshes easier. We choose a notation that is similar to that in [8] . We use the symbol E i wherever any kind of entity on the grid can be inserted(cell, face, edge, dual cell, . . . ). The index i is used to label these generic entities.
Only considering topology, the dual mesh belonging to a primal mesh is defined as follows: Each cell in the original mesh is identified with a vertex in the dual mesh and each primal vertex with a dual cell. Wherever two primal cells intersect in a face, two dual vertices are connected with an edge and where two primal vertices are connected, there is a face between two dual cells.
We always use the indices j, k ∈ N to label cells Ω j , Ω k in the primal grid and r, s to identify primal vertices x r , x s . Considering the primal-dual mapping, any primal cell index j also identifies a dual vertex x j and a primal index r corresponds to a dual cell Ω r . In one mesh two cells Ω i , Ω i are neighbors, if they intersect in a face ∂Ω i,i = Ω i ∩ Ω i . Then the two vertices x i , x i in the other grid are also neighbors, i.e., they are connected with an edge x i x i . In this sense, the neighbors of an index i are those indices i for which in one mesh the corresponding cells are neighbors and thus in the other grid the corresponding vertices are neighbors. We write N i for the set of all neighbors of i. A related concept is the adjacency between entities of different dimension. If the edge x r x s is part of the cell Ω j we say that Ω j is adjacent to x r x s , and denote this by j ∈ A r,s . The index pair (r, s) also identifies a dual face ∂Ω r,s , thus A r,s equivalently is the set of all dual vertices x j that are part of that face. Lastly we denote the set of vertices of a cell i with V i . The example mesh in Figure 1a is helpful to visualize these definitions.
Given a primal mesh, the topological mapping alone does not define the geometry of the dual mesh uniquely. For instance the dual vertex x j can be anywhere inside the primal cell Ω j . For the numerical scheme we need to know the geometry of the dual cells and especially their faces. First note that a dual face ∂Ω r,s , which is the intersection between two dual cells, does not need to be planar. In two space dimensions it can be constructed, however, from one planar facet ∂ω with an adjacent primal cell Ω j ; j ∈ A r,s . The facet ∂ω j r,s is just the line x j x r,s between the primal 'cell center' x j and some arbitrary point x r,s on the edge x r x s (which coincides with a face ∂Ω j,k , for some k). This construction is depicted in Figure 1b and is identical to the definition of a control volume in [8] . In three space dimensions the construction is similar but a bit more complicated. For a sketch of the construction, see Figure 2 . Because the primal mesh is polyhedral and conforming, the facet ∂ω j r,s is bounded by line segments connecting the four points x j , x j,k , x r,s , x j,k . The indices k, k ∈ N j ∩ A r,s label those two neighbors of cell Ω j that have x r x s as an edge. With x j,k , x j,k we denote arbitrary points on the faces ∂Ω j,k , ∂Ω j,k , for example their barycenters. As in the two-dimensional setting, x r,s is an arbitrary point on the edge x r x s . In general, the four points do not have to lie in a plane. Thus if we want to have a polyhedral dual mesh, the facet ∂ω j r,s must be split into two triangles ∂ω
r,s = ∂ω j r,s defined by the triplets x j , x j,k , x r,s , and x j , x r,s , x j,k . For tensor product grids and tetrahedral meshes (see [34] ), the four points lie in a plane if they are chosen as the barycenters of their respective entities, making the split into triangles unnecessary.
We write the average of some function over the domain E i as
in which
is the volume of entity E i . In the following, we derive the minimally implicit variant MM1 of the scheme.
All that is required to obtain the variant with implicit volume terms MM1i is a reordering of terms, analogously to (26) . Let (ρ, g) be the solution of (23), with the average densities ρ Ω r on dual cells, and the average perturbations {g} Ω j on the primal cells. The projection of equation (23) onto the cell averages is a finite system of equations for the values ρ r ≈ ρ Ω r , g j ≈ {g} Ω j which approximate the averages of the exact solution. We collect these values in the vectorsρ = (. . . , ρ r , ρ r+1 . . . ) andḡ = (. . . , g j , g j+1 , . . . ) and write the resulting space-discrete system as
using the same notation for the approximations of the projected operators. For instance we haveΦ
With second-order accuracy, the average {·} E i can be swapped with a product or a chained function, i.e. given functions u(x), w(x) ∈ C 2 (E i ), and
Up to second-order accurate approximations to the explicit operators on each cell are
The average density on a primal cellρ j is not a degree of freedom of the scheme and needs to be computed from the averages on contributing dual cells:
The fluxes F (ρ,g) r,s are obtained by using Gauss' theorem on the term {Φ ρ } Ω r from equation (24):
together with a quadrature rule Q. The unit outer normal of a facet ∂ω j r,s is n j r,s . The reconstruction g(x) is a function that is piecewise continuous on primal cells and interpolates the averages: {g} Ω j = g j . In the first-order scheme the reconstruction is piecewise constant and equal to the cell average:
In the second-order scheme we make a piecewise linear ansatz
for the reconstruction, where b is a limited estimate of the slope that can be obtained by a minmod or WENO ansatz. Because we compute the flux on dual faces which are inside the primal cells where g is continuous, we do not need an approximate flux function and only have to approximate the integrals by some quadrature. Using a piecewise constant reconstruction, these simplify to a single evaluation of the cell mean.
Next we consider the fluxes F
in (24):
This time, the facets ∂ω r j,k which are parts of the primal face ∂Ω j,k all share the same constant normal n j,k . ρ(x) is a piecewise continuous reconstruction of the density on dual cells.
Finally, application of the divergence theorem to {Φ g } Ω j in equation (24), together with the projection
gives:
Here, vg is an approximate flux function, for example the upwind flux, that depends on the left and right state g Ω j , g Ω k of the face ∂Ω j,k . The second term of the projection is not in conservation form. In the spirit of wave-propagation for heterogeneous media as proposed by LeVeque ([27]), we simply evaluate the equilibrium function E Ω j on the current cell Ω j . The approximate implicit operators are
If κ D (x) is a constant on each cell, this is even exact, because L D is linear. Note that the implicit operator on a cell only depends on the cell mean. Thus the implicit part can be solved on each cell separately. This is still true for the MM1i and MM2i variants in which all of the volume terms are treated implicitly.
The resulting scheme on a square grid
We consider the tensor-product grid defined by a list of nodes
.., i S ) be a multi-index. The vertices of the tensor-product grid are all the points . The box spanned by the two points x low , x up is defined as
With a slight abuse of multi-index notation, the sum of a multi-index and a scalar as in i +1 := (i 1 +1, . . . , i S + 1) is applied component-wise. The dual cell Ω i with center x i is the box Box S (
). In the following we show the MM1 scheme on a two-dimensional square-grid, i.e. a tensor-product grid where all nodes are equally spaced:
In the first-order MM1 scheme, the reconstructions ρ, g are piecewise constant and equal to the cell means. All occurrences of a quadrature rule Q are replaced by the midpoint-rule. Then the right-hand side of the macro equation becomes
when we insert the fluxes on all four faces. The term
And finally we have:
with an average densityρ (l+ 1
2 ) . The numerical flux function can be any of the usual methods, for example the upwind flux
Time discretization
We use the IMEX schemes from [2] . The time-step size is denoted by ∆t. In the first-order scheme, the forward-backward Euler scheme is used. For the particular system (27) , this reads
In the minimally implicit variant MM1 we haveΓ ρ = 0 and thus the implicit solve for density reduces tō ρ n+1 =ρ * . Lemou and Mieussens proved that their scheme is stable under the time step restriction
We do not try to prove a stability result, but all out computations indicate that this choice leads to a stable scheme. The microscopic time step restriction comes from the CFL condition in the discretization of the transport part and is given by
On the macroscopic scale, the scheme must respect the stability condition of the diffusion approximation as well as the CFL condition from advection:
Remark 1 (Glioma equation). Considering the glioma equation (16) , the implicit part in the MM1 scheme can be solved analytically. We have
which is easily solved for the update:
This is of course no longer possible for the schemes MM1i and MM2i with implicitly discretized volume terms.
The second-order scheme has to be chosen carefully to keep the asymptotic preserving property. The subclass of stiffly accurate schemes in [2] , in which the updated solution is identical to the last stage in a time-step, seems to maintain the AP-property. The second-order time-stepping scheme for (27) is
with the constants
Our numerical experiments indicate that the time step (30) needs to be restricted further by a factor of 0.2 to achieve stability with this scheme.
The asymptotic limit of the scheme
We consider the first-order minimally implicit variant which can, with some reordering of the steps, be written asḡ
).
This looks already like a discrete version of the derivation of the diffusion limit (10) where we first computed the perturbation and then inserted this into the density equation. In the diffusion limit, only those terms with an 1 ε 2 in front remain. Thus the implicit perturbation update reduces to
Combining these two expressions yields
Finally, we get the limit of the scheme as ε → 0, when we insert this expression into the update for the density:
This is an explicit scheme for the density ρ n+1 r . The updated value ρ n+1 r only depends on the previous values on the same dual cell Ω r and those cells Ω s which are connected to it with at least a vertex, i.e.,
On a square grid in two dimensions, this is equivalent to
For the special case that the equilibrium E and the factors κ D , κ a are constant in space, we write the resulting scheme as one equation for the density by eliminating the perturbations. After tedious calculations, we arrive at
with approximations to the diffusion
and drift
wherein D is the diffusion tensor from (11) and a is the drift vector from (12) . If the diffusion tensor is the identity D = I, which is the case for example in the glioma equation with isotropic equilibrium E(v) = 1, then the discrete diffusion reduces to a diagonal five-point stencil:
In this special case, the presented AP-method is identical to the nodal scheme proposed in [8] . As already discussed therein, the scheme leads to a decoupling of meshes. If we start with a Dirac initial condition on cell (l, m), only every other cell (l + l , m + m ) with l + m = 2q will ever receive some mass. Computations of this linesource test show a strong checkerboard pattern, see Figure 3a .
The drift is approximated by a central scheme, which is also not ideal. For example, inserting the first unit vector a = (1, 0) for the drift, we get
In the next two subsections we show how to modify the AP-method in such a way that the diffusion and drift are better approximated in the limit. Particularly, on a tensor-product grid the diffusion will be approximated by a standard five-point stencil, and the drift by an upwind method.
An improved diffusion stencil in the limit
In the last section we have seen that the numerical diffusion approximation results from a concatenation of the macroscopic fluxes ∆tΦ Recall the flux over primal faces in the most general form:
Together with a piecewise constant reconstruction of the density ρ Ω r = ρ r this results in the formulation
This is a sum of constant fluxes over the facets ∂ω , Φ that use different quadratures on different faces. In the (ξ, +)-variant, the flux on ξ-normal faces is evaluated at the upmost points, but for the η-normal faces the midpoint rule is used:
Similarly the (ξ, −)-variant uses evaluations at the lowest points in ξ-normal faces:
The other variants are defined analogously for the η-normal faces. The shifted evaluations are zeroth-order accurate Gauss-Radau quadrature rules, which is sufficient for a first-order scheme. In a second-order scheme, they have to be replaced by the correct first-order Gauss-Radau rules. We use each flux variant in the perturbation update g . Now we modify the density flux Φ ρ (l,m) . In each flux over a dual facet, the 'correct' variant of the perturbation is used: 
The same tedious calculations as in the previous Section 4. 4 show that the diffusion is approximated by
in the limit, which is the classical five-point stencil
if the diffusion tensor is isotropic D = I. 
Remark 2 (Extension to three dimensions). In three space dimensions the procedure is structurally very similar but the notation becomes even more unwieldy. The computational cost also increases, because we need twelve variants, four for each normal direction. For example, in the variant

Upwind discretization of the drift in the limit
The limit drift approximation follows from a concatenation of the macroscopic flux
Using an average densityρ j weighted by the subcell volumes as in (29) leads to a central approximation of the drift. But we know the local drift direction
and want to assign more weight to those cells Ω r that are upwind of the center x j . We write x * j for the intersection of the ray x j − τa j , τ ∈ R + with the cell boundary ∂Ω j . Then we defineρ
with a continuous, piecewise linear reconstruction ρ by hat-functions. This is of course only a first-order accurate approximation of the drift.
Treatment of boundary conditions
We consider only boundary conditions that preserve mass. On a macroscopic level this translates to a zero-flux Robin-type boundary condition for the density in (10):
This does not determine the boundary conditions on the microscopic level uniquely. All microscopic boundary conditions for f that can be cast into the class of reflective boundary conditions preserve mass. At a reflective boundary, the values f (v) are prescribed for incoming velocities v · n < 0 and follow from the outgoing values via the reflection integral:
Of course, the reflection kernel B is defined such that the net mass flux across the boundary is zero, that is, it fulfills
From the last line, we see that this is the case if
holds. To see the boundary condition for g that is equivalent to (32), we insert the micro-macro decomposition (20) and obtain
If the kernel is not compatible with the equilibrium state then in the limit when ε tends to zero, g becomes unbounded at the boundary and we need to solve a half-space problem to compute the boundary condition.
Here we do not want to consider boundary layers and therefore demand that (32) hold for the equilibrium state E. Then we have the condition
for g. The value for ρ is left unconstrained. For the kernel, we consider two options. The 'u-turn' kernel models that cells turn around 180 degrees when encountering a wall, independent of the angle of collision. It is given by
Because the equilibrium fulfills E(v) = E(−v), the reflection equation (32) holds for the equilibrium. It is easy to check the zero-mass-flux condition (33) for this kernel.
Another option is that after a collision with the wall, the incoming particles are in equilibrium
This so-called thermal boundary condition can be achieved with the kernel
The parameter α is defined by
to fulfill the zero-mass-flux condition (33) . For a symmetric equilibrium we have α = 1 and thus the boundary condition is compatible with the equilibrium.
Remark 3 (Specular reflection). The specular reflection kernel
B spec (v, v ) = δ v (v − 2(v · n)n)
models hard-sphere collisions between particles and the wall. It conserves mass, but is not compatible with the equilibrium in general, only if the equilibrium is mirror symmetric around the outer boundary
If we want to, we can additionally constrain the density
Then, together with (31) this implies a condition for ∇ x ρ 0 , which can always be fulfilled because D is invertible. On the particle level, this means that we get the additional condition
Discretization of the velocity space by a linear spectral method
The scheme that we derived in the previous sections is discrete in time and space. It remains to find a suitable discretization for the velocity. We use a linear spectral Galerkin method based on real-valued spherical harmonics, which is a slight modification of the well-known P N method [7, 16, 31] . First we define the spherical harmonics basis for the full space L 2 (S 2 ) of particle distributions f . A basis for the constrained space of perturbations g from Lemma 1
is then obtained by removing the first element in the full basis. We collect the 2l + 1 harmonics of exactly order l in the vector m (l) . For example, there is one zerothorder harmonic m (0) = 1 √ 4π
, and there are three first-order harmonics
For an exact definition of the real-valued spherical harmonics refer to [31] . The (N + 1) 2 
We obtain bases for the constrained space V , and corresponding finite-dimensional subspaces by omitting the function m 0 :
A perturbation g has a unique basis representation
wherein the coefficients u ∞ i are equal to the moments
because of the orthonormal property. The orthogonal projection of g onto the finite-dimensional subspace V h is
with moments
The discrete-in-velocity approximation of problem (23) is to find (ρ, g) that solve
This is a set of n + 1 = (N + 1) 2 equations for the n + 1 unknowns (ρ, u). The individual terms therein are
The equations are coupled through the flux moments vg ∈ R S , vga ∈ R n×S and moments of the collision term and source on the right hand side. The macro equation is coupled with the micro equations through the moments
In general, i-th order flux moments vga (i) can be written as a combination of the moments ga (i+1) = u (i+1) of order i + 1. Usually this relation is written in matrix form. For instance for the ξ-component of the velocity, we write
For details on how to compute these matrices for the full basis m, see for example [31] . Due to orthogonality of the basis, we can simply remove the first row and column of the matrix v ξ mm to get the matrices for the restricted basis a. Because the turning operators are linear, we can also write their contribution to the moment system in matrix form:
Remark 4 (Turning operators in the glioma equation). From equation (15) we have
and C D = −I. The turning perturbation is given by
Its moments are
L a (g)a =λ H ∇ x Q · ( Ea vg − vga )
The dot product is between components of the gradient ∇ x Q and components of the velocity v. The moments appearing in this expression have been calculated before. With some abuse of vector notation, we have
Because the source is just the identity Sf = f , the source moments can be simplified to
Remark 5. Equation (36) is equivalent to the moment system
for the original equation (9) with the approximation f and moments w of the particle distribution f given by
The space and time discretization can be carried over to the moment system without change.
Results
Whenever we know the analytical solution to a problem, we use it to numerically evaluate the convergence of our code with respect to grid refinement. One such convergence test consists of L + 1 runs with identical parameters but increasing grid refinement, starting with M 0 grid points per space direction and increasing by a constant factor r in each step. In run l, the number of grid points per dimension is then
and the size of each grid cell
The error e l in each run is defined as the L 2 -difference between the computed density ρ l and the exact solution ρ ex , evaluated at the final time T
The integral is computed by a quadrature of appropriate order. Convergence rates between successive refinement steps are computed with the formula log(e l ) − log(e l+1 ) log(∆x l ) − log(∆x l+1 ) .
In the presentation and discussion of results, we will make use of the pointwise relative difference
between two functions f (x), g(x). In error plots, a signed truncated logarithmic scale
is useful to show a wide range of absolute values as well as their signs. All computations are performed on the glioma model from Section 2.3 with the peanut distribution (14) . When not otherwise mentioned, we use the minimally implicit scheme with the stencil improvements from Section 4.5 and Section 4.6. For the computations in Section 6.1 and Section 6.3 we need to prescribe the macroscopic diffusion tensor D T . We achieve this by constructing artificial values for the water diffusion tensor
according to the inverse of (18). Whenever we prescribe the macroscopic drift a T , we define the volume fraction Q according to the inverse of (19):
When the physical values of D T , a T are given together with X we can compute corresponding parameters c, λ 0 , λ 1 for the microscopic glioma equation using the scaling relations in Section 2.2:
Fundamental solution of the limit equation
When the diffusion tensor D and drift a are constant and the growth factor θ is zero, the limiting advection-diffusion equation in physical coordinates (13) has the fundamental solution
Our scheme should reproduce this solution when ε is small. For the test we choose
Herein the matrix R rotates e 1 onto the main diffusion direction (−1, 2, 0) . We choose a characteristic diffusion speed D 0 = 1 100 . We perform two tests, one without drift, i.e., a 0 = 0, and one with drift speed a 0 = 0.1.
To smoothen the initial Dirac-delta distribution, we choose the initial condition ρ(0, x) = ρ 0 ,f (t O , x) with the time offset t O = 0.
Then the solution at time t is given by ρ 0 ,f (t + t O , x).
First we test convergence of the first and second order schemes with respect to grid refinement, starting at a 40 × 40 grid and refining by factor 1.5 five times. The analytical solution is of course only valid in the diffusion limit, therefore we choose ε = 10 −5 . The L 2 error over the number of grid points is plotted in Figure 4a . Without the drift term, both schemes converge with second order accuracy to the analytic solution, as is to be expected for a discretization of the pure diffusion equation. With the drift, the order of both schemes is reduced to about 0.9 and absolute errors are also much greater.
We are also interested in convergence as ε tends to zero. From the grid refinement study, we see that at about 200 × 200 grid points, the error is roughly 2 × 10 −5 without drift and 4 × 10 −4 with the drift term. As ε approaches zero, we expect the total error to be dominated by this discretization error. In Figure 4b , the L 2 error of the first order scheme at 200 × 200 grid points is plotted, over values of ε from one to 10 −9 . We observe that the error levels out at the expected discretization error below a threshold value of ε-roughly 10 −4 without drift and 10 −3 with drift. Note that for certain intermediate values of ε, the error reaches a local minimum slightly below the limit discretization error because kinetic effects cancel out some of the numerical diffusion of the scheme. Numerical solutions in the kinetic to intermediate regime (ε ∈ [0.1, 0.01]) are shown in Figure 5 . In the kinetic regime, the problem is similar to the linesource problem 25 [16] ; only for anisotropic scattering. Indeed the P 1 solutions feature a single ellipsoid wave, which travels at speed 1 √ 3 c in the main diffusion direction and is biased towards the drift direction. With decreasing ε the diffusion dominates and the wave maximum is smeared out into a Gaussian. Below ε ≈ 10 −2 the solutions are too similar for direct visual comparisons. Therefore, in Figure 6 we show relative differences on a signed logarithmic scale instead. Figure 6a to Figure 6f show relative differences between the numerical solution and the fundamental solution to the diffusion equation (37) . Although not visible from a plot of the solution, at ε = 10 −2 still has some small kinetic effects(see Figure 6a ) of relative magnitude 10 −2 . In Figure 6f the relative difference between the numerical solutions at ε = 10 −3 and ε = 10 −9 is plotted. We see that already at ε = 10 −3 the discretization error dominates the kinetic effects. From Figure 6b we see how the kinetic effects cancel some of the numerical diffusion. The numerical diffusion from the drift discretization becomes apparent from Figure 6e : Looking in drift direction the solution at ε = 10 −9 overestimates the fundamental solution before and after the peak and underestimates at the peak.
With the fundamental solution we can also quantify the numerical diffusion of the scheme. We fit a multivariate Gaussian to the numerical result and view the corresponding estimated diffusion tensor as the sum of the exact diffusion tensor and a contribution from the numerical scheme. In Figure 7 , the two eigenvalues and the main direction of this estimated numerical diffusion are plotted. We observe that numerical diffusion converges at the same rate as the L 2 error. When the drift term is active, it dominates the overall numerical diffusion by two orders of magnitude and the main axis of the numerical diffusion is parallel to the drift direction. Without the drift, we observe an interesting difference between the MM1 scheme and the MM2 scheme. For the MM2 scheme, both eigenvalues are positive and their ratio is close to the anisotropy factor 2.5. Additionally, the main axes of physical and numerical diffusion are aligned. Thus, the numerical diffusion is proportional to the physical diffusion. In the MM1 scheme the ratio of eigenvalues and main axis is the same. However, both eigenvalues are negative, which indicates that the leading numerical error is dispersive rather than diffusive. The numerical solution to the fundamental solution test of Section 6.1, using the MM1-P 1 scheme. The density ρ is depicted for solutions with various values of ε, ranging from the kinetic regime ε = 0.1 in 5a to the intermediate regime in 5f with ε = 10 −2 .
Convergence analysis with manufactured solutions
Convergence tests with manufactured solutions are useful to detect errors in the scheme and bugs in its implementation. If we achieve the expected convergence order we can be more confident that we actually solve the correct problem.
We only consider the two-dimensional setting. On the domain
we prescribe the solution
In terms of the density and perturbation, this is expressed as The numerical solution to the fundamental solution test of Section 6.1, using the MM1-P 1 scheme. Each plot shows the relative difference in density ρ between two solutions on a signed truncated logarithmic scale. Figure 6a -6e show the relative difference between the numerical solution at various ε, and the exact solution (37). Figure 6f shows the difference between the numerical solutions at ε = 10 −3 and ε = 10 −9 .
The analytic solution at final time is simply ρ ex t= 1 4 ≡ 2, g ex | t= 1 4 ≡ 0. We choose a solution with zero micro part, because this makes the expression for the source easier. Nevertheless, due to the coupling of the micro and macro parts, errors in the g equation can still be detected with this method. The sixth-order polynomial
is carefully chosen such that its value, and its first and second derivative are zero at the boundary: 0 = p 6 (0) = p 6 (1) = p 6 (0) = p 6 (1) = p 6 (0) = p 6 (1).
We add artificial source termsŜ ρ ,Ŝ g to the right hand side of (21), (22) and insert the solution (38) to obtain Figure 7 : Estimates of the numerical diffusion of the MM1 and MM2 schemes using the fundamental solution. Shown are the larger eigenvalue of the numerical diffusion tensor in 7a, the smaller eigenvalue in 7b and the direction of the main eigenvector in 7c for each scheme without and with the drift term.
that will produce the desired solution.
To see the correct order, we need of course a smoothly varying fiber distribution. Here we use a distribution with increasing anisotropy along the ξ-axis:
In each convergence test, we refine the grid five times, starting at 20 grid points and increasing by a factor of 1.5 in each step.
We set δ = 0.1 and ignore natural growth, i.e., set θ = 0. Convergence tests were run with the first and the second order code, each with advection ν = 10 and without advection ν = 0. Each of these tests was repeated for different values of the scaling parameter ε ranging from one to 10 −5 . The results are plotted in Figure 8 .
Without the drift ν = 0, the first order code (see Figure 8a) shows the expected first order of convergence in the kinetic regime ε = 1 and second order of convergence in the diffusive regime ε = 10 −5 . In the transition between the regimes, the convergence order increases from one to two. As expected, this increase in order is lost when the drift term is active (see Figure 8c ) and the convergence order is one for all considered values of ε. We observe second order convergence for the second order code without drift, independently of the flow regime(see Figure 8b) . However, presence of the drift term reduces the order to one(see Figure 8d ). This is due to the first order approximation of the drift term. The second order code still produces smaller absolute errors than the first order code. Interestingly, absolute errors for the second order code are much smaller with ε = 1 compared to all other values of ε.
Strong discontinuities in the diffusion coefficients
The coefficients in the glioma model from Section 2.3 are estimated from DTI measurements of the brain, which give a water diffusion tensor D W per voxel. Voxels typically have a length of a few millimeters. On each voxel, the tensor is assumed constant and as such the resulting coefficients jump across the voxel boundaries. Apart from these artifacts, there are genuine jumps in the data when the underlying tissue orientation changes rapidly. Thus we are interested in the behavior of our scheme in the presence of discontinuous coefficients, especially if ε is small.
In the context of flow through porous media, a number of benchmarks with strong jumps in the diffusion coefficient have been developed [13, 30] . We adapt two benchmarks with an analytical solution for our scheme. The first is a special case of a benchmark with discontinuities in permeability at quadrant boundaries from Eigestad and Klausen [13] which we call isotropic quadrants test. The domain is divided into four quadrants of which each is assigned a constant and isotropic permeability. The other test is similar to the 'piecewise uniform flow' in [13] . It features two domains of constant diffusion tensor with a single discontinuity. But here we align the discontinuity with the x 2 -axis and choose constant anisotropic diffusion tensors whose main axes meet at an angle at the interface.
Note that the benchmarks are designed for the stationary porous media equation
Our code is neither stationary nor does it solve the porous media equation. If growth and drift are neglected, the code should approximately solve
for small ε. However, we can run the simulations for a long enough time T * , until a steady state is reached and choose a very small ε, e.g., 10 −5 . In the steady state, the choice of δ does not play a role. Effectively, this is a very inefficient iterative solver of the stationary equation. As a convergence criterion we use the relative L 2 -difference between successive time steps, i.e, we abort the simulation if
In the benchmarks, we prescribe Dirichlet boundary conditions for ρ according to the exact solution and Maxwellian boundary conditions (34) for the micro equation g.
Quadrants with jump in permeability
First, we switch to polar coordinates ξ η = r cos(θ) sin(θ) . 
The i-th quadrant is then
with coefficients α, a i , b i determined by the continuity of the density and the flux at the interfaces. Continuity of the density gives the four conditions Here we used that on each quadrant the coefficients are constant. Altogether we have eight conditions for nine coefficients. We arbitrarily set a 0 = 1 and solve for the remaining coefficients numerically.
Similar to [13] , we take the permeability κ equal at diagonally opposite quadrants, and set κ 0 = κ 2 = 100,
In the code this is achieved by prescribing the turning rate λ 0 (x) = 3 κ and an isotropic water diffusion tensor D W = I.
The coefficients that belong to this choice are listed in Table 1 . They are identical to the values reported in [13] . A plot of the analytic solution (40) corresponding to these coefficients is shown in Figure 9a . Due to the discontinuous permeability, the solution to the diffusion equation only belongs to the fractional Sobolev space H 1+α−ν , ∀ν > 0, i.e., it is at most 1 + α times differentiable. Therefore the maximum order of convergence we can expect with respect to grid refinement is 2α. We performed a grid refinement study with five refinements, a refinement factor of 1.5 and 20 grid points on the coarsest grid. Surprisingly the observed order of convergence(see Figure 9b) is about 0.4-significantly greater than the theoretical order 2α ≈ 0.25. The error at 45 grid points is exceptionally large because for an odd number of grid points, the quadrant boundary does not coincide with primal cell edges.
Interface with change in diffusion tensor axis
In this test, the diffusion tensor is constant but anisotropic on the left and right half-planes. At the interface-the η-axis-there is an abrupt change in the main direction of diffusion. Let R(θ) ∈ SO(3) a rotation around the ζ-axis with angle θ. The diffusion tensor field is parametrized by left and right anisotropies a L , a R and left and right angles of main diffusion θ L , θ R :
The piecewise linear function and continuity of the normal fluxes translates to
We compute two different situations whose parameters are summarized in Table 2 and that only differ in the tangential flux at the interface, which is determined by s L η . In the first test there is no tangential flux at the interface. In this case the numeric solution is identical to the analytic solution. However, in the second test in which the tangential flux component is not zero, the numeric solution differs significantly from the analytic solution. Relative differences in density and flux between the computation results on a 50 × 50 grid and the analytic solution are plotted in Figure 10 . The errors are largest at the interface, especially at the lower and upper boundary. In density the error is about 10%, but in the fluxes it reaches 300%.
Computation using DTI data from human brain
To demonstrate the full capabilities of the scheme we compute the model of glioma invasion in the human brain (see Section 2.3) with the parameters in Table 3 . We do not claim that these parameters, which are similar to those in [15] , are accurate at all, not even to an order of magnitude. But the results are qualitatively similar to clinical observations (see e.g. [33] ) and therefore serve as a starting point to test the scheme under more realistic conditions. The diffusion tensor field D W is the same as in [11, 15] . It remains to estimate the volume fraction Q[D W ](x) and the functionλ H . We use the same estimates as in [11, 14] , namely
. for the volume fraction andλ
for the activation function, with positive constants k + , k − . We are not interested in absolute values of ρ but rather in the ratio ρ ρ cc and therefore set the carrying capacity ρ cc = 1 in the computations. A two dimensional slice through the three dimensional data set is visualized in Figure 11a . The two dimensional computations are performed on a 40mm × 40mm square subset of that slice. We simulate the tumor growth over a time span of two years starting from its original appearance at an isolated site. Therefore, initially we set ρ = 1 on the grid cell at the center of the computation domain and ρ = 0 everywhere else. It is reasonable to assume that the tumor starts in equilibrium, i.e., g(0, x) = 0 everywhere. In Figure 11 snapshots of the simulated density ρ at half-year intervals are shown. The tumor evolves basically like a traveling wave in the Fisher equation with heterogeneous wave speed due to the heterogeneous diffusion tensor and drift. We observe an increased speed of the invasion front along the white matter tracts. The solution inside the tumor is almost stationary and fluctuates around the carrying capacity of the growth. Note that due to the drift, the model allows migration into regions that are already full and thus the density can become larger than the carrying capacity. This can be seen in Figure 11f , wherein we show contours of ρ at selected percentages of the carrying capacity.
Next we compare solutions of the model with different settings. Therefore, in Figure 12 we plot the 10% contour lines of the solution at the final time of two years.
In Figure 12a , we compare solutions for various values of ε, between ε = 10 −3 and ε = 10 −10 . The original parameters describe a situation very close to the diffusion limit, with ε ≈ 3.3 × 10 −6 . As we can expect from the results in Section 6.1 there is no difference between the original model and the model with ε = 10 −10 . However, we start to see differences when we artificially choose a greater ε. Generally the invasion front is faster for greater because due to a reduced turning rate individual cells have a higher chance of overtaking the diffusive invasion front. At ε = 10 −4 we observe a distance of contours comparable to the 2mm resolution of the DTI data set. This value of ε corresponds to the cell speed c ≈ 6.9 × 10 −6 mm s , which is about a hundredth of the original value, and turning rates λ 0 ≈ 8.6 × 10 −4 , λ 1 ≈ 1.1×10 −1 approximately one thousandth of the original rates. Thus the kinetic model could be relevant for cell species that migrate very slowly and change their orientation very rarely (in this example once every twenty minutes).
We also investigate the influence of the spatial and temporal discretization scheme on the solution and compare the MM1, MM1i, MM2, MM2i schemes (see Figure 12b) . The second-order variants MM2 and MM2i agree very well in most of the domain. The contours of both second-order schemes lie between the contour for the MM1 scheme on the inside and the contour for the MM1i scheme on the outside everywhere. Hence the MM1 scheme seems to underestimate the invasion front, whereas the MM1i scheme overestimates it. Considering the explicit and implicit distretizations ofẋ = x, this behavior is to be expected.
Because the situation is very close to the diffusion limit, higher moment orders in the velocity discretization make no difference to the solution. In Figure 12c the contours for the P 1 and the P 3 solutions are plotted and are visually identical.
Finally, we compare the solution of the two-dimensional model with a slice of the three dimensional model (see Figure 12d ).
Discussion
The goal of this work was to develop a numerical tool for a special class of transport equations that lead to an advection-diffusion-reaction equation in the parabolic limit. This method should be applicable to a wide range of scaling regimes, from almost free transport to very close to the diffusion limit. One example of an application that is very close to the parabolic limit is a model of glioma invasion in the human brain. The method was developed mainly with this model and the corresponding data in mind. This means that in the implementation, we could take advantage of the simplifications it offers; for example that the turning operator is explicitly invertible or that the equilibrium distribution is of a quadratic form. But probably the most significant influence on the method development came from the associated data. DTI data are measured and delivered on regular grids with fixed spatial resolution. On each grid cell, the water diffusion tensor is assumed constant, because there is no natural way to interpolate between those tensors. To avoid interpolation artifacts in the solution, the space discretization has to use the same grid as the original data. As a consequence, the method was implemented only for tensor-product grids and not tested for more general grids. However, the method has to address the strong heterogeneities and discontinuities of the DTI data. As a starting point for our scheme, we used the method developed by Lemou and Mieussens [26] . This scheme employs a micro-macro decomposition and discretizes the microscopic and macroscopic components on different parts of a staggered grid. In this work, we generalized the method to an asymptotic preserving finite-volume formulation on primal-dual mesh pairs that works in two and three space dimensions. In the description of the method, we used a mostly mesh-agnostic notation because we are confident that it also is applicable on unstructured meshes. Most parts of the implementation in DUNE [1] are already written mesh-independently, but a complete implementation is still only available for tensor-product grids. Development and testing of the unstructured implementation are left for the future.
To discretize the velocity space in the micro equation, we employ the method of moments. More specifically, we use spherical harmonic basis functions and a linear reconstruction ansatz. In the diffusive regime, first-order basis polynomials are accurate enough, which means that only one degree of freedom per space dimension is needed. Compare this to the discrete ordinates method, that needs at least two degrees of freedom per space dimension to maintain symmetry. For successively less diffusive regimes, higher moment orders can be added as needed. Of course, in the kinetic regime the linear moment method has the usual drawback of producing unphysical Gibb's phenomena. But this is not a problem in the diffusive regime.
For asymptotic preserving methods, one special point of interest is resulting discretization in the parabolic limit. We show the limit diffusion and drift approximations only for a very simplified settingregular grid with constant isotropic coefficients-but this is enough to identify two drawbacks of the basic method. First, the limit diffusion approximation is a five-point diagonal stencil that leads to a decoupling of grids and spurious oscillations. The same effect was also described in [8] and seems to be a general problem for primal-dual discretizations. We propose alterations of the basic method that effectively allows us to modify the limiting discretization of the diffusion and drift terms. In effect, this leads to the classical five-point stencil for the diffusion and an upwind approximation of the drift. However, the drift discretization comes at the price of being inherently first-order accurate.
We perform a wide range of benchmarks to numerically test some of the method's properties. The fundamental solution test demonstrates that the method indeed is asymptotic preserving and in the limit converges with the correct order to the fundamental solution. Moreover, we use this benchmark to estimate properties of the modified equation of the scheme. Of special interest is the behavior of the method in presence of strong discontinuities as encountered in the DTI data. For this, we adapt two stationary benchmark tests from the porous media community. The scheme deals well with strong jumps in permeability and has surprisingly a higher rate of convergence than could be expected from the regularity of the solution. Also, jumps in diffusion direction across an interface are resolved well, as long as the flux is only normal to the interface. Any tangential flux drastically reduces the approximation quality. Last but not least we demonstrate the capabilities of the method in the glioma invasion model. Although the parameters are only very rough estimates, the overall situation is similar to the application. The method performs well even on the coarse and heterogeneous real-world DTI data. 
