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Abstract—We consider the problem of joint estimation of struc-
tured inverse covariance matrices. We perform the estimation
using groups of measurements with different covariances of the
same unknown structure. Assuming the inverse covariances to
span a low dimensional linear subspace in the space of symmetric
matrices, our aim is to determine this structure. It is then utilized
to improve the estimation of the inverse covariances. We propose
a novel optimization algorithm discovering and exploiting the
underlying structure and provide its efficient implementation.
Numerical simulations are presented to illustrate the performance
benefits of the proposed algorithm.
Index Terms—Structured inverse covariance estimation, joint
inverse covariance estimation, graphical models.
I. INTRODUCTION
Large scale covariance and inverse covariance estimation
using a small number of measurements is a fundamental prob-
lem in modern multivariate statistics. In many applications,
e.g., linear array processing, climatology, spectroscopy, and
longitudinal data analysis statistical properties of variables can
be related due to natural physical features of the systems.
Such relations often imply linear structure in the corresponding
population covariance or inverse covariance matrices.
In this paper we focus on structured inverse covariance
(concentration) matrix estimation. There are plenty of exam-
ples of inverse covariance estimation with linear structure. A
partial list includes banded [1]–[3], circulant [4], [5], sparse
(graphical) models [6], [7], etc. An important common feature
of these works is that they consider a single and static
environment where the structure of the true concentration
matrix, or at least the class of structures, as in the sparse case,
is known in advance. Often, this is not the case and techniques
are needed to learn the structure from the observations. A
typical approach is to consider multiple datasets sharing a
similar structure but non homogeneous environments [8]–[12].
This is, for example, the case in covariance estimation for
classification across multiple classes [13]. A related problem
addresses tracking a time varying covariance throughout a
stream of data [14], [15], where it is assumed that the structure
changes at a slower rate than the covariances themselves [16].
Here too, it is natural to divide this stream of data into
independent blocks of measurements.
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Our goal is to first rigorously state the problem of joint
concentration matrices estimation with linear structure and
derive its fundamental lower performance bounds. Secondly,
we propose and analyze a new algorithm of learning and
exploring this structure to improve estimation of the inverse
covariance matrices. More exactly, given a few groups of
measurements having different covariance matrices each, our
target is to determine the underlying low dimensional linear
space containing or approximately containing the concentra-
tion matrices of all the groups. The discovered subspace can
be further used to improve the inverse covariance estimation
by projecting any unconstrained estimator on it. Most of the
previous works considered particular cases of this method, e.g.
factor models, entry-wise linear structures like in sparse and
banded cases, or specific patterns like in banded, circulant and
other models. We propose a new generic algorithm based on
the idea of Lasso regression, [17]. Namely, our method seeks
for minimizing the joint negative log-likelihood penalized by
the dimensionality of the subspace containing the inverse
covariances.
In [18] we considered a similar setting, where the co-
variance matrices, rather than their inverses, share the same
linear structure. There we approached the problem of low
dimensional covariance estimation using the Truncated SVD
(TSVD) technique applied to the sample covariance matrices
(SCM-s) of the groups of measurements. The reason we do
not use the TSVD approach in the case of concentrations
is that it would require inversion of the SCM-s, which be-
comes problematic when the number of samples in groups
is relatively small. The algorithm we propose here avoids
this restriction and demonstrates good performance even when
the amount of measurements is scarce. Due to its Lasso-type
construction, our algorithm naturally involves regularization
parameter, which can be tuned using cross-validation schemes.
Instead, we propose a simple closed form and data dependent
tuning approach.
The rest of the text is organized as following: first we
introduce notations, state the problem and illustrate examples.
Then we derive the lower performance bound, propose our
Joint Inverse Covariance Estimation (JICE) technique and
an efficient numerical method computing it. In addition, we
provide an upper performance bound for the JICE algorithm
and demonstrate its application to the regularization parameter
tuning. Finally, we perform numerical simulations demonstrat-
ing the advantages of the proposed algorithm.
Given p ∈ N, denote by S(p) the l = p(p+1)2 dimensional
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linear space of p × p symmetric real matrices. Id stands
for the d × d identity matrix. For a square matrix M, its
Moore-Penrose generalized inverse is denoted by M†. For any
two matrices M and P we denote by M ⊗ P their tensor
(Kronecker) product. σ1(R) > · · · > σr(R) > 0 stand for
the singular values of a rectangular matrix R of rank not
greater than r. If M ∈ S(p), we denote its eigenvalues by
λ1(M) > · · · > λp(M) and write M  0 if λp(M) > 0. ‖·‖F
denotes the Frobenius, ‖·‖2 - the spectral and ‖·‖∗ - the nuclear
(trace) norms of matrices, correspondingly. For any symmetric
matrix S, s = vech (S) is a vector obtained by stacking
the columns of the lower triangular part of S into a single
column. In addition, given an l dimensional column vector
m we denote by mat (m) the inverse operator constructing
a p × p symmetric matrix such that vech (mat (m)) = m.
Due to this natural linear bijection below we often consider
subsets of S(p) as subsets of Rl. In addition, let vec (S) be
a p2 dimensional vector obtained by stacking the columns of
S, and denote by I its indices corresponding to the related
elements of vech (S). Finally, we write x ∼ N (0,Q) when x
is a centered normal random vector with covariance Q.
II. PROBLEM FORMULATION AND EXAMPLES
Consider a heterogeneous Gaussian model, namely, assume
we are given K > l = p(p+1)2 independent groups of real p
dimensional normal random vectors
xik ∼ N (0,Qk), i = 1, . . . , n, k = 1, . . . ,K, (1)
with n i.i.d. (independent and identically distributed) samples
in each group and covariances
Qk = E[xkxTk ], k = 1, . . . ,K. (2)
We assume that the inverse covariances
Tk = Q
−1
k  0, k = 1, . . . ,K, (3)
exist and span an r dimensional linear subspace of S(p). Our
main goal is to estimate this subspace and use it to improve
the concentration matrices estimation.
Let us list a few common linear subspaces which naturally
appear in typical signal processing applications.
• Diagonal: The simplest example of a structured concen-
tration matrix is a diagonal matrix. This is often the case
when the noise vectors are uncorrelated or can be assumed
such with great precision. In this case r = p. Note that the
diagonal structure remains unaltered under inversion, thus
making diagonal concentration equivalent to the diagonal
covariance case, considered in [18].
• Banded: It is often reasonable to assume that the non-
neighboring elements of a normal random vector are con-
ditionally independent given all the other elements. Specif-
ically, claiming that i-th element of the random vector is
conditionally independent on the h-th if |i−h| > b leads to
the b-banded inverse covariance structure. The subspace of
symmetric b-banded matrices constitutes an r = (2p−b)(b+1)2
dimensional subspace inside S(p). Banded inverse covari-
ance matrices are ubiquitous in graphical models, [6], [7].
• Circulant: The next common type of structured concentra-
tion matrices are symmetric circulant matrices, defined as
T =

t1 t2 t3 . . . tp
tp t1 t2 . . . tp−1
...
...
...
. . .
...
t2 t3 t4 . . . t1
 , (4)
with the natural symmetry conditions such as tp = t2,
etc. Such matrices are typically used as approximations to
Toeplitz matrices which are associated with signals obeying
periodic stochastic properties, e.g. the yearly variation of
temperature in a particular location. A special case of such
processes are classical stationary processes, which are ubiq-
uitous in engineering, [4], [5]. Symmetric circulant matrices
constitute an r = p/2 dimensional subspace if p is even and
(p+1)/2 if it is odd. Interestingly, like in the diagonal case,
this structure does not change under inversion, [19], making
the estimation problems in covariances and concentrations
analogous, [18].
• Sparse: Sparse inverse covariance models generalize banded
structures and are very common. In multivariate Gaus-
sian distributions zero entries of the concentration reveal
conditional independences. When graph representation is
utilized to express the relations between the variates, zeros
in inverse covariance are translated to missing edges in the
graph making it sparse. Recently, Gaussian graphical models
have attracted considerable attention due to developments
in biology, medicine, neuroscience, compressed sensing and
many other areas, [6], [7], [20], [21]. Unlike the previous
examples, most of the literature treating graphical models
does not assume the graph structure to be known in advance
and aims at learning this structure.
In the following it will be convenient to use a single matrix
notation for the multiple concentration matrices
tk = vech (Tk) , k = 1, . . . ,K, (5)
Y = [t1, . . . , tK ]. (6)
Using this notation, the prior subspace knowledge discussed
above is equivalent to a low-rank constraint
Y = UZ, (7)
where U ∈ Rl×r and Z = [z1, . . . , zK ] ∈ Rr×K . Essentially
our problem reduces to estimation of Y assuming it is low-
rank. In the analysis we will assume r is known in advance,
but the algorithm we propose recovers it from the data. Note
that unlike [18], we assume a linear model in (7) and not
affine, meaning that we do not separate the mean explicitly.
The reason is that the additional intercept term complicated
the derivations and have not led to significant gains in our
numerical simulations.
III. LOWER PERFORMANCE BOUNDS
We begin by addressing the inherent lower performance
bounds. For this purpose we use the Cramer-Rao Bound
(CRB) to lower bound the Mean Squared Error (MSE) of
any unbiased estimator Ŷ of Y, defined as
MSE = E
[∥∥∥Ŷ −Y∥∥∥2
F
]
. (8)
The MSE is bounded from below by the trace of the
corresponding CRB matrix. To compute this matrix, for each
i we stack the measurements xik into a single vector
xi =
x
i
1
...
xiK
 ∼ N (0,T−1), i = 1, . . . , n. (9)
where the block-diagonal matrix T is defined as
T(U,Z) = diag {T1, . . . ,Tk}
= diag {mat (Uz1) , . . . ,mat (UzK)} . (10)
Here the operator diag {T1, . . . ,TK} returns a block-diagonal
matrix of size pK×pK with Tk-s as its diagonal blocks. The
Jacobian matrix of this parametrization reads as
J =
∂T
∂(U,Z)
=

∂t1
∂U
∂t1
∂z1
0 . . . 0
∂t2
∂U 0
∂t2
∂z2
. . . 0
...
...
...
. . .
...
∂tK
∂U 0 0 . . .
∂tK
∂zK

=

zT1 ⊗ Il U 0 . . . 0
zT2 ⊗ Il 0 U . . . 0
...
...
...
. . .
...
zTK ⊗ Il 0 0 . . . U
 ∈ RlK×(lr+Kr), (11)
where we have used the following notation:
∂tk
∂U
=
[
∂tk
∂u1
∂tk
∂u2
. . .
∂tk
∂ur
]
, (12)
and the formulae
∂tk
∂uj
=
∂Uzk
∂uj
= zjkIl,
∂tk
∂zk
=
∂Uzk
∂zk
= U. (13)
Lemma 1. (Lemma 1 from [18])
rank(J) = lr +Kr − r2 (14)
This lemma implies that J is rank deficient, as
rank(J) = lr +Kr − r2 6 min[lK, lr +Kr], (15)
reflecting the fact that the parametrization of T or Y by
the pair (U,Z) is unidentifiable. Indeed for any invertible
matrix A, the pair (UA,A−1Z) fits as good. Due to this
ambiguity the matrix FIM(U,Z) is singular and in order to
compute the CRB we use the Moore-Penrose pseudo-inverse
of FIM(U,Z) instead of inverse, as justified by [22]. Given
n i.i.d. samples xi, i = 1, . . . , n, we obtain
CRB =
1
n
J FIM(U,Z)†JT . (16)
For the Gaussian population the matrix FIM(U,Z) is given
by
FIM(U,Z) =
1
2
JTdiag
{[
T−1k ⊗T−1k
]
I,I
}
J, (17)
where [M]I,I is the square submatrix of M corresponding to
the index set I, defined in the notations section. The bound
on the MSE is therefore given by
MSE > Tr (CRB) = 1
n
Tr
(
FIM(U,Z)†JTJ
)
=
2
n
Tr
([
JTdiag
{[
T−1k ⊗T−1k
]
I,I
}
J
]†
JTJ
)
.
(18)
To get more intuition on the dependence of the MSE on the
model parameters, we bound it from below. Denote
λ = min
k
λp(Tk), λ = max
k
λ1(Tk), (19)
to get the bound
MSE > 2λ
2
n
Tr
([
JTJ
]†
JTJ
)
=
2λ2
n
rank J =
2λ2
n
(lr +Kr − r2). (20)
As expected, the dependence on the model parameters is sim-
ilar to that obtained in [18] for the joint structured covariance
estimation and in [23] for the problem of low-rank matrix
reconstruction.
IV. JICE ALGORITHM
We now introduce a novel algorithm based on convex
penalized likelihood relaxation, whose purpose is to estimate
the concentrations T1, . . . ,TK utilizing the prior that they
belong to a low dimensional subspace. We, therefore, refer to
it as the Joint Inverse Covariance Estimation (JICE) algorithm.
The most natural brute force approach would be to form the
K SCM-s
Sk =
1
n
n∑
i=1
xki x
kT
i , k = 1, . . . ,K, (21)
invert them and fit by a subspace of a small dimension.
This can be done, for example, by the means of Principal
Component Analysis (PCA). Such approach, applied to the
SCM-s (rather than to their inverses), was proposed in [18] to
treat the problem of joint covariance estimation with mutual
linear structure. When the number of samples n in each group
is smaller than or even close to the dimension p (the scenario
we are mostly interested in), the inversion of the SCM-s would
be impossible due to rank deficiency or would approximate
the true inverse covariances poorly, thus causing the proposed
PCA algorithm to fail. Instead, we suggest a different approach
based on regularized likelihood maximization and its efficient
implementation.
A. The Basic Algorithm
Our aim is to estimate the true inverse covariances, while
simultaneously trying to keep the dimension of the space
spanned by the estimators small. For this purpose we suggest
the following regularized average log-likelihood optimization
program
[T̂1, . . . , T̂K ]
= argmin
T˜1,...,T˜K
1
K
K∑
k=1
[
−log|T˜k|+ Tr
(
SkT˜k
)]
+ η
∥∥∥Y˜∥∥∥
∗
,
(22)
where
Y˜ =
[
vech
(
T˜1
)
, . . . , vech
(
T˜K
)]
, (23)
and η is a regularization parameter. Program (22) assumes
the samples are Gaussian and aims at minimizing the average
negative log-likelihood of the K groups of measurements and
simultaneously enforces joint low dimensional structure on the
concentration matrices. The latter is achieved by penalizing the
nuclear norm of Y˜. Nuclear norm is a convex envelope of the
counting measure on singular values of a matrix. Therefore,
intuitively the purpose of the penalty term in (22) is to decrease
the number of non-zero singular values, [24]. The optimization
problem (22) can be viewed as the analog of the Lasso
estimator [17], tailored to low-rank matrices as opposed to
sparse vectors. Note that the program at hand is convex, and
can be treated by many standard numerical solver, such as
CVX, [25], [26].
Usually the value of the regularization parameter η is spec-
ified by the statistician based on his expert prior knowledge
on the estimated quantities and the desired balance between
bias and variance of the estimate. As a part of the theoretical
results, in the next section we recommend a particular choice
of this parameter guarantying closeness of the estimate to the
unknown true inverse covariance matrix in Frobenius norm.
B. Extensions of the JICE
The target function (22) of the proposed JICE algorithm
assumes the data to be normally distributed and is, therefore,
based on the Gaussian negative log-likelihoods. However, a
natural extension can be easily obtained by replacing these log-
likelihoods by any other convex functions. More generally, the
same relaxed penalized likelihood optimization technique for
joint estimation of matrices with a common linear structure
can be applied to any other estimator given as a solution
to a convex optimization program. For example, a straight
forward extension to a robust structured covariance estimation
is achieved by adding a regularizing nuclear penalty term
to a joint target constructed from multiple convexly relaxed
M-estimators. An examples of such relaxation is the COCA
estimator, [27].
As an additional option, when some convex prior structure S
on the unknown inverse covariances is given, this information
can be easily incorporated into the target by imposing a set of
natural convex constraints T˜k ∈ S, k = 1, . . . ,K.
C. Bias Removal
The JICE algorithm suffers from bias since we replace the
intractable rank counting penalty on the estimated matrix Y
by the nuclear norm, which is a convex proxy of the counting
measure on singular values. We suggest an additional step
aimed at removing this bias. Denote the vectorized solution
of (22) by
Ŷ =
[
vech
(
T̂1
)
, . . . , vech
(
T̂1
)]
.
Analogously to the original parametrization (7), consider the
decomposition
Ŷ = ÛẐ, (24)
where Û ∈ Rl×s has orthonormal columns and Ẑ ∈ Rs×K .
Such decomposition naturally suggests treating the columns
of Û as the basis vectors of the approximate low dimensional
subspace of S(p). We get an improved concentration matrices
estimator by minimizing the negative log-likelihoods over the
subspace spanned by Û
T̂′k = argmin
T˜k⊂span(Û)
−log|T˜k|+ Tr
(
SkT˜k
)
,
k = 1, . . . ,K. (25)
Remarkably, this additional bias removal step requires solving
K decoupled programs that can be performed in parallel.
D. ADMM Implementation
In spite of the fact the JICE algorithm described above can
be solved by any standard general purpose convex numerical
library, one of our goals was to develop a stand alone imple-
mentation. Following [28], we propose an efficient solution
to (22) based on Alternating Direction Method of Multipliers
(ADMM). The idea behind the ADMM is to optimize the
augmented target
f(T˜1, . . . , T˜K , Y˜) =
1
K
K∑
k=1
[
−log|T˜k|+ Tr
(
SkT˜k
)]
+ η
∥∥∥Y˜∥∥∥
∗
+
ρ
2
1
K
K∑
k=1
∥∥∥vech(T˜k)− Y˜:,k∥∥∥2 , (26)
with respect to its parameters T˜1, . . . , T˜K , Y˜ under the con-
straint
s.t. vech
(
T˜k
)
= Y˜:,k, k = 1, . . . ,K. (27)
Here Y˜:,k denotes the k-th column of Y˜ and the constraints
enforce consensus between the variables (note that when the
constrains are satisfied, the target coincides with the original
one, (22)). The solution is obtained via introduction of dual
variables Uk ∈ Rl and follows the iterative scheme (we
replace iteration indices by arrows to simplify notations)
T˜k ← argmin
Tk
−log|Tk|+ Tr
(
SkTk
)
+
ρ
2
∥∥∥vech (Tk)− Y˜:,k + Uk∥∥∥2 , k = 1, . . . ,K, (28)
Y˜ ← argmin
Y¯
η
∥∥Y¯∥∥∗ + ρ2K
K∑
k=1
∥∥∥vech(T˜k)− Y¯:,k + Uk∥∥∥2 ,
(29)
Uk ← Uk + vech
(
T˜k
)
− Y˜:,k, k = 1, . . . ,K. (30)
The main advantage of the proposed ADMM technique is
that both updates in (28) and (29) have easily computable
closed form solutions. Indeed, the first order optimality con-
ditions for the T˜k update target (28) yield
ρTk −T−1k = ρ mat
(
Y˜:,k −Uk
)
− Sk. (31)
Denote by Dk the orthogonal matrix diagonalizing the right-
hand side of (31), then
DTk
(
ρ mat
(
Y˜:,k −Uk
)
− Sk
)
Dk = Λk. (32)
Multiply (31) by DTk on the left and by Dk on the right to
get
ρTk −T−1k = Λk, (33)
where Tk = D
T
kTkDk. We can now construct a diagonal
solution of this equation by solving the p quadratic equations
involving the diagonal entries of Tk of the form
ρtjk −
1
tjk
= λjk, j = 1, . . . , p, (34)
where Tk = diag
{
t1k, . . . , t
p
k
}
and Λk = diag
{
λ1k, . . . , λ
p
k
}
.
Solving these quadratic equations and choosing positive roots,
yields
tk =
1
2ρ
(
λk +
√
λ2k + 4ρ
)
. (35)
and finally,
Tk =
1
2ρ
(
Λk +
√
Λ2k + 4ρI
)
. (36)
The corresponding iteration becomes
T˜k ← 1
2ρ
DTk
(
Λk +
√
Λ2k + 4ρI
)
Dk, (37)
which is guaranteed to be a positive definite matrix.
In order to derive a closed form solution for the second
iterative step (29), we introduce the matrix singular value soft
thresholding operator. Given a matrix M with the SVD
M = U
σ1 0 . . .0 σ2 . . .
...
...
. . .
VT , (38)
the singular values soft thresholding operator is defined as
Sε(M) = U
max[σ1 − ε, 0] 0 . . .0 max[σ2 − ε, 0] . . .
...
...
. . .
VT .
(39)
It can be easily shown that the solution to (29) is given by
Y˜ ← +SKη/ρ
([
vech
(
T˜1
)
+ U1, . . . , vech
(
T˜K
)
+ UK
])
.
A pseudo-code of the proposed JICE algorithm is given in the
table Algorithm 1, where we denote
U = [U1, . . . ,UK ] . (40)
Note that the main loop of the algorithm involves two stages in
each iteration, corresponding to the estimation and structure
learning steps, described above. On the first approximation
Algorithm 1: The ADMM Implementation of the JICE
Input: Sk, ρ, η, ε,
Output: T̂k,
Initialization : U← 0, fprevious = +∞, fcurrent = 0
1: repeat
2: parfor k = 1: K do
3: decompose:
ρ mat
(
Ŷ:,k −Uk
)
− Sk = DkΛkDTk ,
4: T̂k ← 12ρDTk
(
Λk +
√
Λ2k + 4ρI
)
Dk,
5: end parfor
6: Ŷ ←
SKη/ρ
([
vech
(
T̂1
)
+ U1, .., vech
(
T̂K
)
+ UK
])
,
7: U← U +
[
vech
(
T̂1
)
, . . . , vech
(
T̂K
)]
− Ŷ,
8: fprevious ← fcurrent,
9: fcurrent ← f(T̂1, . . . , T̂K , Ŷ),
10: until |fcurrent − fprevious| > ε
Bias Removal Step
11: decompose: Ŷ = ÛẐ,
12: parfor k = 1: K do
13: T̂k ← argminT˜k⊂span(Û)−log|T˜k|+ Tr
(
SkT˜k
)
.
14: end parfor
stage the values of T˜k-s are updated, which can be done in
parallel and is denoted in the code by the parfor loop. On the
second stage, the code gathers the new T˜k values and updates
Y˜ and U, which can be viewed as the structure learning step.
Under reasonable conditions, the general ADMM algorithm
is claimed [28] to obtain the following convergence properties:
the dual variable and the objective converge to their true
values, whether convergence of the primal variables is not
guaranteed. Under additional assumptions, primal variables
converge to the solution, as well. In addition, as it is mentioned
in [28], the ADMM can be quite slow to converge to high
accuracy. Fortunately, in our problem modest accuracy is suf-
ficient to obtain a good estimator. Our numerical simulations
demonstrated that the most reliable stopping criterion is based
on the convergence of the objective function value, which is
implemented in Algorithm 1.
Another important question is the choice of the penalty
parameter ρ. In our implementation we always took it constant
ρ = 1, but many different approaches of tuning this parameter
exist in literature. See [28] for a more full treatment of this
issue and a list of references.
E. Upper Performance Bound
In this section we provide a high probability performance
bound for the proposed JICE algorithm. In the derivation
presented here we follow the technique used by [1], [29]–[31].
The method consists in showing that the extremal point of the
target (22) lies within some small vicinity of the true parameter
value with high probability. At first, the target is approximated
by Taylor’s polynomial with a second order remainder in the
Lagrange form. Then concentration of measure phenomenon
is utilized to obtain high probability bounds on the derivatives
and tune the regularization parameter. Finally, it is shown that
the regularized solution must belong to some small ball around
the true parameter value. The radius of this ball plays the role
of the desired error bound with the probability guaranteed by
the first step. Denote
Q = [vec (Q1) , . . . , vec (QK)] , (41)
and
S = [vec (S1) , . . . , vec (SK)] , (42)
where Sk, k = 1, . . . ,K are the SCM-s defined in (21).
Theorem 1. Assume that n > p and η > ‖S−Q‖2K , then with
probability at least 1−K (2−n+p−1 − e−c1n),∥∥∥Ŷ −Y∥∥∥
F
6 4λ
2√
2rKη
c2(1−
√
(p− 1)/n)4 , (43)
where c1 and c2 do not depend on K, p, n or r.
Proof. The proof can be found in the Appendix.
As expected, this bound shows that the Frobenius norm of
the error is proportional to the squared root of the rank rather
than the dimension.
F. Regularization Parameter Choice
One of the main ingredients of the algorithm and the
bound guaranteed by Theorem 1 is the condition on the
regularization parameter η. Its optimal choice yielding the
best performance characteristics of the algorithm depends on
unobservable quantities. Therefore, in general one might need
to tune the regularization parameter through cross validation
[32]. Below we show how it can be calculated based on
the given measurements. Let us start by estimating the norm
‖S−Q‖2.
Lemma 2. (Lemma 4 from [18]) With probability at least
1− 2e−c3p,
‖S−Q‖2 6
1
λ
√
n
(√
2K + c4
√
p2
)
, (44)
where c3 and c4 do not depend on K, p, n or r.
Recall that p2 = 2l + o(l), l → ∞ to get an immediate
corollary of Theorem 1.
Corollary 1. If n > p and η  ‖S−Q‖2K , with high probability∥∥∥Ŷ −Y∥∥∥
F
6 4λ
2√
2r
λ
√
n(1−√(p− 1)/n)4
(√
2K + C
√
l
)
.
(45)
We believe that in all the obtained results the requirement
n > p is too strong and can be relaxed. We are currently
pursuing a way to make this intuition a precise proof.
Apparently, in the real world environment the matrix Q is
not known and we need to compute the value of η from the
available data. Note that
λ = min
k
λp(Tk) = min
k
1
‖Qk‖2
=
1
maxk ‖Qk‖2
, (46)
and can naturally be estimated as
λ̂ =
(
1 +
√
p
n
)2
maxk ‖Sk‖2
, (47)
where the last relation comes from Theorem II.13 from [33].
Now Lemma 2 and Corollary 1 together with (47) suggest a
natural choice of the regularization parameter value
η =
maxk ‖Sk‖2√
nK(1 +
√
p
n )
2
(√
2K +
√
l
)
. (48)
Below we numerically demonstrate the performance charac-
teristics of the JICE algorithm with this choice of η.
V. NUMERICAL SIMULATIONS
A. Circulant Model
For our first numerical experiment we took the circulant
model. An important property of circulant matrices is that they
are diagonalized by a Digital Fourier Transform (DFT) basis
and, therefore, the structure is preserved under the inversion
which we utilize below. In order for a real covariance matrix
Q to be circulant, it should have an odd dimension p and its
spectrum must be of the form
spec(Q) = [ξ(p+1)/2, ξ1, . . . , ξ(p−1)/2, ξ(p−1)/2, . . . , ξ1],
(49)
with arbitrary positive ξi-s and the order corresponding to the
standard ordering of the DFT basis vectors (so that the same
eigenvalues correspond to the conjugated eigenvectors). In our
experiment we have generated K = 50 random i.i.d. positive
definite circulant matrices as
Qk = 2I + DFT spec(Qk) DFTH , (50)
where the spectrum spec(Qk) was generated according to (49)
with ξi i.i.d uniform over the interval [−1, 1] and DFT is the
unitary DFT basis matrix of dimension p. Figure 1a shows the
empirical, averaged over 1000 experiments, MSE-s of a few
estimators as functions of the number of samples n in groups.
The TSVD curve demonstrates the performance of the Trun-
cated SVD after inversion (or pseudoinversion) of the group
sample covariances, as proposed in the beginning of section
IV and follows the development in [18] applied to inverse
covariances. The truncation threshold for the SVD was chosen
according to the rule described in [18] in such a way, that the
truncated signal would convey 90% of the original power. Our
JICE algorithm and its bias removing modifications are named
JICE and JICE BR, respectively. For comparison we also plot
the MSE-s of the inverse SCM (ISCM), its projection onto the
known structure (Projection) and the CRB bound calculated
in (18). The graph demonstrates that when the number of
samples n in each of the groups is relatively small, both
JICE and JICE BR significantly outperform the competitors.
In addition, as expected, the bias removal step improves the
performance significantly and is quite close to the CRB.
The main goal of our next simulation study was to examine
how good is the choice of the regularization parameter given
by (48). For this purpose in Figure 1b we compare the perfor-
mances of the JICE BR algorithm in the same circulant setting
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Fig. 1: JICE algorithm performance in the circulant structure
case, p = 5, l = 15, r = 5, K = 32.
with the benchmark (JICE BR-best). To get the JICE BR-
best curve we took a dense grid of regularization parameters
Z = 1√
nK
[0.05, 0.1, 0.2, . . . , 10, 25, 50] and, given the true
covariances, chose the best ηb ∈ Z producing the smallest
MSE. These MSE as functions of n are depicted in the
figure. As the Figure clearly suggests, the theoretically derived
in (48) value of the regularization parameter demonstrates very
good performance and can be readily used in applications.
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Fig. 2: Time-tracking learning process in Graphical Models,
p = 5, b = 1, l = 15, r = 9, n = 40.
B. Graphical Models
The goal of this section is to examine the learning abil-
ities of the JICE technique in Gaussian Graphical Models.
The setting of the simulation identifies every other group
of measurements k = 1, . . . ,K with data coming with the
successive clock ticks. The inverse covariances of the groups
were generated by the random process
T¯t = Tt−1 + α∆t, Tt =
T¯t∥∥T¯t∥∥ , t = 0, 1, . . . ,K, (51)
where α is a small weight and ∆t is such a random matrix
preserving the sparsity pattern that Tt  I, t = 0, 1, . . . ,K.
Specifically, we fixed p = 5 and chose the inverse covariances
to be symmetric positive definite tridiagonal matrices with
the smallest eigenvalue not less than ε = 0.1. The data
generating algorithm worked as follows: on the fist step
we generated symmetric tridiagonal T0 with uniformly over
[−1, 1] distributed entries and checked if λp(T0) > ε, if this
condition was violated, we repeated this step until it was met.
Then on each time count t we performed a similar procedure:
we took symmetric tridiagonal ∆t with uniformly randomly
over [−1, 1] entries and checked if λp(Tt) > ε. If the last
condition was not fulfilled iteration was repeated until it was
satisfied. In our experiment α was taken to be 0.25. The
number of degrees of freedom in this model is r = 9 and the
ambient dimension is l = 15. The number of measurements
in each group was fixed to be n = 40. Figure 2 shows that
the JICE BR learns the structure with the time and effectively
applies this knowledge in the estimation. All the results were
averaged over 100 iterations.
VI. CONCLUSION
In this paper we consider the problem of joint inverse
covariance estimation with linear structure, given heteroge-
neous measurements. The main challenge in this scenario is
twofold. At first, the underlying structure is to be discovered
and then it should be utilized to improve the concentrations
estimation. We propose a novel algorithm coupling these two
stages into one optimization program and propose its efficient
implementation. The main aim of our current research is to
provide tight upper bound guarantees on the performance of
the proposed technique.
APPENDIX
Proof of Theorem 1. To simplify the proof, without loss of
generality, we assume that Y and all its analogs are formed
by vec (Tk), rather than vech (Tk).
Consider the first order Taylor’s expansion of the target (22)
with the remainder in Lagrange form in the vicinity of Y
∆f = f(Y + ∆Y)− f(Y)
= ∇Yf(∆Y) + 1
2
∇2Y¯f(∆Y) + η∆ ‖Y‖∗ , (52)
where the derivatives are treated as linear and quadratic
forms correspondingly, their subscripts denote the point of
evaluation, and
∆Y = [vec (∆T1) , . . . , vec (∆TK)], (53)
Y¯ = Y + α∆Y, α ∈ [0, 1], (54)
∆ ‖Y‖∗ = ‖Y + ∆Y‖∗ − ‖Y‖∗ . (55)
Compute the derivatives
∇Yf(∆Y) = 1
K
K∑
k=1
Tr
(
(Sk −T−1k )∆Tk
)
=
1
K
Tr
(
(S−Q)T∆Y) , (56)
∇2Y¯f(∆Y) =
1
K
K∑
k=1
Tr
([
(Tk + α∆Tk)
−1∆Tk
]2)
. (57)
Consider the target function over the set satisfying
λp
(
(Tk + α∆Tk)
−1) > c5λp(Sk), k = 1, . . . ,K. (58)
Theorem 1.1 from [34] claims that when n > p, with
probability at least 1− 2−n+p−1 − e−c1n,
λp(Sk) > c6λp(Qk)
(
√
n−√p− 1)2
n
> c6
λ
(
1−
√
p− 1
n
)2
, (59)
where c1 and c6 are universal constants. The union bound
implies that with probability at least 1−K (2−n+p−1 − e−c1n)
(59) holds simultaneously for all k and, therefore, after denot-
ing c2 = c5c6, with the same probability
λp
(
(Tk + α∆Tk)
−1) > c2
λ
(
1−
√
p− 1
n
)2
. (60)
over the set under investigation. Denote
ζ =
c2
λ
(
1−
√
p− 1
n
)2
, (61)
and plug (60) into (57) to get
∇2Y¯f(∆Y) >
ζ2
K
K∑
k=1
‖∆Tk‖2F =
ζ2
K
‖∆Y‖2F . (62)
At the optimal point Ŷ, necessarily ∆f 6 0, thus
1
K
Tr
(
(S−Q)T∆Y)+ ζ2
2K
‖∆Y‖2F + η∆ ‖Y‖∗ 6 0,
(63)
or
ζ2
2
‖∆Y‖2F 6 −Kη∆ ‖Y‖∗ − Tr
(
(S−Q)T∆Y) . (64)
Introduce the SVD of Y
Y = UΣVT = [UrU
⊥
r ]Σ[VrV
⊥
r ]
T , (65)
where U ∈ Rp2×p2 ,V ∈ RK×K are orthogonal, Ur ∈
Rp2×r,Vr ∈ RK×r and the upper left part of the diagonal
of Σ ∈ Rp2×K contains the r non zero singular values of Y.
Let
Γ = UT∆YV =
(
Γ11 Γ12
Γ21 Γ22
)
, (66)
where Γ11 ∈ Rr×r and define
∆Y′′ = U
(
0 0
0 Γ22
)
VT , (67)
∆Y′ = ∆Y −∆Y′′. (68)
Lemma 3. With the notation (67), (68),
−∆ ‖Y‖∗ 6 ‖∆Y′‖∗ − ‖∆Y′′‖∗ . (69)
Proof. The proof can be found below.
Plug (69) into (64) and use Holder’s inequality
Tr
(
(S−Q)T∆Y) 6 ‖S−Q‖2 ‖∆Y‖∗ , (70)
to obtain
ζ2
2
‖∆Y‖2F 6 −Kη∆ ‖Y‖∗ − Tr
(
(S−Q)T∆Y)
6 Kη(‖∆Y′‖∗−‖∆Y′′‖∗)+‖S−Q‖2 (‖∆Y′‖∗+‖∆Y′′‖∗),
(71)
where in the last transition we have applied the triangle
inequality. Recall that η > ‖S−Q‖2 /K to obtain
ζ2
2
‖∆Y‖2F 6 2Kη ‖∆Y′‖∗ . (72)
Note that
rank(∆Y′) = rank
(
Γ11 Γ12
Γ21 0
)
6 rank
(
Γ11 Γ12
0 0
)
+ rank
(
Γ11 0
Γ21 0
)
6 2r, (73)
and use the following norm relation
‖∆Y′‖∗ 6
√
rank(∆Y′) ‖∆Y′‖F , (74)
together with the decomposition (67)-(68) to get
ζ2
2
‖∆Y‖2F 6 2Kη ‖∆Y′‖∗
6 2Kη
√
2r ‖∆Y′‖F 6 2
√
2rKη ‖∆Y‖F . (75)
We finally achieve the desired bound
‖∆Y‖F 6
4
√
2rKη
ζ2
=
4λ
2√
2rKη
c22(1−
√
(p− 1)/n)4 . (76)
Proof of Lemma 3.
‖Y + ∆Y′′‖∗ =
∥∥UrUTr YVrVTr + ∆Y′′∥∥∗
= ‖Y‖∗ + ‖∆Y′′‖∗ . (77)
Together with the triangle inequality this yield
‖Y + ∆Y‖∗ = ‖(Y + ∆Y′′) + ∆Y′‖∗
> ‖Y + ∆Y′′‖∗ − ‖∆Y′‖∗
> ‖Y‖∗ + ‖∆Y′′‖∗ − ‖∆Y′‖∗ , (78)
and, finally,
−∆ ‖Y‖∗ = −‖Y + ∆Y‖∗+ ‖Y‖∗ 6 ‖∆Y′‖∗−‖∆Y′′‖∗ .
(79)
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