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As it has been repeatedly pointed out by mathematicians working in 
discrete function theory, it is both essential and difficult to find discrete 
analogs for the ordinary pointwise product operation of analytic functions of a 
complex variable. R. P. Isaacs [Ill, the initiator of monodiffric function 
theory, is to be credited with the first results in this direction. Later 
G. J. Kurowski [13] introduced some new monodiffric analogues of pointwise 
multiplication while the present author [2] succeeded in sharpening and 
generalizing Isaacs’ and Kurowski’s results. However, all of these attempts 
were mainly concerned with trying to preserve as many of the pointwise 
aspects as possible. Consequently, each of these operations proved to be less 
than satisfactory either from the algebraic or from the function theoretic 
viewpoint. 
In the present paper, a different approach is taken. Influenced by the suc- 
cess of R. J. Duffin and C. S. Duris [5] in a related area, we utilize the line 
integrals introduced in Ref. [l] and the conjoint line integral of Isaacs [l I] 
to define several convolution-type product operations. It is shown that if D 
is a suitably restricted discrete domain then monodiffricity is preserved by 
each of these operations. Further algebraic and function theoretic properties 
of these operations are investigated and some examples of their applicability 
are given. 
For basic definitions, notational conventions and additional bibliographical 
references the reader is referred to Ref. [I]. It might also be of interest to the 
reader that a complete bibliography on monodiffric function theory and 
related topics was recently compiled by the author and is available upon 
request. 
1. PRELIMINARIES 
In order to define convolution-type products of monodiffric functions, it 
will be necessary to restrict our attention to a special class of discrete domains. 
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DEFINI~~I~N 1. I. A discrete domain D is said to be a discrete convolution 
domain if it satisfies the following conditions: 
(I) OED, 
(2) for every x E D there is a discrete curve 
c3 = (0 ==-- z. ) z1 ).,., z, ~-- z; 
in D such that the discrete curve 
c,* = (z - Z. , z - x1 )..., z - 2,) 
is also in D, 
(3) for every a E Do, there is a discrete curve 
c, = (0 = x0, z1 ,..., z, = 2) 
in D such that not only the discrete curve 
c,* = (z - z. , x - z1 )..., x - x,) 
is in D, but every point of C,* is in Do and also the discrete curves Czi and C,l 
are in D, where 
and 
c,i = (z + i - z. , z + i - x1 )..., x + i - z, , 0) 
c,1 = (z + 1 - a0 , a + 1 - zt ,..., .a + 1 - z, , 0). 
Discrete convolution domains were first introduced by Duffin and 
Duris [5]. The definition included in their paper, however, requires the 
fulfillment of the first two conditions only; the reasons for imposing condi- 
tion (3) in our definition will be seen in the proof of Theorem 1.3. Since this 
theorem is of fundamental importance in the theory to be developed, its proof 
is unusually detailed. But the main reason for the abundance of details is due 
to the author’s belief that condition (3) above is too stringent to be necessary. 
It is hoped that by a careful reexamination of the proof of Theorem 1.3 
possible weakenings of this condition will be discovered which will still 
assure the validity of the theorem. (Similar domain-theoretic questions are 
raised in [3]). 
I f  D is a discrete convolution domain and z E D, then a discrete curve C, , 
satisfying the conditions (2) and (3) stated in the Definition 1.1, will be called 
an admissible discrete curve corresponding to a. The discrete curve C,* is often 
called the counterpath of C, . Ordinarily, for each z E D, there are several 
associated admissible discrete curves. For instance, if D is the discrete plane 
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or if D is the first quadrant of the discrete plane, then every discrete curve in 
D connecting 0 to x can be considered as an admissible discrete curve. There- 
fore, in defining functions on a discrete convolution domain D via admissible 
discrete curves corresponding to the points of D, it is natural to restrict 
ourselves to functions whose definition is independent of the particular 
choice of the admissible discrete curve. Our next two theorems serve as the 
major tools in defining such functions. 
THEOREM 1.1. Let D be a discrete domain, 01 an arbitrary Gaussian integer. 
Suppose f is monod#ric in D and define the function F on D’ = {[ / 01- 4 E D) 
by F(5) = f  (a - .$) for every t E D’. Then F is co-monodzzric in the discrete 
domain, D’. 
Proof. The fact that D’ is a discrete domain becomes obvious by con- 
sidering the boundaries of D and D’. To show that F is co-monodiffric in D’, 
let z ED’ such that S(x) < D’. Then 
BF(z+ 1 +i)==(i- l)F(z+ 1 +i)+F(z$- l)-iF(z$-i) 
=(i- l)f(a-z- 1 -i)+f(a-z- I)-if(a-2-i) 
-(i- l)f(a-z- 1 -i)+f((ar-z- 1 -i)+i) 
- if((cd - z - I - i) + 1) 
-Lf(ol-z- 1 -i). 
Since S(z) < D’, we must have S(a - x - 1 - i) < D. Therefore, 
Lf(~r - x - 1 - i) vanishes, implying that BF(z + 1 + i) = 0. This com- 
pletes the proof. 
THEOREM 1.2. Let D be a discrete convolution domain and suppose that 
corresponding to some z E D, C, and c, are both admissible discrete curves. 
Suppose furthermore, that f,  g E M(D), the class of functions monodiffric in D. 
Then 
Proof. It may be assumed that C, and c’, are not identical, for otherwise 
there is nothing to prove. Therefore, in general, C, and C?, will “enclose” n 
discrete domains, D, , Da ,..., D,, , while C,* and cz*, the corresponding 
counterpaths of C, and C, , “enclose” the discrete domains Dl’, D2’,..., D,‘. 
The relationship between these two sets of discrete domains is easily seen to be 
D,‘={t~Glz- [ED~} for each k = I,2 ,..., n. 
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Furthermore, from the definition of C, and C;, it follows that I), and D,.’ 
are contained in D for each k = 1, 2,..., n. Therefore, in view of the mono- 
diffricity off in D and in view of Theorem 1.1, f(z - 0, considered as a 
function of [, is co-monodiffric in D, for each k = 1, 2,..., n. From Theorem 
2.2 of Ref. [l] and from the fact that outside of the discrete domains D, the 
discrete curves C, and C;, are identical, the conclusion of the theorem is valid. 
It is easily seen that similar statements hold for the conjoint line integral 
as well as for the line integral defined in Section 3 of Ref. [l]. Therefore, the 
following definition is not ambiguous, i.e., the functions introduced in it are 
single-valued functions in n. 
DEFINITION 1.2. Let D be a discrete convolution domain and suppose 
that f,  g E M(D). Then the functions f t g, f 0 g and f @ g are defined by 
and 
(f * &9 (4 = J, f (x - 8 : ‘do a 
z 
(f “g) (4 = (f *g) (4 -tg(O)f(4; 
(f 08) (4 = .i‘, f(Og@ - O@ for every z E D 
z 
where C, is an admissible discrete curve in D corresponding to x. Further- 
more, if D is a discrete domain containing D as a monodiffric subdomain and 
iff, g E M(D), then, for each x E D, we define 
(f x g) (4 = p - 5) :. g(t) St, 
where C, is an admissible discrete curve in D corresponding to z. 
As the following theorem shows, f * g is not only well-defined, but is also 
monodiffric in D. From this fact and from the fact that L is a linear operator 
one can conclude that f og is also monodiffric in D whenever f, g E M(D). 
Furthermore, by paralleling the proof of Theorem 1.3, it is not difficult to 
show that f @g and f x g are similarly monodiffric in D. 
THEOREM 1.3. If D is a discrete convolution domain, then the algebraic 
system (M(D), *> is a groupoid. 
Proof. Let f, g E M(D). Clearly, (f * g) (z) is a unique complex number 
for every z ED, so we need only establish that f * g E M(D). Suppose that 
z E Do. Then by condition (3) of Definition 1.1, there exists a discrete curve 
c, = (0 = ,270 ) x1 )..., z, = z) in D such that Cz*, C,r and Cai are also in D. 
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Letting C,,, and Cz+i denote the discrete curves 
(O=zo,zl ,...) x,=z,z+l) and (0 = x0 ) z1 )..., x, = %, z + i), 
respectively, it is easily seen that Czfl and Cz+i are also admissible discrete 
curves in D and, in fact, Cz+, = C,l and C:+i = C i Therefore, z . 
(f*d (x + 1) and (f*g> (z + 4 
can be evaluated along Cz+l and Cz+i , respectively. Hence, in view of Theo- 
rem 2.1 and Definition 2.1 of Ref. [l] we have 
JYf*g) (4= (i - 1) (f*g> (4 + (f*g> (x+ i) - i(f*g) (x + 1) 
= (i - 1) jczf@ - 5) :&a St + jc;+zfc~ + i - 4) :g(5) St? 
-i s f(x + 1 - E) : g(5) St C,+1 
= (i - 1) jczfb - 5) :g(5) s!t +jczf(z +i - kc) : g(t) St 
+ j”+i f(z + i - 6) :g(5) 86 - i j, f(x + 1 - S) : ‘q(t) SC z 
-i s 
z+1 
f(z + 1 - 5) : g(5) St z 
zz 
s 
c, [(i - l)f(x - t) +f@ + i - t> -if& + 1 - C-)1 :g(t) St 
+ f(O) [g(z + i> - d41 - if(O) L!d~ + 1) - &)I 
= s -&f(x - E) : g(t) SC + f(O) k(4. cz 
Since by condition (3) of Definition 1.1, z - [ E Do for each E along C, , 
Lf(z - 5) = 0 along C, due to the monodiffricity off in D. Similarly, since 
g E M(D) and x E DO, Lg(z) = 0. Finally, from the definition of the convolu- 
tion line integral of the first type it can be easily deduced that if h(x) = 0 
along a discrete curve C, then for any function g defined along C, 
Therefore it follows that L( f * g) (z) = 0, which proves the theorem. 
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2. PROPERTIES OF THE *-PRODUX OF MONODIFFRIC FUNCTIONS 
Throughout this section D denotes an arbitrary discrete convolution 
domain, unless stated otherwise. 
THEOREM 2.1. Let f, g E M(D), and suppose that f(0) = g(0) = 0. Then 
f*g=g*f. 
Proof. Let z E D, and suppose that 
c, = (0 = x0 ) x1 )..., x, = x} 
is a discrete curve in D such that the discrete curve, 
C,” = (x - x0, x - x1 )...) x - x,) 
is also in D. An elementary calculation shows that, for each k = 1,2,..., n, 
Since the sum 
g1 [f (2 - Zk) g(.%) - f (x - %I) ‘d%-111 
telescopes to f (Z - z,) g(z,) - f (z - zO) g(.za), upon evaluating (f * g) (z) 
along C, and (g *f) (z) along - C,* = (x - x, , z - z,+r ,..., z - zs), we 
find 
(f *g) (4 - (g *f) (4 =f(O)g(4 -fWg(O)* 
Since f(0) = g(0) = 0, this concludes the proof. 
In particular, if C, is an admissible discrete curve corresponding to z, then 
from the above proof we obtain that 
jczf(x - 5) : ido St - j,, dz - 0 : f (0 86 = f (0) g(x) - f (4 g(O)* 
On the other hand, an application of Theorem 2.7 of Ref. [l] to f and g yields 
that 
j,*f(x - 63 :g(O@ + jczg(E) ::f(x - 0% =f(O)g(d -f(4g(O)* 
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Therefore, 
This shows that if one would define the convolution product of g and f by 
the integral on the left-as it would be natural for the convolution line integral 
of the second type-then the product would be the negative of g * f. Because 
of this close relationship we will not be concerned with the convolution 
product of monodiffric functions definable via the convolution line integral 
of the second type. 
In Ref. [5] Duffin and Duris remarked that the details in proving the 
associativity of the convolution products are not completely understood in 
arbitrary discrete convolution domains. The present author encountered 
similar difficulties. For this reason, in the next theorem we will restrict our- 
selves to the discrete plane. 
THEOREM 2.2. Suppose f, g and h are monodazric in the discrete plane. If 
eitherg(0) = 0 or ( f * h) (z) = Of oreveryxEG,then(f*g)*h=f*(g*h). 
Proof. To prove this theorem we appeal to Theorem 1.5 of Ref. [l]. 
Three cases must be considered; viz. x a positive integer, z a negative integer 
and z a Gaussian integer along the negative y-axis. For .a = 0, the result is 
trivial. 
Let z = X, a positive integer. Then choosing C = (0, I,..., x) as the path 
of integration, a straightforward calculation shows that 




On the other hand, we find that 
L’ f * (g * 41 64 
z-12-1 
= zl nT’f(x - n - 1) [g(n - k + 1) - g@ - k)] i?(k) - h@ - 111 
+ g(O) ( f * 4 (4. 
Therefore, in this case it follows that 
[( f * g) * hl(4 = [f * k * 41 (4 - g(O) (f * 4 (4. 
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Since the same relation arises in the other two cases as well, the proof is 
completed. 
It is easy to see that the conditionf * h = 0 does not imply that eitherf or 
h must be 0. In fact, if h is a constant function, then for every function f, 
f * h = 0. On the other hand, if h is not a constant function, then it is not 
difficult to show thatf(0) = 0. Therefore, as a partial converse to Theorem 
2.2 we have 
THEOREM 2.3. Suppose that f, g and h are monod@ic in the discrete 
plane and (f * g) t h = f * (g * h). Then either h is a constant function or one 
qf f or g vanishes at 0. 
Our next theorem concerning the algebraic properties of the * operation 
is a collection of simple facts whose proofs will be omitted. 
THEOREM 2.4. Let f, g, h E M(D), and suppose c is a complex constant. Then 
(1) (f+d*h=(f*h)+(g*h); 
(2) f*(g+h)=(f*g)+(f*4; 
(3) kf) * g = 4f * &9 = f * (Cd> 
where function addition and scalar multiplication are performed pointwise. 
In the sequel we denote by pn the n-th monodiffric pseudo-power of x, 
originally defined by Isaacs in Ref. [l I]. That is, if G denotes the set of 
Gaussian integers, then for every z E G 
PC@> = 1 and for n = 1, 2,..., 
where the integral is the basic line integral of Isaacs. Among properties of 
these functions the following will be of interest: 
(1) pn E M(G) for every n = 0, 1,2,...; 
(2) p,(O) = 0 for every n = I, 2,...; 
(3) pn’ = np,-, for every n = 1,2,..., where pn’ denotes the monodiffric 
derivative of pn . 
Our next theorem is concerned with the behavior of pi with respect to the 
*-product, and is of fundamental importance. 
THEOREM 2.5. Let f E M(D), z ED and suppose that C, is a discrete 
curve in D from 0 to z. Then 
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As a direct consequence of this result one obtains that for n = 1,2,..., 
p” *fi - A+1 . 
n! l! (n + I>! 
Using this statement, property (2) of the monodiffic pseudo-powers of z 
and Theorem 2.2, by inducting on k one can prove 
THEOREM 2.6. For every n, k = I,2 ,..., 
p,*& = fn-tk 
n! k! (n+ 
We now give an example of an application of the *-product of monodiffric 
functions. In this example, for simplicity, we will assume that D is the first 
quadrant of the discrete plane; the result can be proven in a more general 
setting also. 
Suppose that t E D such that t # 0, g is monodiffric in D, and that the 
function f satisfies the integral equation 
f(4 = jr rtfG3 +ml@ +f@h 
for every x E D, where the integral is evaluated along some discrete curve 
c, = (t ,..., 0, l,..., x, x + i ,..., x + iy = z) whose portion from t to 0 is 
fixed. We shall show that f is monodiffric in D and is given by the equation 
f (4 = f (0) e&4 + + (g * et> (4, 
where e, is the function 
et(z) = (1 + t>” (1 + it)” for every z=x+iyEG. 
As it was shown by Isaacs [12], e, is monodiffric in G for every complex 
number t and is the monodiffric analog of the exponential function et”. 
To prove that f can be expressed by the equation above, we proceed as 
follows: 
First, from the given integral equation we express f (1) in terms off (0), 
f (2) in terms off(l),..., and, finally, f (x + iy) in terms off(x + i(y - 1)). 
Then from the x + y equations obtained, we express f (x + iy) in terms of 
f (0). The result of this calculation is 
f(x + ir) =f(o) et@ + ;Y) + i g(k - 1) et@ + 9 - k) 
k=l 
+ i n$lg(x - i + fii) e,((y - n) i). 
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On the other hand, if we evaluate l/t Gg(x - [) : e,(E) St along the 
discrete curve C = (0, i ,..., i,v, 1 + Iy ,..., x + iy == z), we find that 
1 tj[g(Z---‘):e”(‘)6~~ig(h~ I)e,(x-I-iy-k) 
I,=1 
1. i C g(x -- i j- ni) e,((y - n) i). 
71=x 
Hence, for x = x + @, we obtain 
f(z) =fP) 44 -t f (g * 4 Mj 
as desired. 
Since both e, and g are monodiffric in D, the monodiffricity off in D follows 
from this formula for f (z). In particular, this means that the integral equation, 
is equivalent to the first-order nonhomogeneous monodiffric difference equa- 
tion 
f’k) - tfb4 =&)* 
The above results may be summarized as follows: 
THEOREM 2.7. Let D be the first quadrant of the discrete plane and suppose 
that t E D - (0) and g is an arbitrary function monodifiric in D. Then the 
solution of the monod@ic difference equation 
f  ‘(4 - t f  (4 = A+ 
with initial condition f  (0) = c, is given by the monoda#ric function 
f  (2) = c4.4 + + (g * et) (4, for every ZED, 
where e, is the monodzrric exponential function corresponding to t. 
A similar theorem was proven by Duffin and Duris in Ref. [6] for discrete 
analytic difference equations. 
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3. PROPERTIES OF THE O-PRODUCT OF MONODIFFRIC FUNCTIONS 
Due to its very definition, the o-product will inherit many of the properties 
of the *-product of monodiffric functions. For instance, Theorems 2.4, 2.5 
and 2.6 remain valid if * is replaced by 0 throughout these theorems. In fact, 
since it is easily seen that the function p,, is the identity-function with respect 
to the o-operation, the o-product analog of Theorem 2.6 can be sharpened to 
include the value of 0 for 71 and K. It also follows from the definition of the 
o-operation and from the proof of Theorem 2.1 that the o-product of mono- 
diffric functions is commutative. 
In order to prove other properties of the o-product of monodiffric functions 
we shall restrict ourselves to the first quarter of the discrete plane. Throughout 
this section it will be denoted by D. 
Our first concern is associativity. In the proof of Theorem 2.2 it was shown 
thatf * (g * h) - ( f * g) * h = g(0) (f * h). Using this fact and Theorem 2.4, 
a simple calculation shows that the o-product of functions monodiffric in D 
is associative. 
Suppose now that f, g E M(D) and that f 0 g = 0. Then, in particular, 
(fog) (x) = 0 for each nonnegative integer X. If f # 0, then in view of 
Theorem 1.5 of Ref. [l], there exists a least nonnegative integer x0 at which 
f is nonzero. For x = 0, l,..., let C, denote the discrete curve (0, l,..., x0 ,..., 
x0 + x). Upon evaluating (f * g) (x0 + X) along C, , induction on x esta- 
blishes that g(x) = 0 for every x = 0, l,... . From this fact it follows that 
g = 0. Therefore, if f, g E M(D) and if f 0 g = 0, then either f = 0 or g = 0. 
In summary of the above developments we have 
THEOREM 3.1. The algebraic system (M(D), +, 0) is an integral domain 
with identity. 
Even though the o-product is essentially a convolution-type operation, 
it is interesting to note many of its pointwise aspects. For instance, if c is an 
arbitrary complex number and f E M(D), then 
cc of I(4 = cm for every x E D, 
where c denotes both the complex number and the function identically equal 
to c in D. It is also easy to see that 
(fog)(O) =(fg)W for every f, g E M(D), 
where (fg) (0) is the pointwise product off and g evaluated at 0. This last 
result shows that if f E M(D), then the condition f (0) # 0 is necessary for f 
to have a monodiffric inverse with respect to the operation 0. In Theorem 3.3 
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we will establish that this condition is also sufficient. But first we present a 
theorem which will be useful in proving Theorem 3.3 and which might also be 
of some interest in itself, since it displays a surprising relationship between 
the product operation under consideration and the Cauchy-product of certain 
sequences. It will be recalled that if (f(x)),“s and (g(x)):=, are sequences of 
complex numbers, then their Cauchy-product is the sequence ((f . g) (x))~=s , 
where 
( f * A9 (4 = i f(x - 4 g(n) 
TkO 
for every x = 0, l,... . 
THEOREM 3.2. Let f,  g E M(D). Then for every x = 0, l,..., 
(f .g) (4 = f  (fog)(n), 
7L=O 
where (f . g) (x) is th e x-th term of the Cauchy-product of the sequences 
(f WE0 and (g(x)>Eo . 
Proof. Calculate (fog) (n) along the discrete curve C, = (0, I,..., n) 
for each n = 0, l,..., x. Then straightforward calculation shows that 
go ( f  o g) (n) = Zof (n) g(x - n), 
thereby establishing the theorem. 
THEOREM 3.3. If  f  E M(D), then there is a unique function g E M(D) such 
that (fog) (z) = 1 for every x E D if and only i f f  (0) # 0. 
Proof. In view of the remarks preceeding Theorem 3.2, we only need 
to show that if f  (0) # 0, then (f 0 g) (a) = 1 for some g E M(D). We will 
construct g satisfying these conditions. (The uniqueness of g follows from 
Theorem 3.1.) 
Suppose that f(0) # 0 and let g(0) = l/j(O). For x = 1, 2,..., define g(x) 
inductively by the equation 
X-l 
d4 = 
x + 1 +gofof(x - 4&) 
f(0) . 
Now extend g monodiffrically into D by the method used in the proof of 
Theorem 1.5 of Ref. [l]. Thereby g is defined in D uniquely and g E M(D). 
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To prove that (f 0 g) (x) = 1 for every x = 0, l,..., one can use induction 
on X. Clearly, (fog) (0) = (fog) (1) = 1. Suppose now that (fog)(n) = 1 
for n < X. Then for x > 1 
(fog)(x)=i (fog)(n)-~l(fog)(“)=~ (fog)(n)--. 
n=o .I%=0 la=0 
But then, in view of Theorem 3.2, 
Note that by the definition of g we have 
Thereby one obtains that (f 0 g) (x) = (X + 1) - x = 1, which completes 
the induction. It follows now from Theorem 1.5 of Ref. [l] that ( f 0 g) (z) = 1 
for every z E D. 
Since there are monodiffric functions in abundance which vanish at the 
origin, the above theorem clearly establishes that (M(D), +, 0) is not a field. 
4. PROPERTIES OF THE @-PRODUCT OF MONODIFFRIC FUNCTIONS 
In order to take another step toward unifying the theory of monodiffric 
functions we first restate a theorem of Kurowski [13] in terms of the domain- 
theoretic concepts developed in Ref. [l]. This new analog of Green’s theorem 
is believed to be simpler and thereby more elegant than the original version. 
THEOREM 4.1. Let D be a jinite discrete domain and suppose that f and g 
are complex-valued functions defined on D. Then 
s 2(D) f (0 g(5) 86 = C [f(E) %(S + 1 + i) - A5 + 1 + i)Lf (01. &ED0 
Our next theorem is an analog of Theorem 2.12 of Ref. [l]; its proof is 
not difficult. 
THEOREM 4.2. Let D and D’ be discrete domains and suppose that D’ is a 
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monod@ic subdomain of II. Supp ose, ur f t/ lermore, that f is co-monotl@ric and g 
is monod@ric in D. Then for every discrete curve C in D’ 
c f(5) : K(O St z- 1. R’(S),f(e) v, ” C‘ ‘C 
where g’ denotes the monodiSfric derivative of g in D’. 
The next result is a consequence of Theorem 4.2 and of Theorems 2.7 and 
2.12 of Ref. [l]. It is seen to he an analog of the “Integration hy Parts” 
theorem. 
THEOREM 4.3. Let D and D’ be discrete domains and suppose that D’ is a 
subdomain (i.e., both monod@ric and co-monodz~ric subdomain) of D. Suppose, 
furthermore, that f is monod@ic and g is co-monodzflric in D. Let f  ’ denote the 
monod@ic derivative off, g’ denote the co-monod@ic derivative of g and suppose 
that a, b E D’. Then 
~~f’(On(5)~~ + ~bf(5),s’(O~5 -f(b)g(b) -f(4&), 0 
provided that the integrals are evaluated along discrete curves in D’. 
As another consequence of Theorem 4.2, it can he easily shown that the 
@product and the *-product are related by the equation 
f *g ‘=g’ Of, 
whenever f and g are monodiffric in a discrete convolution domain D, in 
which the monodiffric derivative of g, g’, is also defined. This fact along with 
the observation that for n, k = 1, 2 ,..., pn t pI,. = pk * pn, allows one to 
deduce from Theorem 2.6 the following 
THEOREM 4.4. For every n, k = 0, I ,..., 
The following analog of Theorem 2.5 is also of great importance, especially 
from the viewpoint of operational calculus. 
THEOREM 4.5. Let D be a discrete convolution domain, and suppose that 
z E D and f E M(D). Then for every discrete curve C, connecting 0 to z in D, 
s &f (8 *t = (f 0 PO) (4. 
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Concerning commutativity, we have the following 
THEOREM 4.6. If D is a discrete convolution domain and f, g E M(D), then 
fOg=gOf* 
Proof. Let x E D and suppose that C, = (z, , zr ,..., z,,) is an admissible 
discrete curve in D corresponding to Z. Let C,* denote its counterpath. Then 
it is easily calculated that for each k = 1, 2,..., n, 
Therefore, if (f @g) (z) is evaluated along C, and (g of) (z) along - CZ*, 
then the resulting values are equal. This proves the theorem. 
In order to prove further algebraic properties of the @-product of mono- 
diffric functions, it is again necessary to put further restrictions on D. In our 
next theorem, D denotes the first quadrant of the discrete plane. 
THEOREM 4.7. (M(D), +, 0) is an integral domain. 
Proof. First note that Theorem 2.4 remains valid if the operation * is 
replaced by the operation 0. This proves that @ distributes over pointwise 
addition. The fact that M(D) has no zero-divisors with respect to the opera- 
tion @ is proven exactly as it was done for the operation 0 in Theorem 3.1. 
Commutativity follows from Theorem 4.6, so it only remains to be proven 
that M(D) is associative with respect to the @-product. 
Let (6,)zZ0 be the sequence of functions in M(D) satisfying the condition 
b,(x) = ; 1, Zhem;;= n, . , 
where x is a non-negative integer and n = 0, l,... . Note that, in view of 
Theorem 1.5 of Ref. [l], b, is uniquely defined in D for each n. An easy 
calculation shows that for each k, m, n = 0, 1, 2 ,..., 
and therefore-again in view of Theorem 1.5 of Ref. [l]-it is found that 
ho (bn 0 bz) = (b, 0 bn) 0 hz * Since M(D) can be considered as a 
vector space (with respect to pointwise addition and pointwise scalar multi- 
plication) over the field of complex numbers, and since (b,),“=, is a basis for 
M(D), the associativity of the @-product is proven. 
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In conclusion, we note that <M(D), +, (jj)> has no identity element with 
respect to the operation 0, and therefore it is not a field. 
5. PROPERTIES OF THE X-PRODUCT OF MONODIFFRIC FUIKTIOXS 
For several reasons the ~-operation is the least pleasant among the 
convolution-type operations introduced. On the one hand, this is due to 
the complexity of the line integral from which we derived it. On the other 
hand, one has to assume the monodiffricity of functions in a larger domain 
in order to obtain their ~-product, so, strictly speaking, the x-product of 
monodiffric functions is a binary operation in M(D) if and only if D is a 
monodiffric subdomain of itself. In addition, the author has been unable to 
obtain any relationship between the x -product and other products of mono- 
diffric functions and, therefore, none of the previously obtained results are 
applicable to obtain properties of the ~-product. 
Nevertheless, the following results are positive and, therefore, invite 
further investigations. 
THEOREM 5.1. Let D be a discrete convolution domain and suppose that it is a 
monodz@ic subdomain of the discrete domain D. Suppose, furthermore, that f, 
g E M(n). Then for every z E D, (f x g) (z) = (g x f) (2). 
Proof. The same approach as in the proof of Theorem 4.6 is applicable. 
THEOREM 5.2. Let D be the Jirst quadrant of the discrete plane. De$ne 
M,(D) = {f E M(D) 1 f(0) = f(l) = 0). 
Then (M,(D), x ) is a semigroup. 
Proof. We proceed as in the proof of the associativity of the @-product, 
noting that the functions (b,)ECz form a basis for M,,(D). Direct calculation 
shows that for k, m, n = 2, 3,4 ,..., and for x = 0, 1, 2 ,..., one obtains 





Furthermore, it is easily shown that the x -product satisfies the exact analog 
of Theorem 2.4. Therefore, in view of the remarks made in the proof of 
Theorem 4.7, the proof is complete. 
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6. CONCLUDING REMARKS 
As it was shown, if D is suitably restricted then both of the algebraic 
structures (M(D), +, 0) and (M(D), +, 0) are integral domains. There- 
fore, the usual techniques can be readily applied to embed them in minimal 
fields. The author is presently engaged in a thorough study of the fields of 
monodiffric operators so obtained. Similar investigations were conducted 
by S. Hayabara [7-lo], C. R. Deeter and M. E. Lord [4] and by M. E. 
Lord [14] in the theory of discrete analytic functions. 
With respect to the *-product it should be noted that its applicability 
in solving monodiffric difference equations is far from exhausted by 
Theorem 2.7. 
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