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Abstract
EXTENDED OBSERVATION PARTICLE FILTER WITH SVD
TEMPLATE GENERATION IMPLEMENTED FOR GPU
Jonathan David Williams, Ph.D.
The University of Oklahoma, 2018
Supervisor: Joseph P. Havlicek
This work presents a novel template updating strategy based on singular value
decomposition (SVD) together with an expansion and extension of previous
work combining observations across temporally adjacent frames to implement
a likelihood function that provides improvement to velocity refinement in a
particle filter tracker. SVD as a novel approach to template generation is used
to take advantage of the intuitive notion that the largest singular value corre-
sponds to the highest correlate across template candidates which should more
adequately represent the target appearance while rejecting noise and other dis-
tractions for use in a correlation based scoring system such as the proposed
likelihood function extended across temporally adjacent frames. The tracker
is implemented to accelerate computationally expensive operations by moving
them to the GPU for processing. This proposed expanded likelihood function
provides an improvement of 11.2%-12.5% to particle degeneracy as compared
to the previous method in the “Augmented State Vector” approach [4] across
the composite of videos. This improvement to particle degeneracy provides for
xi
a lower requirement in the number of actual particles necessary for implemen-
tation of a particle filter tracker and thus a lower computational requirement
while simultaneously providing similar performance. The proposed SVD tem-
plate generation provides 23.8% increase in time before track loss when com-
paring the best case in each category of update-by-score and update-by-SVD
across the composite of videos. While not bench-marked in this work for quan-
titative comparison, the use of the GPU with Tensorflow-GPU and Python has
allowed the large data set needed for analysis to be obtained in days instead
of the months that would have been required in my original proof-of-concept




There are many applications in which the ability to track moving targets in
video signals provides intriguing opportunities when automated by computer.
Historically there are situations which have required a human in the loop such
as in video surveillance. Automating these tasks requires overcoming prob-
lems such as noisy video and changing target appearance that humans don’t
intuitively pay much attention to, but that computers have to be able to ac-
commodate.
There are many options available to engineers when confronted with the
task of automated target tracking. A handful of these options and a general
background of the field will be presented in Chapter 2. Particle filter based
tracking is one such option that faces numerous obstacles which will be dis-
cussed. Template updating strategies face many issues that lead to detrimental
performance for visual trackers. Particle filtering, which is plagued by problems
known as particle degeneracy and particle impoverishment, is a method that
can be employed in a target tracker which will be discussed in greater detail
in Chapter 3. It is the intention of this work to confront the problems seen in
template updating and particle degeneracy and add more robust options for
those seeking to use particle filter based target tracking.
The proposed techniques as well as a detailed experimental setup for
1
quantitative assessment of them will be presented in Chapter 3. Particle filter-
ing has many computations that can be performed in parallel. It is therefore
beneficial that the potential for GPU acceleration of particle filter trackers be
examined and the hardware and software platforms chosen will be discussed
here.
The results of the proposed methods are promising. SVD template
generation has provided a time before track loss improvement of up to 25.6%
allowing for more robust tracking. Extension of the importance function across
3 frames has provided an improvement of 12.5% to particle degeneracy provid-
ing for more robust tracking and an option for lower computational cost. A
detailed analysis of the experiment with focus on the improvements to more
robust tracking and better tracking error will be presented and discussed in
Chapter 4.
Lastly this work will conclude and present potential future research
areas in 5.
The main original contributions of this dissertation are as follows:
1. Extended likelihood function for reduction of particle degeneracy.
2. SVD template generation for more robust appearance tracking.





Tracking targets is a visual task that is important in myriad applications, both
commercial and military. Novel applications of target tracking include biomet-
ric identification, surveillance, video content analysis, and autonomous modes
for vehicles [36]. The task of tracking targets in video can be divided into the
subcategories of detection, tracking, and behavior analysis [18, 36]. Each of
these categories are faced with their own unique challenges and are the sub-
ject of intense research today. Detection is the process of identifying targets
within a photo or video. Tracking is the process of identifying the motion of
the targets detected. Behavior analysis is the topic of discovering intent in the
tracked targets once their motions are discovered and is useful for purposes of
surveillance in security, law-enforcement, and military applications.
2.1 Target Detection
Detection is the task of identifying candidate targets within a video and is, by
modest estimate, currently the most intensely researched and broadest of these
subcategories due to advances in computational hardware capabilities. These
advances hold the promise to enable the practical application of deep learning
and sparse representation techniques [29, 33] that were considered impractical
merely a decade ago.
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2.1.1 Segmentation
Most tracking algorithms first identify potential target regions of interest (ROI)
for further analysis by means of image segmentation or other techniques such as
linear or nonlinear filtering. Potential target ROI detection can be performed
by segmenting the image in various ways such as mean-shift [6] or normalized
cuts [36] as seen in Figure 2.1. Mean-shift can be applied to cluster image pixels
on a multitude of criteria such as pixel intensity, hue, or by texture statistics
in a local region around the pixel such as by intensity histogram. Mean-shift
is a process that iteratively clusters pixels by shifting them to a mean value
of nearby pixels based on the chosen criterion. The process ends when pixels
no longer shift by an appreciable threshold. Each pixel cluster, when reflected
back into the original position of the pixels before mean-shifting, forms an
image segment.
Identification of ROIs in more recent development of the You-Only-
Look-Once (YOLO) algorithm [25, 26] using convolutional neural networks
(CNN) takes advantage of the input stage of a CNN by adoption reuse of the
convolutional computation for use in image segmentation and determination of
ROIs. This input stage consists of a bank of filters that apply various kernels
such as Gabor or wavelet kernels in preparation for input into a pre trained
deep learning neural network. Many of these kernels inherently enhance edges
and connected regions of similar texture. Figure 2.2 shows how the implied
input of convolutional filters (left) are reused for calculation of ROIs as bound-
ing boxes (top) while classification is performed in the normal way of a CNN




Figure 2.1: Segmentation examples [36] c©ACM 2006: (a) original image, (b)
segmentation by mean-shift, (c) segmentation by normalized cuts
Figure 2.2: Example of segmentation and classification, the YOLO algorithm
[25] c©CoRR 2015. Segmentation by possible bounding boxes(top-center), clas-
sification by CNN (bottom-center).
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The detection of potetential targets can also be implemented by con-
sidering the inverse problem of identifying what is background and bringing
the compliment of that forward as potential targets before classification [36].
In this way potential targets can be identified by simply being different from
background. We can see examples of this in Figure 2.3 where Gaussian mixture
modeling is used to model the background for target extraction, and in Figure
2.4 that uses an eigenspace decomposition to represent the background as a
subspace in image space from which foreground targets are identified by their
distance from the background’s eigenspace subspace [36].
Segmentation is followed by further analysis of each ROI for the purposes
of classification of those regions as target, not target, or for individual isolation
in the case of multiple target scenarios by a multitude of possible techniques
[2, 3, 6, 14,23,28,33].
2.1.2 Identification and Classification
Target classification techniques are varied, and can range from using something
as simple as a pixel-based template or a histogram of intensities to something
more complex such as a sparse representation or a pre-trained convolutional
neural net [14, 25, 26, 37] as in the YOLO algorithm seen in Figure 2.2, or a
pre-trained heirarchy of features [33]. Targets can also be identified uniquely
from frame to frame by use of an algorithm based on target outline features or
contours as shown in Figure 2.5 [36].
Identifying a target in most cases requires the use of some kind of visual
model of potential target or targets. These models vary widely and should
be evaluated for their applicability in any given tracking problem [29]. Target
6
(a) (b) (c) (d)
Figure 2.3: Background modeling for extracting potential targets using Mixture
of Gaussians [36] c©ACM 2006: (a) image from video of pedestrian, (b) mean of
Gaussians of highest weight, (c) mean of Gaussians of second highest weight,
(d) result of background subtraction
(a) (b) (c)
Figure 2.4: Background modeling based on Eigenspace decomposition [36]
c©ACM 2006: (a) image from video of vehicle with pedestrian, (b) result of





Figure 2.5: Contour based target tracking [36] c©ACM 2006: (a) single target,
(b) multiple targets with occlusion.
models can consist of features [33] such as conjoined geometric shapes, outlines
and contours, textures, statistics of textures [7, 23], offline or online learning
models based on support vector machines or deep learning [14,37], sparse rep-
resentation as used in the matching-pursuit techniques [2], or any combination
of these [29, 36]. Identified targets are pared down and isolated subsequently
by use of kinematics or statistical models of potential target motion to build
the resulting track [13,18].
Template Update Issues
Target appearance can change dynamically due to a host of different factors
including changes in aspect and range arising from relative motion between the
sensor and target, noise, intermittent glare or shadow, or occlusion. More dras-
tic changes in appearance can arise when the target is a deformable body. One
familiar example is human perambulation which is often handled by employing
an articulated target model [20]. This requires a visual target model to also be
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dynamic in order to accommodate. Target appearance changes and updating
the model presents yet another type of tracking problem when the appearance
model is considered another form of state that must be tracked and updated
through a kind of visual state space.
There is also a problem that arises when parts of the background behind
a target are captured in an hypothesized target region during update. This
phenomenon known as background-leakage is often cumulative and can result
in an appearance model that includes so much background that track loss occurs
due to the tracking algorithm locking onto background instead of target [20].
This is especially problematic in appearance models that comprise only an
image of the target as demonstrated in Figure 2.6. In the figure, the target
template can be seen in the upper-left corner. From these templates, it can be
seen that the road and some buildings leak into the template over time. Many
of the solutions to this problem involve the use of an exhaustive search in the
form of a convex optimization problem as can be seen in the Lucas-Kanade
algorithm [3,20].
Simply determining when a template update is necessary can be fraught
with challenges unique to the choice of visual model. One of the simplest tech-
niques is to force an update every frame using the current observation [20]
or on a regular time interval. More nuanced techniques make use of a mech-
anism to determine when the target observation is sufficiently different from
the target appearance model. One such technique utilizes the discriminatory
capabilities of multiple AM-FM feature channels to determine when the model
has significant drift from the observed target [28]. In the matching pursuit
(MP) algorithms, template updating occurs when a new target observation is
9
Figure 2.6: Background leakage example [20] c©IEEE 2004
sufficiently different from those in its model by its distance from the visual
space spanned by a dictionary of observations [2]. In the same vein a pixel
based template update can be triggered by a mechanism that determines that
significant drift in appearance has occurred by use of the distance between the
observation and a visual eigen-space generated from a set of observed templates
not unlike the dictionary used in MP algorithms [12].
2.2 Motion Tracking
Target tracking is the task of predicting target movement in order to associate
detected targets from one frame to the next. Targets motion can be sewn to-
gether most simply by proximal location. Tracking the motion can also take
advantage of known target kinematics in order to make predictions about target
movement [18]. Detailed knowledge of target kinematics allows for identified
targets to be linked frame to frame and isolated from other potential targets
and background.
2.2.1 Bayesian Filtering
Under appropriate conditions, Bayesian filtering can be used to accurately es-
timate the target state [1, 10, 30]. Bayesian filtering consists of estimating the
10
posterior probability density (posterior pdf) of the state xt conditioned on the
incoming observations z1:t over all previous times, resulting in the conditional
probability density [1]
p(xt|z1:t). (2.1)
A deterministic model for the change in the system at each time step is
known a priori and is variously called the state update equation, the dynamic
equation, or the state transition equation [1, 10,18,31]; it is given by
xt = f(xt−1,vt−1), (2.2)
where f is a function of the state xt−1 and an i.i.d. process noise vt−1 at a
previous time index.
Application of this update equation to a state pdf results in a new pdf
conditioned on the previous one, and this is described by the conditional pdf [1]
p(xt|xt−1). (2.3)
The observation or measurement equation which must also be known a
priori describes the relationship between the state and what can be observed.
It is given by [1]
zt = h(xt,nt), (2.4)
where xt is the current state and nt is i.i.d. observation noise.
Assuming that the state update depends only on the previous state, that
is, that the process is first-order Markov, one can write the update equation





At each new time step the desired density function (2.1) can be calculated using





where the denominator is simply a normalizing constant to ensure the resulting
pdf integrates to one [1]. The output of the filter is simply the expected value
of this density.
Direct use of these equations requires very precise knowledge of the sys-
tem under observation including the update function, the measurement func-
tion, and characteristics of the process and measurement noise. Example opti-
mal solutions mentioned in the Arulampalam tutorial on particle filters [1] are
the Kalman Filter, Extended Kalman Filter (EKF), and grid based methods.
Their use requires exacting knowledge of the system, however, and alternative
techniques must be utilized for more general cases where the system under
investigation might be non-linear or their process and observation noises non-
Gaussian as in the use case of the EKF, or the states are not finite and discrete
as in the case of grid based methods.
2.2.2 Kalman Filter
When the state vector posterior pdf, process noise, and observation noise are
known to be or are assumed to be jointly Gaussian, then these densities can be
represented parametrically and an optimal solution exists known as a Kalman
filter [15]. Let Qt−1 and nt be the covariance matrices of the process noise vt−1
and measurement noise nt, respectively. Let the notation N (x; m, P ) indicate
that x is Gaussian distributed with mean m and covariance P as in [15]. If
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the system is linear, then the state trajectory xt can be modeled by the state
update equation [15]
xt = f(xt−1,vt−1) = Ftxt−1 + vt−1, (2.7)
where Ft is the state update matrix at time t and
zt = h(xt,nt) = Htxt + nt (2.8)
is the observation. In (2.8), Ht is the observation matrix at time t. The
matrices Ft and Ht must be known for all t. Then from the Bayesian filtering
equations (2.5) and (2.6) can be derived a set of recurrence relationships for
the conditional pdfs using linearity and established knowledge of Gaussian pdf
behavior [15]:
p(xt−1|z1:t−1) ∼ N (xt−1; mt−1|t−1, Pt−1|t−1), (2.9)
p(xt|z1:t−1) ∼ N (xt; mt|t−1, Pt|t−1), (2.10)
p(xt|z1:t) ∼ N (xt; mt|t, Pt|t), (2.11)
where
mt|t−1 = Ftmt−1|t−1, (2.12)
Pt|t−1 = Qt−1 + FtPt−1|t−1F
T
t , (2.13)
mt|t = mt|t−1 +Kt(zt −Htmt|t−1), (2.14)
Pt|t = Pt|t−1 −KtHtPt|t−1, (2.15)











2.2.3 Extended Kalman Filter
When the state equation (2.2) and measurement function (2.4) are non-linear,
a sub-optimal solution can be obtained by linearizing them about an operating
point x to perform what is known as first-order extended Kalman filtering
(EKF). This allows the same methods used in the Kalman filter to be used














in place of H in the equation (2.15) as linearizations about the appropriate
operating points at the mean values mt−1|t−1 and mt|t−1, respectively. The
purpose of this is to allow for the reflection of the Gaussian pdfs as before
through the process and observation functions as if they were linear and well
behaved operations that provide Gaussians from Gaussians through the linear
transformations. The Arulampalam tutorial paper notes that higher order
EKFs can be obtained by expanding (2.18) and (2.19) in higher-order Taylor
series; these are computationally expensive however [1].
2.2.4 SIS Particle Filter
Recursive Bayesian filters can be implemented using a technique known as
particle filtering in order to overcome exceptionally difficult if not impossible
to calculate integrals of their analytic form or to accommodate potentially non-
linear functions or systems that have non-Gaussian process or measurement
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noises [1]. A particle filter does this by utilizing a Monte Carlo approach by
representing the probability density functions with a collection of point masses
distributed and weighted so as to adequately represent the underlying pdf. The
previously mentioned integral (2.5) becomes a more computationally reasonable
summation. The denominator normalization factor of (2.6) is simply the sum
of the particle weights.
Filtering involves a two-step process making use of (2.3) to predict the
prior (to conditioning on observation) density followed by the filtering step
which updates the weights based on the concept of importance sampling to
produce the posterior (to conditioning on observation) density. This two-step
process is repeated sequentially for every incoming observation and has been
named Sequential Importance Sampling (SIS) [1]. The importance density or
observation function is a function that can be readily evaluated for a given state
x and the incoming observation. This observation function is used to update





where p(zt|xit) is the likelihood function, p(xit|xit−1) is the prior density rep-
resented as point masses i ∈ [1, Np]. In (2.20), the denominator q(·) is the
proposal density, also known as the importance density or importance func-
tion. It is an assumed pdf from which the particles are drawn when the SIS
filter is run [1]. Design of the proposal density q(·) is an important issue that
can dramatically affect the filter performance. Performing computation of the
importance function and weight update on each particle, while expensive in
total, can be performed entirely in parallel.
15
2.2.5 Resampling
One of the major drawbacks to the use of SIS particle filtering is that over
merely a few iterations the compounded system noise variance vt can cause
all of the particle weights except one to become negligibly small. When this
occurs, the set of particles and weights no longer adequately represents the un-
derlying pdf and the filter fails. This phenomenon is commonly named particle
degeneracy and due to the inadequate pdf representation it results in an un-
acceptable error in the estimated value. Particle degeneracy is often measured








To mitigate the effect of particle degeneracy a new set of particles can
be drawn from the existing ones in a technique known as resampling [1,10,31].
In resampling, the new set of particles includes an increased number of particles
located in the state space where they more adequately represent the underlying
pdf. Resampling algorithms are very diverse and are the subject of many
textbooks devoted exclusively to their study [17, 19, 24, 27]. Researchers have
even developed a novel resampling algorithm inspired by the gathering behavior
of spider monkeys [27].
One of the most accessible pedagogical devices for conceptualizing and
understanding multinomial, stratified, systematic, and residual resampling al-
gorithms is the “wheel representation” given in [24] and depicted in Fig. 2.7.
In this representation the wheels represent a cumulative distribution of weights
around a wheel such that a value between zero and one lies at a point on each
16
of these wheels, corresponding to a weight W and its corresponding particle.
Multinomial resampling is performed for each particle in the new set by draw-
ing a random number from zero to one and selecting the corresponding particle
at that location on the wheel [24]. Stratified resampling is performed by first
dividing the wheel into equal sections and choosing a random number that lies
in each section. In this way, particles that span several sections are always cho-
sen unlike multinomial resampling that maintains a probability, however small,
that larger particles may not be selected. Systematic resampling is performed
by generating a random number from zero to one, then taking the particles lo-
cated at equal intervals around the wheel from that point. Residual resampling
is a more complex process involving two steps [24]. These steps can be thought
of in a way similar to long-division except that in this case the whole number
increment is 1
N
, N being the number of particles. The first step draws particles
that have larger weight than 1
N
as many times as 1
N
can fit within the weight of
that particle. The remainder of each particle once the multiples of 1
N
have been
subtracted is then normalized as a whole before the second step. The second
step is the same as multinomial resampling with these weight remainders.
In a particle filter, resampling is typically done when the Neff calcula-
tion in (2.21) falls below a threshold to draw new particles before the prediction
step that generates the prior. The process of resampling introduces another
problem in that sometimes there are only a small number of identical parti-
cles remaining after resampling thereby also inadequately representing the pdf.
This phenomenon is called particle impoverishment [1, 19].
Resampling is notorious for its need to include the entire set of particles
and weights together, typically precluding the use of parallel execution. There
17
Figure 2.7: Wheel representation of resampling methods [24] c©Microelec-
tronics Reliability 2018: (a) Multinomial, (b) Stratified, (c) Systematic, (d)
Residual
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have recently been developments intended to remove this limitation of the re-
sampling step by application of Metropolis resampling on graphics processing
unit (GPU) hardware [21].
2.2.6 Auxiliary Particle Filter
To lessen the effects of both particle degeneracy and particle impoverishment
a resampling technique known as auxiliary particle resampling has been de-
veloped in what is called an auxiliary particle filter [1]. In auxiliary particle
filtering a set of particles, called auxiliary particles, is generated in the same
manner as the prior pdf in the prediction step, and these are also weighted in
a similar fashion as the filtering set using the current observation. However,
these new particles and weights are only used as a means to resample the state
pdf of the previous time step on margin of the new observation before running
the usual steps of the SIR particle filter. In this way it is like replacing the
re-sampling step at the end of the SIR particle filter with a special auxiliary
re-sampling step at the beginning of each cycle. By performing resampling in
this way particles that have reasonable state representation as determined by
the observation in the new frame are preemptively pared down thereby increas-
ing the number of particles that land in good representational locations when
generating the new prior. Mathematically speaking it is refining the prior pdf
on margin of the new observation by means of the resampling mechanism.
2.3 Visual Tracking with Particle Filter
The likelihood functions used in a particle filter for visual tracking can be
based on pixel-wise templates and correlation, histograms, shapes, and many
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others [29, 36]. Correlation based likelihood functions typically take the form
of normalized cross correlation (NCC) between the expected target appearance
and the corresponding spatial support hypothesized by a particle within the











where zt is the pixel template at time t biased such that the mean pixel value is
zero and zit is the ROI of a particle indexed by i also biased such that its mean
pixel value is zero, and where the summation is taken over every pixel location
in the template and ROI (indices implied by summation). The numerical range
of NCC takes values from -1 (perfect anti-correlation) to 1 (perfect correlation)
and as such are typically passed through another function to provide a gain
and restrict the results to non-negative values needed to represent a pdf. One
such function composition has a gain k and an exponential (2.23) that forces
the resulting weight to always be greater than zero as follows [4]:
wit ∝ p(zt | xit) = e−k(1−ρ
i
t). (2.23)
2.3.1 SIR Filter and Improvement of the Likelihood Function
The key to using particle filtering in any particular application is the design of
an importance function that represents the pdf of the state vector to the best
extent possible. Poor choice of importance functions can be either too loose or
too tight in the state space, causing higher error in the former, and track loss in
the latter. In worst case, the selected importance function may not represent
the true state trajectory at all and performance of the particle filter will be
extremely poor.
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The sampling importance resampling (SIR) filter [1, 11] is a particle
filtering algorithm variant that is widely used for visual target tracking. In
the SIR filter, the importance function is set equal to the prior density of the
state vector and resampling is performed at every time step. This implies that
the particle weights are then directly proportional to the likelihood function [1].
Therefore, performance of the SIR filter is driven by the design of the likelihood
function.
In many cases, the likelihood function may neglect or fail to consider
certain state variables, particularly when those variables are unobservable. For
example, velocity is commonly used as a state variable in visual target tracking
filters. However, standard video cameras cannot provide any direct measure-
ment of velocity. Consequently, visual target tracking filters typically include
velocity as a state variable but almost universally omit the velocity from the
likelihood function altogether. In the case of a correlation based particle filter,
an improvement to provide an indirect measurement of velocity and incorpo-
rate it into the likelihood function was presented in [4]. It was shown that
implementing a likelihood function that explicitly incorporated the previous
observation together with the previous location of each particle could improve
performance by providing an indirect measurement of velocity. The likelihood























where as in the NCC formula (2.22), the terms are biased to mean zero and




target appearance hypothesized by particle i in the previously observed video
frame from time t − 1. Intuitively, (2.24) is the normalized cross correlation
(NCC) between the observations and the hypothesis of particle x̂it calculated
across two temporally adjacent frames, thereby providing a means to measure
the velocity indirectly and incorporate it into the likelihood function explicitly.
2.4 Summary
Target tracking in video is a broad and vigorously investigated field with many
potential applications. Finding appropriate models of highly dynamic tar-
get appearance is a significant open problem that includes difficult challenges
such as determining when an appearance model update is needed and how it
should be performed. Challenging problems inherent in updating a template
from video observations include background leakage and dynamic appearance
changes such as those caused by articulation; it is critical to overcome these
problems in order to provide robust tracking performance. Target kinematics
also must be modeled and the state of that model must be iteratively updated
based on observations to be able to track a target across video frames in a
robust way. The use of particle filtering with a kinematic model is faced with
the problems of particle degeneracy, particle impoverishment, and the selection
of an appropriate importance and likelihood functions. Visual tracking using
only frames of video specifically has the unfortunate circumstance that it does
not provide a direct observation of the velocity components of targets in or-
der to accurately observe the state causing the state pdf to be inadequately
pared down on margin of the incoming observations. This limitation in the
observation has been effectively circumvented to some degree by performing
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Target tracking in video by means of particle filters is faced with several short-
comings. In the general case of target tracking it is often difficult to obtain
an appropriate template from the source video [2, 3, 20, 23]. Background leak-
age causes the template to be contaminated with objects and textures from
the background after which tracking error increases and tracking is eventually
lost due to the tracker mistaking background for target. Particle filter based
trackers face issues of particle degeneracy and particle impoverishment inher-
ent in particle filters more generally [1,4,10,27]. In the widely used SIR filter,
design of the likelihood function is critically important for maintaining an ap-
propriate set of particles by observation to adequately represent the pdf of the
target state. Without an adequate observation into the elements of this target
state to maintain the pdf around that elemental dimension, particle degeneracy
generally occurs and substantially degrades the performance of the filter.
3.1 Novel SVD Template Generation
In particle filter based trackers it is common to update a template by identify-
ing the particle across a window of frames that has the highest likelihood value
as seen in the approximate maximum-likelihood (AML) method in [5]. This
value is often influenced by partial occlusion, glare, shadow, or noise which
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causes the highest score to not be perfectly aligned with the target leading to
the background leakage issue [20]. To address this issue, I propose a novel tem-
plate generation strategy in which the high likelihood scoring template ROIs
are combined by means of Singular Value Decomposition (SVD) as a means to
reject outlying optical effects. The hypothesis here is that by application of the
SVD the optical effects and background textures will tend to be delegated to
the lowest singular values in the decomposition. SVD consists of decomposing
a matrix into three matrices U , Σ, and V where U has unitary columns corre-
sponding to individual diagonal entries of the diagonal matrix Σ that are the
singular values and V is a matrix that can be intuitively though of as a mixing
matrix that provides appropriate linear combinations of the matrix product of
U and Σ to generate the original matrix T before decomposition. The highest
singular value represents the highest correlate across the set of acquired poten-
tial targets making it together with its corresponding column in the matrix U
ideal for use in generation of a composite template to be used as a correlation
based likelihood function. To generate the composite template we collect an
ROI corresponding to the particle evaluated with the highest likelihood func-
tion across all particles, one for every frame over a fixed window up to and
including the current frame. Let Tk represent such a set for k ∈ [t − w, t]
where t is the current frame and w is the width of our window. A matrix Tj
where j ∈ [1, w] is produced by the column-wise assembly of the columnated
elements of Tk as seen in Figure 3.1.
SVD is then performed on the Tj matrix such that
T = UΣV ∗ (3.1)
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Figure 3.1: Generation of Tj from window of template candidates Tk
Let Uj;k, Σj;k, and Vj;k represent the jth column and kth row of U , Σ, and V
respectively. Then the composite template T̃ is generated by
T̃ = reshape(U1;Σ1;1V1;1), (3.2)
where notation U1; represents the first column of U , and the reshape function
reverses the effect of prior columnation of Tk to provide a 2D template. The
use of V1;1 ensures the resulting composite is not inverted in sign. Examples of
the resulting SVD generated template can be seen in Figure 3.2.
3.2 Extended Likelihood Function
It was shown in section 2.3.1 that by incorporating the particle ROI across
adjacent frames a likelihood function could be built that would improve the
selectivity of the velocity components of particle states. It is the purpose of
this research to determine if adding additional time frames to the likelihood
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(a) (b)
Figure 3.2: Two examples of SVD template generation from the Car4 sequence:
(a) after 20 frames, (b) after 100 frames
function would provide more improvement. Analysis of the quantitative effect
on Neff of the original technique and a new technique incorporating additional
adjacent time frames will be provided to support the hypothesis that these
techniques improve the particle degeneracy issue. The new likelihood function
































where the zt is the template from time t biased to mean zero and p
i
t is the ROI
of the ith particle hypothesis at time t biased to mean zero making (3.3) a form
of the normalized cross correlation (NCC) between the ROI of the hypothesis
of a particle x̂it across three temporally adjacent frames and the corresponding
template from those same time instances. The resulting ρ̂it,t−1,t−2 is then passed
through
wit ∝ p(zt | xit) = e−k(1−ρ̂
i
t,t−1,t−2) (3.4)
to produce the resulting likelihood function.
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3.3 GPU Accelerated Parallel Execution
One of the primary advantages to the use of particle filters is their inherent
support for parallel execution. Recent developments in hardware and soft-
ware targeted toward accelerating the training and execution of artificial neu-
ral networks are ripe for exploitation. The Tensorflow platform is one such
advance in that it has been geared toward optimized use of graphics proces-
sor unit (GPU) and tensor processor unit (TPU) hardware yet presents itself
intuitively as a way to build data-flow and processing diagrams in the form
of Tensorflow graphs. It is in this vein that Tensorflow together with Python
is be the platform of choice to provide hardware acceleration for this set of
experiments. More specifically, Tensorflow has a built-in low-level functions for
multiply-accumulate operations and a high-level operation available to perform
the bilinear interpolation necessary to extract ROIs from incoming frames.
The Tensorflow graphs for this experiment have been automatically gen-
erated using TensorBoard and are cataloged in Appendix B. Likelihood func-
tions for visual trackers often use relatively expensive cross correlation calcu-
lations and these likelihood functions can be evaluated entirely in parallel to
much advantage. Figure B.4 shows the graph for obtaining the ROIs for every
particle, the output of which is fed into the graph of Figure B.5 which embodies
the likelihood function.
3.4 Experimental Test Parameters
The experiment includes ten runs of each combination of parameters discussed
below and listed in Table 3.2 for a grand total of 57,600 runs in the set. The
number of particles proportionally affects the amount of computation that the
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tracking algorithm uses and in that vein particle counts of 100, 300, 700 and
1000 are used to compare the effects and potential trade off between computa-
tional cost and performance.
3.4.1 System Dynamics Equation
The target state is defined in six dimensions as follows:
xt = [m,n, dm, dn, s, r]
T (3.5)
where m and dm are respectively the vertical position and velocity, n and dn are
respectively the horizontal position and velocity, s is the visual scaling factor,
and r is the visual rotation factor in radians, and T is the vector transpose
operation. The state update equation corresponding with Equation (2.2) is:




1 0 1 0 0 0
0 1 0 1 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 (3.7)
is a constant velocity, magnification, and rotation model wherein vt is i.i.d. pro-
cess noise drawn fromN (0, P ) with the covariance P=diag(0, 0, 2, 2, 0.05, 0.02).
It was necessary to choose particularly large covariance values in order to ac-
commodate the diversity of the selected videos.
3.4.2 Video Sequences
A diverse set of twenty videos was selected from Visual Tracker Benchmark
project [34] (visible spectrum), Browncamp [22] (infrared), and AMCOM (in-
29
frared) [8, 9, 16, 32, 35, 36] sets to perform our experimental analysis against.
These were selected to provide variety in resolution, target appearance, and
target motion against which to test our proposed methods. The Visual Tracker
Benchmark videos contain vehicular and human targets in various conditions of
lighting, occlusion, and appearance changes. The Browncamp videos are fixed
camera infrared videos of vehicles driving down a road. The AMCOM videos
are aerial infrared videos of military vehicles performing maneuvers. Table 3.1
provides a detailed description of the selected videos individually.
3.4.3 Template Updating Comparisons
The set includes a traditional update by highest likelihood score and the pro-
posed SVD generation update for comparison. The effect of using varying
history depth for template selection and SVD generation is also observed. The
effect of varying template update intervals is also observed.
3.4.4 Likelihood Function Comparisons
The likelihood functions are given the initials NCC, ASV, ASVHO for nor-
malized cross correlation, 2-timestep correlation, and the proposed 3-timestep
correlation respectively. These initials are inspired by the original work in [4],
the “Augmented State Vector” and the proposed method “Augmented State
Vector of Higher Order”.
3.5 Experimental Hardware and Software Setup
The bulk of this experiment was performed on a system with the specifications
listed in Table 3.3. A GUI was built using PyQt5 for running the experiment
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Table 3.1: Video sequences with descriptions.
Car4 Van driving in sunlight and under a bridge
CarScale
SUV approaching camera with partial
occlusion and changing orientation
Coke
Soda can with random acceleration,
orientation, and full occlusion
Crossing Fixed camera of pedestrian in cross walk
Dudek
Human head moving randomly as owner
stands, sits, turns, changes facial expressions
Football Football player helmet/head, multiple similar targets
Girl
Girl’s head, owner in front of window
spinning in an office chair
RedTeam
Low resolution, noisy, and long video
of red vehicle navigating a course in open tundra
Skater
Low resolution Olympic ice skater
performing maneuvers
Skater2
Low resolution Olympic ice skater
in all black performing maneuvers
bc1 case3 Fixed camera of car driving away
bc3 case7
Fixed camera of SUV driving away
partially obscured by following car
rng14 15 Truck, target is a small smudge
rng16 18 Tank, target is a small smudge
rng18 16 Truck, indistinguishable from background in first frame
rng19 06 Vehicle thermally obscured by clutter
rng19 13
Tank in a caravan turning and partially
obscured by clutter
rng19 NS Very short sequence of tank
walking
Fixed camera of pedestrian walking
with partial occlusion by lamp post
woman Woman walking with partial occlusion
Table 3.2: Experiment Parameters
.
Particle Counts 100, 300, 700, 1000
Filter Type Resample, Auxiliary
Template Update Methods Best Score, SVD
Template History Depths(frames) 10, 20, 30
Template Update Intervals(frames) 10, 20
Likelihood Functions NCC, ASV, ASVHO
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Table 3.3: Hardware Specifications
CPU Intel R© CoreTM i5-2550K CPU @ 3.40GHz x 4
Memory 16GB
GPU Nvidia R© GeForceTM GTX 1070





and the main interface can be seen in Figure 3.3. This application loads a
JSON configuration file to set up the experimental runs. Qt threads were used
to allow simultaneous execution of experimental runs, four at a time in our
setup. The SIR Batch Viewer in Figure 3.3 loads a batch of SIR particle filters
for processing. Monitoring the progress of runs is seen in the Status column and
indicates when the run is generating the Tensorflow graph, running, complete,
or skipped in the case it finds existing results. To view the run, a click on the
run’s row will bring up the SIR Tracker View as seen in Figure 3.4. The main
view port upper-left corner and the currently used template is in the lower-left
of the plot. Run parameters can be seen in the upper-right. There is a a blue
bounding box at ground-truth and a yellow bounding box at the output of the
tracker in the main view port and a detailed tracker status in text at the lower
right.
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Figure 3.3: SIR Batch Viewer window




The results presented here show that my proposed methods of expanded likeli-
hood function and SVD template generation can substantially improve particle
filter target tracking performance. The improvement to the particle degener-
acy problem by means of the proposed 3-frame likelihood function is shown in
terms of the effective number of particles Neff. The addition of an SVD tem-
plate update strategy is shown to provide a more robust method of tracking as
demonstrated quantitatively by the resulting track length data. The successful
software implementation and collection of the data is evidence that Tensorflow
and Python are a great potential platform for current and future investigation
into particle filter tracking. Data acquisition was performed by filtering frames
so that all collected data are within track tolerance to prevent meaningless
values from contaminating the results.
4.1 Improvements by Expanded Likelihood Function
Expanding the likelihood function has the greatest effect on the effective num-
ber of particles. While these data do not show that it has any significant impact
on the ability to maintain track los for a longer number of frames, a modest
improvement in the mean squared error of the tracked centroid is observed at
the low particle count of 100 as seen in Table 4.4. This result is significant for
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real-time deployable systems the ability of a track filter to operate with only a
small number of particles is one of the keys to reducing the computational com-
plexity of the particle filtering approach to levels that are feasible for practical
commercial and military systems.
4.1.1 Expanded Likelihood Function and Particle Degeneracy
A visual example for the Dudek sequence can be seen in the set of Neff his-
tograms in Figure 4.1 which show a the dramatic improvement to particle
counts by auxiliary filtering, as well as incremental improvements by extending
the likelihood function across multiple temporal frames.
The resulting composite median Neff calculations over all videos se-
quences in the experiment can be seen in Table 4.1. Their equivalent as a
percentage of particle count is provided in Table 4.2 and in this table it can be
seen that the best improvement to effective number of particles of 37% belongs
to the proposed extended likelihood function (ASVHO) as indicated in bold-
italics. It can be seen from these that the auxiliary particle filtering (ASIR)
provides the largest boost to Neff across all groups. Particle degeneracy with-
out ASIR is intensified by the previously mentioned requirement that we use a
large covariance in our particle prediction step to accommodate such a diverse
set of videos. This large covariance compounds rapidly leading to particle de-
generation. As seen in Table 4.2, only 3%-8% of the particles survive which is
quite a computational waste when over 90% of the remaining particles are not
useful at all in the pdf representation. Without auxiliary filtering the effect on
Neff by improved likelihood functions is negligible in our data; however, with
auxiliary filtering the effect is quite noticeable.
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It can be seen that there is an improvement to the effective number of
particles with the 2-frame likelihood function, here labeled ASV consistent with
the Augmented State Vector nomenclature established in [4], and the 3-frame
likelihood function (ASVHO) shows further improvement still. This improve-
ment was seen across the board for all particle counts in the set as can be seen
in Table 4.1. When taken as a percentage of particles, the improvement to Neff
can be seen in Table 4.2 to have a similar effect for all particle counts as would
be expected intuitively as there is no difference in the life of the particles for
different particle counts. The improvement to effective number of particles as
a percentage of actual particles with ASV is approximately 4% and the pro-
posed ASVHO across 3 frames has a greater improvement of approximately
10.5%, supporting the original hypothesis that temporally extending the likeli-
hood function would be beneficial to Neff. The Neff results for individual videos
vary, but the general theme of improvement remains the same. Median Neff
values were calculated individually for each video sequence and are provided in
Appendix A.1.
4.1.2 Extended Likelihood Function and Track Length
To investigate the effect of the proposed likelihood function on tracking per-
formance, Table 4.3 hows the average number of frames before track loss, here
called track length. In the collected data set it is seen that the greatest benefit
occurs due to auxiliary particle filtering and the likelihood function has no dis-
cernible impact on track length nor does the number of particles used. This is
likely due to the fact that track loss in each video in most cases occurs due to a
single event in each sequence, such as entering shadow for the Car4 Sequence,
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(d)
Figure 4.1: Effective number of particles Neff histogram comparison for Dudek
at: (a) N = 100, (b) N = 300, (c) N = 700, (d) N = 1000




NCC ASV ASVHO NCC ASV ASVHO
100 7.7 7.7 7.8 26.2 32.9 37.0
300 14.2 14.5 14.4 79.0 97.9 110.1
700 24.5 24.3 24.3 186.0 229.5 257.0
1000 30.4 31.1 30.0 266.5 326.0 364.6
that leads to track loss.
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NCC ASV ASVHO NCC ASV ASVHO
100 7.7% 7.7% 7.8% 26.2% 32.9% 37.0%
300 4.7% 4.8% 4.8% 26.3% 32.6% 36.7%
700 3.5% 3.5% 3.5% 26.6% 32.8% 36.7%
1000 3.0% 3.1% 3.0% 26.7% 32.6% 36.5%




NCC ASV ASVHO NCC ASV ASVHO
100 78.2 76.8 77.9 221.9 224.5 223.8
300 127.3 124.7 128.6 226.9 228.7 230.9
700 159.8 163.8 160.3 227.1 226.5 228.5
1000 176.9 174.4 175.8 227.4 229.1 226.7
4.1.3 Extended Likelihood Function and Tracking Error
At low particle counts it can be seen in Table 4.4 that there is only a slightly
noticeable improvement to tracking error. Above this threshold however the
improvement to tracking error is negligible or worsened (at 300 particles) by
the ASV and ASVHO. This is likely due to the way templates are extracted
by means of the greatest likelihood function in both traditional update and
the SVD update strategies. The likelihood function crosses frames and likely
introduces error when locally registering the target in the frame from which its
ROI is extracted.
4.2 Improvements by SVD Template Generation
SVD generated templates show marked improvement to time before track loss
occurs and with one exception show superior tracking error performance. Also
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NCC ASV ASVHO NCC ASV ASVHO
100 373.2 378.8 355.2 166.9 159.6 147.9
300 250.2 260.5 252.4 150.2 165.5 153.0
700 224.2 199.5 210.7 168.0 171.0 167.6
1000 207.5 205.9 201.3 174.2 167.6 168.0
observed is a marked improvement to track length and tracking error due to
simply extending the depth of the template history. The best performing scores
overall in both track length and tracking error belong to the proposed SVD
template update method.
4.2.1 SVD Template Generation and Track Length
The best overall track length score of 243.5 frames belongs to the proposed
SVD template generation strategy and is indicated by bold-italics in Table
4.5. In Table 4.5 the broad category dividing the table in half shows that
Update By SVD improves the time before track loss for every particle count,
template update interval, and the size of the length of the historical window
of extracted template candidates here called the history depth (h). Increased
template history depth at a 10-frame update interval with standard template
updating by likelihood function scoring shows improvement across the board
due to the availability of better templates from which to select. This effect is
not apparent in the longer 20-frame update interval for standard updating by
score. Shorter update intervals increase the effect of background leakage and
are known to generate poorer performance as can be seen here in Table 4.5.
Also expected and apparent from the table is that larger particle counts improve
tracking across the board. The most striking performance improvement that
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can be seen here is the combination of deep template history with the SVD
template update. Even with a short 10-frame template update interval, SVD
template generation with a deep 30-frame history outperforms the longest 20-
frame update interval in the standard template updating by score.
One of the video sequences, rng16 18, in all cases loses track in fewer
than ten frames as can be seen in Tables A.5, A.6, A.7, and A.8 in the Appendix.
This is due to the fact that the target is very small, only a few pixels in spatial
extent, and is nearly indistinguishable from background in the first frame from
which the template is extracted. It should be noted that particle filter trackers
using a correlation based likelihood function are negatively impacted when the
target used for the comparison is only a handful of pixels.
4.2.2 SVD Template Generation and Tracking Error
The track error was calculated using mean-squared-error (MSE) in the tracked
target centroid over frames before track loss occurs. The error is in units of
pixels squared and lower numbers are better. The best overall tracking error
MSE of 104.9 belongs to the SVD template generation update strategy and
is indicated by bold-italics in Table 4.6. These values are relatively high due
to the use of a template update that has a tendency to move the centroid off
center-target from what has been marked in the ground truth. The effect is
cumulative until track is fully lost. Often the centroid is marked on different
locations of the target as in the CarScale sequence due to the target appearance
change due to rotation of the vehicle changing from passenger front facing the
camera to passenger rear facing the camera at the end of the sequence. As
can be seen in Table 4.6 there is a general trend that longer update intervals
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Update By Score Update By SVD
interval=10 interval=20 interval=10 interval=20
h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30
100 122.0 127.2 134.4 145.2 136.2 142.9 137.1 160.3 175.4 166.7 175.5 183.0
300 138.0 150.8 156.7 171.7 162.7 171.2 162.0 187.1 213.2 194.9 210.2 215.7
700 149.5 162.5 169.0 192.2 181.3 181.2 168.5 207.1 234.6 216.3 230.7 239.2
1000 154.5 171.3 180.3 198.3 187.5 193.9 176.9 215.1 238.1 223.3 238.0 243.5
improve track error. The same reasoning applies here that background leak-
age compounds faster with shorter update intervals leading to increased error.
Update by SVD for shorter 10-frame template histories with short 10-frame up-
date interval shows that error performance is impacted negatively; the tradeoff
here is improved track length when comparing error here with track length as
in Table 4.5. The remaining combinations show the trend that update by SVD
yields superior error performance over the standard template update by best
likelihood score when all other parameters are equal.
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Table 4.6: Composite MSE Over Template Update Strategies
Particle
count
Update By Score Update By SVD
interval=10 interval=20 interval=10 interval=20
h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30
100 359.8 248.3 203.8 194.2 176.4 193.9 405.0 217.6 150.7 190.5 155.9 129.9
300 338.3 249.9 210.5 187.6 163.3 158.1 364.5 204.1 134.1 135.0 128.5 117.8
700 331.2 239.1 209.6 175.1 172.3 163.9 409.6 200.8 124.2 117.5 113.8 104.9
1000 350.4 218.3 196.6 163.3 156.0 151.6 447.4 193.2 125.8 119.8 113.5 105.8
Chapter 5
Conclusion
Improvements to the field of visual tracking to reduce computational cost and
provide more robust tracking are highly sought after. Automated visual track-
ing techniques must accommodate complications such as noisy observations
and changing target appearance. In Chapter 2 we touched on several core tech-
niques including image segmentation for identifying potential target regions of
interest, target classification and rejection, and template updating. Sequential
Bayesian methods were introduced that incorporate known target dynamics to
provide for target tracking. Among these techniques, the Monte Carlo method
of particle filtering was shown to allow for the tracking of non-linear target
dynamics that would otherwise be intractable analytically. The phenomenon
of particle degeneracy was discussed as having a detrimental effect, often lead-
ing to track loss, on particle filter based target trackers. Auxiliary particle
filtering and the likelihood function introduced by the “Augmented State Vec-
tor” approach where shown to provide improvement to the particle degeneracy
problem thus providing a means for reducing these detrimental effects. The
issues of background leakage, dynamic appearance changes, and noisy target
observations were identified as key areas that should be a focus for improve-
ment in any proposed template update method due to their impact leading to
poor tracking performance and track loss.
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In Chapter 3 we proposed a novel SVD based template generation strat-
egy to reduce the detrimental effects of background leakage and to better ac-
commodate for dynamic target appearance changes in order to provide more
robust tracking performance. Also proposed in Chapter 3 was an extension to
the “Augmented State Vector” approach incorporating 3 temporally adjacent
observations to provide better indirect velocity information in the likelihood
function thereby providing a noticeable reduction in particle degeneracy.
The experimental results presented in Chapter 4 show a dramatic 25.6%
improvement in time before track loss using the best results from the SVD and
non-SVD (score) methods, as shown in Table 4.2, indicating significantly more
robust performance. The temporal extension of the likelihood function in an
auxiliary particle filter proved to be a great benefit in the reduction of particle
degeneracy by 11.2%-12.5% when compared to the previous “Augmented State
Vector” approach, as shown in Table 4.1. The increased effective number of
particles Neff will allow for the use of fewer particles in a PF tracker while
maintaining track performance, thereby reducing the requred computational
expense. The extended likelihood function was shown to have no significant
effect on tracking error. Deeper target observation histories did show a trend
towards better performance.
The original contributions of this dissertation include the following:
1. Extended likelihood function incorporating 3 temporally adjacent obser-
vations.
2. SVD based target appearance model generation.
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3. Implementation using Tensorflow-GPU and Python for GPU coprocess-
ing.
The extended likelihood function provides a noticeable reduction in the
particle degeneracy phenomenon. Calculation of the number of effective parti-
cles of the “Augmented State Vector” technique was provided here to enhance
previous support for use of the method and for use in comparing with the pro-
posed extension. The number of effective particles has a direct effect on the
adequacy of the representation of the state pdf for use in particle filter tracking
and any increase to it improves state pdf representation. This allows for imple-
mentation using fewer real and computationally expensive particles to provide
a similar number of effective particles and thus similarly adequate state pdf
representation.
SVD based target appearance model generation allows for more robust
tracking performance. Building an appearance model by performing SVD from
several candidate target regions of interest allows for reduced influence from
observation noise and intermittent changes in illumination and target appear-
ance. With the exception of a low template history, the SVD is also shown
to improve tracking error as well. Template updating by means of SVD based
template generation has proven to provide a more robust update strategy as
the increased tracking time has shown.
The use of GPU coprocessing has allowed the collection of the experi-
mental results involving 57,600 runs in a reasonable amount of time to allow for
quantitative empirical analysis of the performance benefits that the proposed
SVD template update and extended likelihood functions provide. Implementa-
tion in Tensorflow has shown that it can be used to perform complex tasks other
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than its primary use in training of neural networks and provides for a unique
GPU accelerated platform for use in further particle filter tracking research.
These proposed methods provide for more robust tracking performance
by use of SVD based template generation to reduce the detrimental effects
of target appearance change and background leakage. It has been shown that
there is improved particle filter adequacy and potential computational cost sav-
ings by reduction of the particle degeneracy phenomenon through the proposed
enhanced likelihood function.
5.1 Future Work
The alternatives available for use as a likelihood function in a particle filter are
boundless and this presents ample opportunity for future work. One alternative
came from a misunderstanding of my own while discussing the work in [4] with
my colleagues. In attempting the first implementation off-the-cuff as it were I
implemented a likelihood function based on the summation of the correlations
in temporally adjacent frames and it did show improvement as well although
only tested with a single video. The terms of that series could also be weighted
in numerous ways such as tapering off over a small window of past frames.
The effects of sub-sampled target signatures should also be investigated. It
would be worth while to observe the extension of observation across even more
temporally adjacent video frames to see where the point of diminishing return
lies.
Sub-sampled targets require far less computation when performing cor-
relation calculation and would provide a potential computational cost savings.
It would therefore be beneficial to compare the trade off between cost savings
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due to sub-sampling and the effects it has on the ability to track robustly.
As mentioned in Chapter 2 it is more common that a target acquisition
system feeds into target tracking. In this work that job was relegated to the use
of ground-truth to seed the initial target location. It would be very interesting






A.1 Median Effective Number of Particles Tables
Table A.1: Effective Number of Particles for N = 100
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 4.4 4.4 4.4 11.3 14.6 17.3
CarScale 4.6 4.0 3.6 27.3 34.8 39.4
Coke 6.1 6.9 6.0 24.3 30.3 36.4
Crossing 5.2 4.5 4.5 25.6 34.8 38.2
Dudek 9.3 9.3 9.4 23.5 29.4 33.3
Football 3.8 3.7 3.7 22.3 28.8 33.0
Girl 4.1 4.6 5.0 27.4 33.1 36.4
RedTeam 4.6 4.6 4.6 37.0 44.8 48.6
Skater 14.8 14.5 14.6 42.4 50.4 54.6
Skater2 10.6 9.9 9.1 24.7 33.1 38.8
bc1 case3 8.2 8.6 8.8 27.0 32.0 35.4
bc3 case7 6.8 7.0 7.1 17.7 21.8 24.9
rng14 15 4.3 4.0 3.8 71.2 74.0 75.6
rng16 18 3.7 3.6 4.6 68.9 75.4 75.3
rng18 16 3.4 2.9 2.7 48.3 56.2 61.8
rng19 06 20.2 29.0 28.0 71.6 79.2 81.8
rng19 13 4.1 5.1 4.7 55.4 62.4 64.7
rng19 NS 3.7 5.3 4.2 52.4 58.8 60.4
walking 3.3 3.1 3.1 13.1 18.6 22.8
woman 4.2 4.3 4.4 20.1 27.6 32.1
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Table A.2: Effective Number of Particles for N = 300
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 6.0 6.0 5.8 28.5 38.2 44.5
CarScale 10.2 9.7 10.0 81.4 102.1 114.3
Coke 16.2 14.1 13.9 71.0 90.3 100.0
Crossing 11.1 11.0 11.1 81.9 100.3 112.5
Dudek 22.0 22.4 22.1 69.6 86.5 98.5
Football 6.6 7.0 7.2 65.9 86.1 96.3
Girl 11.2 10.3 11.6 77.5 94.2 104.4
RedTeam 7.6 7.6 7.9 112.0 132.6 143.0
Skater 40.2 38.6 39.2 122.7 144.6 158.0
Skater2 18.0 20.1 20.7 67.5 94.3 108.2
bc1 case3 10.7 10.8 10.6 76.1 91.6 101.4
bc3 case7 7.9 7.9 7.8 50.8 63.1 70.7
rng14 15 7.0 6.1 7.9 206.3 212.1 213.7
rng16 18 7.9 6.3 8.2 198.0 206.9 213.5
rng18 16 5.1 4.0 5.1 149.8 167.3 180.9
rng19 06 64.4 57.0 52.5 218.6 230.2 239.2
rng19 13 7.1 6.9 8.1 164.3 181.4 188.8
rng19 NS 7.2 6.7 8.5 152.5 174.4 178.5
walking 5.2 5.6 5.3 39.0 56.5 67.0
woman 10.2 10.0 10.0 57.1 77.1 91.0
50
Table A.3: Effective Number of Particles for N = 700
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 8.4 8.5 8.5 61.9 83.1 99.6
CarScale 20.3 20.5 21.0 187.4 233.8 261.6
Coke 28.0 28.2 33.5 156.7 214.0 234.5
Crossing 24.9 24.1 24.5 192.6 238.4 269.0
Dudek 48.7 48.7 48.9 161.9 201.4 228.7
Football 14.5 14.3 14.9 157.1 195.9 219.5
Girl 21.3 22.6 20.2 177.9 216.6 243.0
RedTeam 13.3 13.3 13.5 262.2 307.7 332.8
Skater 86.7 84.8 87.5 278.9 334.7 370.7
Skater2 32.8 32.1 31.3 164.5 211.5 251.9
bc1 case3 17.7 17.6 17.6 175.9 208.4 229.6
bc3 case7 11.4 11.5 11.7 118.5 147.0 164.7
rng14 15 11.1 15.0 12.7 467.7 486.8 487.4
rng16 18 14.2 11.7 10.8 446.1 478.1 482.3
rng18 16 8.8 5.6 5.9 354.2 383.1 412.4
rng19 06 110.7 125.9 119.6 487.6 532.3 554.1
rng19 13 12.9 13.1 13.0 382.3 415.1 432.1
rng19 NS 14.7 11.0 13.0 364.8 403.6 420.5
walking 10.4 10.4 10.5 93.8 132.4 162.3
woman 21.6 20.9 21.4 130.4 176.1 205.1
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Table A.4: Effective Number of Particles for N = 1000
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 10.1 10.1 10.0 87.2 116.7 140.5
CarScale 27.7 27.2 26.6 266.1 331.2 370.1
Coke 45.5 42.4 37.2 221.5 298.2 332.6
Crossing 33.1 33.3 33.4 262.2 325.2 367.9
Dudek 69.7 68.7 69.2 232.1 288.3 327.3
Football 19.4 19.9 19.4 223.7 275.5 310.5
Girl 27.6 29.4 27.6 252.4 305.8 334.2
RedTeam 17.2 17.7 17.2 374.5 435.2 472.5
Skater 118.6 119.4 121.2 397.4 480.3 526.7
Skater2 46.9 45.3 43.7 218.9 298.4 324.6
bc1 case3 22.8 22.1 22.1 248.3 296.3 322.8
bc3 case7 13.9 14.0 13.5 170.4 209.3 235.9
rng14 15 17.3 13.1 16.0 658.5 681.3 691.3
rng16 18 18.0 16.6 16.2 653.1 669.6 684.2
rng18 16 9.3 8.1 9.2 482.8 541.2 578.1
rng19 06 168.1 174.0 154.9 710.8 766.8 789.1
rng19 13 17.5 17.0 15.6 545.4 589.8 612.0
rng19 NS 17.4 17.0 15.6 526.3 575.0 603.1
walking 15.2 14.3 14.6 139.7 195.1 232.9
woman 29.1 29.3 27.9 185.8 244.6 293.8
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A.2 Track Length Tables
Table A.5: Average track length across template update methods for N = 100
Sequence
Update By Score Update By SVD
interval=10 interval=20 interval=10 interval=20
h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30
Car4 282.9 295.5 321.1 361.9 304.8 328.4 313.4 421.5 441.8 422.2 433.6 425.0
CarScale 142.7 145.0 145.6 148.4 146.0 145.8 151.1 150.6 156.0 154.7 159.2 169.8
Coke 31.5 32.9 33.5 32.1 29.2 30.0 38.1 40.1 31.5 34.9 34.7 35.5
Crossing 36.4 37.7 38.4 41.3 42.4 42.3 35.5 37.9 42.9 42.9 43.3 40.6
Dudek 752.7 719.5 741.0 754.4 746.6 738.9 752.4 830.9 849.4 853.9 873.9 847.2
Football 153.9 136.9 122.5 130.4 115.8 120.5 176.1 189.0 170.3 158.5 140.6 163.9
Girl 84.8 85.4 78.0 104.0 92.9 89.1 108.8 102.8 100.4 113.9 118.6 122.4
RedTeam 418.9 502.0 571.0 575.4 561.8 639.0 436.8 595.4 837.5 692.5 808.2 933.4
Skater 124.1 119.2 110.1 127.9 114.6 125.0 124.8 130.0 134.8 141.1 143.3 152.7
Skater2 46.3 49.1 53.0 55.1 43.8 43.8 42.5 49.8 59.9 61.0 56.0 61.4
bc1 case3 74.8 91.1 117.8 136.2 130.2 134.7 74.5 102.6 142.2 141.7 140.3 154.7
bc3 case7 103.1 119.2 121.4 126.8 119.4 123.1 119.9 134.9 135.3 141.9 135.8 137.1
rng14 15 26.4 31.9 36.6 48.3 39.8 39.6 53.9 61.4 66.9 60.0 62.0 67.1
rng16 18 8.2 8.2 8.2 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1
rng18 16 17.2 19.8 28.5 26.6 28.1 30.1 32.5 48.3 39.2 28.0 47.9 40.6
rng19 06 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9
rng19 13 22.9 27.6 27.4 55.8 38.7 43.3 83.0 81.5 82.1 79.7 76.9 81.6
rng19 NS 14.2 14.2 14.0 28.8 19.9 19.9 28.8 28.7 28.9 29.2 29.4 29.1
walking 30.6 36.9 42.8 54.9 55.8 70.7 35.9 48.1 65.1 60.9 62.2 74.4
woman 65.1 68.7 75.1 85.6 82.7 81.9 123.9 141.3 113.0 106.4 134.0 113.3
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Table A.6: Average track length across template update methods for N = 300
Sequence
Update By Score Update By SVD
interval=10 interval=20 interval=10 interval=20
h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30
Car4 310.8 332.8 345.2 428.4 416.9 383.7 349.1 498.7 527.0 504.7 516.3 495.4
CarScale 204.8 202.2 194.5 207.7 207.3 189.5 212.9 213.6 204.8 208.6 210.9 202.5
Coke 35.6 36.9 36.6 33.4 33.3 33.8 40.6 44.9 31.2 36.1 36.7 36.1
Crossing 39.2 38.3 39.3 43.9 45.3 44.1 42.6 40.4 45.5 46.3 54.7 49.4
Dudek 809.3 862.7 905.4 908.9 842.2 920.8 818.1 930.5 998.0 997.0 989.8 996.0
Football 191.5 196.1 156.9 177.0 158.9 164.6 227.0 228.7 238.3 221.9 194.8 209.5
Girl 110.6 108.2 100.0 129.8 121.3 124.7 118.8 136.6 140.5 154.3 157.2 166.7
RedTeam 448.4 549.7 651.1 659.4 617.4 721.3 608.2 726.5 1050.1 779.4 1058.1 1134.7
Skater 140.3 133.9 127.0 138.6 130.6 131.0 138.2 133.9 143.2 149.4 149.1 156.2
Skater2 50.8 65.1 61.3 80.0 69.7 67.6 56.0 59.9 77.9 77.7 58.6 78.3
bc1 case3 83.2 112.6 137.1 149.0 154.5 160.6 84.9 112.4 158.6 154.9 154.8 170.0
bc3 case7 121.3 140.6 141.0 141.4 143.6 143.2 135.1 145.1 155.2 151.3 152.1 152.0
rng14 15 27.0 32.2 33.4 50.7 41.9 49.1 54.1 64.4 80.0 68.5 72.9 83.4
rng16 18 8.7 8.7 8.7 8.7 8.7 8.7 8.7 8.7 8.7 8.7 8.7 8.7
rng18 16 21.9 20.5 20.5 32.0 27.5 30.5 23.0 74.6 70.9 27.6 58.1 39.1
rng19 06 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
rng19 13 28.0 27.6 26.7 55.5 42.5 45.4 92.8 92.9 89.4 87.6 89.2 88.2
rng19 NS 16.5 17.2 17.1 30.0 25.5 25.2 31.1 30.4 30.9 30.5 30.4 30.7
walking 34.2 38.7 43.5 64.0 64.2 73.5 34.5 50.4 77.9 67.9 70.8 86.8
woman 74.8 88.3 86.5 92.2 100.9 104.5 161.0 147.3 133.8 121.9 138.3 127.1
Table A.7: Average track length across template update methods for N = 700
Sequence
Update By Score Update By SVD
interval=10 interval=20 interval=10 interval=20
h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30
Car4 310.2 382.4 391.4 487.3 467.2 400.3 338.4 575.7 601.3 594.2 582.8 591.2
CarScale 220.4 228.2 233.9 239.1 247.0 242.4 243.7 243.5 243.4 247.0 233.8 243.4
Coke 34.6 36.9 36.8 33.6 31.0 31.2 41.0 42.7 28.2 41.9 36.1 32.5
Crossing 40.2 41.4 43.2 43.0 43.4 43.4 46.5 43.1 45.7 45.9 65.5 42.7
Dudek 780.7 864.5 932.2 965.3 954.3 905.9 767.1 912.9 998.0 998.0 998.0 998.0
Football 219.2 197.8 180.6 204.0 175.8 178.0 273.2 269.9 269.9 243.6 219.9 256.1
Girl 120.5 119.9 105.5 162.7 105.0 114.0 139.5 155.0 174.0 162.5 182.7 204.8
RedTeam 598.9 677.5 703.7 794.1 742.0 823.6 685.2 928.8 1240.2 970.6 1235.1 1315.3
Skater 146.3 127.0 129.2 145.3 130.1 133.1 136.3 142.6 145.3 152.2 147.0 159.0
Skater2 62.3 63.9 58.1 87.8 70.1 66.2 33.5 51.8 70.5 64.9 57.1 78.2
bc1 case3 87.7 116.1 147.2 164.5 161.0 171.7 88.8 119.5 174.2 174.8 173.1 178.1
bc3 case7 131.0 146.9 151.4 155.8 155.3 156.0 134.2 155.3 163.6 162.1 161.5 164.6
rng14 15 29.9 37.2 37.3 51.5 43.0 44.1 55.6 64.1 78.2 81.0 76.1 103.5
rng16 18 9.6 9.6 9.6 9.6 9.6 9.6 9.6 9.6 9.6 9.6 9.6 9.6
rng18 16 23.2 21.1 23.7 30.9 36.4 30.4 28.7 73.2 78.5 23.9 50.4 39.8
rng19 06 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
rng19 13 28.8 29.0 29.3 69.2 41.6 43.7 105.5 97.3 97.2 104.3 98.2 99.0
rng19 NS 23.8 24.6 24.9 32.9 30.7 30.7 33.3 33.3 33.7 34.0 34.6 34.8
walking 35.2 43.8 50.5 69.3 72.8 87.0 37.0 51.2 83.8 77.3 79.7 99.0
woman 84.8 79.5 87.8 95.3 107.1 110.3 169.8 169.9 153.1 134.8 169.6 131.4
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Table A.8: Average track length across template update methods for N = 1000
Sequence
Update By Score Update By SVD
interval=10 interval=20 interval=10 interval=20
h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30
Car4 298.0 422.5 399.8 489.1 470.3 481.3 315.9 614.1 637.1 597.9 621.3 569.4
CarScale 226.0 228.1 234.1 245.2 242.8 247.1 247.1 247.1 244.5 247.1 243.5 247.1
Coke 35.0 36.7 36.0 32.4 31.6 31.8 39.0 47.6 28.9 43.6 37.9 32.4
Crossing 45.6 46.3 45.7 48.9 47.2 46.7 46.7 46.9 44.5 45.1 64.7 45.5
Dudek 767.6 828.0 931.9 976.0 935.7 927.9 805.0 950.6 998.0 998.0 998.0 998.0
Football 229.2 201.9 184.2 208.5 189.5 171.2 284.1 279.8 278.0 260.6 196.6 254.6
Girl 115.9 117.3 120.0 159.2 116.2 122.7 134.2 163.2 173.2 173.4 182.1 197.7
RedTeam 705.5 793.5 875.1 854.0 859.9 961.0 781.5 936.9 1227.3 1016.1 1317.0 1394.5
Skater 145.1 132.8 130.4 146.5 119.1 124.1 150.5 146.7 140.3 157.2 153.9 159.0
Skater2 70.2 68.0 66.9 103.4 80.0 85.6 34.4 58.4 73.6 80.7 64.3 81.2
bc1 case3 88.1 117.8 148.8 172.6 161.6 167.5 89.8 124.7 177.2 176.9 176.1 178.3
bc3 case7 132.9 150.4 156.9 159.3 160.2 162.6 141.5 154.4 166.2 164.6 167.0 166.5
rng14 15 33.6 36.8 45.2 57.4 45.3 42.5 60.1 72.1 108.1 89.7 92.8 113.6
rng16 18 9.7 9.7 9.7 9.7 9.7 9.7 9.7 9.7 9.7 9.7 9.7 9.7
rng18 16 24.2 27.9 26.6 35.4 33.3 31.3 26.0 83.0 66.8 26.1 39.7 36.8
rng19 06 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
rng19 13 22.3 20.5 25.0 71.5 35.7 40.9 109.0 106.7 104.3 104.7 104.9 102.3
rng19 NS 21.9 22.2 22.3 36.5 30.6 30.6 36.8 37.4 38.0 37.5 38.1 37.6
walking 34.8 43.3 49.4 67.7 68.9 82.5 37.1 53.1 84.0 77.5 78.3 100.0
woman 82.0 118.5 95.0 89.7 108.8 108.7 187.0 167.4 159.6 157.4 170.5 142.0
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Table A.9: Average track length across likelihood functions for N = 100
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 158.7 155.0 184.1 548.6 568.9 560.8
CarScale 62.6 53.3 40.5 251.0 250.3 249.7
Coke 28.9 28.3 30.9 39.8 35.7 38.4
Crossing 31.8 30.0 31.1 47.9 52.4 47.5
Dudek 656.8 633.1 659.4 917.8 930.4 932.8
Football 66.5 67.7 43.4 238.6 242.0 231.0
Girl 28.9 33.9 32.3 169.6 163.6 172.2
RedTeam 58.7 56.5 50.9 1203.4 1209.2 1207.3
Skater 118.4 116.5 116.5 141.3 139.2 141.9
Skater2 42.7 39.5 56.3 48.6 65.1 58.7
bc1 case3 89.7 94.2 91.8 149.5 147.8 147.5
bc3 case7 88.6 94.5 90.7 163.1 160.3 161.8
rng14 15 9.1 6.8 8.2 91.4 99.6 81.8
rng16 18 5.1 7.1 6.6 10.0 10.0 10.0
rng18 16 8.1 6.9 7.7 62.4 55.2 53.1
rng19 06 2.9 2.8 2.5 3.0 3.0 3.0
rng19 13 12.2 11.2 10.2 103.5 104.2 108.9
rng19 NS 8.3 9.9 9.1 38.4 36.7 40.2
walking 42.0 41.9 38.8 65.3 66.5 64.7
woman 43.5 47.0 46.2 144.6 149.6 164.7
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Table A.10: Average track length across likelihood functions for N = 300
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 304.1 257.0 295.9 561.6 569.1 566.7
CarScale 159.7 151.3 170.1 250.3 250.3 247.8
Coke 33.0 30.8 32.1 43.5 40.3 37.9
Crossing 44.7 39.9 35.9 47.5 48.0 48.4
Dudek 887.3 885.9 892.2 912.0 954.2 957.6
Football 140.9 146.4 152.8 243.6 247.8 251.1
Girl 98.1 91.9 95.9 165.4 165.3 167.8
RedTeam 241.0 240.6 249.2 1236.8 1252.7 1281.9
Skater 129.6 130.4 135.9 146.4 145.9 147.7
Skater2 69.6 67.3 72.8 66.5 64.7 60.6
bc1 case3 117.9 122.8 118.0 152.5 150.7 154.4
bc3 case7 123.2 117.9 124.1 164.7 165.7 165.4
rng14 15 14.2 15.3 12.0 89.4 97.8 100.2
rng16 18 8.3 6.6 7.4 10.0 10.0 10.0
rng18 16 8.8 10.1 7.5 73.1 58.0 65.5
rng19 06 3.0 2.9 3.0 3.0 3.0 3.0
rng19 13 19.8 25.8 23.1 115.9 96.7 101.6
rng19 NS 9.1 13.6 11.7 43.1 39.2 41.0
walking 52.3 51.3 54.4 65.7 63.7 65.8
woman 82.1 85.1 78.4 146.5 151.8 144.3
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Table A.11: Average track length across likelihood functions for N = 700
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 398.3 397.8 395.7 556.8 558.6 554.0
CarScale 236.6 215.8 234.1 247.7 250.3 248.3
Coke 34.0 32.0 32.9 38.6 38.3 37.4
Crossing 43.3 41.1 46.3 41.5 50.1 49.7
Dudek 914.7 947.6 896.0 919.5 909.2 950.4
Football 198.6 185.9 211.4 255.8 248.8 243.5
Girl 128.1 140.6 107.9 158.8 171.1 166.6
RedTeam 486.9 580.3 553.3 1248.5 1247.4 1241.1
Skater 135.2 136.5 135.8 141.1 151.9 146.3
Skater2 66.7 52.8 54.3 71.0 69.8 67.4
bc1 case3 138.1 140.5 138.7 153.5 153.2 154.2
bc3 case7 141.7 140.8 139.8 164.8 165.9 165.9
rng14 15 20.0 14.7 16.7 102.4 90.0 106.8
rng16 18 9.1 9.2 9.1 10.0 10.0 10.0
rng18 16 13.6 10.3 9.3 69.6 65.7 61.6
rng19 06 3.0 3.0 3.0 3.0 3.0 3.0
rng19 13 36.8 40.6 38.6 106.2 97.3 102.2
rng19 NS 23.8 14.3 13.7 43.9 43.0 47.0
walking 63.6 64.0 61.1 67.5 69.3 67.8
woman 103.5 107.5 109.1 141.2 137.9 147.6
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Table A.12: Average track length across likelihood functions for N = 1000
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 446.3 424.5 429.0 538.7 565.9 554.0
CarScale 242.0 224.3 238.3 248.3 249.7 247.3
Coke 33.5 31.1 34.5 42.0 36.7 38.6
Crossing 45.6 42.5 41.9 50.4 53.4 53.1
Dudek 910.8 927.9 911.3 934.8 937.5 935.1
Football 218.6 205.9 212.2 244.4 244.6 243.3
Girl 126.9 140.8 131.9 153.2 168.2 166.5
RedTeam 717.8 701.7 714.1 1258.6 1248.6 1220.2
Skater 139.6 142.6 138.0 142.9 146.7 143.1
Skater2 62.9 68.8 64.0 73.2 83.2 81.2
bc1 case3 142.4 141.1 144.2 154.9 151.7 155.4
bc3 case7 146.2 148.2 149.9 165.2 166.0 165.7
rng14 15 25.4 20.2 27.9 109.2 110.3 105.8
rng16 18 9.0 10.0 8.9 10.0 10.0 10.0
rng18 16 11.2 13.3 11.8 65.5 62.0 64.9
rng19 06 3.0 3.0 3.0 3.0 3.0 3.0
rng19 13 46.5 41.3 45.8 97.8 94.1 98.3
rng19 NS 30.8 16.8 20.2 40.5 43.5 42.9
walking 62.2 63.0 62.2 67.0 68.7 65.3
woman 118.2 120.8 126.2 148.7 138.1 141.3
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A.3 Error Tables
Table A.13: MSE Over Template Update Strategies for N = 100
Sequence
Update By Score Update By SVD
interval=10 interval=20 interval=10 interval=20
h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30
Car4 161.9 108.4 87.0 82.7 99.1 48.9 142.6 56.5 33.7 37.6 29.8 22.0
CarScale 534.8 214.9 199.1 114.0 166.5 236.4 395.8 148.2 191.4 147.6 256.9 262.5
Coke 159.6 150.8 146.6 113.1 121.4 121.0 109.9 150.9 122.4 124.1 106.4 118.0
Crossing 32.3 30.1 27.5 15.7 19.1 17.8 28.7 21.7 17.5 12.3 15.2 16.4
Dudek 839.8 614.2 495.7 476.3 407.8 511.8 1169.2 607.6 399.5 509.1 394.7 338.2
Football 73.4 61.9 55.5 48.3 44.2 50.6 71.5 59.8 58.1 44.9 46.4 65.5
Girl 59.7 60.6 54.1 77.9 64.5 52.7 68.7 91.5 87.9 92.4 93.9 74.5
RedTeam 26.8 26.5 21.3 22.7 23.3 19.9 10.5 18.1 20.9 20.6 20.3 18.0
Skater 317.3 327.9 372.5 406.1 383.3 376.7 266.1 263.4 285.1 316.6 258.8 178.0
Skater2 744.2 809.9 759.1 1023.6 836.3 845.9 898.1 981.7 820.2 1001.3 918.5 821.2
bc1 case3 42.0 25.6 18.8 9.8 10.7 8.5 46.8 18.8 11.3 9.2 10.9 6.5
bc3 case7 31.2 20.0 16.5 11.5 11.4 9.7 28.4 15.2 10.6 10.0 11.3 8.7
rng14 15 3.5 3.3 3.4 7.6 4.5 3.6 4.0 3.5 4.1 12.1 3.9 4.2
rng16 18 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
rng18 16 3.2 3.4 4.2 3.4 4.0 4.5 4.2 6.0 3.7 3.6 5.5 3.8
rng19 06 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1
rng19 13 4.9 4.3 4.4 6.4 4.7 4.4 5.0 4.1 3.8 4.7 4.0 3.9
rng19 NS 4.5 4.4 4.3 4.6 3.7 3.5 2.4 2.3 2.5 2.7 2.7 2.6
walking 67.1 67.6 67.4 58.7 55.5 54.1 73.1 63.4 54.2 62.5 64.4 50.6
woman 64.9 65.5 61.9 120.5 58.1 65.7 102.7 112.6 74.3 99.0 97.6 80.1
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Table A.14: MSE Over Template Update Strategies for N = 300
Sequence
Update By Score Update By SVD
interval=10 interval=20 interval=10 interval=20
h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30
Car4 121.9 71.6 52.9 51.7 68.6 49.6 119.7 34.8 20.5 33.0 20.8 12.0
CarScale 496.3 274.2 331.4 208.2 286.0 230.9 377.0 136.1 188.8 135.3 199.0 288.6
Coke 146.0 147.1 133.6 113.7 128.9 122.7 101.7 162.2 152.3 117.4 101.1 125.5
Crossing 28.4 28.8 27.8 12.4 14.3 13.8 35.5 20.1 16.0 15.0 13.5 12.7
Dudek 807.4 603.2 456.8 446.9 343.8 354.8 1099.9 600.1 357.8 306.1 321.8 291.8
Football 89.5 75.4 60.0 49.9 51.4 55.6 77.5 55.7 58.8 45.9 54.9 69.4
Girl 61.7 61.1 56.0 83.2 61.1 63.3 57.5 69.8 81.4 78.9 96.5 88.5
RedTeam 23.9 22.6 22.3 21.6 24.7 21.7 11.5 17.6 20.2 20.3 20.4 16.2
Skater 278.9 351.2 491.0 378.9 446.2 435.8 260.2 283.5 261.4 289.6 347.1 150.7
Skater2 905.1 769.9 866.6 855.3 634.9 635.2 945.8 821.2 697.2 927.0 730.6 742.7
bc1 case3 41.4 21.3 15.9 7.3 9.0 6.9 40.8 16.0 8.2 7.6 8.7 5.1
bc3 case7 25.2 15.3 12.0 7.0 8.6 7.0 25.7 12.4 7.6 6.8 7.3 5.3
rng14 15 3.0 3.4 3.3 6.9 3.3 7.1 3.7 3.5 5.6 11.2 4.3 5.3
rng16 18 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9
rng18 16 3.2 3.1 3.1 3.6 3.0 4.5 3.2 6.4 5.5 3.5 5.2 3.7
rng19 06 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
rng19 13 4.6 5.1 4.6 5.1 4.7 4.4 5.4 4.5 4.0 4.8 4.3 3.7
rng19 NS 4.4 5.6 5.0 4.3 4.2 4.0 2.3 2.3 2.5 2.3 2.3 2.3
walking 62.2 59.8 60.0 56.3 54.2 52.1 67.5 55.0 56.5 55.8 52.5 49.8
woman 51.6 85.5 46.0 65.0 90.5 72.0 136.6 139.0 98.3 80.3 108.6 90.4
Table A.15: MSE Over Template Update Strategies for N = 700
Sequence
Update By Score Update By SVD
interval=10 interval=20 interval=10 interval=20
h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30
Car4 82.4 61.7 62.2 52.5 68.6 31.4 124.5 39.1 17.1 23.3 14.3 10.7
CarScale 532.4 332.3 252.7 138.7 219.6 302.6 423.7 142.3 133.2 140.7 185.3 204.7
Coke 150.5 157.8 156.0 165.4 132.8 132.6 101.8 147.1 142.1 121.5 91.4 101.5
Crossing 24.6 22.7 21.4 12.8 13.1 12.9 33.5 21.3 16.6 9.8 12.1 12.5
Dudek 898.7 605.0 482.8 470.8 377.8 357.2 1408.9 664.8 346.4 294.0 299.4 281.5
Football 81.5 63.0 64.3 53.4 51.5 47.5 74.9 58.9 63.3 47.2 62.2 80.3
Girl 56.6 58.3 55.0 79.7 51.6 46.1 59.5 84.9 107.6 95.8 105.7 115.2
RedTeam 23.0 23.5 24.8 22.6 24.5 20.0 10.1 15.3 18.7 18.0 18.7 14.1
Skater 267.4 393.6 570.7 296.8 589.5 665.3 354.3 257.9 263.1 289.3 277.3 156.9
Skater2 765.6 780.5 804.4 650.5 710.7 676.3 967.3 860.9 886.2 804.6 716.1 761.7
bc1 case3 40.0 20.2 14.2 6.6 8.4 6.5 39.1 15.3 8.0 6.9 8.1 4.4
bc3 case7 25.7 15.0 11.5 6.6 7.1 5.9 25.3 11.7 7.0 5.9 6.6 4.7
rng14 15 3.5 4.5 4.5 8.7 3.9 3.6 2.9 2.9 4.6 14.4 4.1 5.9
rng16 18 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8
rng18 16 3.8 3.2 3.6 3.1 5.6 3.4 3.5 6.5 6.2 3.4 4.5 4.2
rng19 06 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8
rng19 13 5.1 4.2 4.8 4.7 3.9 3.6 5.2 4.5 3.9 4.5 4.2 3.6
rng19 NS 6.0 7.4 6.4 4.9 5.7 5.6 2.5 2.4 2.5 2.8 2.5 2.5
walking 60.1 59.5 61.0 47.8 50.8 46.7 59.2 53.1 53.8 51.2 52.4 44.7
woman 51.1 49.2 52.7 50.9 65.7 81.9 122.7 166.3 139.3 87.4 145.9 48.2
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Table A.16: MSE Over Template Update Strategies for N = 1000
Sequence
Update By Score Update By SVD
interval=10 interval=20 interval=10 interval=20
h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30 h=10 h=20 h=30
Car4 86.0 75.1 50.4 30.4 76.2 30.4 100.4 32.7 18.1 20.1 14.1 9.5
CarScale 591.3 188.7 230.2 134.8 130.8 212.6 423.7 132.3 153.1 138.8 146.2 209.7
Coke 141.5 144.8 134.0 137.0 137.5 136.6 97.6 182.6 149.2 148.9 119.3 126.9
Crossing 30.8 30.6 30.3 9.8 9.8 9.7 33.6 23.6 17.4 9.3 11.3 11.5
Dudek 992.3 591.3 466.0 424.0 366.3 357.9 1574.8 624.2 344.0 296.9 295.5 280.3
Football 84.1 71.9 62.2 53.7 55.7 44.4 72.7 57.4 64.8 50.9 61.4 81.1
Girl 62.0 52.4 51.4 88.2 51.9 48.7 55.5 94.2 102.0 100.6 112.6 104.7
RedTeam 33.1 30.6 23.9 25.6 21.8 21.5 10.2 15.3 17.9 17.9 18.7 14.2
Skater 297.7 415.4 646.1 289.2 529.9 569.8 389.2 249.3 359.0 287.5 284.3 143.9
Skater2 680.4 803.5 854.4 778.0 724.0 777.0 1101.4 942.4 825.8 802.9 972.0 862.1
bc1 case3 41.3 21.5 16.4 6.5 8.3 6.5 39.3 15.4 7.7 6.5 7.9 4.3
bc3 case7 25.4 13.0 10.2 5.8 6.5 5.5 24.7 11.4 6.8 5.7 6.2 4.6
rng14 15 3.1 3.1 5.0 8.6 4.4 3.0 3.0 2.9 6.2 14.6 5.1 5.9
rng16 18 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7
rng18 16 3.5 4.5 3.8 3.4 3.6 2.9 3.1 7.9 6.4 3.3 4.7 3.0
rng19 06 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8
rng19 13 3.6 3.1 3.4 5.1 3.5 3.9 5.2 4.2 3.6 4.3 4.0 3.4
rng19 NS 5.7 6.4 6.2 4.0 4.1 4.0 2.2 2.1 2.1 2.3 2.1 2.4
walking 61.5 58.6 61.0 49.1 48.8 46.2 57.3 55.0 54.2 50.4 51.3 45.4
woman 55.1 115.8 71.0 46.1 63.1 53.7 161.5 175.8 150.4 117.4 143.9 84.5
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Table A.17: MSE over likelihood functions for N = 100
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 123.3 134.1 102.4 54.9 57.7 53.4
CarScale 378.6 397.5 150.0 227.6 229.9 206.4
Coke 151.1 119.9 151.1 125.3 114.9 114.2
Crossing 22.2 22.7 24.7 20.2 18.3 19.4
Dudek 671.4 684.9 622.6 526.6 492.1 440.6
Football 40.6 36.5 55.4 61.6 60.9 60.3
Girl 44.5 48.6 42.4 79.6 79.6 81.0
RedTeam 19.9 21.3 20.2 20.1 20.9 20.9
Skater 274.4 321.3 305.0 327.7 317.6 300.2
Skater2 996.5 1126.9 997.4 868.9 661.1 742.4
bc1 case3 20.2 20.2 22.1 11.7 12.7 12.5
bc3 case7 24.8 22.8 21.5 10.0 10.8 10.2
rng14 15 2.0 1.2 2.0 4.5 7.0 4.0
rng16 18 1.9 2.1 1.3 0.5 0.5 0.5
rng18 16 3.7 3.1 2.6 5.1 4.2 4.0
rng19 06 1.3 1.0 1.1 1.2 0.9 1.1
rng19 13 6.7 5.6 7.7 4.3 4.3 4.1
rng19 NS 9.3 3.5 7.5 2.5 2.4 2.6
walking 73.5 64.9 95.1 50.2 49.7 49.3
woman 30.9 32.7 34.4 106.0 100.0 103.5
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Table A.18: MSE over likelihood functions for N = 300
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 79.3 55.9 52.4 46.5 41.4 40.5
CarScale 367.2 316.5 308.5 217.2 237.4 200.7
Coke 100.1 115.4 129.7 157.3 133.0 130.4
Crossing 19.1 22.8 14.2 18.8 21.4 18.9
Dudek 480.8 523.5 497.0 449.2 509.7 459.2
Football 51.2 54.3 60.2 62.4 66.0 70.4
Girl 49.5 46.5 52.4 83.5 89.5 87.6
RedTeam 16.1 16.7 14.7 20.3 21.1 20.7
Skater 302.1 315.5 285.9 324.3 353.2 372.2
Skater2 822.2 704.7 875.3 817.4 694.1 818.8
bc1 case3 14.8 14.8 14.6 11.8 12.2 12.1
bc3 case7 14.9 12.9 12.8 9.8 9.7 9.6
rng14 15 1.8 1.7 1.5 5.1 6.6 5.7
rng16 18 1.7 1.9 1.4 0.4 0.4 0.4
rng18 16 2.8 2.7 2.8 5.0 4.5 4.6
rng19 06 0.9 1.2 1.6 0.8 0.8 0.8
rng19 13 5.4 5.7 5.6 4.3 4.5 4.2
rng19 NS 4.8 6.6 4.5 2.5 2.6 3.0
walking 56.6 67.3 58.4 51.8 52.0 50.8
woman 31.4 47.6 44.4 132.5 124.8 114.3
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Table A.19: MSE over likelihood functions for N = 700
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 46.9 49.1 41.7 48.5 34.6 40.6
CarScale 279.7 292.7 281.0 200.8 225.8 218.4
Coke 121.0 123.9 121.9 142.9 155.4 127.2
Crossing 18.2 15.8 18.6 16.5 18.7 17.2
Dudek 545.8 465.3 513.4 527.6 533.0 515.5
Football 63.5 57.0 61.0 65.4 65.4 64.4
Girl 64.2 65.3 62.1 79.9 99.0 103.3
RedTeam 17.1 18.2 15.5 19.8 19.7 20.0
Skater 339.8 314.7 335.1 347.5 436.8 357.5
Skater2 581.7 707.2 733.8 891.2 832.3 837.1
bc1 case3 13.1 12.9 12.9 11.5 11.8 11.8
bc3 case7 12.0 11.4 11.2 9.7 10.0 9.8
rng14 15 1.5 1.3 1.7 6.3 6.1 6.8
rng16 18 0.9 1.0 1.7 0.4 0.4 0.4
rng18 16 2.8 2.8 2.6 5.0 4.9 5.3
rng19 06 0.9 0.9 0.8 0.8 0.7 0.7
rng19 13 3.9 4.4 3.7 4.4 4.5 4.5
rng19 NS 5.1 4.6 8.1 3.0 3.1 4.1
walking 50.7 52.6 51.0 52.9 52.8 51.5
woman 54.3 58.6 58.8 141.1 119.1 127.6
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Table A.20: MSE over likelihood functions for N = 1000
Sequence
SIR ASIR
NCC ASV ASVHO NCC ASV ASVHO
Car4 47.1 42.7 52.5 34.0 35.3 29.3
CarScale 230.3 249.2 229.7 214.4 217.7 195.1
Coke 128.6 129.2 135.8 154.4 149.8 131.4
Crossing 19.2 18.4 17.6 18.9 19.5 18.3
Dudek 551.4 527.7 515.5 555.1 499.5 508.9
Football 64.9 60.9 61.5 65.2 66.5 64.3
Girl 64.7 63.0 68.5 78.4 99.5 105.0
RedTeam 19.0 20.4 20.7 19.9 20.7 20.2
Skater 341.0 340.2 332.6 342.6 402.4 405.9
Skater2 797.8 686.7 828.1 858.8 885.8 870.7
bc1 case3 13.1 13.3 13.2 11.5 12.3 12.0
bc3 case7 10.7 10.6 10.7 9.4 9.5 9.7
rng14 15 1.7 1.5 1.6 7.3 6.3 7.2
rng16 18 0.9 1.1 1.1 0.4 0.4 0.4
rng18 16 2.2 3.2 2.5 5.3 5.0 5.2
rng19 06 0.9 0.7 1.2 0.7 0.7 0.7
rng19 13 3.2 3.4 2.9 4.5 4.6 4.5
rng19 NS 5.1 3.7 5.2 2.5 2.7 2.5
walking 50.7 51.2 53.0 52.4 52.5 51.2




A Tensorflow subgraph to extract an interpolated ROI can be seen in Figure
B.3. It includes scaling and rotation operations using roi X (lower-left) as ROI
input coordinates, and Tensorflow’s built-in interpolate bilinear at the top of
the graph to generate interpolated pixel values from the incomming image
(lower-right).
Figure B.4 shows incomming interpolation points for 300 regions-of-
interest for corresponding particles (lower-left 300x87x107x2) across incomming
image frame (lower-right 240x360). Here the heavy-lifting is performed by the
interpolate bilinear function available in Tensorflow.
Application of the likelihood function in Tensorflow is shown in Figure
B.5. The incomming template can be seen in the lower left as thin lines.
The incomming particle ROIs in the lower-right and represented as thick lines
on the graph. The nodes on the right in the figure are storage locations for
reusable pieces of the cross-correlation calculations performed by the einsum
nodes. These calculations are given names starting with ’e’ here.
Figure B.6 shows use of Tensorflow’s multinomial resampling capabilities
for generating resample indices for use in selection by a gather operation.
Template history and updates are maintained within the
template update subgraph as seen in Figure B.7. The highest particle likelihood
67
Figure B.1: Top level Tensorflow graph
Figure B.2: Expanded Tensorflow graph
is determined by the ArgMax node here and is used to select from the incoming
particle ROI interpolations seen entering from the lower-right.
Template updating is performed inside of the template history subgraph
of Figure B.8. Here there are graphs for the different modes of template up-
dating. The ArgMax node selects the largest likelihood valued ROI from the
template history queue. SVD is performed by the Svd node, and as can be
seen here is in red due to its incompatibility with Tensor Processing Units
(TPUs). This causes the Svd to be performed on the CPU requiring the pass-
ing of the contents of template history to main memory. The impact on speed
is negligible as compared to the computational requirements of particle ROI
interpolation and the likelihood function calculations.
Transformation of the template grid coordinates by the particle coordi-
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Figure B.3: Region-of-interest subgraph
69
Figure B.4: Interpolations subgraph
70
Figure B.5: Particle Likelihood function (scoring) subgraph
Figure B.6: Resampling subgraph
71
Figure B.7: Template History and Updating subgraph
Figure B.8: Template History and SVD subgraph
72
Figure B.9: Particle ROI points transformation subgraph
73
nates is shown in Figure B.9. The result of this ensemble calculation is then
passed to the interpolations subgraph of Figure B.4.
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