I. INTR~DUCTI~N For a long time the following inverse problems were not solved. They are of interest in many applications. PROBLEM 1. Given the scattering amplitude A(W, 8, k) for all 0', 0 E S* and a fixed k > 0, find the potential q(x).
Here
[V' + k2 -q(x)] $(& k, x) = 0 in R3, k>O
t,b(e, k, X) = exp(ik0. X) + U,
u=A,(B',B,k)g(r)+o(r-I)
as r=lx[+co, fl'=r-'x, 
Throughout this paper we assume that q(x)E L"(D) (the case q(x) E L'(D) is treated in [ 18] ), q(x) = 0 outside D, Im q = 0. Im stands for imaginary part. By D we will always denote a bounded domain in R3. PROBLEM 2. Given the surface data U(X, y, k) for all X, YE P':= {x: x3 = 0} and a fixed k > 0, find the inhomogeneity u(x) in the refraction coefficient. 
PROBLEM 3. Given the surface data u(x, y, k) for all x, y E P and all k in the interval (0, k,), where k, > 0 is an arbitrary small number, or for k = kj, j= 1, 2, O<k, <k,, find a,(x), j= 1, 2.
Here V'uf k2u+ k%,(x) u+V. (a2(x) VU)= -6(x-y) in R3 (7) al(x)~LV), u*(x) E C'P), 1 +a,(x)>O Here [V2 + k* + k2u(x)] u = -6(x -y) h(k), u(x) as in (6) , and
h(k)=jTexp(ikt)n(t)& ~~/u[*dt<m, 0 0 (10) where T > 0 is a fixed number, Im u = 0. u=f, u,=h on f=dD. (12) Assume that r is smooth, a(x) E W2~03(D), (13) where WAp(D) is the Sobolev space, N is the outward normal to f, and
O<c<a(x).
Here and below the c denote various positive constants.
The problem is: Given the set of pairs (f, ah}, where f runs through
Cl(T), find o(x).
Note that if G and f are known then u is uniquely determined by Eq. (11). Therefore h = guN is uniquely determined. We are interested in the inverse problem of finding cr(x) from the boundary data {f, ah}. The case 0 E H2(D) is treated in [18] . PROBLEM 6. Let Lu = L,u + Vu:
L,u= C a,Pu(x), a, = const., x E R", 
N$(L) := {u: UE N,(L) n P(B)}, (17') where Lu 
n The problem is: Under what assumptions on L does (18) imply that f = O? Zf it does, we say that L has property W (%? for completeness of the set of products of solutions to homogeneous PDE). PROBLEM 7 . What are the necessary and sufficient conditions for a function A(@', 0) to be the scattering amplitude at a fixed k > 0 corresponding to a potential q(x) E Q, where Q is a given class of potentials?
For example, q E QD, where and QO= {q:qEQand q=O outside D}.
Let US briefly describe the significance of these problems and what is known about them.
The 3D (three-dimensional) inverse scattering problem in quantum mechanics has been studied mostly in the case when A(&, 8, k) is given for all 8', (?E S* and all k > 0. Uniqueness of its solution for these data has been known for a long time. In [ 11 one can find references on the subject. Characterization of the scattering data, that is, necessary and sufficient conditions for a function A (8', t?, k) given on S2 x S* x R + , R + = (0, co ), to be the scattering amplitude corresponding to a potential qe Q are first found in [2] . A partial characterization of the scattering data has been given in [l] and papers cited in Cl]. By a partial characterization we mean a set of necessary conditions for A(@, 0, k) to be the scattering amplitude.
The uniqueness theorem for the solution to Problem 1 at fixed energy was not known, see [3, 261. It is first obtained in [5b] as an application of the general method developed in [5a, b] , in order to prove uniqueness theorems in multidimensional inverse scattering problems. This method has been developed by the author in the process of studying inverse problems of geophysics [4] . Problems 2-4 are typical examples of these problems. In [ 111 it is proved that the surface data u(x, y, k) given for all x, y E P and all k, 0 <k <k,, where k,, > 0 is an arbitrary small number, determine u(x) in Eqs. (5t(6) uniquely, and an analytical recovery of u(x) from these data is given (see [4, Chap. 63 for this theory, its generalizations, and references). This was the first and still the only one exact solution to the 3D inverse problem of finding u(x) from the surface data. No results were known about uniqueness of the solution to Problems 2, 3 inspite of the efforts of the people interested in the field. Problem 3 has been solved in the Born approximation in [4] . This solution does not provide any information concerning Problem 3 in exact formulation. Problem 4 is important in applications since the wavelet shape in geophysics is often not known because of the difficulties in modelling the exploration wave at the time of explosion. In (5), (7) , (9) , the function u describes an acoustic field generated by a point source located at y. The function u(x) is the inhomogeneity in the refraction coefficient of a homogeneous medium. The case when the background is variable is considered in [lo] . The functions uj(x) in (7) describe variation in the density and bulk modulus of the medium. The function h(k) in (9) is the Fourier transform (10) of the wavelet shape a(t).
In this paper we prove uniqueness theorems for Problems 2 and 3 and give an analytical solution for Problem 4. In the presentation the short communications [S, be] are used, where the problems were solved for the first time. See also [ 18-263. Problem 5 has been studied recently in [6, and 91 . In [9] a uniqueness of its solution has been proved for g(x) piecewise real analytic, while in [6a] uniqueness is proved for u E C?(B). In [6b] the problem of finding c and its derivatives on r from the knowledge of the Dirichlet to Neumann map ,4, : f -+ oh is considered. It is proved that one can uniquely determine u and its derivatives on r from the above map. Moreover, some constructive formulas for recovery of fl, frN, etc. on r are given in terms of the expansion of the symbol of the pseudodifferential operator A,. However, no constructive formulas for recovery of cr inside D were given in the literature. Here we reduce the smoothness requirements on (T from C%(B) to w2~x(D) (to w'~*(o) in [ 181) and give a constructive method to recover the Fourier transform of G(X) from the data {f, oh} (and to recover 0 and (TV on r, see [20] ). Our method is simple and is based on the ideas in [5a, b]. The method of [6] allows one to treat CE W2,m(0) but not 0 E H*(D) := W2,*(0). Problem 6 has been considered for the first time in [5a] in the case when L~=C,.,~ra,d"u(x), XER", a, = const. The uniqueness theorem in the problem of finding u(x) from the data u(x, y, k), x, y E P, 0 <k < ko, has been reduced in [4] to the problem 6 with Lu =V*u. In [4 J and in the original work [ 111, the uniqueness theorem has been proved in the course of the analytical solution to the problem. In [S, a-d] a systematic method to prove uniqueness theorems in inverse scattering problems has been developed on the basis of the solution to Problem 6 for some particular operators L, namely Lu = [V2 + k2 + q(x)] u and Lu = V2u + k2a,(x) u + k% + V . (a*(x) Vu). This method and the method developed in [2] allow us to solve Problem 7. This problem has been open for a long time. Some known uniqueness theorems for inverse problems are not discussed here (see, e.g., [12] ).
The rest of the paper is organized as follows. In Section II the results are formulated, in Sections III and IV the proofs are given, in Section V some open problems are formulated, some technical details are given, and additional results are proved.
In each section formulas are numbered autonomously. References to formulas in other sections are given in the form (11.8), for instance; that is formula (8) in Section II. References to formulas in the same section are given without the number of the section.
II. FORMULATION OF THE RESULTS
Throughout the paper the notations and the assumptions on the unknown functions q(x), v(x), ai( h(k), and g(x) are the same as in Section I and will not be repeated: The reader can consult the formulation of Problems l-7 for these notations and assumptions. it is uniquely defined on S2 x S*. THEOREM 2. The data u(x, y, k) known for all x, y E P and a fixed k > 0 determine u(x) uniquely. Remark 2. It is not known if the data u(x, y, k) known for all x E P and all y E I:= {x: x3 = x2 = 0 j at a fixed k > 0 determine v(x) uniquely. THEOREM 3. The data u(x, y, k) known for all x, y E P and all k E (0, k,) or for k = kj, j= 1,2, 0 < kl <k,, determine al(x) and a*(x) uniquely. THEOREM 4. The data u(x, y, k) known for all x, y E P and all k > 0 determine u(x) and h(k) uniquely. THEOREM 5. The set {f, ah}, where f runs through all of C'(T) determines et(x) E W2,2(D) uniquely. PR~P~~ITI~N 5. The set {f, h} Vf E C'(T) determines a(x) uniquely up to a constant factor. The data {f, h} Vf E C'(T) and rt(sO), where s,, E I' is an arbitrary fixed point, determine a(x) uniquely, D E H'(D).
Proposition 5 is proved in [20] . It is more difficult to formulate results related to Problems 6 and 7. One needs some preparation in order to formulate the results. Let L and L, be differential expressions (operators) with constant coefficients. Assume that fuw dx=O for all UE N: (L) and WE N;(L,)
We will assume in what follows, that f E Lp(D), p >, 1, and will not repeat this assumption anymore. Define for L, the set M, by formula (2) with u',' ) in place of a,, where uk') are the constant coefftcients of the operator L, Let us introduce Condition B. There exist at least two points m E M and m, E M, such that rank (T,, T,,) = n. Here (T,, T,,) denotes the union of the basis vectors of the tangent planes T,,, and T,,,. Let us now consider the case when
DcR3, q=O in IR=R3\D (6) In Theorems 8 and 9 the operators L and L, are defined by (5) and (6). In order to formulate the solution to Problem 7 let us recall some basic facts in scattering theory (see, e.g., [ 1 or 43) . The starting point is the wellknown relation
where tj is defined in (I. l )-(1.4), and defines the potential q(x) E Q,.
Therefore, Condition C is a necessary condition for a given function A(#, 0) to be the scattering amplitude at a fixed k > 0 corresponding to a potential q(x) E Q,. Our basic result is that Condition C is also a sufficient condition for A ES?, thaf is, for A(&, 0) to be rhe scattering amplitude at a fixed k > 0 corresponding to a q(x) E Q,. Thus, the function q(x) given by formula (12) is the potential q(x) E QD which produces the scattering amplitude equal to the given function A(@, 0) at the given value of k > 0. Uniqueness of this potential follows from Theorem 1. The condition q E Q, is needed only because in the class QD the uniqueness theorem is established (this theorem follows from Theorem 1). Our argument in the proof of Theorem 10 will show that as Q one can take any class of potentials for which the uniqueness theorem holds, in other words, for which the knowledge of A(&, 8, k) for a fixed k and all I!?', 13 E S2 determines q E Q uniquely. Let us formulate a result which will be used often in proofs. First a similar result for k = 0 was given in [6a]. In [5b] a simple and short proof of Theorem 11 is given. The method of [6a] does not apply to q E L2(D). This case is handled in [18] .
THEOREM 11. Zf qE L"(D), D c R3 is a bounded domain, q(x) = 0 outside D, then, for any fixed k 2 0, the equation
has a solution of the form 
k>O is a number, and kZ is not an eigenvalue of the Dirichlet operator -V2 + q(x) in D, N is the outward normal to r. Then, the knowledge of the set {f, h) with f running through C'(T) determines q(x) uniquely.
III. PRooFS 1. We first prove Theorems 6-9 since they are used in other proofs. We need LEMMA 1. Let M c C" be an algebraic variety of (complex) dimension n -1. Zf Condition A holds then for any E > 0, the set {xi + x2} contains a ball B,(m,+m,)cC".
Here Ba(m):={z:zEF, lz-m(<6),x, runs through M n B,(mi), j = 1, 2, and 6 = 8(c) > 0.
Proof. The mapping f :@" x C" + C" given by the formula f (x, y) = x + y is linear and therefore df, its differential, at any point acts like the mapping itself. The restriction of df on M x M is defined on r,, x T,,,*. If T,, is not parallel to Tml then the set {x1 + x,} contains a ball B,(m, + m2) if xi runs through T,, n B,(mj). If E > 0 us sufficiently small the elements of T,,+ n B,(m,) differ very little from the elements of M n B,(m,). Therefore the conclusion of Lemma 1 follows. 
Since D is bounded, the left side of (2) is an entire function of z which vanishes in a ball B c C". By analytic continuation this function vanishes identically. This implies that f(x) = 0. Therefore Condition A and (11.3) imply that f = 0. 2. We give the Proofs of Theorems 8 and 9 assuming that Theorem 11 is valid, and then we prove Theorem 11. Proof of Theorem 8 requires a lemma of algebraic nature.
LEMMA 3. Let k> 0 be given. Then there exist z and 1, ZE C3, A E C3, such that
where p c R3 is an arbitrary given vector, and 1 and z can be chosen so that 111 and 1 z 1 are arbitrarily large. In particular, conditions I~/+~, lZI-+~ (4) can be satisfied.
Proof: Put z=a+ ib, A=&+ i/?, where a, 6, a, /?E R3. The first two equations (3) can be written as a2 -b= = k=,
while the last equation (3) takes the form a=a+p, b=fi.
Note that (5) and (6) This amounts to choosing the third coordinate axis along vector p and the scale in such a way that 1 p ( = 1. Eliminate a and b using Eqs. (6) in (5):
(a +p)'-/?'= k2, (a+p).B=O, a2-jj2=k2, a./S=O. (7) This and the equation p = e3 imply that 2a,+ 1 =O, p3=0.
Put 1=c2e2, a=c,e,-le 2 39 (9) where c, and c2 choose so that c; -c: = k2 -4.
Then Eqs. (7) are satisfied for any real c1 and c2 which satisfy (10) . Indeed, with the choice (9) one has a.j?=O, (a+e3)fl=0, a2-b2= c: + + -c$ = k2, (a + e3)2 -/I' = k2. With a and /I given by (9) define a and b by (6) . Then Eqs. (5) and (6) are satisfied for any real c, and c2 which satisfy Eq. (10). Clearly one can choose ) c1 1 and 1 c2 1 arbitrarily large and still satisfy (IO) with any fixed k >, 0. Therefore conditions (4) also can be satisfied; note that 1 A I= (a2 + /I')"' = (cf + + + c:)'12 = 1 z ( Lemma 3 is proved.
Proof of Theorem 8. Take z and A such that (3) holds. Using Theorem 11, take u in (11.7) of the form (11.14) and w in (11.7) in the same form with -A in place of z. Then the assumption (11.7) takes the form Let us pass to the proof of Theorem 11. Note that if one substitutes (11.14) into (11.13) then the resulting equation for R is
Let us first study the equation V2u + 2iz. Vu = f in R3, (14) assuming that fe L2(D), f= 0 outside D, z . z = k2, and Im z # 0. (zl+l, Imz#0,z.z=k2.
Here D, is an arbitrary bounded domain and c > 0 is a constant which does not depend on z but depends on D,.
R'
Take the Fourier transform of (14) to get t? = -(A2 + 21 .z)-'J Thus
We wish to prove that the function (17) 
Function (19) vanishes iff l,=O and (A, + T)Z + A: = z2. (20) Equation (20) defines a circle C, on the plane (A2, A,) centered at (0, -r, 0) with radius r. Let Ts be the torus which is obtained by moving a square with the side 26 centered at the points of C, and perpendicular to the plane (n,, A,). One has
Note that
IAZ+2n.zI 22th if 1~ R3\Ts.
Therefore, by Parseval's equality,
Furthermore,
Here and below c > 0 denote various constants; we used polar coordinates, the substitution p = A.: + r* -TV, and the inequalities A: < 6*, 1: + 6* 6 &, which hold if r B 2. This last inequality is valid since r -+ co. Let 2t1, = p in (24) . Then the integral in the right side of (24) is not greater than
Here we used polar coordinates and the inequality r >, f. Combining (24) and (25) one gets
where D, is an arbitrary bounded domain. From (23) and (27) 
note that
From (28) 
This estimate is equivalent to (15) since c, t < ( z 1 < c2 t, c, > 0, for all suffkiently large (z I. Lemma 4 is proved.
Estimates of JIuJI.,(,,) are given in [18] : JlullLNCD,j<cCtP1'21n t llf11~20~ as t-+ +m.
Next we consider the equation 
according to Lemma 4; L-'f is defined by (17) . Therefore (32) can be written as
where the operator L-'q is a linear contraction in L'(D,) for all sufficiently large (z I. Therefore Eq. (36) is uniquely solvable in L2(D1) for all sufficiently large I z ( , and its solution satisfies inequality (15). Lemma 5 is proved.
Under certain assumptions about the rate of decay at infinity of the solution constructed in Lemma 5 one can prove uniqueness of this solution. For example, if UE L&(R3) n 9", where 9" is the Schwartz class of distribution (temperate distributions), then one can use the following result. From Proposition 1 the following uniqueness result follows immediately. Note that L2(R3, p(x)) is the weighted space with the norm I( u (I := Cj I u I2 P(X) dx)L'2, P(X) > 0. 
/.rI 6 R From (41) and (38) one concludes that &=O and u = 0. Lemma 6 is proved.
The proof of Lemma 6 is essentially the same as the proof of Corollary 3.4 in [6a, p. 1661. Another argument is in Section V.6.
It is now easy to prove theorem 11. Proof of Theorem 1. The starting point is the well-known formula (see, e.g., [l or 43):
Apply Theorem 11: take in (42) in place of $ the special solution (11.14) Choose an arbitrary p E R3 and pick 8 and 0' so that k(e -e') =p, I+~, 18'1 + ~0,
and conditions (43) hold. This is possible by Lemma 3. Then pass to the limit ( 0) --* co, ( 8'1 + cc in formula (42) keeping conditions (43) and (44) satisfied. The left side in (42) is a known quantity, so that in the limit one obtains the Fourier transform
of the potential. Therefore q(x) is uniquely determined by taking the inverse Fourier transform of the function (45). Theorem 1 is proved. 
The left side in (46) is known. Let us denote it by f(x, y). We do not show dependence on k since k > 0 is fixed. The integral in (46) 
Since p(x) satisfies in R: = {x: x3 > 0} the radiation condition, the equation
and the boundary condition (52), one concludes that p(x) = 0 in R: (see, e.g., C4]). By the unique continuation property for the solutions to (53) one concludes that p(x) = 0 outside D and Since P(X) = 0 on r. A similar argument applies to the variable y in (46) and as a result we conclude that the set of integrals (48) is known. Theorem 9 is not applicable directly to the set (48) since w depend on U. Therefore we use Theorem 11 and take as w, solutions of the form (11.14), and take u = exp( -iA. x), 1.1= k2, 1 E C3. We then use Lemma 3 and choose 1 and z so that conditions (3) and (4) hold. Passing to the limit 11) -+ co, 1 ZJ + co, in (48) gives the Fourier transform of u: s ~(0 exp(@ .t) d<. Therefore u(x) is uniquely determined. Theorem 2 is proved. 5 . Proof of Theorem 3. We give a proof for the data given for 0 -C k < kO. A proof for the data given at two distinct frequencies is in [5f]. See also [5c,d]. It has been proved in [4, 131 that the solution to Eq. (1.7) has a limit as k + 0 provided that the limiting problem
has at most one solution. If 1 + u2(x) > 0 (see (1.8)) then (56) has at most one solution. Indeed, multiply the homogeneous equation (56) by U(X) and integrate by parts. Note that since a, is real-valued one can assume that U(X) is real-valued. The resulting identity shows that u =O. Therefore, according to [4] , there exists the limit (in Hf,,)
and u(x, y) solves (56).
We now prove that the data u(x, y) known for all x, y E P determine u*(x) uniquely. Let w := [ 1 + a,(x)]'/' U, where u solves (56). Then 
Since u2(x) vanishes on P and ye P, one can write (58) as v2w-q(x) w= -6(x-y), y E P.
Note that w = u on P, so that w(x, y) on P is known. We prove that the data w(x, y) known for all x, y E P determine q(x) uniquely. If this is done then cp := 1 + u2(x) is obtained as the unique solution to the problem (see 
Since u2 E C*(D), the potential q in (62) belongs to C(D). By the unique continuation property for solutions to elliptic equations, (62) imples that h=O in R3, so that cp, =cpz. In order to prove that the data w(x, y), x, y E P, determine q(x) uniquely, we use the argument similar to the one used in the proof of Theorem 2. We start with the equation (64) is known. This is proved in the same way as the similar statement about integrals (48). From the knowledge of the set of the integrals (64) we conclude that q(x) is uniquely determined. This is done as in the proof of Theorem 2. Therefore, we have proved that the data U(X, y, k = 0), x, y E P, determine az(x) uniquely. The rest of the argument follows the argument in [4] . If u2(x) is known then the function G, the solution of the problem
satisfies the radiation condition at infinity and can be considered known. Equation (1.7) can be written as
For sufficiently small k one proves as in [4] that Eq. (66) is uniquely solvable by iterations and the limit exists
where Go := lim, ~ 0 G solves problem (56). The fuction f( x, y) can be considered known. The linear equation (67) 
where q(x) is given by (59). Equation (69) 
where g = (4n 1 x -y I)-' exp( ik ) x -y I). For h(k) one has the formula lim 4x lx-y/ u(x,y,k)=h(k),
x, y E P.
I -., Therefore the data u(x, y, k), x, JJE P, k E R, = (0, co) determine h(k) uniquely and explicitly by formula (2) . If h(k) is found then one argues as follows. First assume that h(0) := A # 0. This assumption will be dropped later. For sufficiently small k, Eq. (1) is uniquely solvable by iterations and the following limit exists [4] : 
The argument which yields Eq. (5) 
where
If conditions (1.13) and (1.14) hold then q E L"(D). Assume first that u and G,,, are known on ZY Then the data (S, h} for the problem (I.ll), (1.12) define the data {F, Hj for Eq. (9). Here F := w on f, H := wN on r, so that F= d2(s)f; H = cr -"*(s) h + ta-"*(as) cN(s)J:
Let us describe the basic steps of the proof.
Step 1. One proves that the data {F, H), where F runs through C'(T), determine q(x) in Eq. (9) uniquely and constructively. See Section V.7.
Step 2. If q(x) is found then o"*(x) is uniquely recovered as the solution to the problem v2ql -q(x) rp = 0 in D, cp := c+(x); (12) cp and (Pi on r are know.
The problem (12)- (13) has at most one solution, since it is a Cauchy problem for the elliptic equation (12) . If the data cp and p,,, are compatible one can find cp by solving the Dirichlet problem v2rp -q(x) cp = 0 in D; cp on r is known.
If zero is not an eigenvalue of the Dirichlet operator V*q(x) in D, then problem (14) is uniquely solvable. Otherwise this problem has a liniteparametric family of solutions and there is a uniquely defined solution which has the prescribed value of 40,.
Step 3. One proves that the set {J; ah} determines r~ and bN on r uniquely. 
where a is known since F and H are known. By Theorem 11 take w of the form w = exp( iz . x)( 1 + R(x, z)), z.z=0,zEc3, (16) where R(x, z) satisfies inequality (11.15). Use Lemma 3 in Section III to choose j* and z so that
where p E R3 is an arbitrary fixed vector. Then Eq. Step 3 we refer to [20] where analytical formulas are obtained for c and cN on r given {f, c ah} V~IZ C'(T). In the paper [6b] it is proved that the set (f, oh} determines CJ and (TV on r uniquely. In [6b] the kernel of the mapfcr ah is assumed known. In practice, a construction of this kernel from the data (f, ah} is an ill-posed not simple problem. The basic interest is in recovery of (T(X) inside D given the boundary data, and this problem we have solved. In [ZO] a constructive method is given for finding r~ and (TV on r given {f, trh} Vfe C'(T). Theorem 5 is proved. (See also Section V. 13.). In [ 251 and Section V. 13 a proof of Theorem 5 is given which does not require the reduction to Schrbdinger's equation. It shows that the set (J ah} VIE C'(T) determines (r and rrN on r uniquely.
Proof of Theorem 12. This proof has been given in Step 1 of the proof of Theorem 5 for the case k = 0. It is the same for k > 0.
3. We now prove Theorem 10. The necessity part has been established in Section II. Let us prove the sufficiency part : C =z. A E &. 
The function ~$0, k, x) has asymptotics ikr w=(A,-A,)g+o(r-I), e as r= (xl --, co,g:=-, r (20) where Aj :=A, are the coefficients in condition (1.3) corresponding to vi, j= 1, 2. Note that
Here and below the bar stands for complex conjugate. Taking r = ( x ( + co, xr-I= 8' in (19) and using (20) and (21) 
Lemma 1 is proved.
The reader can prove as an easy exercise that (22) implies (24) 8, k) . This is well known from direct scattering theory. In terms of the function $ defined by (1.2) the equations can be written as
and t4e,kx)=S&(-& -k,x), (26) where S is the operator with kernel (11.10) and S, is the operator whose kernel is given by formula (11.10) with A, in place of A. From (25) and (26) Proof The proof consists of two steps:
Step 1. If (28) holds with ijo :=exp(ike .x) in place of $ := $(--0, -k, x) thenf=O.
Step 2. Equation (28) implies that f= 0.
Step 1. Suppose that 
the unique continuation property for solutions to elliptic equations yields that u = 0 in R3. Therefore the Fourier transform of the distribution with support on S* and the density f(0) vanishes. Thus f(e) = 0.
Step 2. It is known from the theory of direct scattering problem that 2. In some of these arguments the requirement that the function of interest is compactly supported can be relaxed. For example, it is sufficient to request that q(x) can decay faster than any exponential in Problems 1 and 7. [4] , and another one in [15] . Here we would like to mention some other problems. See also Remark 2 in Section II. One, for which the motivation can be found in [16] , is as follows:
A list of open problems is given in
( 
The eigenvalues in (2) are ordered so that Ali) < A$j) < ... and counted according to their multiplicities (since the operator in (2) is selfadjoint, the geometric multiplicities are equal to the algebraic multiplicities). In (4) tiN := a+/aiv on r.
F'ROP~SITION 1. Zf (4) holds then ql(x) = q*(x).
Proof
We sketch the proof which is based on Theorem 12 in Section II. Let q(x) E L"(D), Im q = 0 and
We wish to show that the data
where A, and Ic/,,, are the eigenvalues and the normalized eigenfunctions of the Dirichlet operator -V* + q(x) in D, determine q(x) uniquely. From this Proposition 1 follows immediately. Let u solve the problem
Without loss of generality assume that zero Dirichlet operator -V*+q in D. (If it is, -V* + a + q, where a = const chosen so that the new operator.) The solution to (7) is 'w u=f on r.
is not an eigenvalue of the then consider the operator zero is not an eigenvalue of where (8) 
where the bar stands for complex conjugate, and h := uN= -f A,' fmlc/,,,,,,. m=l
The last formula is obtained by the formal termwise differentiation of the series (8) along N. Formulas (8) and (10) show that the data (6) uniquely determine the data
By Theorem 12 in Section II (with k = 0) one concludes that the data ( 11) determine q(x) uniquely. Thus the data (4) determine q(x) uniquely. In order to justify the formal differentiation in (10) note that this differentiation is justified if only a finite number of the coefficients f, in (8) do not vanish. The set of the finite linear combinations of the functions $mN is dense in L*(r) [4] . The mapping /i : f + h is known to be continuous from
while the mapping /1-l: h -+f is continuous from H-"*(lJ -+ H"*(T). Thus, if one knows the set {f, h} for h running through a dense set in H-"*(r) then the corresponding f runs through a dense set in H"'(f).
Since C'(T) c H"*(T) one knows the set {f, h} for all f E C'(f). This is sufficient for the unique recovery of q(x) by Theorem 12. Proposition 1 is proved.
An idea to use formula (10) was used in [7] , where the argument is more complicated since Theorem 12 was not used. A relevant paper is also [8] , where the method is quite different and the proofs are not given.
5. In Problem 2, Section I, the background refraction coefficient is constant. The case of a variable background when the governing equation is [V*+k*n,(x)+k*u(x)] U= -6(x-y) in R3 (12) is treated in [lo] . The function no(x) in (12), which describes the variable background, is assumed to be known and is fairly general: the basic assumption on Q(X) is that the Green function G,
[V' + k*n,,(x)] G = -6(x-y) in R3 (13) has limit as k -+ 0,
Conditions for (14) to hold are given in [ 131.
6. In this section we explain why one can take, in the proof of Theorem 1, $ = u with the properties listed below (III. 42). The reason is that any solution to Equation (II. 13) in D can be approximated with arbitrary accuracy by the scattering solutions (I. 2). We assume that k2 is not an eigenvalue of the Dirichlet operator I := V* + k2 -q(x) in D, i.e., k* $ a(Z,). This assumption can be made without loss of generality: if it does not hold for D one takes as D a larger domain for which it holds. One can argue as in the proof of Theorem 2 in order to show that the knowledge of -47~4 (8', 8, k) Therefore the knowledge of A(@, 8, k) for all 0', 0E S* implies the knowledge of the set of integrals j dx q(x) exp( -iklT .x) u(x, k) for all u E N,(Z), in particular, for u of the form given below formula (III. 42).
7. Here we discuss a point related to
Step 1 in the proof of Theorem 5. Suppose that the data {J; h} V~-E C'(T) are given, wheref= w, h = wN on r, w solves Eq. (9) . We have shown in Step 3 that these data determine q(p). Suppose there is another potential q,(x) with the same data. If one argues as in Step 3, then one gets the equation: 
One takes w as in formula (IV.16) and w1 = w on r. By the assumption, w -w,,, on r. Thus the surface integral in (15) vanishes. If one argues as LNin the proof of Theorem 5 one concludes that (15) implies after passage to the limit (IV. 17) that q -q, = 0, so that q = q,. In this argument one uses the fact that the solution wi has the form (IV. 16), similar to that of w. Let us prove this. First note that w1 determined uniquely in D as the solution to the problem (V2+k2-qi)w,=OinD, w,=wonr (16) extends uniquely to the solution to Eq. (16) 
Denote by w2 the solution to (17) of the form (11.14)-(11.15). We claim that w, = w*, so that wi is of the form (11.14~(11.15). Indeed, w2 = exp(iz. x)(1 + R2), where R, solves Eq. (18) . Therefore p := R, -R, solves the equation
and p=L-'tj in S2, supp rj c D. (20) Equation ( 
where c1 is a solution in &(R3) of the equation La=0 in R'.
It follows from (20) and (22) From (23) and (25) one gets
L(1) 6 = 0, L(1) := A2 + 21. z (26) E=L--'@)V,+@,
where the tilde denotes the Fourier transform. One concludes from (26) that c2=0 if L(1) #O. Another, a shorter but less constructive way to prove that the knowledge of {f; h} 'df~ C'(T) determines q(x) uniquely is as follows (see also Section V.ll, where the same idea is used). If ljuj = 0, j= 1,2,1,. = d + k*-qqi(x) and the sets {f, h} are the same for q1 and q2, then (*) I,u = quz, where q := q, -q2, u := U, -u2. Multiply (*) by an arbitrary w1 E N,(Z,), integrate over D and then by parts to get 0 = SD qu2 w, dx. Here we took u2 = U, on r and used the basic assumption which says that u2 = u1 on r implies uZN= or,,, on r'. Since the set {u2w,} V/U~EN~(/~), VW, E N,(I,) is complete in L'(D) by Theorem 9, it follows that q = 0, i.e., 41(x) = q*(x).
See also Section V.13 for a similar argument for Problem 5. We wish to prove that this implies that 4, = q2, so that q,(x) = q*(x). 
and u2 is defined as
In ( 
which has the form (31~(32) with R, in place of R, . We claim that
so that u2 has the form (31t(32) with R2 in place of R,. To prove (40) note that u2 solves (39). Define r by the formula u2 = exp( ik0 . x)( 1 + r).
Then r and R2 solve the same equation, 
Here PE R3 is arbitrary. Thus q1 = q2. See also [21] and Section V.ll. 9. In this section we point out that Problem 1 can be reduced to the problem of finding q(x) from the knowledge of the set {f;h}Vj~C'(T,).
Herer (52)
In particular, if one takes as u the solution (11.14)-(11.15) then one obtains by the formula analogous to (IV.15) the Fourier transform (IV.18) of q(x). Therefore, the basic numerical problem is to choose the linear combination (51) so that on rR u takes the values of the function (11.14-11.15). One can try to choose h,, or more generally, dp,( (!I), where p,( 0) is a signed measure on S2 (this allows one to use not only h, E: L2(S2) but also h, which contains the delta function components), such that, e.g., exp( -ikQ.x) isz $(g, k, x) dp(tl)-1 ;I R,R, =min,
where II f II ",, A, :=~BR,R,~~/2(1+~~~)-3i2dx, BR,R,=BR,\BR, minimum is taken over all measures P(U) on S*, 0.8 = 1, 0 E C3, I81$1 is fixed, k(8 -0') = p, where p E R3 is a given vector, R, = E -'. From (11.15) it follows that min in (53) is o(l) as (01 + co, 8-e= 1. If a sequence pS,E is minimizing for (53) as 6 -+ 0, then there is a 6 = a(s) such that as E + 0 the sequence P,(E) = pLB(E),E generates u, := i s2 $(a, k xl Ma) which can be used as in the proof of Theorem 5 to obtain the value 4(p) as in (IV.18). Namely [19] , In [ 191 and [21] one can find a complete justification of formula (55).
10. An argument similar to the one given in 7 and 8 can be used in the proof or Theorem 2 to discuss the case when vj, j= 1,2, produce the same surface data. One can also reduce the proof to the proof of Theorem 1. Indeed the surface data uniquely determine the right side of (111.46) for all x, y&D. Passing to the limits 1x1 + co, ~1x1 -' = 0', ) y ) + co, y 1 y I -' = -8 one obtains the scattering amplitude for the potential q(x) = -k*v(x). Indeed, Thus, if v, produces the same surface data as v2 then u,(& y, k) = u,(<, y, k) for all y $ D, where uj corresponds to vi and stands in (111.46)) in place of u. A numerical method for solving problem 2 is given in [23] . 
