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Abstract 
Fiber access systems are gradually permeating from fiber-to-the-curb (FTTC), to fiber-to-the building 
(FTTB), and eventually to fiber-to-the-home (FTTH). Ethernet Passive Optical Network (EPON) is one 
of the most promising fiber based access techniques, which is expected to offer a cost-effective solution 
to broadband network access owing to the ubiquitous deployment of Ethernet-based network equipment. 
EPON is one of the most competitive solutions to resolve “the first one mile” problem in optical 
networks because its long reachable distance and wide available bandwidth. EPON combines the 
advantages of passive optical network and Ethernet, which can not only provide IP service access 
effortlessly, but also expand its ability to multi-services support and quality of service (QoS) guarantee. 
EPON will support integrative broadband access with multi-services such as voice, video and data in the 
future. 
 
     Upstream dynamic bandwidth allocation (DBA) is an active area of research for EPON. With 
further study on DBA strategy and cycle polling mechanism, a fair DBA called KI-DBA based on 
minimizing idle time and burst traffic prediction is proposed in this thesis. The key design goal of KI-
DBA algorithm is that EPON can achieve high bandwidth utilization and support QoS fairly. 
Kolmogorov continuity theorem based prediction networks are introduced in traffic prediction for the 
first time in EPON together with the improved cycle polling including the strategy of bandwidth 
allocation based on the proportion of guaranteed bandwidth. The KI-DBA algorithm appears to be a 
practical method for upstream bandwidth allocation with higher bandwidth utilization, less packet delay, 
and improved QoS of lower priority service when in heavy traffic. The primary work and results are as 
follows: 
 
(1) The thesis has designed a traffic prediction algorithm based on an idle time minimizing method 
and Kolmogorov continuity theorem which is optimized by adding error analysis to make the prediction 
algorithm converge faster and more accurately. The networks can adjust weight according to prediction 
error; as a result, the prediction is more accurate and adaptive. 
 
(2) A burst sorting polling mechanism is proposed. The Optical Line Terminal (OLT) adjusts the 
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cycle polling order according to the burst traffic from each Optical Network Unit (ONU) during polling, 
and each ONU delays sending report message. As a result, the OLT can get newer information about the 
queues of ONUs. The new polling strategy can shorter the prediction range of the burst ONUs’ queue, so 
it improves the accuracy of traffic prediction further. Besides, the OLT allocate bandwidth and grant 
time slots more early. Thus the network can make full use of the idle time, so the mechanism enhances 
efficiency of the upstream bandwidth. 
 
(3) A fair dynamic bandwidth allocation algorithm based on traffic prediction is proposed in the 
thesis. It allocates bandwidth among inter-ONUs and intra-ONUs according to the bandwidth 
requirement after prediction and the proportion of guarantee bandwidth. The scheme not only reduces 
packet delay, but also guarantees fairness. 
 
(4) Finally, the EPON simulation platform is established based on OPNET Modeler 16, in which the 
KI-DBA algorithm is verified. And the results show that the prediction algorithm composed of the idle 
time and Kolmogorov continuity theorem networks perform better in convergence and accuracy. The 
system that adopts the new KI-DBA to get higher bandwidth utilization and less packet delay. 
Furthermore, under the condition that the high priority services are ensured, the QoS of the low priority 
service is improved greatly when in heavy traffic. 
 
KEY WORDS: EPON, DBA, Idle Time, Service Prediction, Kolmogorov Theorem, Burst Polling, 
OPNET 
 
The ideas above have been the basis of two conferences papers as listed below: 
Z. Peng and P. J. Radcliffe, “Modeling and Simulation of Ethernet Passive Optical Network (EPON) 
Experiment Platform based on OPNET Modeler,” in Third IEEE International Conference on 
Communication Software and Networks, May, 2011. 
 
Z. Peng and P. J. Radcliffe, “Performance Analysis of Classic Bandwidth Allocation Algorithms in 
Ethernet PON,” in Third IEEE International Conference on Information Management and Engineering, 
May, 2011. 
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Chapter 1: Introduction 
1.1 Background  
Nowadays, there are many technologies which can be used for broadband access network. The 
distribution media used for local access networks include: copper wires, optical fiber, HFC cable, 
wireless mobile and satellite.  
The copper network is the traditional means for connecting subscriber premises, and copper forms 
the basis of the PSTN as well. Copper wires can be used to carry traffic at high speeds through the 
practice of ISDN and xDSL (many varieties of Digital Subscriber Line-DSL) technology at each end of 
the copper line. Historically, the copper access has generally been used as the predominant technology to 
provide the standard telephone service to residential customers. In the past decade, operators have 
rediscovered this buried copper and re-used it to construct xDSL broadband access networks. The costs 
of deploying twisted pair access networks are mainly in the construction of the trenches and ducts. It is 
completely uneconomic to construct a second network of trenches and twisted pair cables, or to create 
such infrastructure for new building developments. 
Hybrid Fiber-Coax (HFC) networks were established in many countries for the purpose of 
distributing television programs. They were an advance on the previous networks, built of all coaxial 
cable. Early Cable TV networks were one-way only, allowing distribution of a number of TV channels, 
but no interaction in the reverse direction. Some networks are “Unidirectional” still, but we will 
concentrate on networks with interactive or two-way capability. In Australia, two HFC networks were 
rolled out by Telstra and Optus, as part of the development of competitive supply of telecommunication 
services in Australia.  
There are many wireless technologies for network access, such as Mobile: 3G, CDMA2000, HSPA, 
LTE or OFDM and MIMO Technologies; Local Area Network (LAN): WiFi or MAN: WiMAX and 
other options such as 802.20, Wireless Mesh, and Satellite. Most industry commentators believe wireless 
broadband has an important role to play in extending the reach of broadband services to mobile end-
users. Due to their intrinsic limitations such as short distance coverage, poor security, and low 
bandwidth, wireless technologies are not suitable for setting up large scale broadband access network. 
Optical fiber systems use light waves for the transmission of all forms of telecommunications traffic, 
permitting the carriage of traffic at very high speeds with little interference. At the local access network 
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level, it is used for transmission between network nodes and switches, and also for access to the 
premises of high-volume business subscribers and multistory office buildings. The concept of Passive 
Optical Networks (PONs) is not a new idea. It has the virtues of saving fiber and being transparent to 
network protocols, which play a more and more important role in current broadband access network. 
Compared with cable-based and wireless network, PON can save cable resources, provide large 
bandwidth sharing, high security for equipment, and allow quick network creation. Therefore, PON 
technology is economically attractive. With the eliminating of copper and development of wireless, PON 
technology will be the mainstream technology for network access. PON technology includes ATM PON 
(APON), broadband PON (BPON), EPON and gigabit PON (GPON). 
With the emergence of bandwidth-intensive applications such as internet television (IPTV), voice 
over IP (VoIP), and peer-to-peer downloads, broadband access is becoming increasingly important for 
the Internet. In this literature research, we broadly review today’s broadband access networks such as 
traditional wired access techniques and wireless access techniques which also continuously expand their 
transmission bandwidth and radio coverage. These techniques can generally support bandwidth in a 
range of several Mbps and a maximal transmission distance up to several hundred meters. To support 
even higher bandwidth and longer transmission distances, several broadband optical fiber based 
techniques have been introduced and compared in this review.  The fiber technology such as EPON is 
our special research interest, in particular the Dynamic Bandwidth Allocation (DBA) algorithms which 
can make a significant difference to EPON’s throughput.   
 
1.2 Research Questions 
1.2.1 Research Objectives 
 
The research aims to create and implementation a novel dynamic bandwidth allocation algorithm in 
Ethernet Passive Optical Network (EPON) for Broadband Access Networks in order to deliver better 
Differentiated Services (DiffServ). A range of algorithms for EPON has been implemented and 
evaluated. Based on these algorithms, we will investigate several important operational issues including 
(i) bandwidth utilization, (ii) bandwidth allocation, (iii) QoS support for user services, and (iv) packet 
delay based on these different algorithms. A key objective is to be able to offer advice to network 
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operators as to which bandwidth allocation algorithm most suits their needs. Finally, research questions 
of the novel algorithm design are proposed. 
1.2.2 Expected Deliverables 
Based on the foregoing discussion the key deliverables will include- 
 A comparative analysis of existing bandwidth allocation algorithms.  Preliminary research 
suggests that nearly all proposed algorithms are based on several basic types and we will form a family 
tree. 
      Development of a novel bandwidth allocation and fairness algorithm. 
1.2.3 Extended Objectives 
Passive Optical Networks (PON) has been proposed as a solution to high bandwidth Ethernet delivery 
but in some areas the optical fibre network can be excessively costly and wireless solutions such a LTE 
and WiMAX are appropriate.  A fertile area for research is the system level performance of a wireless 
system at the end of an optical feeder.  The interaction between EPON bandwidth allocation and 
wireless bandwidth allocation should be explored in detail in order to optimize performance of the entire 
system. 
1.2.4 Research Questions 
The key research questions to be answered as follows: 
 
 Can the many bandwidth allocation algorithms for EPON be formed into a family tree based on 
several parent algorithms?  
 Is it possible to improve the utilization of the uplink beyond the 90% currently observed while at 
the same time satisfying multi-service QoS? 
 Existing buffer allocation algorithms make poor use of their buffering resources.  Is it possible to 
create a novel buffer allocation algorithm that makes better use of buffering resources and thus 
improves performance? 
 Existing algorithms are weak on fairness of bandwidth allocation. Can a fairer allocation improve 
performance?   
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I am currently enrolled as a master by research student and start worked with Dr. Radcliffe on or about 
4th June 2010.  Since starting with Dr. Radcliffe, my progress has been rapid with two conference papers 
accepted. The key element in most engineering thesis is a novel algorithm or structure that can be related 
and compared to existing work, be implemented, tested, and again compared to existing work.  I have 
made good progress against these goals: 
 I have identified inefficiencies in the uplink side of the optical Ethernet protocol EPON.  The 
inefficiency should be particularly noticeable with rough (highly variable) traffic. 
 I have developed several alternative algorithms to drive the EPON uplink. For example, two 
algorithms for estimating recoverable idle time of EPON, one algorithm for guarantee QoS, and one 
algorithm for optimal utilization of EPON upstream bandwidth  
 I have calculated the performance of existing algorithms which appear to match existing 
publications.  I have calculated the performance of my new algorithms and shown there is a notable 
improvement in throughput and reduction in delays. 
 I have developed an OPNET model for EPON and the results here are comparable to the 
calculations I have performed.  This model will be released to the public domain as part of his second 
paper.  It is notable that a number of papers on this topic claim to have done simulation but none have 
released their simulator model so that their work can be verified.  
 Currently there is no agreed set of trial data which can be used to evaluate various algorithms.  I 
have proposed such a set of data along with equations to generate statistics which measure performance.  
This should be particularly useful for comparing various algorithms. 
 10 G EPON is the best technology and will be superior to GPON. In the future, the plan to 
integrate GPON and EPON in one chip will be feasible.  So improvements in DBA can make a 
significant improvement without any capital costs.  This will be the focus of my future research. 
 
1.3 Thesis Goals & Significance 
EPON upstream bandwidth allocation normally has gone through two stages: static bandwidth allocation 
(SBA) and dynamic bandwidth allocation (DBA) [1]. SBA is the bandwidth allocation strategy which is 
put forward at early stage. In SBA, the OLT allocates the same size of time slot to each ONU, but other 
ONU’s packet delay will be increased and the system throughput will reduce due to the excess 
 ©2011 Zhiwen Peng                                                                                                     Page 5 
bandwidth, to which the light-load ONU is allocated. SBA has been eliminated recently due to the low 
utilization of the bandwidth and no QoS guarantee. The interleaved polling with adaptive cycle time 
(IPACT) [2] algorithm proposed by Kramer et al. propelled the research on EPON dynamic bandwidth 
algorithm (DBA) for solving the inadequacy of SBA algorithm. IEEE802.3ah [3] and IEEE802.3av [17] 
do not specify the DBA algorithm uniformly. Therefore DBA becomes the key technology due to direct 
relation with bandwidth utilization and QoS support. According to the real-time requirements of the 
optical network, DBA is with the function of the time division multiple access (TDMA) technology 
which ensures the data of ONU do not conflict in order to improve the bandwidth utilization and provide 
corresponding QoS guaranteeing for differentiated services (DiffSev). Multiple-point control protocol 
(MPCP) [3] specializes in handling problems of accessing and multiplexing of EPON upstream 
communication. MPCP protocol only planned a type of master-slave REPORT/GATE mechanism, 
which means requirements are put forward by each ONU while arbitrated by the optical line terminal 
(OLT). MPCP only constructs a protocol frame but does not propose specific bandwidth allocation 
method. Therefore, dynamic bandwidth allocation algorithm is one of focuses of the research into the 
current EPON technology. 
 Based on IPACT algorithm, a lot of polling-based DBA algorithms are proposed by researchers, most 
of which are only optimized in the aspect of certain performance [4], even seeking after one index at the 
cost of other performances. With the arrival of information age, people are having increasingly high 
requirements for the network service and EPON has ability to provide various services flexibly. It is 
required that DBA algorithm should support the multi-service QoS. Hence, people proposed strict 
priority service scheduling strategy later on. According to priority, all services are classified into three 
types such as: expedited forwarding (EF), assured forwarding (AF) and best-effort forwarding (BE) [5] 
[6]. The EF service must be satisfied first. The remaining bandwidth should be allocated to the AF 
service if the remaining bandwidth is available. Finally, EPON takes BE service into consideration. 
Although this strict priority scheduling ensures QoS of the high priority service, priority service is 
obstructed and packet loss rate is high under heavy network load so that the low priority service cannot 
have fair bandwidth allocation. The OLT is able to provide the lower service for the priority service as 
the network is busy, but the OLT cannot reject provision of service. Polling-based bandwidth allocation 
algorithm is that ONU waits for the arrival of the next authorization time slot after sending out REPORT 
message, and there will be new data packet arriving at the buffer queue within the waiting interval while 
this part of data is not reported to the OLT though the current REPORT message and can be sent till the 
 ©2011 Zhiwen Peng                                                                                                     Page 6 
next period, thus the average packet delay of the service is increasing. To solve this problem, G. Kramer, 
et al. proposed many prediction mechanisms such as: constant credit and linear credit to revise 
bandwidth request [7].  In [8], authors mentioned a DBA algorithm based on the service prediction, but 
they did not indicate specific prediction algorithm. In [9], authors put forward a DBA algorithm with 
adaptive linear prediction of VBR video streaming. In [10], researchers also proposed a DBA algorithm 
based on linear prediction. However, the data service has nonlinear features such as: high burst and self-
similarity, which may result in the bigger prediction error by implementing those algorithms and the 
utilization of bandwidth will be reduced as well. 
The remaining bandwidth will be generated if the load of some ONUs is lower than the capacity of the 
guaranteed bandwidth. Secondary allocation of the remaining bandwidth is required to be performed in 
heavy-load ONUs in order to improve the utilization of the upstream bandwidth. As for traditional 
remaining bandwidth allocation algorithm, the allocation is finished according to the bandwidth request 
proportion of heavy-load ONUs. In this case, the remaining bandwidth will be inclined to ONUs with 
the heavier load, but no consideration will be gave to the priority scheduling which leads to the 
unfairness [11] among different ONUs. 
We widely study current EPON dynamic bandwidth allocation strategies and polling mechanisms, 
and also deeply research dynamic bandwidth allocation methods based on the service prediction. We 
propose a DBA strategy based on bursty service prediction and guaranteeing fair dynamic bandwidth 
allocation so that this novel algorithm can achieve a certain improvement of bandwidth utilization and 
fairness bandwidth allocation which are the design goal of bandwidth allocation algorithm. After that, 
EPON simulation platform is established based on OPNET Modeler 16 to verify the performance of this 
novel algorithm. The main research contents are as follows: 
 
(1) Research into EPON service prediction algorithm 
 
On the basis of in-depth research into polling mechanism and multi-point control protocol (MPCP), we 
mainly analyze conditions of new arriving data packets in the buffer queue during the process of waiting 
for the arrival of the authorization timeslot after each ONU sending REPORT message so as to facilitate 
the prediction. Then, we study EPON new arriving service prediction algorithm, especially the service 
prediction method based on average traffic flow prediction. Finally, we research service flow prediction 
algorithm with focus on Kolmogorov continuity theorem and the idle time minimizing method. 
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(2) Analyze and study EPON polling mechanism 
 
We analyze several types of classic polling strategies and mainly study the report/gate method. It is 
required to wait for a cycle to obtain time slot window after an ONU finishes sending report message 
during the process of polling. Accordingly, it is necessary to predict new increasing services within a 
polling cycle. Provided that the report queue length information is lagged behind, the prediction interval 
can be shortened and the prediction precision can be further enhanced. The more sporadic ONUs are, the 
more difficult prediction is. Thus let burst ONUs send data first, and then postpone report of the queue 
length. As a result, much shorter prediction interval is available, so that the prediction precision of burst 
ONUs service is improved. At the end of polling cycle, if the authorization for bandwidth allocation is 
performed in advance, then the idle time can be fully utilized. Therefore, the utilization of upstream 
bandwidth is enhanced. 
 
(3) Design fair dynamic bandwidth allocation strategy based on service prediction results and 
minimizing the idle time 
 
We perform in-depth research into many dynamic bandwidth allocation algorithms and analyze 
advantages and disadvantages of classical bandwidth allocation algorithms from three aspects of 
bandwidth utilization, service QoS and fairness so as to make further improvements in a well-targeted 
manner. The secondary allocation of the remaining bandwidth among ONUs and the fairness of 
bandwidth scheduling among each service queue inside of ONUs are mainly studied. The bandwidth 
allocation strategy based on the requirement of prediction and proportion of guaranteed bandwidth is 
studied and proposed. 
 
(4) The EPON simulation platform based on OPNET Molder 16 is studied and designed. 
 
The simulation platform includes design of simulation network topology structure, node model of OLT, 
ONU and POS as well as comprehension of the process model of each module. We analyze the 
performance of KI-DBA algorithm from three aspects of upstream bandwidth utilization, average packet 
delay, and the packet delay of DiffServ. 
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1.4 Thesis Outline 
 
The rest of this thesis is organized as follows: 
 
 Chapter 2 introduces an overview of PON with its history and market status. Then some of the 
concurrent PON technologies are reviewed and compared. We introduce the key advantages of 
EPON, and explain why PON technology is a better choice to focus on. The possibility to use 
EPON to transfer multi-services is also discussed in this chapter. 
 Chapter 3 introduces the detailed principle analysis of EPON structure and DBA establishment as 
well as its implementation in EPON.  
 Chapter 4 overviews current bandwidth allocation algorithms in detail. Then we explain some 
classic and popular bandwidth allocation algorithms implementations in EPON. We also discuss 
details of why research on bandwidth allocation algorithms is important.  
 Chapter 5 proposes a detailed solution to handle the bandwidth utilization and bandwidth 
allocation fairness problems in the EPON upstream tunnel. Two methods including minimizing 
the idle time algorithm and Kolmogorov continuity theorem based prediction algorithm are 
chosen to create the novel KI-based DBA in this thesis. This chapter also analyses and discusses 
the improved cycle polling mechanism of the new solution. 
 Chapter 6 presents simulation experiments to validate the proposed solution discussed in the 
previous chapter. OPNET Modeler 16 software is introduced in this chapter and is used for the 
simulation. The experiment result is shown and analyzed, and compared with two concurrent 
DBAs on EPON. Experiment parameters are fully discussed in this chapter and the experiment 
result is measured and analyzed. Some suggestions are also proposed to further reduce the packet 
delay. 
 Chapter  7  concludes the thesis with future work listed 
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Chapter 2: Passive Optical Network 
2.1 Overview of Chapter Two 
PON is able to provide higher bandwidth requirement and is also suitable for high intensity user. PON 
also can provide access to Fiber to the Home/Office (FTTH / FTTO) [12] for qualified high end regions 
as well as provide optical Fiber to the Building/Curb (FTTB / FTTC) [12] at the regions with large 
bandwidth demand and limited optical fiber resources. Technical features of PON includes one point to 
multi-point (P2MP) optical transmission and access; broadcasting technology for downlink and Time 
Division Multiple Access (TDMA) for uplink; and Dynamic Bandwidth Allocation (DBA) on the 
uplink.  PON network topologies are flexible and may include tree, star, and bus. In this chapter, 
different types of TDM-PONs are reviewed. We have introduced the major passive optical networks in 
use nowadays and have briefly described the market status of PON technology. Later in this chapter we 
focus on describing the advantages of EPON technology. 
2.2 PON History 
We can broadly classify today’s fiber-based access networks into two camps: Time Division Multiple-
based passive optical network (TDM-PON) and Wavelength Division Multiplexing-based passive 
optical network (WDM-PON). The current APON/BPON, EPON/10GEPON and GPON belong to 
TDM-PON which usually implements time division multiple accesses (TDMA/TDM) technology on 
uplink and downlink transmission to achieve bandwidth sharing, and the signals of the OLT which will 
be allocated to each distribution ONU have to go through the passive optical splitter. WDMPON [13] 
definitely has the wavelength division multiplexing technology in its system of which passive optical 
splitter will allocate signals to each ONU by identifying a variety of optical wavelengths from the OLT. 
Due to WDMPON still unstandardized, this thesis will not consider it further.  
2.2.1 APON/BPON 
APON (ATM Passive Optical Network) [14]/BPON is an optical access technology that integrates the 
ATM data link layer and physical layer. It was considered as the best PON technology when first 
developed (1997 was the golden age of ATM) [14]. Because of Broadband PON (BPON) only 
strengthening or updating a tiny part of APON standards, it will not be introduced further in this thesis. 
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APON transmits continuous ATM cell streams. Each cell contains 53 bytes. For the down-link direction, 
APON applies a broadcasting Time-Division Multiplexing (TDM). Each Optical Networking Unit 
(ONU) will receive all cells, and is able to extract its own cells from the appropriate time gap according 
to the targeted address of cells.  For the uplink direction APON transmits ATM cells in burst mode. For 
the purpose of conflict free and effective uplink access, and in order to ensure that all uplink signals for 
each ONU will fully arrive at OLT, G.983 recommended Time-Division Multiple Access (TDMA) as 
the uplink access control technology. Therefore, APON has to measure the transmissions for each ONU 
and coordinate signaling based on the time delay. In order to achieve synchronization, each ATM uplink 
frame contains 3 overhead bytes. Plus the original 53 bytes, there are 56 bytes in total. The roles of 
overhead bytes are as follows: 
a. Time protection: to prevent damages to signal from small phase shift; 
b. Prefix: to obtain bytes synchronously;  
c. Delimiter: the only designated ATM cell and the beginning of micro-slots. It can also be 
synchronized as a byte. 
2.2.2 GPON 
APON and EPON both have fixed encapsulation formats: ATM encapsulation for APON and Ethernet 
encapsulation format for EPON. GPON [15] does not designated a fixed encapsulation format and 
applies GEM (GPON Encapsulation Method), which is based on the original format of user signals and 
is also called the “Native Mode PON” [15]. Because of its special encapsulation format, GPON can keep 
high efficiency when it transmits multi service data, including voice, Ethernet, ATM, leased lines and 
other service data. The efficiency can reach above 90%. Meanwhile, GPON retains many features of 
G.983 which are not directly related to PON protocol, such as Operation, administration and 
maintenance (OAM) and DBA. There are a variety of GPON transmission methods such as 
Synchronous Optical Network (SONET)/ Synchronous Digital Hierarchy (SDH) and ITU-TG.7O9. By 
using standard 8 kHz (125s) frames, GPON is able to support TDM services directly. 
2.2.3 EPON 
With nearly 40 years of development, Ethernet technology has become simple and practical with low 
cost, and has almost dominated the network market. In fact, it has been proved that it is the best carrier 
for IP data packets. With the increasing IP service in Metropolitan area network (MAN) and trunk 
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transmission, Ethernet has improved greatly in transmission rate and manageability and has expanded 
into access, MAN and broadband lines. 
With the dominance of IP and the unfavorable position of ATM in the competition with Ethernet 
[16], the development of APON has been hindered. To solve this problem, the concept of EPON [3] was 
created and an implementation program was proposed: this managed to retain the essence of APON on 
the base of structured G.983, which is similar with APON, and replace ATM by Ethernet as data link 
layer protocol. EPON provides greater bandwidth and wider operational capacity with lower cost than 
APON. For this purpose, IEEE set up 802.3ah working team. This working team aimed to make EPON 
access to the network simple, and transmit Ethernet frames with minor changes compared to the existing 
IEEE802.3 protocol [3] [17]. For the downlink direction, the Optical Line Terminator (OLT) applies 
TDM and transmits optical data packets to multiple Optical Network Units (ONUs) in the form of 
IEEE802.3 frame encapsulation. Each data packet carries a unique identity to identify the destination of 
ONUs. For the uplink direction, data is gathered by each ONU. In order to prevent packet collision, the 
uplink access is managed by TDMA technology. Each ONU is assigned to a specific time slot. Using 
Time Division Multiplexing TDMA / TDM for EPON, the transmission distance can be up to 20km [3]. 
2.2.4 10G-EPON 
In general, there are great changes between the 10GEPON IEEE802.3av [17] and 1GEPON protocol 
IEEE802.3ah [3] in physical layer and data link layer, especially there are relevant requirements for the 
EPON compatible agreement. Comparing the EPON hierarchical model defined by IEEE802.3ah and 
the 10GEPON hierarchical model expanded by IEEE802.3av there are no significant changes [3] [17] 
above the data link layer. Fig. 2.1 shows how 10GEPON coexists with EPON.  The 10G EPON 
hierarchical model is compatible with the coexistence of 10G and 1G. However, in order to avoid too 
many changes in the MAC layer, the physical layer is re-defined a little. Physical layer differences can 
be found on Table 2.1. The Physical Medium Attachment (PMA) sub-layer and the Physical Media 
Dependent (PMD) sub-layer are quite different. The Forward Error Correction (FEC) function in EPON 
is optional but in 10G EPON protocol, FEC is a necessary feature. For interface, 10G EPON requires 
changing the Gigabit Medium Independent Interface (GMII) into XGMII (around 10Gbps). The 
hierarchy of 10G EPON protocol is redefined by IEEE802.3av working group [17]. The new 
hierarchical model is compatible with 1G EPON and it can be flexibly configured to 10G/10G 
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symmetric rate model and 10G/1G asymmetric rate model. There are three types of ONU, including: 
1G/1G ONU, 10G/1G ONU and 10G/10G ONU. 
       As the rate of uplink and downlink has greatly changed from 1Gbits/s to 10Gbits/s, the operating 
frequency of 10G EPON has also changed. The MAC layer, Reconciliation Sub layer (RS) sub-layer and 
Physical Code Sub layer (PCS) sub-layer defined in the protocol have changed correspondingly.  The 
MAC sub-layer expands the Multi-Point Control Protocol (MPCP) layer based on the MPCP defined by 
the previous IEEE802.3ah. Two bytes have been added to the Discovery Gate frame sent by the OLT 
side to identify whether the OLT had the ability to support uplink 10G and 1G and determine if the 
current Discovery Window was 10G or 1G. Two bytes have also been added into the corresponding 
registration request frame sent by each ONU to identify whether the ONU has the ability to support 
uplink 10G and 1G and to determine if the current registration request sent by the ONU was for uplink 
10G or 1G. In this way, 10G EPON and EPON are compatible with each other. This compatibility can 
facilitate upgrade of the existing EPON devices (as shown in Fig. 2.2, 2.3 and 2.4 respectively) 
 
 
Figure 2.1  10gEPON tree topology [17] 
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Figure 2.2  The Grant frame [5] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
LSB                                         MSB 
Figure 2.3  Discovery frame [17] 
Destination Address                   6 
Source Address                          6 
Length Type = 0x8808                2 
Opcode = 0x0002                       2 
Time Stamp                                4 
Number of grant flag                  1 
Grant# 1 Start time                    4 
Grant# 1 Length                        2 
Sync Time                                 2 
Discovery Information                2 
Pad/ Reserved                            29 
FCS                                           4 
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Figure 2.4  Request frame [17] 
Table 2.1  The physical layer comparison between deferent EPONs [17] 
 EPON 10G EPON Symmetric 10G EPON Symmetric 
Line rate 1.25G DS/1.25G US 10.3125G DS/1.25G US 10.3125G DS/10.3125G 
US 
Line code 8B/10B (Efficiency 
80%) 
64B66B down/8B10B up Modified 64B66B 
(Efficiency 97%) 
Split ratio 1:32 1:16/32 1:16/32 
FEC RS(255.239).Option RS (255.223) down. 
RS (255.239) up 
RS (255.223).Mandatory 
Wavelength 
Plan 
1480~1500nm DS/ 
1260~1360nm US 
1575~1580nm DS/ 
1260~1360nm US 
1575~1580nm DS/ 
1260~1280nm US 
Distance ≥20km 20km 20km 
Power Budget PX10/20 PRX10/20/30 PR10/20/30 
MAC MPCP MPCP MPCP 
Service 
Provisioning 
Over Ethernet frame Over Ethernet frame Over Ethernet frame 
Management MPCP/OAM for basic 
Management 
MPCP/OAM for basic 
Management 
MPCP/OAM for basic 
Management 
Key Challenge 2.5G BMT/R 10G/1G dual rate BMR 10G BMT 
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2.2.5 Comparison 
The development of APON has been limited because of the limited of transmission speed and recession 
of ATM. For these reasons, ITU-T has developed an improved version of APON: GPON. Here we only 
make a comparison of EPON and GPON. In general, the advantages, disadvantages and applications of 
EPON and GPON are shown in the Table 2.2: 
Table 2.2  The main differences between EPON and GPON 
 EPON and 10GEPON GPON 
Advantages Eliminating the ATM layer and SDH; 
reducing equipment complexity and 
difficulty of implementation, thereby 
reducing costs; speed is as high as up 
to 1Gbps and 10Gbps; matured 
standards and equipment; 
Speed is as high as up to              
2.5Gbps; high transmission 
efficiency; Effectively carrying 
TDM services; 
 
Disadvantages It is difficult to support protocol other 
than Ethernet, especially time-division 
multiplexing real time data. 
High requirements on hardware 
and costly; immature equipment 
and standards.  
Applications To provide data access services for 
commercial users and individual users 
To provide data services, access 
to voice and leased line access 
for high end users. The major 
customers are key accounts and 
large commercial customers 
 
Specially, EPON [3] was launched as the integration of Ethernet and PON. EPON has the advantages 
both of Ethernet and PON and is becoming a popular technology in optical access network field. 
Relative low cost, easy maintenance, easy to expansion and upgrade are significant advantages of 
EPON. EPON does not need a power supply and electronic components during transmission so that 
EPON is easy to install. Little maintenance is needed so reducing long term operation and management 
cost. In addition, EPON takes little local resources and has the advantages of high degree of modularity, 
low initial investment, easy to expand and high return of investment. It can be said that EPON system is 
a future-oriented technology. Most of EPON systems are multi-service platforms. 
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2.3 PON Market Status 
Globally, the users of DSL broadband represent a high proportion of Ethernet users. DSL is a temporary 
transitional which cannot satisfy the customer's high speed requirements into the future.  FTTH 
connection is the preferred high-speed solution at present. 
For economic, political and technological reasons, EPON has not dominated the world market. The 
main development centers for EPON are concentrated in China, Japan, Korean, U.S., Sweden and Italy. 
Currently the Australian national broadband network will implement PON technologies to meet the 
increasing demand. The brief introductions are followed respectively: 
 
2.3.1 Japan and Korean 
Japan is the most developed country with FTTH. “E-Japan” [18] [19] strategy demands the broadband 
market should have a proportion more than a third of the users or households who use fiber-optic link. 
At the same time there are more operators involved in the FTTH market because of Japan’s open and 
competitive policies. Facing of more competitive circumstance, NTT Company brought forward the 
FTIH plan which would be held in 2005, YAHOOBB Company launched the EPON deployment plan 
amount for millions of users. The statistical data issued by the Ministry of Public Management showed 
that, the users of FTTH reached 11,330,000 in the end of 2007 [19], account for 40% of the total 
broadband users in Japan. Korea has the highest broadband uptake rate in the world after several years’ 
development the number of FTTH users is 4,520,000 in the end of 2010 at a high-speed growth [19]. 
 
2.3.2 America  
March 2003, the Federal Communications Commission (FCC) promulgated new broadband regulations 
and took different control policies on DSL and fiber access network. For DSL, non-bundling was 
required, which called for the traditional local telecom operators to open their business to competitors at 
low prices. However, the new policy clearly defined that FTTH was not on the list of opened features 
[20]. 2003 May 29, Bellsouth, SBC and Verizon, the three largest operators of four local Bell local Bell 
operating companies in United States, announced that they would adopt the same hardware and software 
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in 2004 and started to construct optical network access on large scale. At present, the U.S. FTTH 
subscribers exceed 300 million [20].  
 
2.3.3 Europe 
Europe was the first region where took optical access tested and deployed optical access. Britain and 
German have tested and further deployed FTTH since the 1980s [21]. However, due to the problem of 
cost, immature technology and little demands, the early PON failed. The construction of FTTH has 
stopped for some time. Until the end of 2002, only two operators in Europe were “relative significant” 
users, which are Sweden's B2 and Italy’s E. Biscom have 72,000 and 98,000 residential users 
respectively. The FTTH of these two companies are projects leaded by Municipal Corporations. 
Recently, Europe is also starting to focus on the development of FTTH [21]. Joeri Van Bogaert, the new 
chairman of FTTH European Commission hopes that the users of FTTH in Europe will reach 8 million 
by 2012. 
 
2.3.4 China 
Since 2003, there has been growing interests on FTTH [22]. Various operators have begun the 
construction of the test network. China Netcom has adopted Salira’s EPON equipment to provide 
services in Beijing and Changsha. Great Wall Broadband Network Service Co., Ltd. has signed an 
EPON cooperation agreement with Fujitsu and widely applied this technology in Beijing and other large 
cities and then gradually promote to the whole country. The first intelligent EPON access system- Salira 
2000 Platform designed by Salira Optical Network Systems has been granted the access license by 
Ministry of Information Industry. The commercial commissions in Beijing Netcom, Guangzhou 
Telecom and Chongqing Telecom have been very successful. Shanghai Telecom has also launched 
commercial pilot. By the end of 2007, FTTH users have exceeded 100,000 and the market scale has 
reached 250 million Yuan [23].  
2.3.5 New Survey 
The following Fig. 2.5 is the FTTH globe ranking which is published on May of 2010 by the FTTH 
Council.  
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Figure 2.5  FTTH globe ranking (Available: 
http://s.ftthcouncil.org/files/2010_sept_global_ranking_ftth.pdf) 
As can be seen from Fig. 5, South Korean is the No.1 country which has more than fifty percentage of 
FTTH household.  The FTTH Council also lists top 7 global economies countries such as South Korea, 
Japan, USA, China, Russia, Italy and France which represent more than ninety percentages of all FTTH 
subscribers around the world. 
2.4  The Main Advantages of EPON 
 
A key aim of EPON is to eliminate the complicated and expensive ATM and SDH network elements, 
which greatly simplifies the traditional multi-layer overlay network structure but also eliminates a series 
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of shortcomings accompanied with multi-layer overlap network structure. It fully embodies the principle 
of “simple is beautiful” of Ethernet [16]. In this section, we list eight major advantages of EPON to 
express why EPON should be focused on our research. EPON has the following advantages:  
 
• Compatible with Existing Ethernet 
 
Ethernet technology is the most successful LAN technology [16] by far. EPON is compatible with the 
existing Ethernet protocol. Given to the market advantages of Ethernet, the compatibility with Ethernet 
is one of the most significant advantages of EPON. 
 
• Low Construction Cost 
 
The cost of EPON system is low due to the following factors: EPON system significantly reduces the 
use of optical fiber, optical transceiver modules and equipment in the group center [24].  Fiber prices 
continue to decline thus lowering cost of optoelectronic devices. Currently, the unit access cost of EPON 
is comparable with cable modem (CM). 
 
• Low Operation and Maintenance Costs 
 
EPON requires only optical fiber, optical splitter and other passive optical devices between the OLT and 
ONUs without big room occupied, power supply and active equipment maintenance personnel.  This 
should save operation and maintenance costs effectively [24]. 
 
• To Solve the Problem of Remote User Access 
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The transmission distance of EPON can reach 20km, which solves the distance bottlenecks of copper 
wire, cable and other transmission medium such as wireless based technologies. 
 
• Supports a variety of Business 
 
The EPON system can well carry IP packets and support a variety of IP-based network services, which 
make the integration of three networks [25] (TV network, telephone network and Internet) become 
possible.  
 
• To Solve the Problem of Bandwidth Bottleneck for End Users  
 
The up and down channel rate of standard EPON is 1Gbps; as for 10GEPON, the rate has achieved 
10Gpbs  which is much higher than the current access methods, such as Integrated Service Digital 
Network (ISDN), ADSL/ADSL2+ and even APON/GPON. The high bandwidths provided by EPON for 
users meets with the requirements for various services, including Internet access, video on demand, 
video telephony, digital high-definition television and other service needs and facilitate flexible dynamic 
allocation based on users’ demands. 
 
• High Reliability  
 
The whole optical transmission channel is composed by optical fiber and passive optical devices, which 
can effectively avoid electromagnetic interference and lightning to ensure high quality of transmission. 
 
• Uniform Standards  
 
 ©2011 Zhiwen Peng                                                                                                     Page 21 
IEEE802.3 working groups have standardized efforts for EPON since 2000. About 70 companies joined 
the working team, including Cisco, Nortel, SBC, WorldCom, Verizon, Salira, Broadeom, Agere, Intel, 
BroadLight, Aleatel and so on. June 27, 2004, IEEE has formally launched 802.3ah protocol for EPON. 
In September, 2010, IEEE has completed the first 10GEPON system 802.3av protocol. 
 
2.5 Chapter Summary 
 
Chapter two has critically reviewed some of the dominant PONs used in practice such as APON, EPON, 
10GEPON and GPON. The current market status between different countries has also been briefly 
mentioned.  The highest bit rate supported by APON is 622Mbps, and it implements ATM encapsulation 
and delivery technology, which can result in insufficient bandwidth allocation, complexity in technical 
application, high price and low efficiency of hosted IP service, thus APON fails to achieve market 
success. After APON, BPON and GPON seemed to be promising technologies supporting higher level 
of protocols and extensive OAM features. However, the primary factor for the development of PON is 
the requirement of the current market. From the market analysis it has been concluded that the Gigabit 
services do not have the right market position which results in unsuccessful marketing of GPON [18].  
Besides, the number GPON equipment manufacturers and network operators are less than EPON. 
Compared with GPON, EPON/10GEPON has more matured manufactured equipments and standards. 
As from the market aspects, the most demand in current market is still a lot of IP based services. On the 
other hand, EPON can develop a feasible and suitable broadband access network to fully support IP 
services because of its perfect combination of Ethernet and PON technology. 
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Chapter 3: Principles of EPON 
3.1 Overview of Chapter Three 
EPON adopts tree topology and point to multipoint (P2MP) communication mode. It is composed of 
optical line terminal (OLT), optical network unit (ONU) and passive optical splitter (POS). The OLT is 
connected with multi-ONUs through 1: N optical splitter. EPON down link transfers data through the 
mode of broadcasting. The OLT transfers packets to all remote ONUs (namely single-point transferring 
and multipoint receiving), hence ONUs need to recognize and receive the data which has been sent to 
them and abandon the data packet not belonging to them according to their MAC addresses [26]. EPON 
upstream is a shared transmission, which needs to control upstream access and the time schedule of 
ONUs upstream transmission in order to avoid conflict while utilizing the upstream data [27] within the 
communication channel. Thereby, how to allocate upstream channel bandwidth to make it utilized 
efficiently and fairly, ensure its fairness [28] and guarantee QoS of multi-services is the difficult point of 
EPON. As a main aspect of manifesting advantages and disadvantages of EPON products, upstream 
channel bandwidth allocation becomes the focal point for the research around the world. We will 
introduce EPON system structure, upstream and downstream data transmission principles, dynamic 
bandwidth allocation protocols and relevant frame structures in this chapter. 
 
3.2 EPON System Structure 
Ethernet passive optical network (EPON) is a type of single-fiber bidirectional access network that 
adopts point to multiple points (P2MP) structure and the typical structure is the tree structure as shown 
by the Fig. 3.1. EPON system is composed of optical line terminal (OLT) at the local side, optical 
network unit (ONU) at the users-side and optical distribution network (ODN). EPON adopts the 
wavelength-division multiplexing (WDM) of two wavelengths (downstream 1490nm/upstream 1310nm), 
and implements duplex communication and reserves CATV [29] side-channel, to which 1550nm 
wavelength can be overlaid. Upstream and downstream bandwidths are 1Gbit/s or 10Gbit/s. In 
downstream direction (from the OLT to ONUs), the signals sent by the OLT can reach each ONU 
through ODN or POS. In upstream direction (from ONUs to the OLT), the signals sent by ONU will not 
reach other ONUs but the OLT. To avoid data conflict and improve bandwidth utilization, EPON also 
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adopts TDMA method and arbitrate each requested transmission window of ONUs in upstream direction. 
ODN provides optical channel between OLT and ONU. 
 
Figure 3.1  The tree structure of EPON system 
The OLT in the network side, laid in the central office, is used for connecting the optical access 
network (OAN) to metropolitan area network (MAN) or wide area network (WAN). The OLT will 
provide many Ethernet interfaces with 1Gbit/s and 10Gbit/s [17] in order to support WDM transmission. 
The OLT also supports connection of SDH/SONET [30] [31] interface with speeds such as: ATM and 
OC3/12/45/192. Provided that it is required to support traditional TDM voice, ordinary telephone line 
(POTS) and other types of services, M communication (T1/E1) can be multiplexed and connected to 
PSTN interface. It can be a L2 switch or L3 router, provide network concentration and access, finish 
optical/electricity transformation, bandwidth allocation and control of connection of each 
communication channel and have functions of real-time monitoring, management and maintenance [32]. 
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As situated in users-side usually, such as: FTTC, FTTB and FTTH, and mainly used to access user 
terminal, the ONU adopts Ethernet protocol to comprehend the function of switching the second layer 
and third layer of Ethernet. This type of ONU can provide high sharing bandwidth for many final users. 
During process of communication, ONU can transfer data to the user transparently while it is not 
necessary to convert protocol. ONU also supports other traditional TDM protocol without increasing 
complexity of design and operation. It can provide a large number of Ethernet interfaces and many T1 
interfaces in ONUs with high bandwidth. As for access mode, ONU can be integrated into the simple 
equipment without needing switching function but using very low cost to allocate required bandwidth 
for terminal user. 
Optical distribution network (ODN) is a point to multiple point tree structure, which can provide 
transmission platform between the OLT and ONUs. Its main functions are: finishing transmission and 
dissemination between the OLT and ONUs, establishing end -to- end information transmission passage 
between ONUs and the OLT. Many ONUs can be integrated to extend transmission distance through 
optical fiber amplifier (OFA), namely increasing the number of end users. ODN generally adopts 
passive optical splitter (POS), which is a passive device connecting ONUs and the OLT and used to 
distribute downstream data and centralize upstream data. The splitting ratio of ODN is between 1:16 and 
1:128, namely one OLT can bear 16-128 ONUs. But given current technological level and economic 
factors, OLT generally can bear 32-64 ONUs [33]. 
3.3 EPON Downstream Data Transmission 
Time division multiplex (TDM) is applied from the OLT to many ONUs to broadcast downstream data 
transmission. According to IEEE802.3ah protocol, the specified logical link identifier (LLID) [34] of 
ONUs allocated at the time of registration should be contained at the frame header of each data frame. 
This identifier indicates the data frame pertains to certain ONUs (ONU1、ONU2、ONU3…ONUn). 
Additionally, partial data frame can be sent to all ONU (broadcast type) or special a group of ONU 
(multicast). Under the networking structure of the Fig. 3.2, the flow is divided into three groups of 
signals with each transferred to the interlinked ONU. As the data signal reaches ONU, the ONU will 
perform address resolution at the MAC layer according to the LLID, receive the data frame given to it 
and abandon the data frames belonging to other ONUs. For instance, in Fig. 3.2, ONU2 receives packet 
2, 1, 3 and 1; but it only sends packet 2 to the end user and abandons other data frames [35]. 
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Figure 3.2  The downstream transmission of EPON  
3.4 EPON Upstream Data Transmission 
As for upstream, time division multiplex (TDM) is applied to allocate different time slots for different 
ONUs to jointly share upstream bandwidth. The OLT will allocate bandwidth to each ONU in 
accordance with the configuration of the system upon successful registration of ONUs. As for PON 
layer, the bandwidth indicates that how many basic time slots that can transfer data, and the unit time 
length of each basic time slot is 16ns. Under one OLT port (PON port), clocks among PON ports of 
ONU and the OLT is strictly synchronous. Each ONU only can initially use the time slot allocated to 
transfer data at the time of authorization allocated to it by the OLT. Each upstream packet at ONU will 
not interfere with each other as the data signals of ONU are surely coupled to an optical fiber through 
time slot allocation and delay compensation. For upstream transmission principle, refer to the Fig. 3.3. 
 
Figure 3.3  The upstream transmission of EPON 
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3.5 EPON Frame Structure 
 
The main difference of EPON/10gEPON from other PON systems is that it is based on Ethernet 
technology, inherits hereditary factors with the core of Ethernet, saves the most important part of 
Ethernet and adds multi-address access and remote transmission element and gets breakthrough in 
transmission distance and access topology. In terms of formulated standard, and aiming at the new 
medium 802.3x of PON, IEEE defines new physical layer, but perform minimum modification of 
Ethernet MAC layer so that MAC layer of EPON can be the future compatible protocol for supporting 
new application and medium. EPON frame format is basically compatible with Ethernet data frame 
format of IEEE802.3, and only add information such as: time stamp and LLID into Ethernet frames. 
 
The downstream frame structure [37] of EPON is as shown by the Fig. 3.4. The downstream data 
stream is segmented into the frame with fixed length and each frame contains many data packets with 
different length. The time information exists at the start of each frame in the form of synchronous 
marker and transfers the synchronous marker, so that ONUs is synchronized with the OLT at certain 
interval (related to the length of frame of upstream transmission, it is 2ms indicated in the figure).  
 
 
 
Figure 3.4  Downstream frame structure of EPON 
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Each data packet with variable length is given an address of an ONU, indicated by the serial numbers of 
ONU such as: 1, 2, 3 and N. The data packet is composed of the payload with variable length, header 
and error detection area.  
 
The upstream frame structure [38] of EPON is shown by the Fig. 3.5. The data stream of upstream 
transmission is divided into frame with fixed length, each frame is divided into the time slot assigned to 
each ONU and each time slot can contain several data packets with extended length. The indication of 
frame is contained at the start of each frame. 
 
Figure 3.5  Upstream frame structure of EPON 
 
Each frame of upstream transmission includes time slot of each ONU, which is respectively indicated by 
the serial numbers of 1, 2, 3 and N of ONU. Data packets with variable length and time slot overhead 
are enclosed in each time slot while time slot overhead mainly includes guard bandwidth, time 
indication and signal power indication. Provided that an ONU does not upload data to the specified time 
slot during some polling cycle, then it will be filled in as the bit stuffing. 
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3.6 EPON Dynamic Bandwidth Allocation Protocol 
3.6.1 EPON protocol stack 
As for Ethernet technology, PON is a new media. 802.3 working group defined new physical layer. 
Making the minimum modification of Ethernet MAC layer which means it is possibly to support new 
application and medium. For layer model [3] [39] of EPON, it refers to the Fig. 3.6. 
 
 
Figure 3.6  Layer model of EPON 
 
Hereinto: FEC=forward error correction, GMII= Giga medium independent interface, PCS=physical 
code sublayer, MDI=medium dependent interface, OAM=operation, management and maintenance, 
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PMD=physical media dependent sublayer, PMA=physical medium attachment sublayer and 
RS=reconciliation sublayer. 
3.6.2 Multi-point control protocol (MPCP) 
To support DBA in EPON and finish dynamic bandwidth allocation computation of upstream channel, 
EFMA group implement MPCP protocol in the system framework. MPCP protocol is the main part of 
MAC control sublayer [40], which is used to achieve a controllable network configuration such as: 
automatic discovery, registration, and distance measurement of ONU and upstream access technology. 
As for the principle of MPCP, it refers to the Fig. 3.7. 
 
Figure 3.7  The principle of MPCP 
 
MAC control sublayer locates above MAC layer, and the data at MAC client-side is further transferred 
to the link after retransferred to the MAC layer firstly through multiplexer of the control frames at the 
MAC control sublayer, service data and MAC sublayers [57]. At the ONU, all data firstly passes 
through MAC layer, and the control analysis module will analyze the received data, then the normal data 
frame and MPCP frame is further analyzed. The normal data frames will be continually uploaded to 
MAC client layer while MAC control frame will operate ONU accordingly and stop at the MAC control 
layer [3][26]. Thereby, from the perspective of MAC client layer, the control frames are invisible, 
because MPCP frame is only transferred inside of EPON. For transfer process, refer to the Fig. 3.8. 
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Figure 3.8  The communication process of MPCP message 
3.6.3 MPCP control frame 
 
As a type of signal protocol, the multiple-point control protocol (MPCP) developed by IEEE802.3ah 
task group is used to allocate upstream transmission time slot and control information transfer between 
the OLT and ONUs. To comprehend point to multi-point control function at the MAC control layer, 
MPCP introduces five new MPCP control frames: GATE、REPORT、REGISTER_REQ、REGISTER 
and REGISTER_ACK. As for the control frames [3] [17], the standard Ethernet frame format is adopted, 
the length is 64 bytes of minimum Ethernet frame length. The Table 3.1 refers to the MPCP message 
frame format. The difference from the ordinary Ethernet frame is that the field of MPCP message frame 
type is 88-08, and the operation code field is applicable to distinguish different MPCP control frames. 
For the operation code fields of various control frames, refer to the Table 3.1. These five MPCP control 
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frames are given different applications in EPON, in which, GATE & REPORT are applicable to 
bandwidth allocation mechanism and distance measurement while GATE 、 REPORT 、
REGIDTER_REQ、REGISTER and REGISTER_ACK (Table 3.2, 3.3, 3.4, 3.5, 3.6 respectively) are 
applicable to automatic discovery and registration process. 
 
Table 3.1   MPCP control frame structure 
Preamble/SFD 8bytes 
MAC DA  6 bytes 
MAC SA  6 bytes 
Length/Type 2 bytes 
Opcode  2 bytes 
Time Stamp  4 bytes 
Data/Reserved/Pad  40 bytes 
FCS 4 bytes 
 
 
Table 3.2   GATE frame 
Number of GATE flags 
GATE 1 start time 
GATE 1 length 
GATE 2 start time 
GATE 2 length 
GATE 3 start time 
GATE 3 length 
GATE 4 start time 
GATE 4 length 
Sync Time 
Pad/Reserved 
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Table 3.3   REPORT frame 
Number of queue sets 
Report bitmap 
Queue 0 report 
Queue 1 report 
Queue 2 report 
Queue 3 report 
Queue 4 report 
Queue 5 report 
Queue 6 report 
Queue 7 report 
Pad/Reserved 
Table 3.4   REGISTER_REQ frame 
Flags 
Pending 
Pad/Reserved 
Table 3.5   REGISTER frame 
Assigned port 
Flags 
Sync time 
Echoed pending GATEs 
Pad/Reserved 
Table 3.6   REGISTER_ACK frame 
Flags 
Echoed assigned port 
Echoed sync time 
Pad/reserved 
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3.6.4 GATE/REPORT mechanisms 
GATE/REPORT mechanisms [3] [17] is adopted for EPON/10GEPON system’s rudimentary interactive 
operation. GATE and REPORT frames are legal Ethernet frames. They are deemed as the control frames: 
the OLT will send the control information to ONUs through GATE and ONUs will report the local 
status to the OLT through REPORT frame. 
In mechanisms of GATE/REPORT, ONUs wait for the GATE message sent out by the OLT and then 
report its status to the OLT through REPORT message that asks for the required bandwidth. The OLT 
firstly generates time marker and allocates an initial bandwidth to each ONU, and sends it to each ONU 
through GATE message, then finishes distance measurement through REPORT messages of each ONU, 
then sends GATE again according the status of ONU and the requested bandwidth, thus the connection 
is successfully established. The operation process of MPCP is established as below: 
1) In the OLT, MPCP receives the request of the GATE message sent to a certain ONU from the 
upper-layer of MAC control client sublayer. Simultaneously, MAC client sublayer provides information 
such as: start transmission time and transmission distance in the request. 
2) No matter in the OLT or ONUs and MPCP, the timing of the local clock is maintained. As GATE 
message reaches MAC control sublayer [57] from the upper layer, MPCP will mark the message for the 
time identifier with the OLT’s local time. 
3) After receiving the GATE message lives up to its MAC address, ONU will extract transmission 
starting time and transmission time information from it so as to arrange communication and update the 
local clock to the value of the time identifier in the GATE message, then the clock starts timing. When 
an ONU sends report message, it sets the time identifier as the time of the local clock. 
4) The data transmission will start as the ONU’s local clock reaches transmission starting time. 
Transmission can include several Ethernet frames. During the process of transmission, ONU should 
ensure the completeness of each frame. Provided that the current frame is found to have exceeded 
allocated time slot, then the transfer of the frame will be delayed to next sending window of ONU. 
3.6.5 Auto Discovery and registration of ONUs 
Automatic discovery refers to a process of make the recently connected or off-line [41] ONUs can be 
accessed into PON. TDMA technology is adopted for EPON upstream. OLT allocate upstream time slot 
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through dynamic bandwidth allocation method in accordance with the status of the on-line ONU in the 
system while the power-off ONUs will not participate in bandwidth allocation for elimination. Thereby, 
the OLT should be able to check network status regularly or irregularly. General selection and discovery 
period is 1s or 0.1s so as to ensure whether there is new added ONU required to be activated and 
allocated bandwidth. Four MPCP messages such as: GATE、REGISTER_REQ、 REGISTER and 
REGISTER_ACK adopted by automatic discovery and registration, in which GATE frame has two 
functions: one is the time slot used to allocate upstream data and the other one is sending used to finish 
registration request message of ONU. These two types of GATE information are distinguished through 
discovery. When discovery=1, it indicates that gate frame is applicable to discovery and registration of 
new ONU, called discovery GATE frame. Conversely, it indicates that GATE frame is applicable to the 
time slot that allocates data frames, called data GATE frame. 
 
Figure 3.9  Automatic discovery and registration process 
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For the automatic discovery and registration process, it refers to the Fig. 3.9. The OLT initially sends a 
discovery GATE1 message, which carried the start time and length of the discovery window. After the 
unregistered ONU receives the discovery gate, waits for the start of authorization window and then 
transfers REGISTER_REQ frame message. This information includes MAC address of this ONU, 
opening and closing time parameters of ONU’s laser and the number of data authorization which ONUs 
can mostly support. For multi-ONUs can be registered at the same time possibly, it is necessary to solve 
this through arbitration mechanism. The common arbitration mechanisms are: random hop window 
mode and discovery window interior random delay mode. After receiving REGISTER information, the 
OLT registers this ONU, allocates new LLID and binds MAC address and LLID of ONU. In the 
meantime, the OLT also can perform distance measurement functions for each ONU. After finishing 
allocation of LLID, the OLT generates a REGISTER message and sends it to an ONU that requests to 
register. This information includes the synchronic time of the OLT and allocated LLID of ONUs. To let 
ONU confirm LLID allocated, the OLT sends a data GATE message after sending the REGISTER 
message. After receiving the REGISTER message and data GATE message, the ONU sends 
REGISTE_ACK message to the authorization window of the data GATE message. After OLT receives 
REGISTER_ACK message, the registration is finished. After the registration process is finished, ONU 
can start normal communication according to the allocated LLID. 
3.7 Chapter Summary 
 
Chapter three focuses on analyzing the topology of EPON and the important role of MPCP protocol. 
The characteristics and topology of EPON system and the development situation of the structure of 
MPCP protocol which has an important role in EPON system communication are introduced. As we 
mentioned before, MPCP protocol determined in IEEE802.3ah and IEEE802.3av is an important bridge 
for communication system implementation, which can provide the frame work and the necessary 
conditions for bandwidth allocation algorithm. In Practice, based on tree topology, the uplink bandwidth 
of ONUs must be shared by TDMA. In order to ensure the system bandwidth utilization and fairness 
between ONUs, dynamic bandwidth allocation (DBA) algorithm is needed, which is one of the key 
technologies determining the performance of EPON, for solving the EPON upstream bandwidth sharing 
Problem. 
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Chapter 4: Bandwidth Allocation Algorithms for 
EPON 
 
4.1 Overview of Chapter Four 
 
In chapter four, we demonstrate why Dynamic Bandwidth Allocation (DBA) algorithms are important 
and a viable topic for research. As for the EPON physical layer, there are many standards have already 
been published, especially the IEEE standards which have widespread industry acceptance.  There 
appears to be no room for big improvements and little hope of getting industry acceptance of a new 
standard of the physical layer. We understand that it is very important to work within the standard, and it 
is also very difficult to change the standards. However, although industries and IEEE do standardize 
MAC layer, they do not standardize DBA algorithms, because they want DBA algorithms to be an open 
issue.  Better DBA algorithms add no extra capital cost to a project but DBA research will get higher 
performance and provide operators with more opportunities to improve network performance.   
 
Currently, researchers have already proposed many different bandwidth allocation schemes for 
EPON in order to meet the increasing bandwidth requirements of multiservice access. While many 
bandwidth allocation schemes have been proposed, there is no clear winner yet but still enough room to 
improve performance. As there are many proposed bandwidth allocation schemes, it is very hard to 
evaluate each of them and know which one to use. In this chapter we study some popular bandwidth 
allocation mechanisms that have been designed for EPON. 
 
4.2 DBA without Differentiated QoS Support 
 
 
4.2.1  Interleaved polling with adaptive cycle time (IPACT) 
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Figure 4.1  IPACT algorithms 
In [2] and [7], the authors present a classic dynamic bandwidth allocation (DBA) algorithm named 
IPACT. In their scheme, the OLT schedules the timeslots in which an ONUs may transmit as many 
bytes as it has requested to the OLT based on the capacity of each ONU’s buffer and Multi-Point 
Control Protocol (MPCP). For simplicity of presentation, the topology of TDMA-EPON will be a tree 
topology [2], which includes one Optical Line Terminal (OLT), one Passive Optical Splitter (POS) and 
three ONUs. The main functions of limited-IPACT in [2] [7] can be illustrated as follows (all steps have 
been shown on Fig. 4.1):  
 
4.2.1.1  The OLT stores a polling table, which will help it to know how many bytes are waiting in 
each ONU’s buffer and the round-trip time (RTT). At some time T1, OLT sends a GRANT message to 
ONU1 which is granted to start transmitting 3200 bytes data. 
 
4.2.1.2  ONU1 begins to upload its data after receiving the GRANT from OLT; meanwhile ONU1 
has to keep receiving and buffering packets from end users.   ONU1 will generate the REQUEST 
message that contains the information of how many bytes are stored in its buffer at this moment after 
uploading. OLT keeps track of REQUEST information, whenever a REQUEST message arrives, OLT 
will compute the next timeslot and the polling table will also be updated by the OLT. In this case the 
bytes of ONU1 will be changed from 3200 to 1200 at time T1. 
 
 ©2011 Zhiwen Peng                                                                                                     Page 38 
4.2.1.3  The above steps a and b show us a basic scheme about how OLT and ONU work with each 
other. As the same, at time T2 ONU2 will get the GRANT message from OLT, and then ONU2 starts 
sending data to OLT and receiving data from users simultaneously. The REQUEST message will be sent 
to OLT by ONU when it finishes uploading. At the end, the polling table has to be reorganized again by 
OLT.   At time T3, ONU3 will follow the same steps. 
From the analysis above, we summarize the DBA algorithm definition as follows:  
  
 
Where 
1i
kT
+ : Start time of ONU i+1transmission in k th cycle time. 
grantW : Grant widows for each ONU. 
R: Transmission bit rate (bits/sec). 
grantT : Guard time  
 
     From the above analysis, this algorithm assumes a maximum widow size which means no more 
packets can reach the OLT after the ONU sends its request. In this case, some new arriving packets will 
be buffered and then transmitted in the next cycle time so that the average packet delay of the system 
will obliviously be increased. To solve this problem, authors [2][7] proposed several bandwidth 
allocation schemes such as linear-credit scheme, constant-credit scheme, and elastic scheme. Among all 
those schemes, limited-IPACT has the best performance [7]. 
 
4.2.2  Interleaved polling with adaptive cycle time with grant estimation firstly 
 
Zhu [42] proposed grant estimated-firstly DBA algorithm named IPACT-GE. A continuous amount of 
data packets reach the ONU through polling process. The OLT estimates the number of packets in the 
previous polling cycle based on the amount requested to grant the transmission optical network unit size. 
There are two ways to reduce the size of the error in the grant to the ONU. One is to estimate the amount 
of new data packets arriving; the other is to give an extra window size. 
 
4.2.3  Bandwidth guaranteed polling  
 
（1） 
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Although IPACT supports efficient upstream channel utilization, it relies on the ONU only transmitting 
the granted bytes which are no more than the predefined maximum scheduling timeslot to the OLT.  
There are many drawbacks in IPACT such as no priority scheduling scheme [7] and it also cannot 
differentiate between different classes of service [43]. For example, when a sensitive service such as 
VoIP comes into an ONU which only has one data queue, then that service will be delayed because it 
has to follow the First in First out (FIFO) mechanism. Because IPACT does not consider the multi-
service issues, authors [43] present a new algorithm which integrates the original IPACT limited service 
scheme (inter-ONU scheduling) and priority queuing scheme (intra-ONU scheduling [43]) 
corresponding to three classes of service (EF, AF and BE) and aim to support delay and jitter sensitive 
services. Their CoS-based intra-ONU algorithm [43] can be described as follows: 
 
4.2.3.1  ONU classifies three services: Highest priority-Expedited Forwarding (EF) such as Voice, 
Medium priority-Assured Forwarding (AF) such as Video, and Lowest priority – Best Effort (BE) such 
as data. 
 
4.2.3.2  As we can see from Fig. 4.2, there are also three class queues named P0, P1 and P2 which 
will support EF, AF and BF respectively. Highest priority bandwidth allocation has been granted the 
fixed bandwidth to transfer data: iHB Fixed=  
Medium priority bandwidth allocation:  
 
i
MB : Medium priority bandwidth of ONUi. 
i
req mB − : Medium requested bandwidth of ONUi. 
totalB : Total bandwidth allocation by OLT. 
Low priority bandwidth allocation: 
 
i
LB : Low priority bandwidth of ONUi.  
total
reqB : Total requested bandwidth by each ONU. 
（2） 
（3） 
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Bandwidth allocation can be classified into the internal ONU scheduling and the external ONU 
scheduling. Once the higher priority queue is empty, the bandwidth scheduling will move to the lower 
priority queue. Inside each ONU, the different priority packets are placed in accordance with different 
priorities queues such as P0, P1, and P2, meantime, the system has to manage the queuing and statistics. 
The external ONU scheduling mainly operate request and grant mechanism between the OLT and each 
ONU, and the OLT always deals with high priority messages first based on strict priority scheduling so 
that the OLT ignores the QoS assurance of the low priority in practice, resulting in increased packet 
delay and packet drop rate. 
 
Figure 4.2  Intra-ONU scheduling [43] 
 
4.2.4  IPACT with smallest available report first  
 
Bhatia [44] presented a new concept of smallest available plan to improve the IPACT protocol packet 
delay. In this scheme, the OLT has to grant a permanent minimum queue length for the first ONU 
reports. At the same time, it creates a different zero-length buffer within ONU. At low traffic load, 
without exception, these services are always processed through the first ONU. There may be some ONU 
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data packets that are not sent. Some data packets may arrive in the buffer just after a grant has been sent. 
In that case those packets must wait until the next grant has been issued. Processing of this request grant 
technique is a severe drawback for the algorithm because it increases the delay within the buffer.  
So ONUs having such a situation where the traffic load is high, but there are no packets in a buffer 
the queue should be treated in a special way. Bhatia has developed a method where he addresses each 
ONU’s each buffer with a unique serial number. Whenever an overloaded ONU’s any buffer does not 
have any packet, it sends request message to the OLT asking for packets to ensure the traffic load has 
been balanced. The simulation result of the Bhatia’s algorithm demonstrates about 10% improvement on 
the allocation policies and 20% on the IPACT delay performance. 
 
4.3 DBA with Differentiated QoS Support 
 
EPON systems will need to provide not only best-effort data traffic, but also real-time data transmission 
(e.g., voice and video). Real-time data traffic should include strict bandwidth, delay and delay jitter 
requirements. In this section, we present several popular DBA algorithms for differentiated data traffic 
that meet QoS requirements. 
 
4.3.1  Fair sharing using dual service-level agreements in a PON 
 
Banerjee [10] made a double Service Level Agreement (SLA) algorithm, which uses two-level 
agreements in IPACT management services for users and service providers to ensure a fair and equitable 
sharing. The main SLA must specify the minimum requirements for high priority services. The 
secondary SLA describes the lower priority service requirement. Firstly, these services are allocated 
time slots to ensure their uplink transmission.  
Once the time slot has been assigned, packets are allocated to respective SLA’s according to a pre-
defined service priority list. However there may be some cases where a packet may arrive which do not 
belong to the predefined service priority list. In that case, an SLA will be allocated to that packet 
according to max-min fair policy. 
 
4.3.2  A Joint-ONU Interval-Based dynamic scheduling algorithm for EPON  
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Naser in [45] proposed a class of service-oriented packet scheduling algorithm to support differentiated 
services. This scheme in the OLT establishes two leaky bucket credit pool groups. It can be adjusted for 
each ONU and each Class of Services (CoS) traffic. Each pool is used to control some of the flows such 
as CoS average growth rate of the ONU towards the OLT. The other group contains the credit-meter 
pool, corresponding to the system ONU meters. Each pool is used to control the ONU's upstream 
channel usage. During the allocated timeslots, the OLT has to deal with the highest and lowest CoS. It is 
conducted in two rounds to ensure accuracy. In the first round, each of the current CoS traffic ONU keep 
asking for grant information until the ONU has provided the number of credits. If the request has been 
approved, the credit granted will be given to the corresponding pool. After the first round, the system 
will bring together all the unused credits. These unused credits are allocated to those ONUs where 
bandwidth requirement has not reached its peak. If still there are some credits left in the pool, a new 
request must be generated to process those credits. Simulation results show this scheme has a lower 
average packet delay for all CoS. However, the algorithm suffers from a drawback of being not fair to 
low priority services. Higher priority services are always served first which makes the algorithms run a 
little faster than limited-IPACT algorithm. 
 
4.3.3  Dynamic bandwidth allocation with different services 
 
Luo [46] advised that dynamic bandwidth allocation algorithms with a variety of services can adapt to 
different types of traffic in EPON’s. Wide ranges of services are normally provided between the end-
user and ONUs. This scheme can be used in the REPORT/GATE and class-based bandwidth allocation 
mechanism. It is suitable for priority queuing EF, AF and BE framework and priority-based scheduling 
frame buffering. In addition, the limited bandwidth is allocated to different ONU buffers in arbitration 
by the DBA management. Moreover, it uses class-based traffic technique before the traffic arrives in the 
buffer during the waiting period. Each ONU sends the queue status report to the OLT buffer during the 
waiting time. This scheme relies on the outcome of the prediction during the waiting period along with 
the actual traffic situation. For the simulation it is assumed that each packet has fixed time duration and 
OLT is responsible for generating packets so that it can fit within the assumed constant time duration. 
Simulation results show that this prediction can provide better bandwidth allocation performance and 
lower packet delay for the EF traffic. Luo [46] also proposes traffic forecast limited sharing algorithm, 
which uses the adaptive filter to forecast traffic in the waiting period.  This algorithm distributes 
bandwidth more accurately among different ONU’s. For each type of traffic, two types of data are 
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defined: old data and new data. Data arriving before transmission are defined as Old data while data 
arrived during the waiting period are defined as new data. This scheme develops a processing method 
for the new data by analyzing the linear prediction used for the old data. The OLT uplink bandwidth 
arbitrates in such a way so that it can estimate and reserve the upstream bandwidth in the earliest part of 
the transmission cycle. Using this concept, the reduction of packet delay and data loss can be predicted. 
However this scheme is not convenient implementing in real environment for different SLA parameters 
and also restricts the flow of different types of differentiated services. Simulation results show that the 
algorithms increases average packet delay and also degrades the network performance. This algorithm 
actually performs worse than classic IPACT. 
 
4.3.4  Toward quality of service protection: challenges and solutions 
 
Assi [47] proposed an efficient algorithm to support EPONs quality of service. The algorithm is based 
on the limited distribution of timeslots. Because of the burst nature of Ethernet traffic, in each 
transmission cycle, some of the ONUs (also known as light load ONU) may have less traffic 
transmission than expected. At the same time other heavily loaded ONUs may have more traffic and 
need more than the minimum guaranteed bandwidth. Obviously, this excessive bandwidth is given to 
lightly loaded ONUs to facilitate load balancing among the ONU’s. The proposed distribution plan tries 
to resolve high bandwidth requirement for heavily load ONU’s. To achieve this, the allocation scheme 
starts with the bandwidth allocation calculation of OLT. After the OLT has received ONU's report, it 
must collect all the feedbacks during the next transmission cycle. However, this will lead to wasted time 
when the uplink channel is in utilization. To make use of this wasted time and improve bandwidth 
utilization, an early allocation mechanism is proposed. This algorithm tries to schedule each packet as 
soon as it comes into the buffer which reduces packet delay. In all previously mentioned most of the 
algorithms, the ONU’s buffer has to wait till the buffer is full and send a report back to ONU.  
Schedule a light distribution of the early moments ONU load without any delay. After receiving the 
report message in the OLT, and perform all of the bandwidth allocation calculation, which will be 
arranged ONU heavy load. However, this scheduling may not be able, in many cases, fully use idle time. 
While it can significantly improve the low utilization rate of the upstream traffic load, it is unable to 
eliminate the idle period with high traffic load. To further improve bandwidth utilization in the high 
traffic load, a new scheduling mechanism is proposed to reduce the problem of idle time. The algorithm 
schedules ONU moments having a light load without any delay. At the same time, the OLT has 
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accumulated too much bandwidth which will be used or contributed for each light load ONU. As for 
ONU with high load, all their messages are sent to the OLT. Then the OLT deals with the report of the 
implementation of the bandwidth allocation calculation and finally send a message to the ONU’s 
queuing management. Prior to this, a normal transmission waiting time has been mention in this scheme. 
Authors mentioned that free time shall not be wasted. To this end, the OLT maintains a tracking system 
records and updates the previous plan ONU track each ONU the next scheduled time slot of the end of 
time. The OLT will be arranged under special conditions set by tracking the value of the high load ONU. 
Simulation results show that, proposed algorithms can improve the packet delay and throughput under 
high traffic load network performance. 
 
4.3.5  Dynamic bandwidth allocation with queuing management 
 
With the rapid development of bandwidth-intensive applications such as online games and IPTV, more 
and more researchers are starting to pay attention on how to solve bandwidth allocation problems, 
especial for guaranteed QoS. Many algorithms have been developed to offer EPON better QoS 
performance. However, some of those algorithms which enhance the Dynamic Bandwidth Allocation 
(DBA) are derivatives of IPACT, a queue-based scheduling scheme. This section will introduce a typical 
DBA scheme that comes from [48] which includes QoS support. The main implementing algorithm can 
be described as finding the minimum guaranteed bandwidth [48] for each ONU, and then allocating 
bandwidth to each ONU according to their different requested bandwidth. In each ONU, bandwidth 
allocation can also be classified by three different priority queues [48]. The difference between this and 
classic CoS-based DBA is that it provides real QoS guaranteed algorithms by using  EiW(n) [48] and Tidle  
[48] to better control average packet delay and bandwidth utilization performance. Those specific 
equations can be illustrated as trying to decide the minimum bandwidth as follows 
                                                                                               (4) 
MIN
iB : The minimum bandwidth allocated by OLT to ONUi. 
Tcycle: The granting cycle time. 
N : Number of ONUs. 
Then researchers use the following equation to allocate bandwidth to each ONUs. 
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g
iB : Guaranteed bandwidth for ONUi.  
iR : Requested Bandwidth for ONUi. 
In each ONU, bandwidth allocation will base on the following equation. 
 
Requested bandwidth inside the ONUi has been categorized to three different priorities, and (high, 
medium and low respectively). 
 
4.3.6  Dynamic bandwidth allocation with QoS prediction 
 
Miyoshiet [49] also proposed a QoS-DBA algorithm called dynamic credit allocation for Gigabit EPON. 
In order to achieve higher bandwidth utilization the remaining unused slots are eliminated using a 
dynamic queue threshold technology. This mechanism allows a dynamic queue threshold which is 
defined as only one of each ONU to the OLT the dynamic threshold (also called a credit.) This dynamic 
threshold technology is used to eliminate the remaining unused slots to maintain a longer transmission 
period. This leads to higher throughput efficiency and more accurate bandwidth allocation to each ONU. 
Simulation results show that this scheme can reach 6.4% higher bandwidth utilization than IPACT 
limited service scheme, and 99% of the maximum theoretical efficiency. This scheme can also be 
extended to the quality of service support. The fairness of this scheme can be measured to satisfy each 
ONU in each cycle time of the credit allocation, and keeps track of the extent of peak periods. If the 
OLT receive a complete credit requirement request from the ONU, which means the ONU is satisfied 
with the credit allocation.  Therefore, this scheme tries to grant each ONU with credit satisfactory. 
 
4.3.7  Bandwidth scheduling within and outside of ONUs  
 
Ghani in [50] proposed a fair queuing decentralization bandwidth allocation algorithm inside each ONU 
within virtual time scheduling. In this scheme, there is a virtual time scheduling to do all the timestamp 
of packets. In this scheduler a head data or packets of the queue will be generated by using much lower 
complexity timestamp method. The author mentioned this scheme had low complexity, and can be used 
（5） 
（6） 
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with any line terminals, and optical network units. Simulation results show this bandwidth scheduling 
can achieve good performance. Chen in [51] proposed a new improved token bucket dynamic bandwidth 
allocation algorithm in the internal ONU of EPONs. This is a pure strict priority algorithm with good 
complexity of O(k) where k is the total number of packets, and given the number of M is the input 
queue. Simulation results show this algorithm can assure the priority and differentiated services and 
fairness. In addition, it can also be incorporated into any line terminals, and optical network units. 
 
4.3.8  Efficient and fine scheduling algorithm for bandwidth allocation 
 
Chen in [52] proposed scheduling within the ONU using a new scheduling algorithm. The ONU 
schedules a new DBA algorithm, the equitable distribution of the uplink data transmission and uplink 
bandwidth optimization bandwidth utilization. Most of the other DBA algorithms can only report the 
data in the buffer size of each ONU. The proposed DBA algorithm allows two requests at once for each 
ONU to send the information in its report: The first one requests for a large window while the second 
one requests for a small window. All the reports which have received feedback from a cycle inside, 
performs the bandwidth allocation to ONU using the following criteria: (1) the minimum bandwidth 
demand will always be guaranteed; (2) the excess bandwidth is allocated to a unit (an ONU buffer), 
according to their real weight; (3) Whenever possible, allocate the scheduler a little extra bandwidth than 
its maximum requirement to ensure fine and efficient scheduling. Chen [52] introduces a new method to 
eliminate the remaining unused slots to reduce the transmission delays. A report message is sent before 
the data stream has sent out towards the OLT. This method informs the OLT about the high or low band 
width status of the ONU and also requests the total bandwidth grand to be sent in the next cycle. 
Compared to inter-ONU scheduling, a new level of scheduling within the ONU also proposed to achieve 
precise scheduling to support the combination of CoS and QoS for each individual user. Simulation 
results show that the scheduling algorithm minimizes the overall packet delay for each end-user, and 
also maximizes the throughput significantly and hence improves the multimedia transmission 
performance. 
4.4 Classical DBA Algorithms of EPON 
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For EPON upstream transmission is a type of shared system, it is a must to control upstream access, 
schedule the time of each ONU upstream transmission, prevent conflict from being caused to the 
upstream data, and enhance the bandwidth utilization of communication channel. A good bandwidth 
allocation algorithm needs OLT to fairly allocate bandwidth to each ONU and ensure QoS of different 
services and the high bandwidth utilization. The algorithm put forward at the earliest stage in EPON 
bandwidth allocation research is static bandwidth allocation (SBA) [53]. The OLT allocates the same 
size transmission time slot to each ONU within the polling period as the SBA algorithm is applied, thus 
the bandwidths with the same size all allocated to all ONUs. Afterwards, it was found that there were 
many shortcomings in the SBA algorithm. Consequently, people proposed a series of dynamic 
bandwidth allocation algorithms (DBAs). In [2] [7], authors proposed interleaved polling with adaptive 
cycle time (IPACT) algorithm, which promoted the research into EPON dynamic bandwidth algorithm. 
The basic thought of IPACT is that an ONU firstly sends a REPORT message to the OLT and tells the 
length of its next expected sending window to the OLT, and then OLT takes advantage of this 
information to allocate the transmission window for the ONU. In this situation, so long as the OLT of 
EPON rationally has the dynamic bandwidth allocation algorithm, the upstream bandwidth can make 
overall arrangements at the OLT. 
4.4.1 Classic DBA algorithms based on IPACT 
 
IPACT algorithm only provides an interleaved polling mechanism without providing specific bandwidth 
allocation algorithm. To solve the problems of how much bandwidth that each ONU should be allocated, 
several different strategies [2] [54] are proposed by researchers. For several classical DBA algorithms, 
refer to the Fig. 4.3, in which the allocation algorithm based adaptive prediction refers to the scheme put 
forward by this paper.  
 ©2011 Zhiwen Peng                                                                                                     Page 48 
 
Figure 4.3  The classification of EPON Bandwidth allocation algorithms 
 
(1) Fixed service 
 
In fixed service bandwidth allocation mode, the OLT allocates fixed transmission window to each ONU 
in accordance with average portfolio of each ONU. Consequently, the polling cycle time Tcycle is the 
constant value. The merit of this mode is simplicity, easy to realize, more flexible than static allocation, 
and applicable to the constant bitrate (CBR) service, but the performance of the services with variable 
bit rate (VBR) such as: video service is worsening sharply. This bandwidth allocation strategy gives no 
consideration for each ONU, namely its instantaneous bandwidth request and its shortcomings are 
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obvious: some ONUs with light load will allocate too many bandwidths, thus the bandwidth is wasted; 
but ONUs with heavy load results into service delay for lack of sufficient bandwidth allocation. 
 
(2) Gated service 
 
Gated service mode does not restrict maximum transmission window. The OLT allocates bandwidth in 
accordance with the request of each ONU, namely Wi=WR. This mode will lead to unpredictable polling 
cycle. In case of the heavy network load, the polling cycle time will be increased unboundedly and 
eventually decided by the total length of buffer queue of each ONU, so that all services are delayed 
seriously. Additionally, the QoS priority scheduling is not supported in this algorithm. 
 
(3) Limited service 
 
To make the ONU with heavy load not monopolize the total bandwidth, the limited service model 
allocates an upper limit transmission window Wmax to each ONU and ensures the bandwidth allocated to 
each ONU should not exceed Wmax. The actual bandwidth allocated to each ONU refers to the smaller 
value of one of bandwidth on demand and upper limit bandwidth, namely Wi = min {WR, Wmax}. This 
allocation mode solves the problem of the too many bandwidths occupation of ONUs with heavy load 
and reduces the length of the polling cycle, so that the average queuing delay is reduced. But without 
consideration taken into new arriving data in the queue during the process of waiting for the time slot 
after REPORT message is sent, this part of data only can be sent till the next polling cycle. Therefore, 
the average delay of the whole system service is increased. 
 
(4) Constant credit 
 
To make up for the inadequacy of the limited service allocation mode, researchers add a constant credit 
in the request window, namely W’R=WR+ Constant credit. Constant credit refers to the estimated value 
of the new arriving data in the buffer queue within time interval Twait before arrival of the authorization 
after the ONU finishes sending REPORT message. Provided that new X byte data is increased in the 
buffer queue of ONU within Twait, then X= Constant credit. Simultaneously, the bandwidth allocated to 
each ONU should also not exceed the maximum transmission window Wmax, Wi= min {WR + Constant 
credit, Wmax}. Constant credit is an initial bandwidth allocation mode based on service prediction, which 
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is applicable to the services with constant bitrate and fixed waiting interval Twait, but it cannot be 
adapted to high-burst data service. 
 
(5) Linear credit 
 
In the environment of actual network, traffic flow is all belonging to burst type with long-range 
dependence. The new arriving data of ONU buffers within waiting interval Twait usually does not refer to 
certain constant value. The bigger errors are caused to the constant credit prediction method. The burst-
data might continue for a period, and then the new increasing data within waiting interval Twait can use 
the linear proportion of the request window for estimation, namely, W’R=WR+ WR×Constant, in which 
Constant indicates the specific value of Twait  and Tcycle, namely Constant=Twait / Tcycle. Similarly, the 
bandwidth allocated to ONU should not exceed the maximum transmission window while the bandwidth 
the OLT allocates to ONU is Wi= min {WR+ WR×Constant, Wmax}. Compared to constant credit, the 
prediction accuracy of new increasing service of linear credit is improved. But due to complex non-
linear characteristics such as: data’s intrinsic high-burst, self-similarity and long-range dependence, 
there still are bigger errors in linear prediction, the bandwidth of some ONUs is wasted while the 
bandwidth of other ONUs is insufficient and the network performance is reduced. To solve this problem, 
chapter 5 proposed adaptive service prediction algorithm based on KI-DBA network. 
 
(6) Elastic allocation 
 
Elastic allocation scheme attempts to break through the restriction of the maximum transmission 
window, the only limitative factor is that the accumulated bandwidth of i ×ONU (including ONUs to be 
allocated) allocated should not exceed i× Wmax, Wi=min{WR, i×Wmax-∑ 𝑊𝑗𝑖−1𝑗=1 } within the maximum 
polling cycle time Tmax according to the algorithm requirement. For the elastic allocation strategy cannot 
allocate bandwidth as a whole, the unfairness might be generated. 
4.4.2 Classic Prediction-based DBA: Prediction-based Fair Excessive Bandwidth 
Allocation Scheme 
During the process of polling, there is a waiting interval before the arrival of authorized time slot after 
ONU finishes sending REPORT message. New data will reach each buffer of ONUs within this interval 
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Twait. But this part of data does not request transmission window from the OLT and only can be 
transmitted till the arrival of the transmission window at the next polling cycle. So the service delay is 
increased and QoS of the service is reduced. People put forward classic bandwidth allocation strategies 
based on prediction: linear credit and constant credit algorithms [2]. Due to the intrinsic burst of data 
traffic, linear estimation will generate bigger error in prediction. On the contrary, the bandwidth 
utilization is reduced. Because some high priority ONUs with light load will generate surplus bandwidth, 
it is required that the secondary allocation of the surplus bandwidth is performed among ONUs with 
heavy load to increase the usage ratio of bandwidth. Generally speaking, the allocation of surplus 
bandwidth in accordance with proportion of requested bandwidth will cause the heavy-load ONUs’ 
monopolizing a large quantity of bandwidths and the problem of unfairness bandwidth allocation. 
 
To solve the problem of unfair allocation of surplus bandwidth and improve the prediction accuracy 
of new increased services, authors [11] put forward a Prediction-based Fair Excessive bandwidth 
allocation algorithm based prediction in advance. Firstly, PFEBA [11] algorithm makes statistics of 
burst conditions of the historical services of each ONU and divides ONU into two groups according to 
the service flow fluctuation: instable ONU and stable ONU. The REPORT/GATE mechanism different 
from the ordinary one is adopted for instable ONU. Instable ONU does not send the queue length of the 
REPORT message immediately to the OLT after finishing sending data but waits to send REPORT 
message to the OLT before the last ONU sending data within the polling cycle. For specific process, 
refer to the Fig. 4.4. 
 
Figure 4.4  PFEBA polling strategy 
If ONU2 refers to the user of instable service flow, the latest conditions of the queue can be known 
through hysteresis sending REPORT message and the prediction area is contracted. So it is only required 
to predict the new increased data during T2, so that the new increasing data prediction accuracy can be 
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improved. But this algorithm still adopted linear credit prediction method to predict the size of the new 
increased services of ONUs. 
 
The prediction in advance and hysteresis confirmation mechanism improves the new increased data 
prediction accuracy within burst waiting interval of ONUs and reduces the service delay to a certain 
extent. But there are still the following inadequacies: 
 
(1) As for high-burst ONUs which are located in the latter half of the polling cycle, the prediction 
accuracy cannot be improved obviously on account that the prediction area is not decreased. For 
instance, in the Fig. 4.4, ONUn-1 is characterized with the strongest burst traffic which requires 
predicting new arriving data within Tn-1 and the length of its prediction is not decreased at all. 
 
(2) The burst service of EPON is definitely not fixed data flow, which means it may burst within 
certain period of time or become stable sometimes. This algorithm divides ONUs into the burst type and 
the stable type, unfortunately there is no strict dimension for this, and this method is also not flexible. 
 
(3) This algorithm still adopts linear estimation, which may result in no accurate through prediction 
process when the EPON traffic has complex non-linear data service with featuring high burst. 
 
(4) Even though this algorithm proposed bandwidth scheduling among ONUs based on service level 
agreement (SLA), but no consideration is given into the scheduling strategy among each interior service 
of ONUs. 
 
With focus on the inadequacies existing in PFEBA, dynamic bandwidth allocation algorithm based on 
burst service prediction level is put forward in this research on the basis of PFEBA algorithm. This 
algorithm mainly includes improved burst sorting polling mechanism, minimizing the idle time process 
and Kolmogorov continuity theorem–based prediction algorithm. 
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4.5 The Importance of Researching DBA Algorithms 
 
Why do we study DBA algorithm? DBA Algorithm has a decisive impact on the performance of EPON 
system. The performance of EPON largely depends on the specific bandwidth allocation algorithm. It is 
critical to select the best allocation algorithm. DBA algorithms can have a significant effect on 
parameters that matter to a network operator. Therefore, DBA algorithms for EPON system have been 
the focus of study. 
4.5.1 Packet delay 
 
From the current trends, operators tend toward integrated service access. For EPON, in addition to data 
transmission services, voice and video services are also needed. These services are sensitive to the 
packet delay. It needs to ensure packet delay [55] during the design process. 
 
4.5.2 The utilization rate of bandwidth 
 
There are different bandwidth utilization rates in each DBA algorithm: Some DBA algorithms [2] [7] 
[43] do not fully use the full available time.  Their cycle is too short, causing bandwidth to be wasted. 
Some DBA algorithms [11] [46] [49] do not fully used timeslots which are distributed by the OLT. 
 
4.5.3 Provide QoS function 
People will give much attention to guaranteed QoS in the next generation network [60] [61]. It is an 
important indicator to evaluate DBA algorithms. Evaluation indicators of dynamic bandwidth allocation 
algorithm can be seen in the future. Each DBA algorithm has its advantages and disadvantages. Users 
and operators must select suitable DBA algorithms according to their own requirements. Indicators that 
evaluate performance of the DBA algorithm will be discussed below:  
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4.5.3.1 Supporting MPCP protocol 
MPCP protocol was developed by IEEE802.3ah work group. It used to support dynamic bandwidth 
distribution of EPON. Basically, almost EPON devices would support MPCP protocol. So the algorithm 
should fully combined with MPCP protocol, ensure its implementation in each type of EPON system. 
4.5.3.2 The problem of fairness 
There are two aspects in dynamic bandwidth distribution: the fairness [59] among ONUs and the 
fairness of queues of buffer within ONU. Static bandwidth distribution [53] do not consider real time 
requirement, but distribute constant bandwidth for each ONU. They have absolutely fairness, but have 
low efficiency, and waste much bandwidth. Alternate polling algorithm limits the transmit window of 
ONU. Each ONU would get the required transmission window, but the transmission window count may 
not exceed the maximal transmission windows. The concept of “maximal transmission windows” and its 
reasonable configuration would ensure fairness among different ONUs, also can satisfy the requirement 
of each ONU in real time. The dispatch of queues in ONU uses strict priority scheduling in dynamic 
bandwidth algorithms of an EPON system which supports multimedia services. High priority services 
packets would be transmitted firstly between the duration of the ONU sending REPORT and getting its 
transmission. Low priority services packets may be delayed within multi transmission cycles, or be 
discarded. For improving the fairness of queues in the ONU, some papers suggested to improve the strict 
priority scheduling plan. 
4.5.3.3 The problem of QoS 
EPON system is an integrated platform with multiple services. It must support different services 
requirements. For example, voice services do not consume much bandwidth, but are sensitive to delay 
and jitter [58]; video services can tolerate some delay and flicker, but require enough bandwidth. A 
primary consideration aspect during algorithm designing is how to dispatch bandwidth with different 
services properties to ensure appropriated QoS [56]. Dispatching dynamic bandwidth algorithms in 
EPON system which support multimedia services will pre-define a transmit window with constant size, 
no matter there is high priority frame need to be sent or not, and then considers other services flow. 
4.5.3.4 Bandwidth utilization 
The problems of bandwidth utilization and fairness may be in conflict and a good balance point must be 
found. Static bandwidth distribution [53] is an absolutely fair algorithm but do not consider actual ONUs’ 
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requirements. It has very low bandwidth utilization. Light load ONUs would waste the bandwidth which 
dispatch to it, but heavy load ONUs cannot be satisfied. A reasonable configuration of maximal transmit 
window in dynamic bandwidth distribution algorithm can support fairness among ONUs, also can 
improve bandwidth utilization rate. So the reasonable set of the better polling cycle is another key factor 
to increase bandwidth utilization rate. 
 
4.6 Chapter Summary 
 
Chapter four introduced EPON dynamic bandwidth allocation principle, and most popular DBA 
algorithms. After that we introduced several classical DBA algorithms, analyzed their advantages and 
disadvantages. Later we studied the benefits and shortcomings of IPACT based algorithms and PFEBA 
algorithm. From our studies, we concluded that most of the DBA algorithms act to increase their 
throughput and performance at the cost of fairness. From all the previous studies we concluded that most 
algorithms suffer from some drawbacks which have motivated us to conduct this research and hence we 
have delivered our research objectives and questions in this chapter. 
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Chapter 5: A Novel DBA Algorithm Design-based on idle 
time optimization and Kolmogorov continuity theorem 
5.1 Overview of Chapter Five 
As we mentioned in above chapter four, many classical dynamic bandwidth allocation algorithms [2] [5] 
[7] [43] [48] have the common problems. After an ONU has sent all packets in its queue to the OLT 
successively during the polling cycle, the next ONU will start to send data; the rest may be deduced by 
analogy, until the OLT finishes the polling strategy to each ONU successfully. There are apparent 
inadequacies existing in those polling scheduling mode: on one hand, the length of polling cycle is not 
controllable, that means the cycle is infinitely long in case of busy network, thus average delay and 
packet loss rate is increased; on the other hand, after receiving the confirmation of the previous ONU, 
the OLT authorizes a time slot of the next ONU, so that the upstream bandwidth within the round-trip 
time (RTT) is wasted and the throughput of the system is reduced. Another problem is that many 
prediction based DBA algorithms [10] [11] [42] [44] implement the linear prediction method. According 
to analysis of Ethernet traffic [37], the characteristics of the real EPON traffic flow are burst, self-similar 
and non-linear, so that many recent DBA algorithms cannot be suitable for prediction of real EPON 
traffic. To solve the inadequacy of bandwidth scheduling algorithms which are based on the old polling 
scheme and linear prediction, in this chapter, we will introduce the minimizing idle time method to 
resolve the lower bandwidth utilization performance, and the new polling strategy to address the 
problem of fairness between inter-ONU [45] and intra-ONU [51] caused by an idle time exiting in each 
polling cycle of some traditional DBA algorithms. We will also describe Kolmogorov continuity 
theorem-based prediction network in order to address the problem of linear based prediction algorithms 
in this chapter.   
5.2 Analysis of Prediction Process for New Increasing Services of 
EPON 
In the REPORT/GATE mechanism, after finishing sending data, the ONU sends REPORT message to 
the OLT to confirm how much data in its queue are required to be sent. The OLT does not make any 
responses after receipt of this REPORT but rather starts bandwidth allocation and time slot authorization 
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after waiting for the receipt of all reports of ONUs. The ONU does not start sending data immediately 
after receipt of authorized time slot but rather waits until the arrival of the sending window allocated by 
the OLT. New coming data reach the buffer of the ONU during waiting interval Twait which is from 
ONUs finishing sending REPORT message to receipt of sending window and this part of data is not 
reported to the OLT, so the OLT cannot allocate bandwidth to it, which means this new arriving service 
only can be sent after this polling cycle. As a result, the average packet delay is increased while QoS of 
service is reduced. 
The principle of DBA algorithm based on service prediction is that, on one hand, the OLT can grasp 
the instantaneous length of each queue of ONUs at the arrival of authorized time slot through service 
prediction to allocate more bandwidths to ONUs possibly. The OLT tries the best to send all data within 
buffer queue of ONUs includes the new increasing packets during the gap time which is between arrival 
of authorized time slot and after reporting. It is not necessary for this part of new arriving data packet to 
be delayed to the next polling cycle, thus the average delay of the whole network is reduced. On the 
other hand, ONUs with light load can make full use of the guaranteed bandwidth to send the data in its 
queue through prediction. As a result, too much surplus bandwidths are avoided being allocated to 
ONUs with heavy load through the secondary allocation in order to avoid insufficient bandwidth and 
service delay. 
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Figure 5.1  The new arriving packets during Twait 
The basis for designing a good service prediction based DBA algorithm is to accurately predict the 
new increasing data size of ONUi’s buffer queue within waiting interval Twait. As shown by Fig. 5.1, at 
the moment of arrival of granted time slot, the ONUi queue length includes two parts: the queue length 
of REPORT message and the new increasing part within waiting interval. As the data before REPORT 
has been known by the OLT, it is only necessary to predict the new arriving packets size within waiting 
interval, thus the total length of buffer queue can be obtained. The main prediction methods for new 
arriving packets are: constant credit and linear credit. Constant credit model estimates the new arriving 
data as a fixed constant value: C, namely assuming the data flow is constant bit rate (CBR) and the new 
arriving data in the queue within waiting interval should be Badd = v×Twait = C, where C is the fixed 
constant value. But in the actual network situation, the traffic flow is characterized by strong burst, 
which means it is fast and slow at times. Therefore, the new increasing data service cannot be indicated 
by the constant value. Given the bit rate of data cannot reach the steady value, the linear credit takes the 
new increasing data volume as the linear proportion of the queue length of REPORT message, namely 
Badd=WR×α, where α= Twait/ Tcycle, in which proportion relationship linear credit is widely applicable to 
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the new increasing data prediction for thinking of the burst of data and improving the prediction 
accuracy. But linear credit algorithm still cannot reach the higher prediction accuracy. On one hand, 
features of the real traffic are highly burst, self-similarity and long-range dependence. So the data 
service flow is a kind of non-linear traffic. There might be a big difference in the data flow of the 
neighboring polling cycles. Linear estimation will cause a big difference or prediction error when it 
starts to forecast the next polling cycle. On the other hand, the ONU buffer might accumulate data 
(suppose the buffer queue is big enough, so it might include data packets accumulated after many 
polling cycles) resulting in failing to obtain sufficient bandwidths when the network is busy. So the 
request window WR cannot reflect the bit rate of the current network data, Badd=WR×α will inevitably 
exceed the actual amount of new increasing data greatly. 
5.2.1 EPON service prediction modeling based on traffic flow 
 
Data service flow has instantaneously high burst. It is difficult to predict them directly. EPON data 
service is the flow aggregation within a period of time. Its burst has been weakened through the 
buffering neutralization of buffer queue. Therefore, the prediction of the service is feasible. From above 
Fig. 5.1, it can be seen that the new increasing data of ONUi within waiting interval Twait can be obtained 
after the average service flow ?̅? (namely average bit rate) within the waiting interval Twait, is obtained 
and multiplied by waiting interval Twait. That is, new arriving data Badd=?̅?×Twait, where ?̅? refers to the 
average data bit rate within waiting cycle. Twait can be obtained through calculating all ONUs’ 
authorized transmission windows and guard intervals ranked among ONUs within the cycle, but ?̅? 
should be obtained through prediction. However, the key to the problem is how to predict the average bit 
rate (?̅?) of data within waiting time interval, namely service flow. The mathematical model records 
historical average flow bit rate 𝑣𝚤�  (i=1, 2, … n), { 𝑣𝚤�} of network data service is a group of time series. 
Time series forecasting method can be relied on to perform prediction. 
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Figure 5.2  Analysis of prediction process of EPON traffic flow 
To facilitate analysis, we randomly select the queue conditions of ONUi in k th cycle as the research 
object. As shown by Fig. 5.2, it supposes that the queue length at the arrival (namely t’k+3 time) of the 
authorized time slot in k+3 th cycle is to be predicted. At this moment, the queue length includes two 
parts of content: the queue length reported at the occasion of the last cycle tk+2 and the length of new 
arriving data packet within t’k+3 - tk+2. It is only necessary to calculate the average speed ( 𝑣𝑘+3������ ) of data 
packet arrival within t’k+3 - tk+2, namely B𝑎𝑑𝑑𝑘+3=𝑣𝑘+3������ × (t’k+3-tk+2) so as to calculate the size of new 
arriving data packets of queue within t’k+3 - tk+2. Since OLT just knows the length of each queue reported 
by ONUi through REPORT in the last cycle, the average arrival speed of new arriving packets only can 
be predicted through multi-cycle data flow. 
From the Fig. 5.2, it can be seen that the difference between waiting interval t’k+3 - tk+2 and polling 
cycle tk+3 - tk+2 is the authorized time slot tk+3 - t’k+3 of ONUi, which takes up small proportion of the total 
polling cycle time. Therefore, the average arrival speed of the new arriving packets approaches the 
average arrival speed of data within total polling cycle. In this way, the flow value of new arriving 
packets can be indicated by the average flow within the polling cycle. The key to solve the problem is to 
predict the average arrival speed of the data packets within the next polling cycle. But the prediction of 
the average speed of data of next cycle should make use of the average data speed of the former several 
cycles and rely on certain prediction algorithm. The simplest method to figure out the average arrival 
speed of data packet of the previous cycle (k+2 th cycle) is to adopt the reported queue length by 
REPORT message to divide polling cycle time. But when the network is busy, sufficient bandwidths 
cannot be allocated to each ONU. Thus data packet accumulation of buffer queue will be emerged. The 
buffer queue might include the data arriving at the previous several polling cycles, which means those 
packets do not be sent. Then the queue length reported by REPORT message cannot reflect the current 
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service flow. ?̅? = 𝑊𝑅𝑘+2
𝑇𝑐𝑦𝑐𝑙𝑒
𝑘+2�  is inevitably larger than the actual data service flow and leading to 
prediction errors. 
If ONU’s historical bandwidth request is taken as difference, the packet arriving within polling cycle 
time can be obtained and negative influences brought by accumulated data packets are eliminated. For 
instance, within k+2 th cycle, the arrived data packets:   
∆𝑊𝑅
𝑘+2 = 𝑊𝑅𝑘+2 −𝑊𝑅𝑡+1      
 
The average arrival speed of data packets within k+2 th cycle:   
𝑣𝑘+2������ = ∆𝑊𝑅𝑘+2 𝑇𝑐𝑦𝑐𝑙𝑒𝑘+2�  
 
Through the above formula (8), the average flow ( 𝑣𝑘−𝑚+3����������, 𝑣𝑘−𝑚+2����������, … , 𝑣𝑘���, 𝑣𝑘+1������, 𝑣𝑘+2������ ) of data packet 
within former many cycles can be calculated. Through m number of data, the average flow of data 
within k+3 th cycle can be predicted:   
𝑣𝑘+3������ = 𝑓(𝑣𝑘−𝑚+3����������, 𝑣𝑘−𝑚+2����������, … , 𝑣𝑘���, 𝑣𝑘+1������, 𝑣𝑘+2������) 
 
The length of the new arriving data packet within k+3 th cycle:   
𝐵𝑎𝑑𝑑 = 𝑣𝑘+3������ × (𝑡𝑘+3′ − 𝑡𝑘+2) 
 
5.2.2 Selection of EPON service prediction algorithm 
 
EPON service prediction algorithm is the basis for realizing dynamic bandwidth allocation strategy 
based on service prediction. In [2] [7] [11] [43] [44], many authors proposed EPON dynamic bandwidth 
allocation based on adaptive linear prediction. However, the traffic of EPON is non-linear and burst all 
(7) 
(8) 
(9) 
(10) 
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the time. EPON network is inherited from the Ethernet; and the inherited Ethernet data mostly is IP data 
packet. Therefore, analysis of EPON flow features can be relied on Ethernet traffic flow analysis tool. 
The general procedure for predicting Ethernet flow is firstly to establish subjective mathematical model 
of data packet series and predict flow through the mathematical model. The main common prediction 
algorithms are listed as below: 
 
(1) Regression type model prediction algorithm 
 
In linear prediction models, the most famous one should be regression type models represented by auto 
regression (AR) model, moving average (MA) model and auto regression moving average (ARMA) 
model. These basic regression type models are applicable to predict short-range dependence stationary 
series rather than prediction of self-similarity service flow. Afterwards, the improved model FARIMA 
[62] is put forward. FARIMA model is established on the basis of traffic flow self-similarity and can 
capture the long-range dependence and short-range dependence features of network traffic, which is also 
characterized by good manifestation of small time scale and multi-steps network flow prediction. 
However, large amount of calculation is comparatively inconvenience, bad adaptability [62] and 
inadequacy to predict high-burst EPON service flow. 
 
(2) Kalman filter prediction algorithm 
  
Kalman filter prediction [63] refers to estimating a type of filter algorithm required by the signals among 
measured data which is related to signal extracted through algorithm. Based on the service prediction 
algorithm of Kalman filter, state equations and measurement equation are introduced and the system 
noise and noise measurement is effectively treated, so that the prediction accuracy is improved to certain 
extent. But the restriction of the model makes it hard to describe the self-similarity, multi-structure and 
multi-scale feature [63] of the virtual network accurately. 
 
(3) Exponential smoothing prediction  
 
The basic idea of exponential smoothing [64] is firstly to perform weighted average treatment of the raw 
data; and the treated data is called “Smoothing Value”. Then calculate the forecasted future value 
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through calculation composition prediction model according to the smoothing value. It has advantages 
such as: simple calculation, few required samples, strong adaptability, stable result, etc. but the logical 
relation is simple, there is no way to depict complex relevant self-similarity and the service prediction 
accuracy is low. 
 
(4) Wavelet transform prediction 
 
The principle of Wavelet prediction is to firstly perform Wavelet transform of the data service flow, 
eliminate the long-range dependence of self-similarity flow, and then predict the Wavelet transform 
coefficient, finally use the wavelet transform to perform synthesis to get the flow after prediction [65]. 
Long-range dependence is changed into short-range dependence through wavelet transform prediction, 
thus the prediction accuracy is improved but a large amount of calculation is increased and the real-time 
requirements of EPON service prediction cannot be satisfied [66]. 
 
(5) Kolmogorov continuity theorem 
 
Kolmogorov prediction network [67], a type of adaptive dynamic prediction with features of capturing 
serial non-linear, non-stationary and burst properties, is applicable to describing complex factors [67] of 
network flow such as: non-linearity and time variance, and able to extract multi-complex features of 
self-similarity. In recent years, it is widely applicable to service flow prediction and can obtain higher 
prediction accuracy. Although study process of Kolmogorov prediction network is complex, prediction 
process is quite simple. So long as EPON systems study it for one time, EPON can perform long-term 
prediction. Therefore, the real-time requirements [68] of EPON dynamic bandwidth allocation are 
satisfied. 
 
Bandwidth allocation should be finished before terminations of polling cycle in order to immediately 
start time slot authorization for the next polling cycle. Simultaneously, DBA operation delay TDBA 
should be reduced as much as possibly, and upstream time slot must be avoided from being wasted. 
Additionally, the prediction accuracy should be ensured so that the wasting of too many predicted 
bandwidths can be avoided. Hence, as the basis for realizing DBA algorithm based on prediction, EPON 
service prediction algorithm should satisfy certain accuracy and real time. As different from the Poisson 
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model of the traditional voice service, the data service shows self-similarity and non-linear features [63] 
such as: high-burst, long-range dependence (LRD), multi-fractal and tailed distribution, and the service 
flow model is gradually changing as well. It is hard to ensure the prediction accuracy of linear prediction 
algorithm. Therefore, it is required to be capable of non-linear prediction and being adaptive and to have 
EPON service prediction algorithm without especially complex algorithm. 
 
As for traditional prediction algorithm based on specific flow model, firstly we need to establish the 
subjective model of the data sequence, and then perform calculation and prediction according to the 
subjective model. As for Kolmogorov prediction algorithm, it is not necessary to establish the subject 
model of the data service in advance, but directly perform prediction in accordance with the rules of 
service flow and automatically rectify the parameters according to the errors during the process of 
prediction. The artificial subjectivity can be avoided to enhance predication accuracy and reliability. 
Upon comparison, this paper selects Kolmogorov prediction network to predict new increased EPON 
service and the EPON service prediction algorithm based on the idle time minimizing and Kolmogorov 
prediction network will put forward in the next sections. 
5.3 The Idle Time Optimization 
Nowadays adopting very high-speed CPU in PON system makes the TDBA negligible. But considering 
the extreme cases, the distance between OLT and ONU is as far as 20 km, which RTT equals to 0.2 ms 
due to transmission delay. It is important to note that the typical transmission delay in optical fiber is 
about 5 microsecond/km. The other fact that should be put into consideration, the typical polling cycle in 
periodic polling mechanism, Tcycle is usually taken as 2 ms. That is how the idle time is reduced about 
10% of the whole polling cycle, which will greatly reduce upstream bandwidth utilization in EPON 
system. Hence the inter period idle time will always be counted which significantly improves the system 
efficiency. 
5.3.1 Idle time issues 
  
The most typical DBA algorithms [2][7][10] implemented a maximum fixed polling cycle time in order 
to achieve optimal bandwidth allocation, conducive to fair allocation of bandwidth, and can guarantee a 
certain level of quality of service (QoS) requirements. However, there always is a transmission delay 
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between different ONUs and the OLT, moreover, the uplink channel of EPON always has the idle time 
when the OLT executes the DBA algorithm so that the bandwidth utilization has been reduced.  
 
Therefore, we propose an improved DBA algorithm which is based on grant firstly mechanism so that 
the idle time can be reduced when network load is quite high. Therefore, when the network load is very 
heavy, the idle time can be used effectively. So we propose an enhanced DBA algorithm in this thesis 
which allocates the additional request’s time-slot of bandwidth in advance to minimize the idle time in 
order to improve bandwidth utilization performance under the heavy network load. Simulation results 
show the effectiveness of this algorithm. 
 
5.3.2 Minimizing Idle Time Algorithm Description 
 
Assuming that EPON has the number (N) of ONUs, then calculate the minimum granted bandwidth 
(𝐵𝑖𝑚𝑖𝑛) for each ONUi, so we have 
𝐵𝑖
𝑚𝑖𝑛 = �𝑇𝑐𝑦𝑐𝑙𝑒 − 𝑁 × 𝑇𝑔𝑢𝑎𝑟𝑑� × 𝑅
𝑁
× 𝑤𝑖 
 
Where 𝑇𝑐𝑦𝑐𝑙𝑒  means the cycle time of EPON, 𝑅 means the bit rate of EPON；𝑤𝑖  means the weight 
factor for each ONUi , so ∑ 𝑤𝑖 = 1𝑁𝑖=1 , 𝑇𝑔𝑢𝑎𝑟𝑑 means the guard time between different messages. 
 
In a cycle time, the light load ONU can be defined as the ONU bandwidth request does not exceed the 
guaranteed bandwidth and the heavy load ONU means the requested bandwidth is always more than its 
guaranteed bandwidth.  The remaining bandwidth of the light load ONU can be redistributed to the 
heavy load ONU in order to improve channel utilization. The sum of all the remaining bandwidth of 
light load ONUs can be: 
 
𝐵𝑟𝑒𝑚𝑎𝑖𝑛 = ��𝐵𝑖𝑚𝑖𝑛 − 𝐵𝑖𝑟𝑒𝑞�𝑁
𝑖=1
,𝐵𝑖𝑚𝑖𝑛 > 𝐵𝑖𝑟𝑒𝑞 
Where 𝐵𝑖
𝑟𝑒𝑞 is the requested bandwidth of the light load ONUi. 
 
(11) 
(12) 
 ©2011 Zhiwen Peng                                                                                                     Page 66 
So the possible bandwidth which the heavy load ONUi can gain from 𝐵𝑟𝑒𝑚𝑎𝑖𝑛is : 
𝐵ℎ
𝑟𝑒𝑚𝑎𝑖𝑛 = 𝐵𝑖𝑟𝑒𝑞
𝐵ℎ
𝑟𝑒𝑞 × 𝐵𝑟𝑒𝑚𝑎𝑖𝑛 
 
Where 𝐵ℎ
𝑟𝑒𝑞 is the sum of all requested bandwidth of the heavy load ONUs.  
𝐵ℎ
𝑟𝑒𝑞 = �𝐵𝑖𝑟𝑒𝑞 ,𝑁
𝑖=1
𝐵𝑖
𝑚𝑖𝑛 < 𝐵𝑖𝑟𝑒𝑞 
 
The bandwidth allocated to each ONU should not exceed its requested bandwidth. So the bandwidth 
allocation between different ONUs should be  
 
𝐵𝑖
𝑟𝑒𝑎𝑙 = �𝑚𝑖𝑛�𝐵𝑖𝑟𝑒𝑞 ,𝐵𝑖𝑚𝑖𝑛 + 𝐵ℎ𝑟𝑒𝑚𝑎𝑖𝑛�,𝐵𝑖𝑚𝑖𝑛 < 𝐵𝑖𝑟𝑒𝑞
𝐵𝑖
𝑟𝑒𝑞 ,𝐵𝑖𝑚𝑖𝑛 ≥ 𝐵𝑖𝑟𝑒𝑞   
 
The idle time is caused when the transmission delay appear between the ONU and the OLT, and DBA 
algorithm computation time as well. The idle time Tidle = RTT + TDBA, where RTT is the round trip time 
or the transmission delay; TDBA is the DBA algorithm execution time. Assuming Tn-1 is that the end 
session time of the last ONU in the (n – 1) th cycle time. If the OLT can receive all the request messages 
from ONUs before Tn-1 - RTT - TDBA, the idle time will be reduced or eliminated, as shown in Fig. 5.3. 
The algorithm will add an additional time slot for those ONUs which cannot complete the transmission 
session before Tn-1 - RTT - TDBA in the system cycle time, so that they can send their bandwidth requests 
for the next cycle time.  The idle time equivalent bandwidth 𝐵𝑖𝑑𝑙𝑒  
 
If                            ∑ 𝐵𝑖𝑟𝑒𝑎𝑙 > 𝐵𝑖𝑑𝑙𝑒𝑁𝑖=1  
The meaning of idle time equivalent bandwidth can be explained as idle time (s) multiply transmit Bit 
rate (bps) which equals to bandwidth. 
We can always find the integer n (1 ≤ n ≤ N − 1), so  
 
� 𝐵𝑖
𝑟𝑒𝑎𝑙 ≤ 𝐵𝑖𝑑𝑙𝑒 ≤�𝐵𝑖
𝑟𝑒𝑎𝑙
𝑁
𝑖=𝑛
𝑁
𝑖=𝑛+1
 
 
(13) 
(14) 
(15) 
(16) 
(17) 
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Figure 5.3  Bandwidth allocation by minimizing the idle time 
 
Ideas can be combined with GE [48], when the ONU's bandwidth request does not exceed the 
guaranteed bandwidth, the OLT can allocate bandwidth to it immediately without waiting for receiving 
all ONUs’ bandwidth requests to further improve the upstream channel utilization. 
 
A new algorithm has been designed to optimize uplink bandwidth utilization in order to control delay 
of EPON. As mentioned before, the traditional idle time is composed of DBA computation time and 
RTT. In [48], researchers have mentioned the definition of Tidle. Therefore, how to estimate and develop 
this Tidle become extremely important. The new definition for our proposed idle time or unused time Tidle 
can be illustrated as follows. 
( )onui mpcp
idle DBA agent i
B W
T T RRT
R−
−
= + −  
mpcpW : Bandwidth of MPCP message transmission window.  
onu
iB : Bandwidth allocated to each ONU by OLT 
Based on first-report [44] schemes, this research will implement estimator and forecasting method 
such as Bayesian Inference or Student’s t-distribution to measure mpcpW  and RTTi before the OLT 
performs DBA computation for grant message scheduling in order to establish grant table for onuiB . Using 
(18) 
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inference to make statements about unknown parameters such onuiB  , based on the observation of samples 
of random variables such as RTTi. The mean value of the simulation results such as average packet 
delay, queue size, window size, cycle time are used to create the plots given throughout this work. 
Sample statistics obtained from simulation experiment are associated with probability distribution, 
means, variance, and standard deviation. So we can gain the estimation of errors by using student’s T in 
order to guide our simulations by using statistics as the reference. 
 
In order to accurately estimate the idle time of EPON systems, the error analysis has to be involved 
in our algorithms. The main purpose of error analysis [29] is to quantify the errors in our forecasting 
method. Researchers can also use error variance to estimate confidence intervals (CI) on the forecast. 
Three major sources of error have been investigated in this research including statistical data error, 
parameter error and modeling error.  
 
As can be seen from equation (19), this algorithm tries to focus on precisely estimating the idle time 
of EPON system so that the system can utilize bandwidth sufficiently. Now, this paper assumes that Tidle 
= 0 or infinity close to 0, so we have 
( )onui i DBA agent mpcpB RRT T R W−≥ + × +  
The following Fig. 5.4 flowchart illustrates our proposed algorithm about how to allocate bandwidth 
to each ONUi. 
(19) 
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Figure 5.4  Flowchart of OLT operations  
 
According to this new algorithm, the EPON system can always find an ONU with the maximum Bionu 
by using estimation-based mechanism. In that case, the heavy load ONU will be forced to use the idle 
time to transmit its data in order to avoid overflow of the ONU’s buffer so that the time of the 
REPORT/GATE mechanism can be overlapped by optimal using the idle timeslots. The above Fig. 5.4 
give us a process of how the REPORT/GATE to do overlapping. 
 
 ©2011 Zhiwen Peng                                                                                                     Page 70 
5.3.3 Performance Evaluation-test the performance by using minimizing idle time 
algorithm only 
 
This section will compare main three algorithms (CoS-based DBA [2], QoS-based DBA [48] and our 
new algorithm named Enhance QoS-based DBA respectively). The assessment has been evaluated based 
on following attributes: 1. Average packet delay 2. Bandwidth utilization 3. Jitter performance [70]. We 
establish TDM-EPON model by using OPNET Modeler 16 which will be described in chapter six. The 
specific simulation parameters can be seen from Table. 5.1. The focus is on research three classic 
priorities such as high, medium and low (VoIP, FTP and SMS respectively). IPACT is not considered as 
it has no priority capability and so cannot help high priority protocols such as VoIP. Bandwidth 
utilization simulation algorithm can be presented by following equation (20).     
   ( )
ThroughputBandwidthUtilization
System Bit Rate R
=  
 
 
Figure 5.5  Comparison of bandwidth utilization 
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Table 5.1  SIMULATION PARAMETERS (idle time) 
Parameters Description Value 
R Bit rate 1Gbps 
RD Bit rate between ONU and end users 100Mbps 
N Number of ONUs 16 
Dround Round-Trip propagation delay 100µs 
Tguard Guard time between timeslots 1µs 
Wmax Maximum transmission windows 15000Bytes 
Bmax Maximum buffer size of each ONU 10MB 
D Distance between OLT and ONUs 10-20km 
Tcycle Maximum cycle time 2ms 
Spacket Packet size 64-1518 Bytes 
The relative system model can be seen from Fig. 5.7 
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Figure 5.6 Simulation results for EPON: (a) & (b) average packet delay; (c) & (d) jitter 
performance
 
Figure 5.7  The traffic model used in OPNET simulations 
|                       |                      |                        |                       | 
|                     |                      |                      |                     | 
|                      |                      |                        |                     | 
|                      |                      |                        |                      | 
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Average packet delay refers to the waiting time in ONU buffer and jitter performance is 
measured by using the standard deviation of the delay [68] [70]. As it can be seen from Fig. 
5.5, due to optimal using of Tidle, our simulation results of bandwidth utilization are seemed to 
be improved. With the increasing offered load, the new scheme can obtain better 
performances than typical CoS-based and QoS-based algorithms. We think the bandwidth 
utilization improvement is achieved by estimating system idle time more accurately because 
the complexity of the DBA algorithm will influence on performance parameters. 
 
In Fig. 5.6 shows, the results for average packet delay [58] and jitter for EPON. As we 
mentioned before, the average delay can be calculated by using equation: 
delay poll grant queueT T T T= + +  As can be seen from following Fig. 5.8 , pollT  means the poll time 
between packet arrival and next sent request for grant by a ONU, grantT  means time between 
start sending request message and final get grant information from OLT, and queueT  defines 
the responding time between ONU gets grant, analysis grant and start to send its packet 
which has also been mentioned in [7] [42] [48]. 
 
 
 
As shown in Figs. 5.6a the classic QoS based algorithm has similar performance as with 
the proposed one. The results of average pack delay for the new algorithm and classic QoS-
based seem to be similar at the light load that may result in both algorithms are   using a 
similar mechanism which is about comparison the minimum bandwidth of EPON to 
 
Figure 5.8  The packet delay of EPON 
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guarantee QoS. When the load becomes very heavy, the delay for low priority services in the 
new algorithm is better than the classic one because low priority services with heavy load 
will be forced to use neighboring idle time of the EPON system to transmit in order to 
optimize packet delay. 
 
As shown in Fig. 5.6 b, the new algorithm has better performance than the classic CoS-
based algorithm because the classic CoS-based algorithm cannot avoid overflows of buffer 
with increasing network load. For the considered jitter performance, in Fig. 5.6c and 5.6d, the 
new algorithm has the better performance compared with others. For heavy load, jitter 
increases more slowly than other two algorithms’. 
 
From Fig. 5.6 a and b we can see that the average packet delay for the high priority 
services is low. This is because any high priority services will transmit their packets first and 
low priority services have to wait longer in the buffer. That is the reason why a lower priority 
services have a higher packet delay. 
 
      Form Fig. 5.6 a and b we can also see the sudden increase of average packet delay when 
the network load is more than 0.8. This is because the system becomes over loaded at this 
point and more packets get stuck in the ONU’s buffer to be served. When the amount of 
traffic increases then the service arrival rate increases which results in increased number of 
packets in the system, but the buffer size is fixed, so if the total number of packets increases, 
more packets are stacked in the queue. That’s why the average packet delay increases very 
sharply from 0.8 network load. Fig. 5.6c and 5.6d shows the jitter performance of the 
proposed algorithm comparing with classic CoS and QoS-based schemes. The new algorithm 
has improved jitter performance by around 10% compared with the others.
 
 
This new algorithm has been proposed and tested for DBA based on optimal use of the idle 
time inherent in EPON systems. According to performance analysis, this new algorithm has 
improved performance of bandwidth utilization and jitter by around 10% because of 
accurately estimating the idle time and then dynamically allocating timeslots based on 
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different conditions of each ONU. The classic IPACT and CoS-based algorithms have the 
same weakness e.g. the buffer occupancy at the light load: when there are less packets of a 
service class, the load in the buffer associated with that service class becomes less as well. 
Although the classic QoS-based algorithm has mentioned how to measure the idle time of 
EPON system, it did not illustrate how to utilize this time optimally. Compared with those 
three algorithms, the new mechanism can optimize the EPON system by maximizing the 
system’s time to relieve the heavy load pressure. 
 
5.4 Kolmogorov Continuity Theorem as the Service 
Forecasting Theoretical Basis for EPON 
5.4.1 Kolmogorov continuity theorem 
   
According to [67], in mathematics, the Kolmogorov continuity theorem is a theorem that 
guarantees that a stochastic process that satisfies certain constraints on the moments of its 
increments will be continuous (or, more precisely, have a "continuous version").  
 
Let    be a stochastic process, and suppose that for all times T > 0, there 
exist constants α, β, D > 0 such that 
 for all    . Then there exists a 
that  is continuous version of X, i.e. a process such 
sample continuous; for every time,   
 
Its main features can be described as follows： 
 
(1) Kolmogorov continuity theorem can approach any nonlinear mapping theory, so it can 
model and predict most non-linear complex traffic network.  
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(2) This theorem can deal with most massive parallel processing, and also support the fault 
error tolerance.  
 
Generally, our non-linear multi-input and single-output model will be structure model shown 
in Fig. 5.9  
 
The input / output relationship can be described as 
 y = F(V) = F(∑ 𝐿𝑗𝑣𝑗𝑛𝑗=1 + E) 
 
Where E is Error feedback, link weight factor (𝐿𝑗) adjusted by the error feedback. 𝑣𝑗is the bit 
rate of new arriving data. 
 
 
 
 
Figure 5.9  Kolmogorov continuity prediction model 
 
(21) 
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Firstly, set 𝜂 (𝑥) for the quantity which must be bounded continuous monotonically 
increasing function of one variable; Secondly, set Q is the tight set of  the  , 𝑦(𝑣) =
𝑦�𝑣1,  𝑣2 … 𝑣𝑛� is a continuous real-valued function over the Q, then for any 𝜀> 0, there 
exists a positive 𝑁,  𝐶𝑖,   𝐸𝑖(𝑖 = 1,2, …𝑁);  𝐿𝑖𝑗(𝑖, 𝑗 = 1,2, …𝑛) as weight factor, so 
 
𝑦�(𝑣1,  𝑣2 … 𝑣𝑛) = � 𝐶𝑖𝜂𝑁
𝑖=1
�� 𝐿𝑖𝑗𝑣𝑗 + 𝐸𝑖𝑛
𝑗=1
� 
 
That means 
𝑀𝐴𝑋𝑄|𝑦�(𝑣1,  𝑣2 …𝑣𝑛) − 𝑦(𝑣1,  𝑣2 … 𝑣𝑛)| < 𝜀0 
This indicates that there is a three-layer network, output function is 𝜂 (𝑥), and the function of 
input and output is linear, so the input 𝑦�𝑣1,  𝑣2 … 𝑣𝑛� and output 𝑦��𝑣1,  𝑣2 … 𝑣𝑛� of this 
network can be approximately same. So Kolmogorov continuity theorem ensures the 
possibility and feasible forecasting for traffic flow of Differentiated Services of EPON. 
5.4.1.1 The number of output layer nodes 
 
The number of nodes on the output layer depends on the amount of the event which needs 
to be predicted.  In our dynamic bandwidth allocation algorithm, there is only one value 
which has to be forecasted is the average packet arrival rate for DiffServ (EF, AF and BE) in 
next cycle time. Therefore, the output layer should have three nodes. 
5.4.1.2 The number of input layer nodes 
  
The number of nodes on the input layer depends on the prediction order. However, time 
series prediction often are encountered problems, for example, if the prediction order is too 
small, it cannot adequately support the real pattern of EPON traffic resulting in large 
forecasting errors, but if the prediction order is too large will increase the algorithm’s 
complexity. Due to no standardized formula for selecting the number of input layer nodes, 
(22) 
(23) 
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this paper choose a moderate value (e.g. 3), and then try trial and error method to determine 
the prediction order. 
 
5.4.1.3 The number of buffer layer nodes  
 
As we have mentioned before, determining the number of nodes is not conclusive research 
in the forecasting area. In order to meet the requirements of real-time, and reducing the 
complexity of the prediction algorithm, we choose an empirical formula to determine the 
number of buffer nodes. The formula is: Number of nodes=√𝐼 + 𝑂 + 𝐶 where I mean the 
number of input nodes, O means the number of output nodes, and C is the integer between 0 
and 10. We have to try trial and error method again to determine the number of buffer nodes. 
 
5.4.1.4 The choice of excitation function  
 
To facilitate the new algorithm processing, EPON input traffic must be normalized in 
advance that means the current data traffic bit rate (𝑣𝑘) will be divided by the maximum 
historical data flow bit rate (𝑣𝑚𝑎𝑥): 𝑣𝑘 = 𝑣𝑘𝑣𝑚𝑎𝑥. Where 𝑣𝑘 means the normalized average bit 
rate of traffic in the kth   polling cycle. Because of EPON traffic cannot be negative; the 
value of the processed data stream should also be in the range [0, 1]. 
 
Data traffic cannot be a negative predictive value, so we chose S-function as the network 
activation functions:  
 
𝑓(𝑥) = 1
1+𝑒−
∑ (𝐿𝑗𝑣+𝐸)𝑗  
 
Where, 𝐿𝑗  is the weight factor of the network, E is a constant offset of networks. 
(24) 
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5.4.2 Design of EPON multi-services forecast Scheme 
 
The services which EPON can support can be divided into three categories: Expedited 
forwarding (EF), Assured Forwarding (AF) and Best Effort (BE) where EF service such as 
Voice is quite stable and very low burst, but normal data service will be much burst, so three 
different classes of service cannot use the same prediction scheme and parameters. On the 
one hand, different services have different requirements of allocating bandwidth,  so the new 
DBA algorithm have to predict these services based on three different priorities in order to 
guarantee QoS. On the other hand, REPORT message contains the queue length status of 
three service information which provides the convenience conditions for multi-service 
prediction. Therefore, the OLT should establish three independent prediction network 
corresponding to three differentiate service at the initial stage after auto discovery [26] and 
ONUs registering process. The scheme can be seen from Fig. 5.10. 
 
 
Figure 5.10   The KI-DBA network 
 
Most forecasting method needs the historical flow data, so the OLT need to set several 
buffers for recording REPORT queue length. When the OLT receives packets from an ONU, 
the OLT have to analysis them firstly. If it is a REPORT frame, the queue status information 
will be extracted and cached. If it is ordinary data packets, the OLT will discard them 
BE 
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directly. The OLT also needs to implement a predictor in order to forecast services. 
Forecasting is divided into three stages include establishing the prediction scheme, the 
prediction process and the self-adaptive progress.  
 
First of all, the predictor has to gain the historical queuing information and analysis them 
in order to form the sample.  After initialization of sample, the system begins to define the 
structure and parameters of prediction networks. The exact number of nodes of input layer 
and buffer layer will be obtained through trial and error prediction which will compare error 
one by one in order to find the optimal parameters during the initial period of prediction. If 
the test error of prediction can accord with the accuracy of the scheme and then system 
records parameters of this prediction scheme, and get ready to the prediction progress. If the 
test error results is not conform to the accuracy prediction, we have to adjust the number of 
input and buffer layer nodes until the results of output can reach the accuracy. 
 
After that, the predictor get into the prediction progress, compared with the initialization 
computation, this stage is quite simple because structure and parameters of this scheme do 
not need to change. After entering historical data and calculating the output parameters, the 
prediction results can be gained.  
 
Finally, during the polling process, if the prediction error over the accuracy, the updating 
prediction algorithm will be automatically triggered, that means this scheme will produce a 
new set of weights and offsets. When an ONU is deregistered, the prediction algorithm 
terminates its action, and also helps the OLT to empty any traffic information about this 
ONU in order to the release of buffer space of the OLT. Through self-adaptive method, this 
prediction algorithm can adapt to the increasing and burst service, so that it can improve 
accuracy and flexibility of forecasting.  The prediction progress of EPON can be seen in Fig. 
5.11 
 ©2011 Zhiwen Peng                                                                                                     Page 81 
 
Figure 5.11  The prediction process for EPON traffic 
 
 ©2011 Zhiwen Peng                                                                                                     Page 82 
5.5 The Novel Algorithm Design  
5.5.1 EPON DBA design principles 
 
EPON uplink implement time division multiple access technology, due to diversity and burst 
of network traffic, the traditional static bandwidth allocation algorithm cannot take full 
advantage of the upstream bandwidth, and also cannot meet the specific QoS requirements. 
Dynamic bandwidth allocation (DBA) algorithms have been proposed and mostly applied to 
uplink bandwidth allocation. DBA is the statistical multiplexing function over TDMA 
technology which is based on the ONU’s real-time demand to allocate time slots, and ensures 
that the data do not conflict between different ONUs. DBA also has the responsibility for 
increasing the bandwidth utilization and guaranteeing QoS for all types of service. A good 
DBA algorithm should meet the following main requirements: 1. higher bandwidth 
utilization; 2, support QoS for different type of service; 3, fairness.   
5.5.1.1  Bandwidth utilization  
Efficiency of Bandwidth utilization is one of most important performance measurements for 
DBA algorithm.  Higher bandwidth utilization means EPON can support more service under 
the same load network, and reduces service delay which is the basic parameter of guarantee 
QoS. Bandwidth utilization is most depended on following parameters:  
 
η = 𝑇𝑐𝑦𝑐𝑙𝑒 − 𝑅𝑇𝑇 − 𝑇𝐷𝐵𝐴 − (𝑊 𝑅� + 𝑇𝑔𝑢𝑎𝑟𝑑) × 𝑁
𝑇𝑐𝑦𝑐𝑙𝑒
 
 
Where  𝑇𝑐𝑦𝑐𝑙𝑒 is the polling cycle time, W means the granted transmission window size, R is 
defined as the uplink data bit rate, 𝑇𝑔𝑢𝑎𝑟𝑑 is the guard time between the granted transmission 
timeslots, 𝑇𝐷𝐵𝐴 means the dynamic bandwidth allocation algorithm computation time, RTT is 
REPORT/Gate Round-trip time. As can be seen from equation (25), if we can take full 
advantage of 𝑇𝐷𝐵𝐴 and 𝑅𝑇𝑇, that means we can improve bandwidth utilization.  
(25) 
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5.5.1.2  Guarantee QoS  
Some measurements of QoS guarantee include bandwidth capacity, maximum end-to-end 
delay, jitter, and loss rate of packets. As EPON will be the next-generation broadband access 
networks, a major goal of EPON is to provide a full-service access network with certain QoS 
guaranteed; therefore DBA algorithm must support QoS.  Normally EPON has three types of 
service which includes EF, AF, and BE. EF has the highest priority, and BE requires a 
minimum support. In the case of network congestion, EPON cannot provide enough 
bandwidth for all service, and then DBA algorithm will be needed for traffic priority 
scheduling in order to meet QoS requirements. 
5.5.1.3  Fairness  
Fairness includes two aspects: one is the fairness of bandwidth allocation between different 
ONUs and the other is the equality of the queue bandwidth allocation managing internal of 
each ONU. The former fairness issue mainly is about the unfair distribution of excess 
bandwidth allocation (EBA). For example, some heavy load ONUs tend to be assigned with 
more bandwidth which results in insufficient bandwidth allocating to light load ONUs. The 
latter fairness issue is happened when high priority service occupies all timeslots inside 
queues, so that low priority service is blocked for a long time resulting in network 
congestion.  
The traditional bandwidth allocation algorithms [2] [7] [42] [43] [44] [48] normally set a 
granted maximum transmission window Wmax in accordance with service level agreement 
(SLA) for each ONU, which means bandwidth cannot exceed Wmax. Usually different ONUs 
have different network load, as we mentioned in section 5.3 , light load ONU may have 
excess bandwidth which can be reallocated to some heavy load ONUs in order to improve 
bandwidth utilization. This method can increase the bandwidth utilization, but it did not 
really consider the SLA, so that many heavy load ONUs enjoy more service than the agreed 
service level, which resulting in unfair to other ONUs. 
5.5.1.4  Scalability and Compatibility 
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In addition to above three main principles, there are many other requirements in the specific 
application of DBA algorithm such as scalability. Scalability of DBA requires this algorithm 
not only can apply to small-scale networks, but also can be implemented for large scale 
network which means DBA is independent of the actual number of ONUs. The compatibility 
mainly refers to the stability of the DBA algorithm which tolerance a certain fault of EPON.  
For example, the OLT sometimes does not know the status of an ONU that means the OLT 
loses GATE and REPORT messages. If such a case occurs, DBA algorithms should not make 
a fatal mistake and they should be able to continue to operate, which means they should 
return system to the normal state, and effectively address these contingencies. 
5.5.2 The new polling scheme 
 
The traffic which EPON can carry sometimes is burst, so the more burst traffic, the more 
difficult for prediction. Although this thesis implement the Kolmogorov continuity theorem 
based network for traffic prediction scheme, compared with most linear prediction algorithm, 
this scheme has improved prediction accuracy greatly, it still cannot fully guarantee 
prediction accuracy. To further improve prediction accuracy, this thesis proposes an 
improved polling mechanism in accordance with unexpected and burst traffic. In the 
traditional polling mechanism, the ONU has to wait for the next cycle time to transmit its 
new arriving packets, so the OLT has to forecast new status of buffer inside each ONU in 
next polling cycle which may cause large delay. If the OLT is able to master the latest 
queuing information of each ONU, so the OLT can shorten the prediction interval by using 
accurate prediction algorithm in order to reduce the prediction error. Based on this reasoning, 
this thesis proposes an improved polling mechanism based on the classification of burst 
status of ONUs to improve the order of bandwidth allocation. That means the OLT will 
adjust the order of allocating timeslots to each ONU according to the burst degree of traffic 
of each ONU. For example, the more burst ONU can get the authorized timeslot earlier, the 
more stability ONU will get granted windows at the later time. All ONUs will send REPORT 
message to the OLT after the last second ONU finish its transmission. The principle of this 
improved polling scheme is shown in Fig. 5.12 
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Figure 5.12  The polling method comparison between IPACT [2], PFEBA[11] and KI-
DBA 
 
 ©2011 Zhiwen Peng                                                                                                     Page 86 
5.5.2.1 ONU traffic flow statistics  
 
In order to facilitate analysis and calculation the statistics, standard deviation can be used to 
reflect the burst services.  For instance, the lager value of standard deviation is, the greater 
volatility of the time series will be, so the service is burst. In order to better compare the 
service intensity among different ONUs, the OLT need to record the historical data flow of 
the service for each ONU, which means the OLT has to allocate the buffer queue for each 
ONU so that it can record the length information of REPORT queue. The difference of queue 
length between two adjacent REPORT messages is equal to the new arriving service during 
this polling cycle time. The relationship can be described by the equation.  
 
  According to equation (26) and (27), the system be able to calculate the standard deviation 
(𝑆𝑖) of historical data flow of each ONU, and then according to descending order of 𝑆𝑖, put 
all corresponding ONUs in the same order. Because of the standard deviation reflecting the 
characteristics of the burst traffic, so this sort can be a reference of status of ONUs traffic. 
 
𝐵𝑖
𝑗 = 𝑅𝑖𝑗 − 𝑅𝑖𝑗−1 
 
𝑆𝑖 = 1𝑁��𝐵𝑖𝑗 − 𝐵𝚤� �2𝑁
𝑗=1
 
 
Where N is the number of polling cycle time, 𝑅𝑖
𝑗is the queue length of REPORT in jth cycle 
time, 𝐵𝑖
𝑗is the arriving traffic load of OUNi in the jth polling cycle time, and 𝐵𝚤� = 1𝑁 ∑ 𝐵𝑖𝑗𝑁𝑗=1  
is the average historical network load of ONUi. 
 
5.5.2.2 Adjust the polling order of ONUs based on intensity of their burst service 
 
(26) 
(27) 
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Usually, the original order of the OLT granting timeslots to each ONU is determined on 
automatic discovery progress. In order to improve the prediction accuracy of burst service of 
each ONU, the new improved polling scheme is based on real status of ONUs traffic load to 
adjust the polling order for each ONU. Specifically, the most burst ONU can start its 
transmission first, so the sub-second burst ONU needs to send data later, and then click 
down, the most stable ONU sends data at the last. Due to REPORT message delayed 
mechanism in our new polling scheme, the more burst ONU will send to the OLT more 
queue length information, that means the lager range of prediction will be shorted to the 
smaller area so that the accuracy of prediction will be improved. As for the stable ONUs, the 
forecast error is very tiny. 
 
There are two situations which will trigger to adjust the current polling order of ONUs. 
First one is the automatic discovery of new registrations of ONUs, and another one is the 
service of ONU change suddenly and it needs to update the polling table, so the polling order 
of each ONU has to be re-adjusted. For example, when a new ONU has been automatically 
discovered during the auto-discovery process, the first statistics which the system should 
collect is the new REPORT information (this ONU will be added at the bottom of polling 
table if there is available timeslot left in this polling cycle time), and the next stage is to 
locate and identify this ONU based on equation (26) and (27) in order to adjust the polling 
order. After that, if the system finds that some ONUs’ traffic is less burst than this one’s, the 
system should update the polling table that means this ONU should be move to the front of 
those ONUs. Finally the adjustment process is complete. Another case is that some stable 
ONUs suddenly become burst, but some ONUs just become stable. The polling order will has 
to be re-adjusted in order to meet network requirement. So it is necessary for the OLT to 
inspect each ONU regularly so that it can update and adjust the polling order in time. 
5.5.2.3 Report message delay scheme 
 
Compared with REPORT/GATE mechanism of IPACT algorithm, the new polling scheme 
implement the later REPORT mechanism, the ONU's REPORT message which has to wait 
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until near the end of the polling cycle time stats to send, so that the OLT can obtain the 
updated queue status of each ONU in order to ensure forecast accuracy. 
 
Meanwhile, due to the later REPORT scheme, the prediction range of ONUs statistics has 
been shorten as shown in Fig. 5.12 (c). For example, the original time interval of prediction is 
𝑇𝑐𝑦𝑐𝑙𝑒  , now it is reduced to 𝑇2′ , narrowed prediction interval time will further reduce 
forecasting error. 
 
Adjusting the polling order should be based on the real traffic status of each ONU. As can 
be seen from Figure 5.12 (c), it shows the most burst ONUn needs the shortest prediction 
time𝑇𝑛−1′ , but the less burst ONU2 needs a little longer prediction time 𝑇2′:𝑇2′ > 𝑇𝑛−1′ . The 
more sudden the data service is, the more difficult forecasting is. However, by adjusting and 
updating the order of ONU polling with later REPORT mechanism, this new scheme will 
improve service forecasting accuracy and reduce prediction errors of the EPON network 
traffic. Compared with the PFEBA algorithm, this new scheme improves prediction accuracy 
of ONU traffic at the latter part of the whole polling cycle. As can be seen from Fig. 5.12, the 
prediction period 𝑇𝑛−1 of PFEBA has been reduce to 𝑇𝑛−1′ . 
 
The proposed polling strategy will force all ONUs to send their REPORT frames after the 
last second ONU finishing its transmission, but must before the last ONU starting to send 
packets.  The difference between this new polling method and original polling schemes is 
that the last ONU must report to the OLT about its queuing situation before this ONU 
starting transmission progress. The goal of that is to finish the bandwidth allocation for next 
cycle time when the last ONU begins to transmit packets.  
 
5.5.2.4 Bandwidth allocation and granted in advance  
 
The Idle time includes round-trip time (RTT) delay and DBA computation time which 
will definitely reduce bandwidth utilization. Prediction mechanism proposed in this thesis 
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will combine with the method which we have mention in section 5.3 in order to fully utilize 
the idle time at the next polling cycle, so the idle time is included in the part of the polling 
period. For example, the OLT will start prediction algorithm once it receives all REPORT 
messages from ONUs, after prediction and analysis, the OLT will update the requested 
bandwidth allocation and SLA, at the end the OLT will send final decision for next polling 
cycle through GATE message to each ONU. After the last ONU finishing transmission, the 
next polling cycle can be immediately started by using the idle time which will increase 
utilization of EPON uplink bandwidth. The entire process has been shown in Fig. 5.12 (c). 
5.5.3 The Detail of the Novel algorithm  
 
The proposed novel algorithm is composed of Kolmogorov continuity theorem and the idle 
time named KI-DBA. An improved polling mechanism and SLA also have been included in 
our research. In order to improve the accuracy of prediction, the efficiency utilization of 
upstream bandwidth and fairness, all those methods should be implemented properly. 
   
5.5.3.1  ONU Bandwidth Allocation 
 
The OLT receives the REPORT message which is only about all queuing information at the 
moment when the ONU starts to send REPORT message. That means there is no information 
for new arriving packets within this REPORT message.  Therefore, the information within 
this REPROT frame is only part of the demand of that ONU. The new algorithm will have to 
add new prediction value to enlarge the timeslots which will help transmit the new arriving 
packets in a possible way. The modified bandwidth allocation method for each ONU can be 
described by following two equations: 
𝑊𝑖
𝑅 = 𝑅𝑖 + 𝐵𝑝 
 
𝐵𝑝 = 𝐵𝐸𝐹𝑝 + 𝐵𝐴𝐹𝑝 + 𝐵𝐵𝐸𝑝  
(28) 
(29) 
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Where, 𝑊𝑖𝑅 as the final bandwidth requirement, 𝑅𝑖 is the queue length of REPORT frame, 
𝐵𝐸𝐹
𝑝 ,𝐵𝐴𝐹𝑝  𝑎𝑛𝑑 𝐵𝐵𝐸𝑝  are the predictive value of new arriving packets for EF, AF and BE 
respectively. 
 
5.5.3.2 ONU guarantee bandwidth allocation 
  
Traditional DBA algorithms [2] [7] [11] did not distinguish the priority of different services, 
so they allocated the same maximum transmission window (Wmax) to all ONUs for guarantee 
bandwidth allocation. Practically, different end users have different demands of QoS, which 
means different ONUs should be treated differently. KI-DBA is based on the ONU's SLA. 
During the bandwidth allocation process, the OLT allocates a guaranteed bandwidth (𝐵𝑖𝐺) for 
each ONU according to their SLA, so the total of 𝐵𝑖𝐺 should equal to the total capacity of 
EPON uplink. The OLT will allocate the bandwidth to each ONU when it updates the 
demand of each ONU by using the novel prediction algorithm. In order to avoid wasting the 
bandwidth, the bandwidth which each ONU will have will be minimum value between the 
guaranteed bandwidth and requested bandwidth. The equation can be seen as follow:  
 
𝐵𝑚𝑖𝑛
𝐺 = 𝑚𝑖𝑛�𝐵𝑖𝐺 ,𝑊𝑖𝑅� 
 
Where 𝐵𝑚𝑖𝑛𝐺  means minimum granted bandwidth for the ONUi. By using the above 
bandwidth allocation mechanism, SLA can be achieved. 
 
5.5.3.3 Excess bandwidth allocation 
 
As we mentioned in section 5.3, in order to improve bandwidth utilization, the remaining 
bandwidth should be utilized by heavy load ONUs. This novel KI-DBA algorithm has 
combined with minimizing idle time method to ensure the fairness allocating the excess 
bandwidth among different ONUs.  
(30) 
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The traditional proportion-based bandwidth allocation algorithm did not consider the SLA. 
That is the main reason the fairness cannot be guaranteed. In order to achieve fair distribution 
of excess bandwidth, KI-DBA use SLA to better control the excess bandwidth allocation so 
that ensure equitable distribution of excess bandwidth. The new equation for allocating the 
remaining bandwidth can be seen as follows:  
 
𝐵𝑚𝑖𝑛
𝑎𝑑𝑑 = 𝑚𝑖𝑛 �𝑊𝑖𝑅 − 𝐵𝑚𝑖𝑛𝐺 , 𝐵𝑖𝐺∑ 𝐵𝑗𝐺𝑗∈𝐻 × 𝐵𝑟𝑒𝑚𝑎𝑖𝑛� 
 
Where 𝐵𝑚𝑖𝑛𝑎𝑑𝑑 is excess bandwidth allocated for the ONUi; H means the set of the heavy load 
ONUi with insufficient bandwidth allocation, 𝑊𝑖𝑅 − 𝐵𝑚𝑖𝑛𝐺  means the bandwidth demand of 
heavily loaded ONUi. 
𝐵𝑖
𝐺
∑ 𝐵𝑗
𝐺
𝑗∈𝐻
× 𝐵𝑟𝑒𝑚𝑎𝑖𝑛  means the real remaining bandwidth after ratio. 
Choosing the minimum bandwidth is going to avoid waste the bandwidth. KI-DAB will 
allocate excess bandwidth based on the above equation (31), that means it may require 
multiple distribution until the completely allocate all remaining bandwidth. 
5.5.3.4 The internal ONU bandwidth allocation  
 
The above process has completed the bandwidth allocation between different ONUs. Two 
parts of bandwidth including guaranteed minimum bandwidth and excess bandwidth have 
been allocated to the ONUi which can be described as equation (32). However, KI-DBA does 
not complete the bandwidth allocation at this time, because it also needs to allocate 
bandwidth within the internal buffer of each ONU based priority scheduling. According to 
research, most DBA algorithms computation progress is completed in the OLT core, and then 
the OLT sned results to ONUs by GATE message, so the ONU has nothing to do with 
bandwidth allocation. Actually, all ONUs only schedule and adjust the timeslots of different 
queue based on the GATE message.  
𝐵𝑖
𝑜𝑛𝑢 = 𝐵𝑚𝑖𝑛𝑎𝑑𝑑 + 𝐵𝑚𝑖𝑛𝐺  
 
(31) 
(32) 
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The priority scheduling strategy of the internal ONU can be divided into strict priority 
scheduling and non-strict priority scheduling. The former one means the send the EF service 
has the highest priority to transmit, if there is any bandwidth left, that bandwidth will be 
shifted to the sub-priority AF service, and the lowest priority BE has to wait until other two 
service all finish their communication. Although the strict priority scheduling is able to 
ensure QoS of the high priority service, the lowest priority service may not be able to get 
their authorized time slots under the heavy network load, which causes the lager packet delay 
and higher packet loss rate.  
 
To address this problem, this thesis use two-strategies scheme [50] [51] to allocate bandwidth 
within the ONUi. Based on SLA, minimum guaranteed bandwidth allocation method can be 
introduced as follows:  
 
𝑊𝐸𝐹 = 𝑚𝑖𝑛�𝐵𝑞𝑒𝑢𝑒𝑢𝑒𝐸𝐹 ,𝐵𝑢𝑝𝑑𝑎𝑡𝑒𝐸𝐹 � 
 
𝑊𝐴𝐹 = 𝑚𝑖𝑛�𝐵𝑞𝑒𝑢𝑒𝑢𝑒𝐴𝐹 ,𝐵𝑢𝑝𝑑𝑎𝑡𝑒𝐴𝐹 � 
 
𝑊𝐵𝐸 = 𝑚𝑖𝑛�𝐵𝑞𝑒𝑢𝑒𝑢𝑒𝐵𝐸 ,𝐵𝑢𝑝𝑑𝑎𝑡𝑒𝐵𝐸 � 
𝐵𝑢𝑝𝑑𝑎𝑡𝑒
𝐸𝐹 ,𝐵𝑢𝑝𝑑𝑎𝑡𝑒𝐴𝐹 𝑎𝑛𝑑 𝐵𝑢𝑝𝑑𝑎𝑡𝑒𝐵𝐸   are the updated demand bandwidth of EF, AF and BE queues 
within the ONU. 𝐵𝑞𝑒𝑢𝑒𝑢𝑒𝐸𝐹 ,  𝐵𝑞𝑒𝑢𝑒𝑢𝑒𝐴𝐹  𝑎𝑛𝑑 𝐵𝑞𝑒𝑢𝑒𝑢𝑒𝐵𝐸  are defined as the minimum guaranteed 
bandwidth for EF, AF, and BE service respectively. 
 
If a bandwidth requirement of a queue is less than the minimum guaranteed bandwidth, the 
remaining bandwidth will be recycled among other two remaining queues. In order to ensure 
fairness, the proposed proportion and SLA-based bandwidth allocation can be seen as 
follows:  
 
�
𝐵𝑋
𝑎𝑑𝑑 = min(𝐵𝑢𝑝𝑑𝑎𝑡𝑒𝑋 − 𝐵𝑞𝑒𝑢𝑒𝑢𝑒𝑋 ,  𝐵𝑟𝑒𝑚𝑎𝑖𝑛 ×  𝐵𝑞𝑒𝑢𝑒𝑢𝑒𝑋𝐵𝑞𝑒𝑢𝑒𝑢𝑒𝑋 + 𝐵𝑞𝑒𝑢𝑒𝑢𝑒𝑌 )
𝐵𝑌
𝑎𝑑𝑑 = 𝐵𝑟𝑒𝑚𝑎𝑖𝑛 − 𝐵𝑋𝑎𝑑𝑑  
(33) 
(34) 
(35) 
(36) 
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X and Y represent other two queues with insufficient bandwidth. Based on SLA and 
proportion, the KI-DBA completes internal bandwidth scheduling strategy to achieve the fair 
queuing management, and also reduces the time delay and the packet loss rate of the low 
priority service. 
   
5.5.3.5 KI-DBA bandwidth allocation process  
 
Unlike traditional DBA algorithms, some initial work includes completion statistical of 
ONUs burst service, establishing the burst table for comparison and prediction method for 
different priority service should be done before triggering KI-DBA algorithm. 
 
At the beginning of initializing network process, the output of the prediction network 
should be 0, and then the OLT implement the DBA algorithm, which allocate bandwidth 
based on maximum transmission windows and the queue information within the REPORT 
frame. After the initialization, the system should starts the prediction process, and selects the 
corresponding DBA algorithms  
 
KI-DBA is automatically triggered when the ONU begins to do registration. During the 
polling process, when a new ONU registration, the OLT will immediately allocate a buffer 
for this ONU for storing REPORT frame information, at this moment, the output is still 0.  
After a certain amount of polling cycle, prediction network will produce the accuracy 
sample, and the OLT only analysis the REPORT frames based sample to obtain the 
bandwidth allocation decision for the next cycle time. Specific KI-DBA process can be seen 
from Fig. 5.13 as follows:  
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Figure 5.13   The process of KI-DBA algorithm 
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5.6 Chapter Summary  
 
Chapter five describes the design principles of EPON KI-DBA algorithm, and proposes an 
improved polling scheme. The novel KI-DBA can reduce and eliminate the system idle time 
by forcing a group of light-load ONUs to send REPORT message in advance in order to 
improve the bandwidth utilization ratio. During the new polling process, the prediction range 
has been shortened which has further improved the prediction accuracy. Before the end of the 
polling progress, the authorization timeslot of bandwidth allocation have been placed in 
advance which has taken fully advantage of the idle time, resulting in an improved 
bandwidth utilization of EPON upstream. At the end of this chapter, the bandwidth allocation 
of the internal ONU can achieve a certain level of fairness after the revised forecasting 
demand of bandwidth, guaranteed bandwidth ratio, and distribution of surplus bandwidth. 
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Chapter 6: Simulation and Performance 
Evaluation   
6.1 Overview of Chapter Six 
Network simulation is mathematical modeling and statistical analysis to simulate real 
network behavior. In network simulation different parameters are considered to measure the 
network performance. Major network simulation software tools include NS2 [71], 
OMNET++ [72], and OPNET Modeler. Since 1986, OPNET Modeler software has been 
developed rapidly and steadily as a high technology network planning, simulation, and 
analysis tool. The importance of OPNET in the communications, defense, and computer 
networking is widely recognized. OPNET Modeler is the mainstream network simulation 
software, which is through the implementation of discrete event simulation to analyze the 
behavior and performance of system [73].  OPNET Modeler is the object-oriented simulation 
tool for modular design which integrates a large number of popular network modules and 
protocols in its modeler library. OPNET Modeler uses the popular graphical interface 
development environment which can automatically and conveniently generate the 
programming code for the corresponding module. OPNET Modeler also provides a powerful 
compatible development platform which can extensively support the C/C + + language 
application programming interface (API) in order to support flexibility to user customize, 
network modules and protocols [74]. 
 
OPNET Modeler mechanism is normally based on modeling three layers including: the 
network modeling, the node modeling and the process modeling. The network modeling 
means the design of the entire network topology, which includes the node, all links and other 
specific nodes; the node modeling should simulate the data receiving, buffering, sending and 
routing. The process modeling mainly refers to implement a variety of communication 
protocols and the algorithms. In this chapter, the simulation process and performance 
evaluation of KI-DBA will be introduced. 
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6.2 Simulation Process 
EPON simulation is main about how to model multi-point control protocol (MPCP) based on 
IEEE802.3x and how to execute dynamic bandwidth allocation (DBA) inside the model. Our 
network simulation is based on OPNET Modeler 16, and the main steps of simulation will be 
presented as follows. 
Step 1: Packet frame design. Understanding the function and purpose of different control 
frame formats of multi-point control protocol (MPCP) [26] is a prerequisite for the packet 
format simulation of EPON. Then, Packet Format tool is used to design different network 
packet frames (different DBA algorithms may have different formats, thus packets can also 
be temporarily defined). 
 
Step 2: Link model design. As described in [3], EPON uplink and downlink transmission 
wavelengths are 1,310 and 1,510 nm, respectively. To archive this, we may need two kinds 
of link models. In EPON, the transmission type for OLT and POS, POS and ONUs, or ONU 
and end users is point-to-point (P2P) or point-to-multipoint (P2MP) link model, which can be 
set up by modifying OPNET existing link models library such as point_to_point_link_adv. 
 
Step 3: The entire architecture of EPON design. As in Fig.5.7, this research will implement 
the tree topology scenario, which is established by using the Project model. 
 
Step 4: Node and process model design. EPON Project framework should include some 
ONUs nodes, many end user nodes, a POS node, and an OLT node. They can be installed 
separately by using Node Model option, and each node consists of several state machine or 
process components that can be created by using Process Model. Most state machines need 
their own programming code to implement different programs or algorithms. 
To obtain and analyze simulation results, using Configure Simulation pop-down menu to set 
a specific scenario simulation feature, the debugger finds the module written in error or is 
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unreasonable in the EPON Project. After further testing, the result can be obtained, and the 
results can be observed by using Analysis Configuration tool. 
 
6.2.1 Packet Format 
6.2.1.1 GATE Frame 
The GATE frame can be established by OPNET as shown in Fig. 6.1. The field of type is 
8808 and the field of Opcode is 0002. 
 
 
 
Figure 6.1   The GATE frame  
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6.2.1.2 REGISTER Frame 
The structure of REGISTER frame can be seen from Fig. 6.2. 
 
6.2.1.3 REGISTER_REQ Frame 
The structure of REGISTER_REQ frame can be seen in Fig. 6.3. 
 
 
Figure 6.2   The REGISTER frame 
 
Figure 6.3   The REGISTER_REQ frame 
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6.2.1.4 REGISTER_ACK Frame 
      The structure of REGISTER_ACK frame can be seen in Fig. 6.4. 
 
6.2.1.5 REPORT Frame 
The part of REPORT frame can be seen in Fig. 6.5. 
 
Figure 6.4   The REGISTER_ACK frame 
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The REPORT frame design is more complex than others are, such as those described in 
[3][17]; because the data portion of the frame can be recycled up to 13 bytes, the maximum 
length of the Ethernet data frame should be 1,518 bytes. Including the Header and IGF parts, 
the total should be 1,538 bytes. Compared with other control frames, each fields of the 
REPORT data portion, whatever its length or value, should not be set up initially. Following 
cases explain some typical situations. 
 
Figure 6.5    Part of the REPORT frame 
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Case 1: Assuming only one queue (normally 8 queues total) is occupied by data. For example, 
data inside queue 5 are 1,538×13=19,994 bytes. Thus, the REPORT frame of this case should 
be described as the value of number of grants/flags should be 13, Report bitmap 0–12 should 
be 00001000, and the value of Queue 5 REPORT 0 should be the sum of all data, which is no 
more than 1,518 bytes inside Queue 5. Then, the value of Queue 5 REPORT 1 should be the 
sum of all data that does not exceed 1,518×2 bytes inside Queue 5, and so on. The value of 
Queue 5 final REPORT 13 should be the sum of the entire length of Queue 5. 
Case 2: Queues 1–8 have data, and the data size of each queue is less than 1,518 bytes. The 
REPORT format can be described as the value of number of grants/flags is 1. The value of 
REPORT bitmap is 11111111, thus REPORTs Queue 1–8 will be sent to OLT for OLT to 
have the status of each ONU. 
Case 3: Queues 1–8 have data, but the data size inside each queue is more than 1,518×3 bytes. 
The REPORT format can be explained as the value of REPORT bitmap 0 and 1 should be 
11111111, but the value of REPORT bitmap 2 is 11000000. Report 0 should include 
information of all data less than 1,518 bytes inside Queues 1–8. Report 1 of Queues 0–1 will 
report information of all data less than 1,518×2 bytes, and Report 1 of Queues 2–7 will have 
the information of all data inside Queues 2–7. Report 2 will have all information of data 
inside Queues 0 and 1. 
To start with; there are two problems that must be illustrated:  
Problem 1: The first problem involves programming the REPORT frame in the ONU process 
model. As previously mentioned, the structure of the REPORT frame is the most complex 
among all the control frames. The algorithm code can be introduced as follows, where 
pk_length (i, j) refers to the packet length of the i th level inside the j th queue and qu_ length 
(j) means the total length of the j th queue:  
Step 1: In calculating the values of pk_length (i, j), which is the accumulation of occupation 
within 30 bytes, the value of (i, j) should be put into the value of the corresponding Register 
process model.  
for (j=0;j<7;j++) 
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{ 
length=length +1; 
for (i=0;i<12;i++) 
{ /*Calculate the value of pk_length (i,j) which is equal to the length of j th less than (i-
1)×1538*/ 
length=length+2; 
if (length>=30) 
{ reg_j=j; 
reg_i=i; 
break; 
} 
} 
} 
Step 2: The highest value of pk_length (i, j) inside j th queue should be set up as the value of 
j th length.  
for (j=0;j<reg_j; j++) 
{ 
pk_length(reg_i,j)=q_length(j); 
} 
for (j=reg_j;j<=7;j++) 
{ 
pk_length(reg_i+1,j) =q_length(j); 
} 
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Step 3: The value of pk_length (i, j) should be set to 0 if the current value of pk_length (i, j) 
is more than the highest one.  
for (j=0;j<=7;j++) 
         { 
           for (i=reg_i;i<=13;i++) 
               { 
                 pk_length(i,j)=0; 
                } 
          } 
Step 4: Based on the previous steps of setting up the appropriate fields of the REPORT 
frame, if pk_length (i,j) is equal to 0, then the REPORT corresponding to the j th queue does 
not exist and the length of this REPORT is set to 0, otherwise it is set to 2 bytes; meanwhile, 
its value is set to the value of pk_lenght (i, j). 
Problem 2: To refrain from referring to low-load penalty [42], this paper does use prediction 
KI-DBA algorithm and opts for the two-strategy mechanism mentioned in 5.5.2 in order for 
the phenomenon of low-load penalty to be solved. When the first grant is triggered, the data 
of the second buffer will be transferred into the end of the first buffer. Meanwhile, when the 
REPORT/REQUEST is triggered in the ONU process model, the data of the first buffer will 
be forced into the head of the second buffer, and the REPORT frame setup should be based 
on the real queuing situation inside the second buffer. 
In this research, all values of bitmaps, pads, and reports are not set up at the beginning, thus 
their value will be dynamically assigned inside the queuing model of ONUs. 
6.2.2 Link Model 
Inside the OPNET link model library, the three types of popular link models are P2P link, 
Bus_adv, and Ethernet_adv. In this research, link models will be P2P link and Bus_adv, 
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which will mainly be used to establish a connection between ONUs and end users. The 
simulation parameters of link model are in Tables 6.1 and 6.2. 
Table 6.1   THE POINT_TO_POINT_LINK_BASE LINK MODEL 
Data rate 1Gbps 
Ecc model Ecc_zero_err 
Error model Error_zero_err 
Prodel model Dpt prodel 
Tx model Dpt txdel 
Delay 0.0 (temporarily) 
Packet Ethernet 
 
Table 6.2   THE BUS_BASE LINK MODEL 
Data rate 100Mbps 
Ecc model Dbu_err 
Error model Dbu_err 
Prodel model Dbu prodel 
Tx model Dbu txdel 
Delay 0.0 (temporarily) 
Packet Ethernet, REGISTER, 
REGISTER_ACK, 
REGISTER_REQ, REPORT, 
GATE 
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6.2.3 The OLT Node Model 
 
The OLT node model can be seen from Fig. 6.6. The OLTserver node takes full 
responsibility for dealing with data, reports, and grants. Sink is used to destroy incoming 
overflow packets to end the package lifetime, recovery, and release their occupied resources 
because they will take up memory space. Many packets generated in the sample source must 
be destroyed in corresponding nodes and those resources should be freed. At the same time, 
the sink node needs to complete the analysis of the package. 
 
Figure 6.6   The OLT node model 
Fig. 6.7 shows that when the system enters initialization, it directly enters the idle state and 
stays idle until packets interrupt. After packets arrive at the OLT, the process state 
PK_Arrival will detect whether arrived packets are REPORT frame, REGISTER_ACK 
frame, or REGISTER_REQ frame. If it is REPORT frame, the packet will be sent to Report 
process state to store the information on the queuing condition of each ONU. The process 
state of Report will be responsible for detecting and identifying the MAC ID and RRT[i] of 
each ONU before storing its information. There are many ways to setup Grant information, 
and this paper briefly describes two popular methods. For example, one way is only based on 
Request information: 
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op_pk_nfd_get (pkptr, “size”, &report) /*get REPORT message*/ 
 
grant [onuid-1]=report; /*grant=request*/ 
 
Another way is based on maximum transmission widows: 
{ 
op_pk_nfd_get (pkptr, “size”, &report)  
 
grant [onuid-1]=(int) (report* (1+P)); 
 
P=((start_next[onuid-1]-start[onuid-1])-(Trans_stop[onuid-1]-Trans_start[onuid-
1]))/(start_next[onuid-1]-start[onuid-1]);  
/*No more than maximum transmission window*/ 
 
If (grant [onuid-1]>maxwindow) 
grant [onuid-1]=maxwindow; 
} 
 
On the other hand, if it is the REGISTER frame that arrives, the system will start the 
registration process. The process state of Scheduling is trigged by Timer (this approach is 
triggered by the remote). Bandwidth allocation algorithms mostly work inside this processor, 
where the OLT will calculate the number of grants, the start time of each grant, and the 
length of each grant, among others. In this state, the OLT will set the start and end times of 
each cycle polling. Relevant functions of each process state are presented in Table 6.3. 
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Figure 6.7   The process model of the OLTserver 
 
Table 6.3   FUNCTION OF THE OLTSERVER PROCESS MODEL 
Node Process Function 
 
 
 
 
 
OLTserver 
Init Initialize the system 
PK_Arrival Analyze the type of 
incoming packet 
Report Receive reports and 
analyze statistic 
Scheduling Get grant message, 
analysis, DBA 
computation 
Grant Finish granting and then 
broadcasting 
Idle Waiting 
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Timer process state model can be seen in Fig. 6.8, where after initialization, the state 
becomes idle. Two reset process states include MPCPreset and Reset_time. The MPCPreset 
records 1 s time, when OLT receives packets from any ONU in this 1s time, it will start 
interrupting, and then reset the time of the MPCP reset state to 0. Reset_time is a record of 50 
ms time. If ONU does not send packets to OLT during this time, then OLT determines that 
this ONU has disconnected or dropped. It will trigger Dereg interrupt to deregister this ONU 
in the deregistering process model. NEXT_TQ_interrupt is mainly used to count or 
determine whether the value of Timer has reached the starting time for the next cycle polling 
or the next timeslot starting point. 
 
Figure 6.8   The Timer process model 
 
6.2.4 The ONU Node Model 
The ONU process model can be designed as in Fig. 6.10. This process model solves two 
problems. One is when receiving the data packet from different sample source; the packet is 
placed into the appropriate priority queue inside the buffer processor. If the buffer is not 
enough, low priority packets may be deleted to give high priority data enough room. Another 
is when ONU receives the grant message, the data for the same priority is sent using the First 
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In First Out (FIFO) in accordance with highest to lowest priority data transmission queue. 
From the description, ONU has nothing to do with the bandwidth allocation; it simply 
accepts the slot allocated to it, and sends upstream data and request. The ONU node model 
can be seen from Fig. 6.9. 
 
Figure 6.9   The ONU node model 
 
 
Figure 6.10   The process model of the ONU 
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Table 6.4    Function of ONU process models 
Node Process Function 
 
 
 
 
ONU 
Init Initialize the system 
Buffer Queuing management 
Grant Deal with grant message 
and send request 
information 
Idle Waiting 
 
6.2.5 Passive Optical Splitter 
The passive optical splitter node model is shown in Fig. 6.11. The main function of POS is to 
acquire data and report information from each ONU, and then broadcast the grant 
information and data to each ONU. 
 
Figure 6.11   The Passive Optical Splitter (POS) node model 
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6.2.6 The EPON network 
The following Fig. 6.12 shows the classic tree topology of EPON experiment platform has 
been established by OPNET Modeler 16. 
 
Figure 6.12   The EPON experiment platform 
 
6.3 Performance Evaluation  
 
In the simulation model, the distance between the OLT and those 16 ONUs is evenly 
distributed within the range of 10km and 20km (D=10+ 10
16
× 𝑘(𝑘 = 1,2, … 16) , so that 
different ONUs will have different RTTi in order to model the more realistic network 
environment. Two independent wavelength channels bit rate of the uplink and downlink can 
be set to 1Gbps. The transmission delay of fiber is round 5ns/m, the maximum polling cycle 
time normally is 2ms, and the guard time of ONU is 5µs.  
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In order to reflect the different priorities of different ONUs, and to provide differentiated 
services for those ONUs, the OLT has to assign different maximum transmission window for 
different ONUs. We can divide all ONUs into three groups ONU. We can randomly select 
two ONUs in the high priority or EF group which will be assigned the maximum 
transmission window 𝑊𝑚𝑎𝑥 = 20000  bytes, and then we can select 4 ONUs in the middle 
priority like AF group which will be granted the maximum transmission window 𝑊𝑚𝑎𝑥 = 
15000 bytes, after that, the remaining 10 ONUs will form a normal priority BE group which 
will be given a maximum transmission window 𝑊𝑚𝑎𝑥= 14000 bytes. In addition, EPON has 
to support multi-service access, which means different priority services need to have 
different QoS.  The OLT will set up the different weight coefficient for each different priority 
service based on SLA. The weight coefficient of EF, AF and BE service are 0.7, 0.2 and 0.1 
respectively. Weight factor multiplied by the maximum window can be the maximum 
transmission window of each service queue which are described as 𝑊𝑚𝑎𝑥𝐸𝐹 ,𝑊𝑚𝑎𝑥𝐴𝐹 𝑎𝑛𝑑𝑊𝑚𝑎𝑥𝐵𝐸 . 
 
In order to verify the prediction algorithm performance (do not consider lost packet rate of 
this network model), we can set the infinite queue length for each ONU which implements 
the First In First Out (FIFO) mechanism to adjust or buffer packets. In order to better 
simulating AF and BE service which are normally burst, this simulation choose to use Pareto 
distribution with multiple ON/OFF source of which the self-similarity coefficient is 0.8 so 
that it can generate the real data source of AF and BE. The length of packets which has been 
used is 64-1518 bytes and subjects to the uniform distribution. Usually the high priority EF 
service can be presented by any voice service, so we use Poisson model to simulate the voice 
source of which the length is set up the fixed 70 bytes. The traffic flow range which will be 
generated within 0 to 120Mbps and the distribution ratio of these three services will be 2 EF: 
3 AF: 5BE. The specific simulation parameter can be seen from Table 6.5. 
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Table 6.5    Simulation Parameters (KI-DBA experiment) 
Parameters Description Value 
R Bit rate 1Gbps 
RD Bit rate between ONU and end users 100Mbps 
N Number of ONUs 16 
Dround Round-Trip propagation delay 100µs 
Tguard Guard time between timeslots 1µs-5µs 
Wmax-high Maximum transmission windows for 
high priority service (EF) 
2000Bytes 
Wmax-medium Maximum transmission windows for 
medium priority service (AF) 
1500Bytes 
Wmax-low Maximum transmission windows for 
low priority service (BE) 
1400Bytes 
Bmax Maximum buffer size of each ONU 10MB 
D Distance between OLT and ONUs 10-20km 
Tcycle Maximum cycle time 2ms 
Spacket Packet size 64-1518 Bytes 
Weight (EF, AF, 
BE) 
Weight factor for EF, AF and BE 0.7, 0.2, 0.1 
respectively 
 
 
6.3.1 Verify Forecasting Accuracy  
 
During this Simulation, the first thing is to verify the performance of the service prediction 
algorithm, At this stage, the simulation data source is obtained from the RMIT city campus 
network and the traffic data is collected during every 1 minute intervals. The city campus 
network carries normal video and data services over Ethernet, and the network is burst 
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frequently with very high self-similarity, which represents the real behavior of the EPON 
network traffic situation. All statistics will be collected and cached in to the prediction 
network. After that, the system starts to analysis the statistics and establishes the prediction 
algorithms to do the traffic flow prediction.  
6.3.1.1 Performance verify of KI-DBA algorithm  
 
The accuracy degree is an important indicator of prediction algorithm, this simulation models 
the idle time problem, production network based on Kolmogorov continuity theorem and the 
new improved polling scheme by using the C++ or C/OPNET code programming 
respectively. 
 
Fig. 6.13 shows the comparison results between the output results of Kolmogorov-idle based 
prediction network and the real network traffic. As can be seen from Fig.6.13, although there 
are some dramatic changes or errors happened in the peak time during the prediction process, 
the predicted traffic in general follows the changes of the real network traffic and the average 
prediction error is quite low. EPON traffic becomes a little stable and calm when it goes 
through the ONU buffer which will involve the queuing management, so that the burst traffic 
is under control, which means the KI-DBA prediction algorithm can meet the forecast 
accuracy requirement of EPON services.  
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Figure 6.13   The accuracy comparison between KI-DBA and real traffic flow 
 
Fig. 6.14 shows that the comparison results between the KI-DBA, the classic linear 
predicting algorithms and the real network traffic. As can be seen from Fig. 6.14, the 
accuracy of KI-DBA is significantly better than the linear prediction algorithm’s, specially, 
when time is near rapid changed area of the peak time; KI_DBA algorithm has better 
prediction accuracy. In the second half of Fig. 6.14, the service model has been changed at 
that time. Because of fixed parameters of the linear prediction algorithm, the linear prediction 
algorithm has the lager prediction error, while the KI-DBA prediction algorithm shows the 
great ability of generalization. During the practical application, KI-DBA can offset and 
adaptive the current weights based on prediction error analysis. KI-DBA algorithm is more 
flexible than the traditional linear prediction algorithm and has higher prediction accuracy 
which provides a feasible and effective forecasting algorithm for EPON.  
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Figure 6.14  The comparison between KI-DBA, Classic Linear Prediction and Real 
traffic flow 
 
6.3.2 Bandwidth Utilization  
 
Bandwidth utilization is the basic index to measure the performance of DBA. This simulation 
will compare IPACT, PFEBA and KI-DBA. The comparison simulation results are shown in 
Fig. 6.15. This simulation uses the sample source which has been provided in OPNET 
modeler library.  
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Figure 6.15  Bandwidth utilization comparison between KI-DBA, PFEBA and IPACT 
 
When the network load is quite low, the difference of bandwidth utilization between those 
three algorithms is very tiny. When the network load achieved at 30%, the bandwidth 
utilization of IPACT algorithm was significantly lower than the other two algorithms. With 
the increasing network load, the performance of IPACT algorithm rapidly decline, and when 
the network load reached 90%, IPACT achieved at 85% of the bandwidth utilization. The 
performance of PFEBA and KI-DBA are much better than IPACT because both algorithms 
use the new polling strategy to improve the forecast accuracy of new arriving services, and 
also take fully advantage of the idle time. During 40% to 70% of the network load, the 
bandwidth utilization of KI-DBA algorithm is better than PFEBA algorithm’s, because this 
stage of service is the most burst which means forecasting is more difficult at this moment. 
For example, if the prediction mechanism produces too much bandwidth requirement, some 
bandwidth will be wasted and bandwidth utilization will be reduced. 
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Compared with PFEBA, Fig. 6.15 proved that the KI-DBA had the better accuracy for 
predicting burst services, because KI-DBA implements the non-linear estimation mechanism 
while the PFEBA hires the linear prediction algorithm which is not capable to handle the 
most burst network traffic.  However, when the network load is quite heavy, the bandwidth 
utilization between KI-DBA and PFEBA is close to each other. The reason is because each 
ONU has buffered so many packets which are waiting to be sent, so granted time slots cannot 
meet the demand of all services, even if some ONUs may have more timeslots, or may be 
assigned more bandwidth by using better prediction method, the buffer or extra bandwidth 
will still be fully filled by enough arriving packets. As can be seen from Fig. 6.15, the 
bandwidth utilization is not reduced only become more stable under the heavy network load, 
so KI-DBA algorithm improves bandwidth utilization and protection of the fairness. 
 
6.3.3 Average Packet Delay  
 
Average packet delay is the most important indicator of QoS measurement, which mainly 
depends on the polling method and the DBA algorithm. It also depends on RTT, guard time, 
polling cycle time, the size of buffer and the idle time. 
 
Figure 6.16  Average packet delay comparison between KI-DBA, PFEDBA and IPACT 
0
5
10
15
20
25
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
D
el
ay
 (m
s)
 
Network Load 
Avarage Packet Delay 
IPACT
PFEBA
KI-DBA
 ©2011 Zhiwen Peng                                                                                                     Page 120 
Fig. 6.16 describes the average packet delay comparison between KI-DBA, PFEDBA and 
IPACT.As can be seen from Fig. 6.16, KI-DBA algorithm is superior to IPACT and PFEBA. 
Under the low network load conditions, the delay of all three algorithms is very low, and the 
average delay is around 0.5ms, and also it increases slowly. When the network load exceeds 
40%, the average packet delay of IPACT algorithm are significantly increased; when the 
network load reach at 70% and the network is degradation, the average packet delay has a 
sharp rise at that time. PFEBA and KI-DBA algorithm are better than IPACT during all 
simulation time. When the network load increases to 60%, he average packet delay of 
PFEBA algorithm starts to  increases significantly, while KI-DBA algorithm shows obvious 
superiority during that period. When the network load reaches 80%, the average packet delay 
of PFEBA and KI-DBA dramatically increases, but according to trendy analysis, the average 
delay of KI-DBA will still be smaller than that of PFEBA.    
 
Fig. 6.17 and Fig. 6.18 show the average packet delay comparison between two different 
priorities EF and BE services among those three algorithm. Those two figures reflect the 
priority scheduling strategy inside those three algorithms. IPACT implements the strict 
priority scheduling strategy, The PFEBA algorithm does not consider the service priority 
scheduling when allocates the excess bandwidth, but the new proposed KI-DBA algorithm 
allocates bandwidth internal ONUs based on service level agreement (SLA) in order to 
ensure fairness bandwidth allocation among different priority services. As can be seen from 
Fig. 6.17 and 6.18, the EF and BE average packet delay of PFEBA and KI-DBA are 
significantly lower than IPACT’s.  Under  the low network load condition, those two services 
average packet delay of PFEBA and KI-DBA  is no significant difference; when the network 
load increases to 80%, the EF average packet delay of KI-DBA seems slightly higher than 
PFEBA’s, but at this time the BE average packet delay of KI-DBA is significantly lower than 
the average packet delay of PFEBA algorithm, the reason is because PFEBA algorithm 
adopted strict priority scheduling policy to allocate the remaining bandwidth, when the 
network load is severe, a lot of bandwidth will be allocated to the high priority EF service, so 
BE service is congested due to lack of bandwidth allocation and its packet loss rate is very 
high. Compared with KI-DBA algorithm, PFEBA algorithm tries to blindly improve the 
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performance of the high priority EF at the expense of the low priority BE service which is 
resulting in unfair bandwidth allocation. 
 
Figure 6.17  EF delay comparison between KI-DBA, PFEBA and IPACT 
 
Figure 6.18  BE delay comparison between KI-DBA, PFEBA and IPACT 
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6.4 Chapter Summary  
 
Chapter six covers the EPON experiment model based on OPNET modeler 16. This model 
was proved accurate by simulating known network configurations and the simulation results 
matched the real network performance. Several node and process models have been 
designed. The new KI-DBA function has been placed in the OLT process model. Simulation 
verified the performance of the proposed KI-DBA algorithm. After that, from three major 
measures such as bandwidth utilization, average packet delay and the differentiate services 
average packet delay, this simulation compared three different DBA algorithms including 
IPACT, PFEBA and KI-DBA. Simulation results show that the improved KI-DBA algorithm 
has better upstream bandwidth utilization, and the lower average packets delay than the other 
two. When the network load is very heavy, the KI-DBA can ensure the QoS of the high 
priority service at the same time. It is also able to significantly improve the quality of the low 
priority service. 
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Chapter 7: Conclusion 
7.1 Contribution 
With popularization of the Internet and emergence of high bandwidth application services in 
large quantity, the user’s demand for bandwidth is increasing significantly. Fiber to the home 
(FTTH) has been highly valued by people and applied substantially as the ideal choice for 
broadband access network (BAN). EPON is a highly favored scheme with great advantages 
such as: low price, flexible protocol and mature technology. 
   This thesis mainly studied EPON dynamic bandwidth allocation based on service 
prediction and put forward a new and novel EPON dynamic bandwidth allocation algorithm 
(KI-DBA) based on burst service prediction and minimizing the idle time, which guarantees 
fairness. There are four innovative points: Kolmogorov-based service prediction, minimizing 
the idle time scheme, burst sorting polling and bandwidth allocation strategy based on 
prediction result that guarantees the proportion of bandwidth, among which the former two 
points guarantee the service prediction accuracy and the bandwidth utilization of EPON 
upstream while the last two points reduce the average delay of the service and guarantees the 
fairness. Through theoretical calculation and simulations proving, the KI-DBA algorithm has 
been proved to be an effective EPON upstream bandwidth allocation strategy. It is 
theoretically significant, and a practical way to improve the bandwidth allocation mechanism 
of EPON system and better support multi-user and multi-services access. 
The main results of this thesis include the following: 
  (1) For the first time, a Kolmogorov prediction network has been introduced to EPON 
service prediction using three layers of Kolmogorov prediction network single-step 
prediction structure. KI-DBA prediction algorithm is improved by minimizing the idle time 
through the prediction process, thus queuing delay of the prediction algorithm is reduced and 
the prediction accuracy is increased during the process of prediction. If the error exceeds the 
threshold value, the weighted adjustment of Kolmogorov-Idle prediction network will be 
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triggered automatically. As a result, the adaptive prediction of EPON service is realized and 
prediction accuracy of burst data service is improved. 
 (2) A new burst sorting polling mechanism is designed. The OLT adjusts polling sequence 
of ONUs according to the burst during the process of polling, and postpones sending 
REPORT message in order to contract the prediction area, thus the prediction accuracy of 
burst ONUs service is improved. The prediction accuracy of EPON service is further 
improved and the dynamic bandwidth allocation is provided with more accurate information 
of queue length. The bandwidth allocation and time slot authorization is performed in 
advance before termination of polling cycle. Consequently, the idle time is more fully 
utilized and the upstream bandwidth utilization is increased. 
 (3) The new bandwidth allocation strategy proposed is based on service prediction and 
guaranteed proportion of bandwidth scheme. More bandwidths can be allocated to ONUs 
through service prediction which allows increased packets transmitting in the time slot 
window to the queue. Simultaneously, The OLT allocates the remaining bandwidths 
according to the proportion of bandwidths so that the fairness among ONUs is achieved and 
the packet delay of ONUs with light load is reduced. The interior queues of ONUs allocate 
time slot in accordance to the proportion of guard bandwidths, thus the fairness of each 
priority queue is realized and QoS of the low priority services in case of busy network is 
improved. 
 (4) An EPON simulation platform based on OPNET Modeler 16 is built and KI-DBA 
algorithm is developed and verified. The relevant protocol and scheduling algorithm are 
implemented by designing optical line terminal (OLT), optical network unit (ONU) and 
passive optical splitter (POS) and their interior processor modules. This novel model will be 
contributed to OPNET Technologies as an open source project to accelerate the development 
of the EPON simulation platform. According to the simulation result, it indicates that KI-
DBA algorithm put forward by this thesis has the higher bandwidth utilization and lower 
average packet delay compared to IPACT and classic prediction based DBA. QoS of low 
priority services is substantially improved under the precondition of ensuring QoS of high 
priority services when network load is very heavy. 
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7.2 Future Work 
The novel algorithm proposed in this thesis provides a balance between bandwidth allocation, 
QoS, and fairness. However, it is still difficult for a manufacture to select an algorithm 
because there is no agreement on the best balance between these goals.  Future work needs to 
define the best balance for real networks as to help a manufacturer to choose the best 
algorithm based on this balance.  The new algorithm in this thesis is flexible and may well be 
the algorithm of choice. 
To support even higher bandwidth and longer transmission distances, a new generation of 
broadband fiber-based technique has now been standardized and developed over the years. 
EPON is one of the most promising fiber based access techniques, which is expected to offer 
a cost-effective solution to broadband network access owing to the ubiquitous deployment of 
Ethernet-based network equipment [77]. On the other hand, wireless access techniques have 
also been continuously expanded their transmission bandwidth and radio coverage. With 
market success of the WiFi (IEEE 802.11) technique, the new generation of wireless 
technique WiMAX (IEEE 802.16) is growing more mature and being deployed to provide 
even higher bandwidth, wider radio coverage, and improved quality-of-service (QoS) support 
while fiber-based transmission techniques such as EPON can support high capacity. However 
the main drawback lies under the cost of laying fibers to each home. In contrast, wireless 
techniques are more cost-effective for facilitating broadband network access with mobility 
being another important advantage of wireless. Nonetheless, wireless techniques generally 
provide lower bandwidth for each user compared to the fiber-based techniques. As there are 
many features of the fiber-based and wireless access techniques that are complementary with 
each other, a combination [78] of EPON and WiMAX can be an attractive solution to deliver 
broadband network access. The objective of next project is to design and develop next-
generation integrated broadband optical and wireless access solutions. A range of 
architectures for integration of EPON and WiMAX will be implemented and evaluated. 
Based on these architectures, we will investigate several important operational issues 
including (i) network planning and dimensioning of the integrated networks, (ii) bandwidth 
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allocation and QoS support for user services, (iii) handover operation for mobile users, and 
(iv) survivability and protection mechanisms based on the integrated networks.  
We believe that EPON can still satisfy the user’s requirements at the current stage, because 
it adopts dynamic bandwidth allocation technology, and be able to solve the problem of 
multi-users sharing same upstream bandwidth. Nevertheless, the transmission bandwidth of 
EPON is based on TDM [76] which is still restricted to certain extent and cannot satisfy the 
requirements for future higher bandwidth services. WDMPON based on wavelength division 
multiplexing will definitely solve the bottleneck of bandwidth. It only needs to allocate 
different wavelengths to the end users rather than needing complex bandwidth allocation 
algorithms and protocols are the future evolution of EPON. 
 In the future, the development of EPON or 10GEPON is determined by market pressures. 
In fact, the topic of GPON versus EPON is a pseudo-argument. In February 2010, According 
to Marvell (www.marvell.com), which belongs to GPON group, has released the AVANTA 
series of chips. These chips implement GPON, EPON and 10G EPON together. They will be 
merged sooner or later with the integration ability of Broadcom. Given the higher speeds of 
PON, and its compatibility with the ubiquitous Ethernet, all of which illustrate that PON will 
become the dominant technology of next generation broadband access networks. 
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Abstract- Ethernet Passive Optical Network (EPON) is thought 
of as one of the most promising fiber-based access techniques 
which will offer a cost-effective solution to meet the 
mushrooming development of high bandwidth applications 
owing to the ubiquitous deployment of Ethernet-based network 
equipment. Researchers have already created many different 
bandwidth allocation schemes for EPON in order to meet the 
increasing bandwidth requirements of multiservice access. To 
date, many bandwidth allocation schemes have been proposed 
but there is no clear winner and room for improved 
performance. Facing many kinds of bandwidth allocation 
schemes, it is very hard to evaluate each of them and know 
which to use. In this paper we study and compare some basic 
and popular bandwidth allocation mechanisms that have been 
designed for EPON, and then we introduce our new enhanced 
upstream bandwidth allocation algorithm which reduces the 
idle time found in previous methods. It is shown that under 
high load scenarios the new scheme out performs existing 
schemes. 
Keywords-EPON; Multiservice ; Upstream Bandwidth 
Allocation; Performance Analysis 
I.  INTRODUCTION 
In response to the increasing demand of bandwidth 
hungry applications and services, fiber-based access systems 
are gradually permeating from fiber-to-the-curb (FTTC), to 
fiber-to-the-building (FTTB), and eventually to fiber-to-the-
home (FTTH) [1]. Specially, passive optical networks 
(PONs) have been adopted widely in current 
telecommunication market. Recently a new standard for 
10G-EPON has been developed by IEEE 802.av. Hence, the 
data rate of EPON can be increased from 1Gbps to 10Gbps. 
Owing to the great success of Ethernet [3], EPON [2] has 
offered cost-effective high speed multiservice access for 
residential users. EPON consists of an optical line terminal 
(OLT), a passive optical splitter (POS) and many optical 
network units (ONUs) near end customers. EPON is based 
on Multi-Point Control Protocol (MPCP), which means it 
requires a high efficiency mechanism to allocate bandwidth 
in order to meet requirements of differentiated services 
(DiffServ).   
Researchers have developed many bandwidth allocation 
schemes for EPON especially as regards dynamic bandwidth 
allocation (DBA) [4]. The diverse and complex bandwidth 
allocation schemes proposed for EPON make them very hard 
for network operators to choose the best DBA algorithm to 
meet multiservice requirements of variety of network 
conditions. 
 The objective of this paper is to provide details of three 
“parent” bandwidth allocation mechanisms that appear to be 
the basis of most other [10] [11] [12] [13] [14] [15] DBA 
algorithms. This will provide an understanding of EPON 
DBA design and next-generation PON [5]. We design a 
novel enhanced upstream dynamic bandwidth allocation 
algorithm for time-division multiple [6] EPON (TDM-
EPON). 
The remainder of this article is organized as follows. In 
section II, we describe three different parent DBA algorithms. 
Section III introduces our new algorithm. Simulation 
parameters and performance evaluation purpose are 
presented in section IV, and section V concludes the paper 
followed by acknowledgements and references. 
 
II. DYNAMIC BANDWIDTH ALLOCATION ALGORITHMS 
FOR TDM-EPON 
Dynamic bandwidth allocation is one of the key issues in 
the EPON system. As can be seen from Fig. 1, EPON can 
accomplish co-operation with time-division multiple access 
(TDMA) [7], and it is based on the request-grant mechanism, 
so managing bandwidth allocation on the uplink stream 
becomes particularly important due to the number of ONUs 
sharing the same upstream channel.  
 
Figure 1．Time-division multiple access (TDMA) in EPON [2] 
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Figure 2． Steps of the Polling Algorithm [6] 
 
In this section, we describe three classic dynamic 
bandwidth allocation algorithms which appear to be the basis 
of many other algorithms. They are described by specific 
equations and visual examples to aid understanding. Static 
bandwidth allocation algorithms [16] will not be considered 
due to their intrinsic limitations. 
 
A. Interleaved Polling with Adaptive Cycle Time (IPACT) 
In [6] and [7], authors present a classic dynamic 
bandwidth allocation (DBA) algorithm named IPACT. In 
their scheme, the OLT schedules the timeslots in which the 
OUNs may transmit as many bytes as it has requested to the 
OLT based on the capacity of each ONU’s buffer and Multi-
Point Control Protocol (MPCP). As mentioned above, for 
simplicity of presentation, the topology of TDMA-EPON 
will be tree topology [7], which includes one Optical Line 
Terminal (OLT)， one Passive Optical Splitter (POS) and 
three ONUs. The main functions of limited-IPACT in [6] [7] 
can be illustrated as follows, and also all steps have been 
shown on Fig. 2. 
a) OLT stores a polling table, which will help it to 
know how many bytes are waiting in each ONU’s buffer 
and the round-trip time (RTT). At some time T1, OLT sends 
a GRANT message to ONU1 which is granted to start 
transmitting 3200 bytes data. 
b) ONU1 begins to upload its data after receiving the 
GRANT from OLT; meanwhile ONU1 has to keep 
receiving packets from end users.   ONU1 will generate the 
REQUEST message that contains the information of how 
many bytes are stored in its buffer at this moment after 
uploading. OLT keeps track of REQUEST information, 
whenever a REQUEST message arrives, OLT will compute 
the next timeslot and the polling table will also be updated 
by the OLT. In this case the bytes of ONU1 will be changed 
from 3200 to 1200 at time T1. 
c) The above steps a and b show us a basic scheme 
about how OLT and ONU work with each other. As the 
same, at time T2 ONU2 will get the GRANT message from 
OLT, and then ONU2 starts sending data to OLT and 
receiving data from users simultaneously. The REQUEST 
message will be sent to OLT by ONU when it finishes 
uploading. At the end, the polling table has to be 
reorganized again by OLT.   At time T3, ONU3 will follow 
the same steps. 
From the analysis above, we summarize the DBA 
algorithm definition as follows:  
  
 
 
 
 
1i
kT
+ : Start time of ONU i+1transmission in k th cycle time. 
grantW : Grant widows for each ONU. 
R: Transmission bit rate (bits/sec). 
grantT : Guard time  
 
     From above analysis, this algorithm assumes a maximum 
widow size which means no more packets can reach the OLT 
（1） 
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after the ONU sent its request. In this case, some new 
arriving packets will be transmitted in the next coming cycle 
time so that the average packet delay of the system will 
obliviously be increased. To solve this problem, authors 
proposed several bandwidth allocation schemes such as 
linear-credit scheme, constant-credit scheme, and elastic 
scheme. Among all those schemes, limited-IPACT has the 
best performance [7].  
 
B. Classic Class of Service ( CoS)-based DBA 
Although IPACT supports efficient upstream channel 
utilization relays on the ONU only transmits the granted 
bytes which are no more than predefined maximum 
scheduling timeslot to the OLT, there are many drawbacks in 
IPACT such as no priority scheduling scheme [7] and it also 
cannot differentiate between different classes of service[8]. 
For example, when a sensitive service as VoIP comes into an 
ONU which only has one data queue, then that service will 
be delayed because it has to follow the First In First Out 
(FIFO) mechanism. Because of IPACT does not consider the 
multi-service supports, authors [8] present a new algorithm 
which integrates the original IPACT limited service scheme 
(inter-ONU  scheduling ) and priority queuing scheme (intra-
ONU scheduling [10]) corresponding three classes of service 
(EF, AF and BE) aim to support delay and jitter sensitive 
service. Their CoS-based intra-ONU algorithm [8] can be 
descripted as follows: 
a) ONU classifies three services: Highest priority-
Expedited Forwarding (EF) such as Voice, Medium 
priority-Assured Forwarding (AF) such as Video, and 
Lowest priority – Best Effort (BE) such as data. 
b) As we can see from Fig. 3, there are also three 
class queues named P0, P1 and P2 which will support EF, 
AF and BF respectively. Highest priority bandwidth 
allocation has been granted the fixed bandwidth to transfer 
data: iHB Fixed=  
Medium priority bandwidth allocation:  
 
i
MB : Medium priority bandwidth of ONUi. 
i
req mB − : Medium requested bandwidth of ONUi. 
totalB : Total bandwidth allocation by OLT. 
Low priority bandwidth allocation: 
 
i
LB : Low priority bandwidth of ONUi.  
total
reqB : Total requested bandwidth by each ONU. 
   Bandwidth allocation can be classified into the internal 
ONU scheduling and the external ONU scheduling. Once the 
higher priority queue is empty, the bandwidth scheduling 
will move to the lower priority queue. Inside each ONU, the 
different priority packets are placed in accordance with 
different priorities queues such as P0, P1, and P2, meantime, 
the system has to manage the queuing and statistics. The 
external ONU scheduling mainly operate request and grant 
mechanism between the OLT and each ONU, and the OLT 
always deal with high priority message first based on strict 
priority scheduling so that the OLT ignores the QoS 
assurance of the low priority in practice, resulting in 
increased packet delay and packet drop rate. 
 
Figure 3． Intra-ONU scheduling [8] 
 
C. Classic Quality of Service (QoS)-based DBA  
With the rapid development of bandwidth-intensive 
applications such as online game and IPTV [18], more and 
more researchers start to pay attention on how to solve 
bandwidth allocation especial for guarantee QoS. Currently, 
many algorithms have been considered to offer EPON better 
QoS performance. However, some of those algorithms which 
enhance the principles of dynamic bandwidth allocation 
(DBA) are derivatives of IPACT and queue-based 
scheduling scheme. This section will also introduce a typical 
DBA scheme that comes from [9]. In [9], researchers 
illustrate a typical dynamic bandwidth allocation algorithm 
with QoS support. The main implementing algorithm can be 
described as finding the minimum guaranteed bandwidth [9] 
for each ONU, and then allocate bandwidth to each ONUi 
according to their different requested bandwidth. In each 
（2） 
（3） 
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ONU, bandwidth allocation can also be classified by three 
different priority queues [9]. The difference between this and 
classic CoS-based DBA is that it provides real QoS 
guaranteed algorithms by using  EiW(n) [9] and Tidle  [9] to 
better control average packet delay and bandwidth utilization 
performance. Those specific equations can be illustrated as 
trying to decide the minimum bandwidth as follows.  
 
MIN
iB : The minimum bandwidth allocated by OLT to ONUi. 
cycleT : The granting cycle time. 
N : Number of ONUs. 
Then researchers use the following equation to allocate 
bandwidth to each ONUs. 
 
g
iB : Guaranteed bandwidth for ONUi.  
iR : Requested Bandwidth for ONUi. 
In each ONU, bandwidth allocation will base on the 
following equation. 
 
Requested bandwidth inside ONUi has been categorized 
to three different priorities iH , iM and iL  (high, medium 
and low respectively). 
 
  
III. NEW ENHANCED UPSTREAM DBA ALGORITHM 
DESIGN 
  According to above analysis, there are many major 
issues such as bandwidths negotiation, polling strategies, 
maximum bandwidth limitation and quality of service 
provision which are related to bandwidth allocation 
algorithm management in EPON systems.  Although many 
derivation DBA algorithms [19] [20] [27] have been 
proposed, further research efforts are still needed in order to 
provide better performance.  
In this chapter, we only focus on discussing the uplink 
bandwidth allocation issue. As [9] [14] [15] mentioned 
before, the DBA agent at the OLT needs time TDBA-agent to 
calculate the transmission timeslot and generate the grants 
table after getting a report message from the ONU. In [9], 
researchers have mentioned the definition of Tidle. Idle time 
existence has affected on the EPON system uplink 
bandwidth utilization. If the OLT uses the high-speed CPU, 
DBA time is probably neglected by the OLT. In the EPON 
system, when the distance between OLT and ONU is 20km, 
RTT may reach 200µs, and this usually occupies 10% of the 
total polling cycle time, and will also slow down the EPON 
system uplink bandwidth utilization enormously. Regarding 
the EF service, which is transmitted over the constant bit 
rate stream, as a result of its determinism or predictable, EF 
does not need to carry on the Report information to the 
OLT, so that it does not need to wait for DBA algorithms. 
Therefore system may transmit EF service of each ONU of 
the next cycle time in the idle time, and then enhances the 
uplink utilization of EPON. Therefore, how to estimate and 
develop this Tidle become extremely important in our 
research. 
How to allocate bandwidth fairly among different ONUs 
to guarantee DiffServ such as EF, AF and BE is a key issue 
[26]. A new algorithm has been designed to optimize uplink 
bandwidth utilization in order to control delay of EPON. As 
mentioned before, the traditional idle time is composed of 
DBA computation time and RTT. In [4], researchers have 
mentioned the definition of Tidle. Therefore, how to estimate 
and develop this Tidle become extremely important. The new 
definition for our proposed idle time or unused time Tidle can 
be illustrated as follows. 
 
( )onui mpcp
idle DBA agent i
B W
T T RRT
R−
−
= + −   
mpcpW : Bandwidth of MPCP message transmission 
window. 
onu
iB : Bandwidth allocated to each ONU by OLT 
Based on first-report [15] schemes, this research will 
implement estimator and forecasting method such as 
Bayesian Inference and Student’s t-distribution to measure 
mpcpW  and RTTi before the OLT performs DBA computation 
for grant message scheduling in order to establish grant 
table for onuiB . Using inference to make statements about 
unknown parameters such onuiB  , based on the observation 
of samples of random variables such as RTTi.  
In order to accurately estimate the idle time of EPON 
systems, the error analysis has to be involved in our 
algorithms. The main purpose of error analysis [29] is to 
quantify the errors in our forecasting method. Researchers 
can also use error variance to estimate confidence intervals 
(CI) on the forecast. Three major sources of error have been 
investigated in this research including statistical data error, 
parameter error and modeling error.  
As can be seen from (8), this algorithm tries to focus on 
precisely estimating the idle time of EPON system so that 
the system can utilize bandwidth sufficiently. Now, this 
paper assumes that Tidle = 0 or infinity close to 0, so we have 
( )onui i DBA agent mpcpB RRT T R W−≥ + × +  
（5） 
（6） 
 
（8） 
（4） 
（7） 
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The following Fig. 4 flowchart illustrates our proposed 
algorithm about how to allocate bandwidth to each ONUi. 
 
Figure 4． Flowchart of OLT operations 
According to this new algorithm, the EPON system can 
always find an ONU with the maximum Bionu by using 
estimation-based mechanism. In that case, the heavy load 
ONU will be forced to use the idle time to transmit its data 
in order to avoid overflow of the ONU’s buffer so that the 
time of the report/grant mechanism can be overlapped by 
optimal using the idle timeslots. The following Fig. 5 give 
us a visual of how the request/grant to do overlapping.  
 
From above comprehensive analysis, the CoS-based 
algorithm cannot be optimal supported by centralized DBA 
schemes which are only produced by the OLT. In other 
words, the OLT could not take full responsibility for critical 
guaranteed QoS. Furthermore, the traffic of each ONU 
sometimes bursts dynamically and it is very hard for the 
OLT making DBA decisions for each ONU. In that case, it 
is difficult to decide how to make DBA decisions for intra-
ONUs [8] when the OLT arbitrates between many different 
ONUs. One solution is to separate ONUs into several 
different groups based on their performance and different 
network conditions in a real network, e.g. using statistic 
theory [21] such as the Poisson distribution to measure the 
traffic load of each ONU in different system cycle time in 
order to sign some of ONUs to become a heavy load group, 
and others become light-load [8] [9] [14] group. In this part, 
for simple presentation, it is only assumed that the dynamic 
bandwidth allocation algorithm for guarantee QoS inside 
each ONU is the same as [9]. 
 
IV. PERFORMANCE EVALUATION 
This section will compare main three algorithms (CoS-
based DBA, QoS-based DBA and our new algorithm named 
Enhance QoS-based DBA respectively). The assessment has 
been evaluated based on following attributes: 1. Average 
packet delay 2. Bandwidth utilization 3. Jitter performance 
[22]. We establish TDM-EPON model by using OPNET 
Modeler 16. The specific simulation parameters can be seen 
from Table. I. The focus is on research three classic 
priorities such as high, medium and low (VoIP, FTP and 
SMS respectively). IPACT is not considered as it has no 
priority capability and so cannot help high priority protocols 
such as VoIP. Bandwidth utilization simulation algorithm 
can be presented by following equation (9).     
   ( )
ThroughputBandwidthUtilization
System Bit Rate R
=  
 
 
Figure 6 Comparison of bandwidth utilization 
OLT
ONUs
Cycle (n)
Computation
Original Granting    
Figure 5 The overlapping mechanism   
（9） 
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Figure 7． Simulation results for EPON: (a) & (b) average packet delay; (c) & (d) jitter performance. 
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Figure 8．  The traffic model used in OPNET simulations 
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Average packet delay refers to the waiting time in ONU 
buffer and jitter performance is measured by using the 
standard deviation of the delay [5] [22]. As it can be seen 
from Fig. 5, due to optimal using of Tidle, our simulation 
results of bandwidth utilization are seemed to be improved. 
With the increasing offered load, the new scheme can obtain 
better performances than typical CoS-based and QoS-based 
algorithms. We think the bandwidth utilization 
improvement is achieved by estimating system idle time 
more accurately because the complexity of the DBA 
algorithm will influence on performance parameters. 
In Fig. 7 shows, the results for average packet delay [23] 
and jitter for EPON. As we mentioned before, the average 
delay can be calculated by using equation: 1 2 3d d d d= + +  
where d1 means the poll time between packet arrival and 
next sent request for grant by a ONU, d2 means time 
between start sending request message and final get grant 
information from OLT, and d3 defines the responding time 
between ONU gets grant, analysis grant and start to send its 
packet which has also been mentioned in [7] [9] [14]. 
 As shown in Figs. 7a the classic QoS based algorithm 
has similar performance as with the proposed one. The 
results of average pack delay for the new algorithm and 
classic QoS-based seem to be similar at the light load that 
may result in both algorithms are   using a similar 
mechanism which is about comparison the minimum 
bandwidth of EPON to guarantee QoS. When the load 
becomes very heavy, the delay for low priority services in 
the new algorithm is better than the classic one because low 
priority services with heavy load will be forced to use 
neighboring idle time of the EPON system to transmit in 
order to optimize packet delay. 
As shown in Fig. 7b, the new algorithm has better 
performance than the classic CoS-based algorithm because 
the classic CoS-based algorithm cannot avoid overflows of 
buffer with increasing network load. For the considered 
jitter performance, in Fig. 7c and 7d, the new algorithm has 
the better performance compared with others. For heavy 
load, jitter increases more slowly than other two algorithms’. 
From Fig. 7a and 7b it can seen that the average packet 
delay for the high priority services are low. This is because 
any high priority services will transmit their packets first 
and low priority services have to wait longer in the buffer. 
That is the reason why a lower priority services have a 
higher packet delay. 
Form Fig. 7a and 7b we can also see the sudden increase 
of average packet delay when the network load is more than 
0.8. This is because the system becomes over loaded at this 
point and more packets get stuck in the ONU’s buffer to be 
served. When the amount of traffic increases then the 
service arrival rate increases which results in increased 
number of packets in the system, but the buffer size is fixed, 
so if the total number of packets increases, more packets are 
stacked in the queue. That’s why the average packet delay 
increases very sharply from 0.8 network load. Fig. 7c and 7d 
shows the jitter performance of the proposed algorithm 
comparing with classic CoS and QoS-based schemes. The 
new algorithm has improved jitter performance by around 
10% compared with the others. 
V. CONCLUSION 
This paper has analyzed three typical Dynamic 
Bandwidth Allocation algorithms to understand current 
status of development of EPON. The main design principles, 
theories and equations have been introduced which 
demonstrate the steps involved designing the EPON system. 
A new algorithm has been proposed and tested for DBA 
based on optimal use of the idle time inherent in EPON 
systems. The algorithm also introduced an enhanced 
mechanism to guarantee QoS inside each ONU. According 
to performance analysis, this new algorithm has improved 
performance of bandwidth utilization and jitter by around 
10% because of accurately estimating the idle time and then 
dynamically allocating timeslots based on different 
conditions of each ONU. The classic IPACT and CoS-based 
algorithms have the same weakness e.g. the buffer 
occupancy at the light load: when there are less packets of a 
service class, the load in the buffer associated with that 
service class becomes less as well. Although the classic QoS-
based algorithm has mentioned how to measure the idle time 
of EPON system, it did not illustrate how to utilize this time 
optimally. Compared with those three algorithms, the new 
algorithm can optimize the EPON system by maximizing the 
system’s time to relieve the heavy load pressure.  
The work in this paper points to a number of future 
research topics. In this paper, we divided the ONUs into 
groups, but superior performance may be achieved if the 
ONUs were handled separately by using the Poisson 
distribution function so that the fairness for guaranteed QoS 
TABLE I.  SIMULATION PARAMETERS 
Parameters Description Value 
R Bit rate  1Gbps 
RD Bit rate between ONU 
and end users 
100Mbps 
N Number of ONUs 16 
Dround Round-Trip propagation 
delay 
100µs 
Tguard Guard time between 
timeslots 
1µs 
Wmax Maximum transmission 
windows 
15000Bytes 
Bmax Maximum buffer size of 
each ONU 
10MB 
D Distance between OLT 
and ONUs 
10-20km 
Tcycle Maximum cycle time 2ms 
Spacket Packet size  64-1518 
Bytes 
The relative system model can be seen from Fig. 8.   
©2011 Zhiwen Peng                                                                                                     Page 143 
 
to end users and DBA accuracy of EPON systems can be 
improved. Another issue worthy of more research is 
algorithms that improve fairness between different ONUs. 
According to the literature, there are four fundamental 
issues related to design DBA algorithms for EPON: fairness, 
guaranteed QoS, bandwidth utilization and the light-load 
penalty. Our future work will focus on fairness and 
enhancement of QoS by extending the proposed estimation 
scheme. 
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Abstract—EPON is ready for commercial development in 
broadband access networks due to the maturity of a number of 
enabling technologies, long distance and reduced maintenance. 
Researchers have already created many different Dynamic 
Bandwidth Allocation (DBA) schemes for EPON in order to 
meet the increasing bandwidth requirements of multiservice 
access. Currently it is difficult to evaluate and comparing these 
competing algorithms in a meaningful manner.  Theoretical 
models are complex and often need simplifying assumptions 
and so simulation is the preferred option, but there is no 
accepted framework to compare DBA algorithms.  This paper 
proposes such a framework and details its implementation and 
use.   The EPON models include the Optical Line Terminal 
(OLT) model, the Passive Optical Splitter (POS) model and the 
Optical Network Units (ONUs) model all built in OPNET 
Modeler 16. The main processes of those models and main 
status of those processes are described in detail. These models 
are available as open source and will enable researchers to 
quickly and easily compare their algorithms with those that 
already exist. 
Keywords-OPNET; EPON; DBA; Source 
I.  INTRODUCTION 
Ethernet Passive Optical Network (EPON) will be one of 
the main technologies used to implement future broadband 
access networks. Downstream bandwidth allocation is 
straightforward because one stream is multiplexed into 
several streams, one for each user. Upstream access and 
dynamic bandwidth allocation (DBA) are problematic, as 
several users must compete for bandwidth; thus, DBA 
algorithms that can optimize performance by reducing packet 
delay and loss are needed. Recent research on bandwidth 
allocation algorithms shows that the performance simulation 
platform for EPON media access control (MAC) algorithms 
has not been standardized and released. Realizing the 
different performances between these algorithms are 
becoming domestic and research hot spots. 
Comparing the DBA algorithms in many different 
literatures is difficult as no author has released their full 
simulation environment and in many cases, has not specified 
test conditions in enough detail for results to be duplicated. 
A simulation platform that can be used by all authors to 
demonstrate their algorithm is needed to duplicate results. 
This paper describes a novel simulation platform based on 
OPNET Modeler 16 and shows how classic published 
algorithms can be modeled and compared using this tool. 
Our research focuses on modeling and simulating 
existing algorithms of EPON MAC layer. The main purpose 
is to provide an optimal simulation platform compatible with 
most popular algorithms to use the upstream bandwidth 
resources of the EPON MAC layer, reduce uplink packet 
transmission delay, and ensure fairness between different 
optical network units (ONUs). 
This paper is organized as follows. Section II introduces 
the design principle of the EPON experiment platform and 
describes the OPNET Modeler models for EPON including 
packet format, link model, variety of node models, and 
process models. Simulation parameters and performance 
evaluation purpose are presented in Section III. Section IV 
concludes the paper followed by references. 
II. PRINCIPLE OF DESIGN 
Network simulation software tools include NS2, 
OMNET++, and OPNET Modeler. Since 1986, OPNET 
Modeler software has been developed rapidly and steadily as 
a high technology network planning, simulation, and analysis 
tool. The importance of OPNET in the communications, 
defense, and computer networking is widely recognized. Our 
network simulation is based on OPNET Modeler 16, and the 
main steps of simulation will be presented as follows. 
Step 1: Packet frame design. Understanding the function 
and purpose of different control frame formats of multi-point 
control protocol (MPCP) [2] is a prerequisite for the packet 
format simulation of EPON. Then, Packet Format tool was 
used to design different network packet frames (different 
DBA algorithms may have different formats, thus packets 
can also be temporarily defined). 
Step 2: Link model design. As described in [3], EPON 
uplink and downlink transmission wavelengths are 1,310 and 
1,510 nm, respectively. To archive this, we may need two 
kinds of link models. In EPON, the transmission type for 
OLT and POS, POS and ONUs, or ONU and end users is 
point-to-point (P2P) or point-to-multipoint (P2MP) link 
model, which can be set up by modifying OPNET existing 
link models library such as point_to_point_link_adv. 
Step 3: The entire architecture of EPON design. As in 
Fig.1, this research will implement the tree topology scenario, 
which is established by using the Project model. 
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Step 4: Node and process model design. EPON Project 
framework should include some ONUs nodes, many end 
user nodes, a POS node, and an OLT node. They can be 
installed separately by using Node Model option, and each 
node consists of several state machine or process 
components that can be created by using Process Model. 
Most state machines need their own programming code to 
implement different programs or algorithms. 
To obtain and analyze simulation results, using 
Configure Simulation pop-down menu to set a specific 
scenario simulation feature, the debugger finds the module 
written in error or is unreasonable in the EPON Project. 
After further testing, the result can be obtained, and the 
results can be observed by using Analysis Configuration tool. 
OLT
ONU1
ONU2
ONUn
…
 …
R
RD
End Users
End Users
End Users
POS
 
Figure 1．The EPON model used in OPNET simulations [5] 
A. Packet Format 
1) GATE Frame 
The GATE frame can be established by OPNET as in Fig. 
2. The field of type is 8808 and the field of Opcode is 0002. 
 
 
2) REGISTER Frame 
The structure of REGISTER frame can be seen from 
following Fig. 3. 
 
 
3) REGISTER_REQ Frame 
The structure of REGISTER_REQ frame can be seen in 
Fig. 4. 
 
4) REGISTER_ACK Frame 
      The structure of REGISTER_ACK frame can be seen in 
Fig. 5. 
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Figure 2． The GATE frame  
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Figure 3. The REGISTER frame 
Preamble
(40bits)
MAC_ID
(16bits)
SFD
(8bits)
Dst_add
(48bits)
Src_add
(48bits)
type
(16bits)
Opcode
(16bits)
Timestamp
(32bits)
Flag
(8bits)
Pending
(8bits)
Pad
(304bits)
FCS
(32bits)  
Figure 4. The REGISTER_REQ frame 
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Figure 5. The REGISTER_ACK frame 
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5) REPORT Frame 
The part of REPORT frame can be seen in Fig. 6. 
 
 
The REPORT frame design is more complex than others 
are, such as those described in [2][3]; because the data 
portion of the frame can be recycled up to 13 bytes, the 
maximum length of the Ethernet data frame should be 1,518 
bytes. Including the Header and IGF parts, the total should 
be 1,538 bytes. Compared with other control frames, each 
fields of the REPORT data portion, whatever its length or 
value, should not be set up initially. Following cases explain 
some typical situations. 
Case 1: Assuming only one queue (normally 8 queues 
total) is occupied by data. For example, data inside queue 5 
are 1,538×13=19,994 bytes. Thus, the REPORT frame of 
this case should be described as the value of number of 
grants/flags should be 13, Report bitmap 0–12 should be 
00001000, and the value of Queue 5 REPORT 0 should be 
the sum of all data, which is no more than 1,518 bytes inside 
Queue 5. Then, the value of Queue 5 REPORT 1 should be 
the sum of all data that does not exceed 1,518×2 bytes inside 
Queue 5, and so on. The value of Queue 5 final REPORT 13 
should be the sum of the entire length of Queue 5. 
Case 2: Queues 1–8 have data, and the data size of each 
queue is less than 1,518 bytes. The REPORT format can be 
described as the value of number of grants/flags is 1. The 
value of REPORT bitmap is 11111111, thus REPORTs 
Queue 1–8 will be sent to OLT for OLT to have the status of 
each ONU. 
Case 3: Queues 1–8 have data, but the data size inside 
each queue is more than 1,518×3 bytes. The REPORT 
format can be explained as the value of REPORT bitmap 0 
and 1 should be 11111111, but the value of REPORT bitmap 
2 is 11000000. Report 0 should include information of all 
data less than 1,518 bytes inside Queues 1–8. Report 1 of 
Queues 0–1 will report information of all data less than 
1,518×2 bytes, and Report 1 of Queues 2–7 will have the 
information of all data inside Queues 2–7. Report 2 will have 
all information of data inside Queues 0 and 1. 
In this research, all values of bitmaps, pads, and reports 
are not set up at the beginning, thus their value will be 
dynamically assigned inside the queuing model of ONUs. 
B. Link Model 
Inside the OPNET link model library, the three types of 
popular link models are P2P link, Bus_adv, and 
Ethernet_adv. In this research, link models will be P2P link 
and Bus_adv, which will mainly be used to establish a 
connection between ONUs and end users. The simulation 
parameters of link model are in Tables I and II. 
 
Table I.  THE POINT_TO_POINT_LINK_BASE LINK MODEL   
Data rate 1Gbps 
Ecc model Ecc_zero_err 
Error model Error_zero_err 
Prodel model Dpt prodel 
Tx model Dpt txdel 
Delay 0.0 (temporarily) 
Packet Ethernet 
 
Table II.    THE BUS_BASE LINK MODEL 
Data rate 100Mbps 
Ecc model Dbu_err 
Error model Dbu_err 
Prodel model Dbu prodel 
Tx model Dbu txdel 
Delay 0.0 (temporarily) 
Packet Ethernet, 
REGISTER, 
REGISTER_ACK, 
REGISTER_REQ, 
REPORT, GATE 
C. The OLT Node Model 
The OLT node model can be seen from Fig. 7. The server 
node takes full responsibility for dealing with data, reports, 
and grants. Sink is used to destroy incoming overflow 
packets to end the package lifetime, recovery, and release 
their occupied resources because they will take up memory 
space. Many packets generated in the sample source must be 
destroyed in corresponding nodes and those resources should 
be freed. At the same time, the sink node needs to complete 
the analysis of the package. 
 
Figure 7.  The OLT node model 
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Figure 6. Part of the REPORT frame 
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Fig. 8 shows that when the system enters initialization, it 
directly enters the idle state and stays idle until packets 
interrupt. After packets arrive at the OLT, the process state 
PK_Arrival will detect whether arrived packets are REPORT 
frame, REGISTER_ACK frame, or REGISTER_REQ frame. 
If it is REPORT frame, the packet will be sent to Report 
process state to store the information on the queuing 
condition of each ONU. The process state of Report will take 
responsibility for detecting and identifying the MAC ID and 
RRT[i] of each ONU before storing its information. If they 
are REGISTER frames, the system will start the registration 
process. The process state of Scheduling is trigged by Timer 
(this approach is triggered by the remote). Bandwidth 
allocation algorithms mostly work inside this processor, 
where OLT will calculate the number of grants, the start time 
of each grant, the length of each grant, and so on. In this state, 
OLT will set the start and end times of each cycle polling. 
 
 
Figure 8.  The process model of the OLTserver 
 
Table III.   FUNCTION OF THE OLTSERVER PROCESS MODEL 
Node Process Function 
 
 
 
 
 
OLTserver 
Init Initialize the 
system 
PK_Arrival Analyze the type of 
incoming packet 
Report Receive reports 
and analyze statistic 
Scheduling Get grant message, 
analysis, DBA 
computation 
Grant Finish granting and 
then broadcasting 
Idle Waiting 
 
Timer process state model can be seen in Fig. 9, where 
after initialization, the state becomes idle. Two reset process 
states include MPCPreset and Reset_time. The MPCPreset 
records 1 s time, when OLT receives packets from any ONU 
in this 1s time, it will start interrupting, and then reset the 
time of the MPCP reset state to 0. Reset_time is a record of 
50 ms time. If ONU does not send packets to OLT during 
this time, then OLT determines that this ONU has 
disconnected or dropped. It will trigger Dereg interrupt to 
deregister this ONU in the deregistering process model. 
NEXT_TQ_interrupt is mainly used to count or determine 
whether the value of Timer has reached the starting time for 
the next cycle polling or the next timeslot starting point. 
Figure 9.  The Timer process model 
D. The ONU Node Model 
The ONU process model can be designed as in Fig. 11. 
This process model solves two problems. One is when 
receiving the data packet from different sample source; the 
packet is placed into the appropriate priority queue inside the 
buffer processor. If the buffer is not enough, low priority 
packets may be deleted to give high priority data enough 
room. Another is when ONU receives the grant message, the 
data for the same priority is sent using the First In First Out 
(FIFO) in accordance with highest to lowest priority data 
transmission queue. From the description, ONU has nothing 
to do with the bandwidth allocation; it simply accepts the slot 
allocated to it, and sends upstream data and request. The 
ONU node model can be seen from Fig. 10. 
 
 
Figure 10.  The ONU node model 
 
 
Figure 11.  The process model of the ONU 
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Table IV.   Function of ONU process models  
Node Process Function 
 
 
 
 
ONU 
Init Initialize the system 
Buffer Queuing management 
Grant Deal with grant 
message and send request 
information 
Idle Waiting 
 
E. Passive Optical Splitter 
The passive optical splitter node model is shown in Fig. 
12. The main function of POS is to acquire data and report 
information from each ONU, and then broadcast the grant 
information and data to each ONU. 
 
 
Figure 12. The Passive Optical Splitter (POS) node model 
 
III. PERFORMANCE EVALUATION  
This section analyzes two classic bandwidth allocation 
algorithms of EPON uplink from the simulation perspective 
based on our EPON experiment platform. As mentioned in 
[8], the two kinds of popular bandwidth allocation 
algorithms are IPACT [6] and static bandwidth allocation 
(SBA) [7] algorithms. Therefore, we will compare them in 
this section to practice and improve our EPON experiment 
model. 
 
Table V.    SIMULATION PARAMETERS 
Compared with static schemes and other fixed timeslot 
DBA algorithms, the IPACT algorithm allocates timeslots to 
each ONU according to the request needs of the appropriate 
timeslot by each ONU, which can improve the bandwidth 
utilization of the uplink. Compared with the static algorithm, 
IPACT has the advantage on bandwidth utilization. The 
network in Fig. 13 will be established to compare three cases. 
 
Figure 13.  The EPON simulation platform 
A. Case 1 
The 16 OUNs and the sending packets are turned up 
through the EPON upstream. The bit rate of each ONU is set 
to 62.5 Mbps, which is consistent with network load = 
(62.5×16/1,000) ×100% = 100%, thus all algorithms can 
reach bandwidth utilization limits. The time of registration 
should be the polling cycle time, and the registration period 
of the static algorithm is 1 ms. The maximum distance is set 
furthest from the system. For example, if the distance is 12 
km, RTT is about 120 µs. The comparison results of the 
static and IPACT algorithms are in Fig. 14. 
 
Parameters Description Value 
R Bit rate  1Gbps 
RD Bit rate between ONU 
and end users 
100Mbps 
N Number of ONUs 16 
Dround Round-Trip propagation 
delay 
100  
Tguard Guard time between 
timeslots 
1  
Wmax Maximum transmission 
windows 
15000Bytes 
Bmax Maximum buffer size of 
each ONU 
10MB 
D Distance between OLT 
and ONUs 
10-20km 
Tcycle Maximum cycle time 2ms 
Spacket Packet size  64-1518 
Bytes 
©2011 Zhiwen Peng                                                                                                     Page 149 
 
 
Figure 14.  Comparison of average bandwidth utilization under case 1  
The difference between static and IPACT in the figure is 
due to the presence of the registration period, but IPACT has 
more obvious advantages on bandwidth utilization. 
B. Case 2 
Only 10 OUNs are turned on and keep sending packets 
through uplink to the OLT. Their bit rate is set to 100 Mbps. 
The other six OUNs in the simulation time have nothing to 
do. The same network offered load = 100% to reach 
bandwidth utilization limits. The comparison results of the 
static and IPACT algorithms are in Fig. 15. 
 
Figure 15.  Comparison of average bandwidth utilization under case 2 
In Fig. 14, the bandwidth utilization difference generated 
between the two algorithms is not only because of the 
registration period, but more importantly, because of 
intrinsic characteristics of the static algorithm, which 
allocates timeslots not based on the actual requirements of 
each ONU’s queue, except according to the own distribution 
of the number of activated ONUs. 
C. Case 3 
Only 10 OUNs are turned on and keep sending packets 
through uplink to the OLT. Their bit rate is set to 72 Mbps. 
The other six OUNs in the simulation time have nothing to 
do. Network offered load is 72%. The comparison results of 
the static and IPACT algorithms are in Fig. 16. 
 
Figure 16.  Comparison of average bandwidth utilization under case 3 
Fig. 16 results shows that compared with static schemes, 
IPACT greatly reduces losses in unused timeslot and 
registration windows to improve the upstream bandwidth 
utilization of EPON. 
 
IV. CONCLUSION 
OPNET Modeler does not provide a standard EPON 
network library. To provide future compatible EPON 
research simulation platform, some underlying models, 
which include a network scenario, the three-node model 
(OLT, POS, and ONU), and relevant process models should 
be set up into the OPNET modeler library. 
This article describes a novel EPON model to provide the 
general experiment platform for EPON to measure 
bandwidth utilization, average packet delay, average cycle 
time, average queue length of ONU, and other simulation 
parameters. The performance of different DBA algorithms 
can be modeled and simulated. This model can be 
compatible with most DBA algorithms. Thus, the entire 
EPON model does not need to be changed, and new 
bandwidth allocation algorithms only need to become C/C++ 
code, which should be placed into the relevant process model. 
This novel model will contribute to OPNET Company as an 
open source project to accelerate the development of the 
EPON simulation platform. 
This paper briefly describes the OPNET modeling 
mechanism. Thus, a detailed description of the EPON 
network modeling process was introduced. Based on the 
established model and focusing on the EPON upstream, 
channel access technology was simulated. For simplicity, 
this paper only models, simulates, and compares the two 
most popular DBA [6] [7] algorithms. Simulation results 
show that the performance of the IPACT algorithm is 
significantly higher than the performance of the SBA. 
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