Wireless sensor network (WSN) is a collection of smart sensor nodes cooperated together for achieving the desire of the assigned application. However, these nodes suffer from different limitations, including limited energy sources and limited processing capabilities. 
Introduction
Recent developments in microelectromechanical system (MEMS) and wireless technologies allowed the usage of wireless sensor networks (WSNs) in numerous applications. These applications include battle field, environmental and health monitoring [1] . Typically WSNs are composed of large number of smart nodes equipped with task-oriented sensors for detecting and reporting physical measurements after deployment. Nodes are designed to be self-organized and to coordinate with each other to deliver sensed information among them and the base station (BS)/sink node. These networks can be of different forms, including multihop or hierarchical-based networks. On the other hand, these nodes suffer from limited energy source, small memory footprint, and limited processing as well as limited communication capabilities. Using radio circuits for transmitting and receiving information leads the drainage of the limited energy, which is directly proportional to the distance between transmitters and receivers. Thus, it is inefficient for far away nodes to transmit their sensed data directly to the sink node. With this in mind, flat networks such as sensor protocol for information via negotiation (SPIN) [2] and directed diffusion protocol [3] , where all nodes play the same role of sensing and delivering data, can lead to faster depletion of the individual nodes. On the other hand, hierarchical organization of nodes into clusters with cluster heads (CHs) responsible of relaying messages from cluster members to the sink node was proved to prolong the lifetime of the network and process data efficiently [4] . Different clustering algorithms have been proposed such as Low Energy Adaptive Clustering Hierarchy (LEACH) [5] and Hybrid Energy Efficient Distributed Clustering Approach (HEED) [6] . CH relationship selection in LEACH and HEED is based on probabilistic models, where CHs may not evenly distributed in the monitored field. As a result, large number of nodes might not be clustered and are forced to communicate directly with BS that leads to faster energy depletion. Many researchers have studied fuzzy logic targeting the clustering problem [7] , [8] .
On the other hand, data generated by nearly deployed nodes is often highly correlated which leads to huge amount of redundant data to be sent to BS. Taking such redundancy into consideration, the main goal of Data aggregation algorithms is to aggregate the sensed data reported by individual nodes. In fact, aggregation eliminates redundancy before sending the fused data to the BS in energy efficient manner with minimum latency [9] , [10] . There are different metrics used to judge the optimality degree of the different protocols targeting constrained resources 1 networks like WSNs, including network lifetime, latency and data accuracy [10] .
Uncertainty is the purpose of using fuzzy logic in the most of the applications, including control systems, pattern recognition and decision making. For instance, Kim et al. [11] proposed a trust model using fuzzy logic in WSNs to distinguish proper sensor and abnormal sensor. Fuzzy logic is also utilized for much more intelligent strategies like extracting features from environment by building 3D model [12] . Fuzzy logic is also utilized with neural networks in "neuro-fuzzy" framework to generate fuzzy rules in applications where the experts only have history of trial and error samples as illustrated in [13] , [14] .
Fuzzy logic is also utilized in many of the WSN algorithms, including clustering and aggregation. In this paper, we also introduce fuzzy logic as a proper clustering and aggregation method. The novelty of our work is in (i) introducing fuzzy-based clustering technique that takes node's residual energy, density and number of features sensed in multimodal WSNs during cluster forming and (ii) proposing an aggregation technique-based fuzzy score to identify the uniqueness/importance of the reported data from the individual nodes to the CHs. The accurate aggregation takes sensors coverage and overlapping into account. Our proposal is considered very applicable for multimodal sensing applications, where with one network requires the maximum coverage with the current CHs while sensing number of features at the same time.
The rest of this paper is organized as follows: Section 2 provides an overview on related work; in Section 3, C-DAMM (fuzzy-based clustering and data aggregation for multimodal WSN) scheme is introduced; the performance analysis to the proposed schemes is elaborated in Section 4 and finally this paper is concluded in Section 5.
Related Work
Energy and accuracy are two conflict requirements in WSNs. Some proposed techniques may consider accuracy as the major concern in their operations while violating the energy limitations of wireless sensor nodes. On the other hand, LEACH proposed in [5] , [6] is considered the top famous clustering algorithm in WSNs and suited in numerous applications that involve periodic reporting information from individual nodes in energy efficient manner. LEACH operation consists of two phases, which are setup and steady-state phases. In the setup phase, nodes capable to operate as CHs for the current round advertise their CH membership to neighbours. The rest of nodes select the proper CH based on received signal strength indicator (RSSI). Each node can announce itself as CH by generating random number which is then compared to predefined threshold. During steady state phase, cluster members report sensed data to their CHs where it is possible to aggregate and fuse the received data to be reported to the BS. LEACH performs random rotation of the CH membership between nodes for load balancing. However, LEACH does not take heterogeneity factor into consideration while assuming the capability of all sensors to reach BS if needed, even was several hops away.
Ran et al. [7] enhanced LEACH CH selection using fuzzy logic module entitled (LEACH-FL). LEACH-FL takes three input fuzzy variables into consideration which are the node distance, node density and battery level. The fuzzy output is the probability that the node announces itself as CH for the current round. The authors claimed that LEACH-FL improved energy consumption compared to the basic LEACH. However, LEACH-FL depends on a hard assumption in which nodes are assumed to be aware of their coordinates in the field. This assumption is difficult especially for large number of low-cost sensor nodes. In addition, LEACH-FL did not take the different number of features sensed by sensor nodes in case of multimodal WSNs.
On the other hand, Gupta et al. [8] proposed a fuzzy logic approach in which appropriate CHs are elected based on three fuzzy descriptors: (i) residual energy of the node, (ii) concentration factor and (iii) the centrality factor of the node with respect to neighbour nodes within its range. However, the CHs are elected by the BS in each round. Using the three descriptors, the sink node calculates the chance of each node to become CH, taking into consideration that BS is more powerful with sufficient memory, power and storage than sensor nodes. However, the algorithm is a centralized algorithm and assumes that nodes have GPS and transmit their locations to the BS as well as other information such as their residual energy. Consequently, the BS executed the fuzzy logic controller based on the received locations and sends back to the specified CH nodes. Such scenario is almost impossible in large-scale networks where not all nodes can have GPS, also sending the GPS information of all nodes to the BS consumes a lot of the sensors energy. Our proposal in this paper is a distributed algorithm that takes into consideration the coverage of the nodes without sending all of the nodes information to a centralized node as well as there is no need for GPS to be used.
Fuzzy HEED Virtual ECC Group Key (VEGK) proposed in [15] is a security protocol called VEGK benefits from nodes' clustering for higher energy saving. HEED clustering protocol is considered LEACH extension dealing with the residual energy of the node as primary parameter and the network topology features as a secondary parameter in CH membership selection. HEED and LEACH are based on probabilistic models in CHs selection, CHs may not evenly be distributed in the field and large number of nodes might not be clustered. This leads to faster depletion of the network's lifetime. VEGK-modified HEED CH selection by fuzzy logic score approach is based on the node's Residual energy, Centrality factor (the average summation of the distances between the node and neighbours) and the Connectivity factor (the number of neighbours). Each node during the CH Announcement phase broadcasts its score within its neighbours and hears their scores. Highest score node is the CH for the current round. Then secure tree is established among those CHs rooted at the BS, to ensure the network connectivity, decrease energy drainage and ensure secure data aggregation. This protocol does not need nodes to be aware of their locations after deployment, which is considered cost efficient for dense sensor networks. 2
The aggregation procedure introduced in these described clustering schemes is focusing on the general collection of the reported information from the individual nodes then forward the final message. However, the previously proposed schemes do not take into account the similarity and high correlation in the reported information. Lazzerini et al. [16] proposed a fuzzy approach for data aggregation. Node maintains an estimate on the aggregated value, weighted average between this estimate and the new value received by the neighbour node or by its own sensor is performed, finally the node decides either to further propagate the data along the network or not. This algorithm follows the flooding-based aggregation technique with no specific topology of the network. The aggregation is performed by each node in the network when either new value is available from the sensor or a new value has been received from a neighbour. However, depending on flooding technique may be inefficient incase of hundreds of nodes for message repetition with no guarantee to reach the BS. Also, receiving broadcasts from the neighbours leads to faster depletion of the limited energy. In addition, this algorithm did not take the multimodal WSNs case into consideration.
A common problem associated with the previous clustering and aggregation algorithms is that they ignore the density of the nodes and their redundant data as well as the number of features that might be sensed by each node in case of multimodal networks. In addition, the previous algorithms either concentrate on the clustering or data aggregation not both together which, in our opinion, are related and can be effective if they used together.
Fuzzy-Based Clustering and Data Aggregation for Multimodal WSN (C-DAMM)
In this section, we introduce our proposed scheme C-DAMM. The aim is to group nodes into clusters with CHs chosen properly to save the network lifetime in terms of decreasing the number of unclustered nodes. In addition, we propose accurate data aggregation scheme based also on fuzzy logic taking the sensing ranges' overlap of the nearby deployed nodes into consideration. Our scheme targets the multimodal WSNs as well as the single modal networks. In the following subsections, we elaborate on our clustering and aggregation algorithms.
This paper used fuzzy logic for clustering and for aggregation, both depends on fuzzy controller that takes number of fuzzy inputs and calculates the output fuzzy score. Our fuzzy calculates the output fuzzy score using centre of gravity technique for the area created by the inputs [14] . The ranges of the linguistic variables for both input and output are application dependent, for this paper the ranges are equally divided and can be changed according to the experts view. For clustering, the highest fuzzy score nodes will be the CHs for the current round, as will be explained in Section 3.1. For aggregation, the CH aggregates weighted by the uniqueness fuzzy score calculated by the cluster members will be explained in Section 3.2.
Fuzzy-based Clustering
The proposed fuzzy clustering algorithm consists of the following phases that are also summarized in Algorithm 1.
Algorithm 1: Fuzzy-based clustering
Directly after deployment Phase 1: Neighbour discovery Step 1. Each node broadcasts Hello message with power level L holding:
(i) identifier, (ii) sensing range and (iii) list of sensed features.
Step 2. Nodes save the received information into:
• "List L": Nodes within the communication range and their feature lists.
• "List S ": Nodes that overlap with the node's sensing range, per feature.
For each new clustering round Phase 2: Cluster head announcement Step 1. Each node calculates its CH candidate fuzzy score, using fuzzy controller of Fig. 2 , based on its current:
(i) residual energy, (ii) degree factor and (iii) similarity factor.
Step 2. Each node broadcasts the calculated score with power level L, for nearby neighbours.
Step 3. Highest score nodes within its neighbours become CHs this round.
Phase 3: Data aggregation
Step 4. Each node reports its sensed information to its registered CH.
Step 5. The CH aggregates all received messages into one message to be sent to the Sink node.
Loop back to Step 2
Phase 1: Neighbour Discovery
Directly after the random deployment of the nodes, each node broadcasts a Hello message with power level L to be heard by the neighbour nodes within its communication range. This announcement could be on the following format:
As given in (1), each node broadcasts a message contains its own identifier ID, its sensing range (S) and list of its sensed features (F x ). For example, temperature sensor with identifier (F 1 ), humidity sensor with identifier (F 2 ), motion sensor with identifier (F 3 ), and sensing range (S 1 ) are associated with the node ID.
Each neighbour node saves the received information into two lists. The first list, named "List L", holds all nodes within the communication range L with their feature lists. This information is computed based on the nodes' signal strength. The estimated sensors' location is more than enough as we are using the fuzzy logic that deals with such uncertain information. The second list, named "List S ", contains nodes within "List L" that overlap with the node's sensing range S. As depicted in Fig. 1 , there is a 3 
Phase 2: Cluster Head Announcement
In this phase, each node can announce itself as CH according to a score function based on our proposed fuzzy logic controller. The fuzzy variables considered in the controller are:
• Residual energy: The remaining amount of energy in the node
• Degree factor: The number of nodes within "List L"
• Similarity factor: The ratio between the length of the node's feature list and the number of different features sensed by neighbour nodes within "List L". This ratio is then normalized by the maximum number of features sensed by the whole network, which is predefined before deployment. The used linguistic variables for the crisp input are limited to three variables which are low, medium and high for the residual energy as shown in Fig. 2(a) . On the other hand, few, medium and numerous are for the degree factor and far, adequate and close are for similarity factor as shown in Fig. 2(b and c) , respectively. The fuzzy set for the output is represented using five linguistic variables which are very low, low, medium, high and very high as the node's CH candidate score, as shown in Fig. 2(d) . Figure 2 (e and f) shows the fuzzy rules table and the CH candidate fuzzy score diagram, respectively.
Each node broadcasts a message holding its own ID in addition to the calculated CH candidate score (Score ) with power level L. These announcements follow the format of (2) During clustering steady-state phase, each node reports its sensed information to its registered CH. The CH aggregates all received messages into one message to be sent to the Sink node. The fuzzy clustering procedure is summarized in the pseudocode shown in Algorithm 1. The details of the aggregation scheme are presented in the following section.
Fuzzy Aggregation Scheme
The previous fuzzy clustering algorithm can be updated for accurate data aggregation using a fuzzy aggregation scheme. This scheme takes sensing ranges overlap between nearly deployed nodes into account and it is described in the following phases as given in Algorithm 2.
Algorithm 2: Fuzzy aggregation scheme Directly after deployment Phase 1: Neighbour discovery phase Step 1. Each node broadcasts Hello message with power level L holding:
Phase 2: Uniqueness Measurement phase
Step 3. Each node calculates its uniqueness fuzzy score per feature reported with respect to neighbours of "List S ", as shown in Fig. 4, based on: (i) sensing range, (ii) overlap factor and (iii) centrality factor.
Step 4. Each node broadcasts a message holding its calculated UF per feature with power level L.
For each new clustering round Phase 3: Cluster head announcement phase
Step 5. Each node calculates its CH candidate fuzzy score, as shown in Fig. 2, based on: (i) residual energy, (ii) degree factor and (iii) similarity factor.
Step 6. Each node broadcasts the calculated score with power level L.
Step 7. Nodes with the highest score within its neighbours become CHs this round.
Phase 4: Data aggregation phase
Step 8. Each node reports its sensed information to its registered CH.
Step 9. The cluster head aggregates all received messages weighted by cluster members' UFs per feature into one message to be sent to the Sink node.
Loop back to Step 5 
Phase 1: Uniqueness Measurement Phase
Based on our belief that clustering and aggregation could perform much better if they merged together, this phase benefits from the previously computed information during the clustering operation. During neighbours discovery phase, nodes collected some information related to the sensing and communication of nodes recorded in both lists "List S " and "List L". Based on these information, now each node calculates its uniqueness/importance with respect to its neighbours of "List S " in terms of its upcoming sensed information. This uniqueness score (UF ) is calculated per feature according to a fuzzy logic module with variables stated as follows:
• Sensing range : The coverage range of the node.
• Overlap factor : The number of nodes within "List S " that overlap with the specified node in terms of its sensing range per feature. As an example, as depicted in Fig. 3 , node A's feature list contains F1 and F2. For F1, nodes B, C and D sense the same feature, thus the overlap factor of this feature is 3. However for F2, nodes B and D only sense the same feature, thus the overlap factor of F2 for node A is 2.
• Centrality factor : The average summation of the estimated distances between the node and neighbours within "List S " per feature. In other words, the centrality factor represents how far the node from its neighbours in terms of their sensing ranges. The small value for certain feature indicates the high overlap between the sensing ranges for this feature; thus it decreases the importance of the reported information by this node with respect to this feature. For example, as shown in Fig. 3 , for F1, nodes B, C and D sense the same feature as node A. Therefore, the centrality factor of F1 is calculated according to the estimated distances from node A to nodes B, C and D, respectively. However for F2, nodes B and D only share sensing it with node A. Consequently, the centrality factor of F2 is calculated according to the estimated distances from node A to only nodes B and D, respectively. The used linguistic variables for the crisp input are also limited to three variables which are low, medium and high for the three factors. The fuzzy set for the output is represented using five linguistic variables which are very low, low, medium, high, and very high as measure of the uniqueness of the node within the nearby nodes per feature as shown in Fig. 4 . It is clear that UF is calculated only once and will be saved by neighbours for future usage. Each node broadcasts a message holding its ID in addition to the calculated UF per feature with power level L. This announcement could be in the format provided by (3) . 
Phase 2: Accurate Data Aggregation
During clustering steady-state phase, each node reports its sensed information to its registered CH. The CH aggregates all received messages weighted by cluster members' UFs per feature. This uniqueness will enhance the accuracy of the final aggregated measurement by focusing on the nodes with nonoverlapping sensing ranges than that of overlapping sensing ranges from the nearby nodes. The fuzzy aggregation procedure is summarized in Algorithm 2. Figure 5 . Tree of the CHs with the BS as the root.
Phase 3: Secure Clustering and Accurate Data Aggregation
Virtual ECC Group Key for Wireless Sensor Networks (VEGK) proposed in [15] is considered a New Security framework merging ECC with symmetric pairwise keys for secure hierarchal heterogeneous WSNs. VEGK is based on the CH membership rotation to exert additional difficulties on the adversary with no costly tamper proof of certain nodes and small memory storage is required to store the public keys. VEGK makes good use of merged security with clustering for energy saving. To ensure secure connectivity, VEGK proposed secure tree establishment among the CHs rooted at the BS. VEGK was proved to establish secure framework against wide range of network attacks with minimum energy dissipation. To secure the aggregated data as well as the sensed data, we tend to use VEGK as part of our clustering and aggregation schemes. VEGK falls into five phases. During the first phase "Pre-deployment Key Distribution", the network is divided into virtual groups with ECC public and private key assigned for each. Regardless positions in the field, each node is randomly assigned to a single group and is preloaded with its identifier and its private key besides the public keys of all groups, also nodes preloaded with unique identifier and ECC private and public key pair for its own. During the second phase "Neighbours Discovery ", each node broadcasts an encrypted message with low power. Neighbours decrypt the message using the corresponding group public key, save the node's id and public key. For "CH Announcement " phase, each node capable to operate as CH for the current round announces itself to neighbours with low power message. Candidates with the highest fuzzy score will be selected as CH. Others can safely delete the private key of their group. During the "CHs Tree Construction" phase, selected CHs join the tree by an encrypted Join-Tree-Request message sent with higher power. CHs decrypt, save, and verify messages heard with no reply. BS hears from the closest CHs, saves, verifies and replies with encrypted Accept-Tree-Joining message with "first level" notification and session key. The first level CHs reply to all previously saved CHs, with "second level" notification and session key. This process is repeated till a tree of CHs is constructed, as shown in Fig. 5 .
During the last phase "Clusters Formation", each CH sends an encrypted Join-Me request to all of its neighbours. The node replies with Join-Accept message. Extra message (S-Key message) is transmitted from the CH to each, for 6 session key and time slot identifier. VEGK can be applied on both multimodal fuzzy base clustering and the accurate data aggregation proposed to ensure full network security and connectivity.
Performance Analysis
In this section, we evaluate our proposed clustering and aggregation schemes. Experiments are performed using our own simulator written on Matlab. Different algorithms are implemented for comparison purpose such as basic LEACH, LEACH-FL, and Gupta scheme as well as ESPDA for data aggregation. The network size is assumed N = 1,000 as the number of node deployed in an area A = 1,000 m × 1,000 m. Nodes transmission range is set to L = 100 m while the nodes sensing range is set to randomly selected from 10 m to 30 m.
Case 1: Efficient Node Distribution
In this set of experiments, the number of unclustered nodes is used as a measure for the CH distribution, because efficient distribution of CHs per round covers larger areas in the field. Thus efficient distribution of CHs decreases the number of unclustered nodes in the field, avoiding these unclustered nodes from the direct communication with the BS and saving the total residual energy of the whole network. The energy saved by our fuzzy logic clustering due to CHs efficient distribution is compared to the previously described algorithms which are LEACH, LEACH-FL and Gupta scheme. Table 1 shows the number of unclustered nodes during the first four rounds of the compared algorithms. The presented results are limited to only four rounds due to the similarity of these rounds to the later rounds of the algorithms. As can be seen, our proposed fuzzy clustering is outperforming other algorithms almost during all of the rounds. For instance, in the second round (R2), the number of unclustered nodes in LEACH is 275 nodes out of 1,000 nodes, LEACH-FL leaves 248 nodes without CHs, 180 nodes are not clustered when Gupta scheme is used, while only 154 nodes are left without CHs using our fuzzy clustering algorithm (C-DAMM).
Case 2: Energy Overhead
To examine the efficiency of our proposed algorithms in terms of energy overhead, the used energy model follows Table 1 Number of Unclustered Nodes during Different Rounds Round Number R1 R2 R3 R4 Model LEACH [4] 224 275 238 254 LEACH-FL [7] 185 248 205 185
Gupta scheme [8] 203 180 213 244 C-DAMM 132 154 235 175 (our fuzzy clustering scheme) the footsteps of the one proposed in [17] . The energy expended during transmission for an M bit message a distance d is given in (4):
where E elec is the energy dissipated by the radio circuit for either sending or receiving and its value is set to 50 nJ/bit. E amp is the energy dissipated using the transmitter amplifier and its value is equal to 100 pJ/bit/m 2 . γ is the path loss exponent and equal to 2. On the other hand, energy expended during receiving M bit message is as shown in (5) . Taking into consideration energy dissipated by CH and non-CH nodes during single round is considered by (6) and (7), respectively.
where E DA is the energy dissipated by data aggregation and its value is set to 50 nJ/bit/report, P opt is the optimal probability of a node to become a CH and d toBS is the distance from the current CH to the BS while d toCH is the distance from the current node to the nearest CH. In addition, the size of the message sent by a node to its CH as well as it is assumed for simplicity that the size of the aggregated message sent by the CH is set to 4,000 bit message.
Based on the previous setup, Fig. 6 shows the average residual energy in each round (the summation of all remaining energies of the nodes per round divided by the network density) as a comparison between the basic LEACH, LEACH-FL, Gupta scheme and our proposed scheme. It is assumed that unclustered nodes communicate directly with the BS, beside the radio usage of sending and receiving messages is considered the main sources of Figure 6 . The average energy comparison. energy drainage per round. As shown in the figure, energy consumed by our C-DAMM scheme is very close to LEACH-FL scheme. While Gupta scheme consumes more energy as it is centralized protocol where all nodes send information to the sink node in each round. C-DAMM is considered cost-efficient solution for larger densities, as it is distributed protocol and no need to define the location of each node using identification modules like GPS.
Case 3: Aggregation Accuracy
Our proposed weighted fuzzy score aggregation takes into account the overlap between the sensors' sensing ranges. The higher overlap between sensing ranges, the lower the uniqueness of the reported information from the individual nodes. The aggregation procedure introduced in the basic LEACH, LEACH-FL and Gupta schemes is focusing on the general collecting reported information from the individual nodes then compress the final message. These previously proposed schemes do not take into account the similarity and high correlation in the reported information. However, our proposed scheme provides higher accuracy required for wide range of applications. On the other hand, ESPDA targeted aggregation of correlated reported information using codes representing the different regions of the sensed information value. However, these codes are application dependent where the ranges of these codes are specified accordingly. Thus if the accuracy level required is high, the pattern ranges are very narrow and it forces nodes to send their plain data after sending their pattern codes which it introduces more communication overhead.
For power proof, Fig. 7 shows single cluster with number of cluster members randomly deployed in square field of side length D = 150 units. Temperature changes gradually in the field from the maximum temperature (T max = 50
• ) to the minimum temperature (T min = 30
• ). As declared previously, each node calculates its UF and broadcasts it to be saved by neighbour nodes. CH after been elected collects information from the cluster members and then performs weighted aggregation with respect to the previously saved UFs. Table 2 shows different experimental results where our aggregation scheme is compared to ESPDA [18] and the averaging schemes. For fair comparison, a measured threshold has been used for each sensed feature. The data sent by the aggregator to the sink node is compared to the original value sensed by the CH (aggregator) members. If the received value is less or greater than the specified threshold, then the sensed data reported by the Figure 7 . Cluster members randomly deployed in area D × D with temperature varying from T max and T min . node is counted as unaccurate and the node is added to the unaccurate list. Therefore, the numbers presented in the table indicates the number of nodes in the unaccurate list. As shown in the table, in terms of accuracy, our proposed aggregation scheme is better than the averaging and ESPDA. For instance, in terms of 1% threshold for this small range of varying temperature in small area, only 5 nodes are listed in the unaccurate list while 6 and 11 nodes are reported by the averaging and ESPDA schemes, respectively. Even for 40 cluster members, 7 nodes are reported by our scheme and the averaging while 14 nodes reported by ESPDA.
Conclusion
In this paper, we introduced fuzzy-based clustering technique that takes node's residual energy, density and number of features sensed in multimodal WSNs as fuzzy inputs. In addition, we proposed a novel data aggregation techniquebased fuzzy score to identify the uniqueness/importance of the reported data from the individual nodes to the CHs. Our aggregation scheme takes the sensors coverage overlapping into account. Our proposed scheme is proved to select CHs for each round efficiently in terms of nodes distribution, decreases the number of unclustered nodes and saves the residual energy of the network. In addition, it is proved to consume less computational and communicational overhead than other algorithms. Moreover, our aggregation scheme -for considering the sensing ranges' overlappingturns out to be more accurate in data reporting than averaging and ESPDA schemes. Nevertheless, VEGK security algorithm is utilized for securing the aggregated data as well as the sensed data from the sensors.
