Abstract. In this article we construct the pressure form on the moduli space of higher dimensional Margulis spacetimes without cusps and study its properties. We show that the Margulis spacetimes are infinitesimally determined by their marked Margulis invariant spectrums. We use it to show that the restrictions of the pressure form give Riemannian metrics on the constant entropy sections of the quotient moduli space. We also show that constant entropy sections of the moduli space with fixed linear part bound convex domains.
Introduction
The goal of this article is to understand the geometry of the moduli space of Margulis spacetimes. Margulis spacetimes were introduced by Margulis [Mar83, Mar84] to give examples of exotic proper affine actions of nonabelian free groups. These examples were a surprise to the community due to their counter intuitiveness. Margulis showed that a non-abelian free group can act properly discontinuously and freely on R 3 via affine transformations. He used the north-south dynamics of Schottky actions to prove its existence. Meanwhile, Fried-Goldmann [FG83] showed that the Zariski closure of the linear part of such an action must necessarily lie inside a conjugate of SO(2, 1). Later on, Drumm [Dru93] classified the linear parts of such exotic actions on R 3 . He showed that any free finitely generated discrete subgroup of SO 0 (2, 1) admits affine deformations which act properly on R 3 . In this article, we will only be interested in the case where the linear parts of the non-abelian free subgroups of the affine group, which give rise to exotic proper actions, do not contain any parabolic elements.
These exotic proper actions admit very interesting fundamental domains. Drumm [Dru92] constructed explicit fundamental domains for a large class of them using something called crooked planes as the boundary of these domains. Recently, it was shown by Charrette-Drumm-Goldman [CDG15] for the case of two generator Fuchsian groups and by Danciger-Guéritaud-Kassel [DGK16] for the general case that any such exotic proper affine action admits a fundamental domain bounded by crooked planes.
The construction of exotic proper affine actions due to Margulis was later generalized by Abels-Margulis-Soifer [AMS02] . They showed, using a proximality argument, that for odd n the group SO 0 (n, n + 1) ⋉ R 2n+1 admits non-abelian free subgroups which act properly discontinuously and freely on R 2n+1 and for even n the group SO 0 (n, n + 1) ⋉ R 2n+1 does not admit any such subgroups. Subsequently but out of completely different motivations, Labourie [Lab06] came up with the notion of an Anosov representation. Furthermore, it was realized by Guichard-Wienhard in [GW12] , that the notion of an Anosov representation is closely related with the notion of proximality used in [AMS95, AMS02] . It follows that the examples constructed by Abels-Margulis-Soifer have Anosov linear part. In this article we generalize the results of [Gho17] and construct the pressure form on the moduli space of such proper actions and study its properties.
Let Γ be a word hyperbolic group, let Q be a non-degenerate quadratic form on R 2n+1 of signature (n, n + 1), let H := SO 0 (n, n + 1) be the connected component containing identity of its isometry group and let P be the stabilizer of a maximal isotropic plane under the linear action of H on R 2n+1 . Let ρ : Γ → G := SO 0 (n, n + 1) ⋉ R 2n+1 be an injective homomorphism. We say ρ is a Margulis spacetime if and only if its linear part L ρ is P-Anosov in H and ρ(Γ) acts properly on R 2n+1 . We denote the space of Margulis spacetimes by Hom M (Γ, G), the space of representations ρ : Γ → G whose linear part is P-Anosov in H by Hom A (Γ, G) and the space of PAnosov representations in H by Hom A (Γ, H). The natural projection map L : Hom A (Γ, G) → Hom A (Γ, H) which takes a representation to its linear part endows (Hom A (Γ, G), Hom A (Γ, H), L) with a vector bundle structure.
We note that G acts on Hom M (Γ, G) and Hom A (Γ, G) via conjugation and define M(Γ, G) := Hom M (Γ, G)/G.
In [Mar83, Mar84] Margulis also introduced the notion of a Margulis invariant to detect proper affine actions. Let γ ∈ Γ be an infinite order element and let ρ ∈ Hom A (Γ, G). Then the linear part of ρ(γ) has a one dimensional eigenspace of unit eigenvalue. Hence there are exactly two eigenvectors of unit eigenvalue and unit norm. One can consistently choose one of these two eigenvectors for all infinite order elements γ ∈ Γ such that certain orientation convention is preserved and define the Margulis invariant α ρ (γ) as the length of the projection of the translation part of ρ(γ) in the direction of this eigenvector (for more details please see Definitions 1.2.4 and 1.2.5). Margulis showed that the Margulis invariant spectrum of a Margulis spacetime can not change sign and conjectured that the converse is also true. A slightly modified version of the converse was proved in the Fuchsian case by Goldman-Labourie-Margulis [GLM09] and in the general case by Ghosh-Treib [GT17] . They used a continuous version of the Margulis invariant, called the Labourie-Margulis invariant, first introduced by Labourie in [Lab01] and showed that a representation in Hom A (Γ, G) is a Margulis spacetime if and only if its Labourie-Margulis invariant is non vanishing.
In this article, we use this result and the stability of Anosov representations from [Lab06, GW12] to prove the following:
Proposition 0.0.1. Let M(Γ, G) be the quotient moduli space. Then it is an open subset of the character variety and it fibers over Hom A (Γ, H)/H. Moreover, each fiber is the disjoint union of two open convex cones which differ by a sign.
Furthermore, we use the non-vanishing Labourie-Margulis invariant of a Margulis spacetime, the Anosov structure on its linear part and the theory of thermodynamic formalism developed by Bowen, Ruelle, Parry and Pollicott to show that the growth rate of the number of closed orbits whose Margulis invariants are less than some variable is exponential in that variable. In fact, we also show that the Labourie-Margulis invariant varies analytically over the moduli space of Margulis spacetimes and prove the following:
Then for ρ 1 ∈ Hom A (Γ, G) the following limits exist and are finite:
.
Moreover, h ρ is positive and the maps h, I are analytic.
Now applying the theory of thermodynamic formalism for the analytic maps h and I, we define a pressure form on the quotient moduli space. We show that:
is well defined and pr :
In fact, while characterizing the norm zero vectors of the pressure form in Proposition 0.0.3, we use an infinitesimal marked Margulis invariant spectrum rigidity result for Margulis spacetimes. Indeed, we introduce a new algebraic expression for the Margulis invariants involving adjugates of the linear parts:
Lemma 0.0.4. Let L(2n+1, R) be the space of all (2n+1)×(2n+1) matrices, let α : Hom A (Γ, G) × Γ → R be the Margulis invariant and let adj(g) be the adjugate of g ∈ L(2n + 1, R). Then for all γ ∈ Γ and ρ ∈ Hom A (Γ, G), the square of the map α can be written as a rational function in ρ(γ) as follows:
We use this algebraic property of the Margulis invariant and a modified version of the Margulis type argument for marked length spectrum rigidity, to prove the following result:
Theorem 0.0.5. Let ρ t : Γ → G be an analytic one parameter family of injective homomorphisms such that ρ 0 = ρ is a Margulis spacetime and ρ(Γ) is Zariski dense in G. Then the conjugacy class [ρ] = 0 if and only if for all γ ∈ Γ the following holds:
The above Theorem is an infinitesimal version of the marked Margulis invariant spectrum rigidity results obtained by Drumm-Goldman for dimension three in [DG01] and by Kim for the general case in [Kim05] . They proved that the marked Margulis invariant spectrum of a Margulis spacetime uniquely determines the Margulis spacetime up to conjugacy.
Finally, we use Proposition 0.0.3 and observe that the constant entropy sections play a very important role in the study of the geometry of the quotient moduli space. Hence, in the last part of our article we study the constant entropy sections in more details. We call sections of the quotient moduli space with constant entropy k to be the Margulis multiverse of entropy k. We show that,
Moreover, we combine Lemma 0.0.6 and Proposition 0.0.3 to obtain the following result describing the pressure form:
Theorem 0.0.7. Let M(Γ, G) k be the constant entropy sections of M(Γ, G). Then the restriction of the pressure form
is a Riemannian metric for all k > 0 and the signature of the pressure form on M(Γ, G) is (n − 1, 0) where n = dim(M(Γ, G)).
Lastly, we conclude our article by showing a convexity result for the Margulis multiverses. We show that the constant entropy sections with fixed linear part bound a convex domain i.e.
Theorem 0.0.8. Let ρ 0 , ρ 1 ∈ Hom M (Γ, G) k have the same linear part. Then for t ∈ (0, 1) the representations ρ t := tρ 1 + (1 − t)ρ 0 are well defined, ρ t ∈ Hom M (Γ, G) and the following holds: h(ρ t ) < k.
Similar convexity results of this nature but in different contexts were obtained by Quint in [Qui02] and by Sambarino in [Sam14a] .
Preliminaries
In this section we give a overview of the theory of Anosov representations, Margulis spacetimes and Thermodynamic formalism. Our overview will be minimal and will only state results which play an essential role in proving the results of this article.
1.1. Anosov representations. In this subsection we define Anosov representations and state some of it's properties. The study of Anosov representations was introduced in [Lab06] by Labourie to study Hitchin Representations in SL(n, R). Later on, in [GW10, GW12] the notion of an Anosov representation was extended to include representations of a word hyperbolic group into any semisimple Lie group. These initial definitions of an Anosov representation were dynamical in nature and closely resembled Axiom A flows appearing in the dynamical systems literature. Characterizations of Anosov representations in terms of more algebraic criterions made their appearance in a series of works by Kapovich-Leeb-Porti [KLP14, KLP17, KLP18] . Subsequently, alternate proofs of more dynamical flavour of the Kapovich-Leeb-Porti characterization of Anosov representations were obtained by Bochi-Potrie-Sambarino in [BPS16] . In this article we will use the dynamical definition of an Anosov representation given in [GW12] .
In order to define Anosov representations we first need to define the Gromov flow space which plays a central role in the theory of Anosov representations. Let Γ be a word hyperbolic group and let ∂ ∞ Γ be its boundary. We consider the diagonal action of Γ on
coming from the action of Γ on ∂ ∞ Γ. Furthermore, let ∂ ∞ Γ (2) ×R be denoted by U 0 Γ and for all (x, y) ∈ ∂ ∞ Γ (2) and s, t ∈ R let
In [Gro87] Gromov proved that there exists a proper cocompact action of Γ on U 0 Γ which commutes with the the flow {φ t } t∈R and which extends the diagonal action of Γ on ∂ ∞ Γ (2) (For more details see [Cha94] , [Min05] ). Moreover, there exists a metric on U 0 Γ well defined only up to Hölder equivalence satisfying the following properties:
1. the Γ action on U 0 Γ is isometric, 2. the flow φ t acts by Lipschitz homeomorphisms, 3. every orbit of the flow {φ t } t∈R gives a quasi-isometric embedding.
The quotient space UΓ := Γ\ U 0 Γ is called the Gromov flow space and by Lemma 2.3 of [GT17] UΓ is a compact connected metric space. Moreover, UΓ admits a partition of unity (See Section 8.2 of [GT17] ). We use this flow space to give the dynamical definition of an Anosov representation.
Definition 1.1.1. Let H be a semisimple Lie group, let P ± be a pair of opposite parabolic subgroups of H, let P 0 := P + ∩ P − and let Γ be a word hyperbolic group. Then an injective homomorphism ρ : Γ → H is called Anosov with respect to P ± if and only if the following holds: 1. there exist continuous, injective, ρ(Γ)-equivariant maps
there exist positive real numbers C, k and a continuous collection of Euclidean norms
H/P ± and t 0. The map ξ is called a limit map of the Anosov representation ρ.
The most important property of an Anosov representation is that it is an open condition i.e given any ρ ∈ Hom(Γ, H)/H satisfying Definition 1.1.1 for some opposite parabolic subgroups P ± , there exists a neighborhood of ρ consisting only of representations satisfying Definition 1.1.1 for the same P ± (For more details see Proposition 2.1 of [Lab06] and Theorem 5.13 of [GW12] ). Moreover, by Proposition 2.5 of [GW10] Anosov representations admit a unique limit map and by Theorem 6.1 of [BCLS15] the limit maps vary analytically.
Margulis spacetimes and the Margulis invariant.
In this subsection we state some known results in the theory of Margulis spacetimes which will be important for us to provide a context for the main results of this article and to prove them.
Margulis spacetimes are exotic examples of proper affine actions. The study of proper affine actions stems from the classification results for Euclidean crystallographic groups by Bieberbach [Bie11, Bie12] (For more details see [Fro11, Aus65, Bus85] ). Biebarbach's results show that Euclidean crystallographic groups are virtually abelian. Later on, in [Aus64] Auslander conjectured that affine crystallographic groups are virtually solvable. The Auslander conjecture is still open but it has been shown to hold true for the three dimensional case by Fried-Goldman [FG83] and for dimension less than 7 by Abels-Margulis-Soifer [AMS12] . Moreover, in [Mil77] Milnor wondered if the cocompactness assumption in the Auslander conjecture could be dropped. Answering Milnor's question, Margulis [Mar83, Mar84] showed that if the cocompactness assumption is dropped from the Auslander conjecture then the conjecture no longer holds true. In particular, he showed the existence of proper affine actions of non-abelian free groups on R 3 . An interesting property of proper affine actions observed by FriedGoldman [FG83] states that the linear part of such an action necessarily lie in some conjugate of SO(2, 1). Subsequently, in [AMS02] Abels-MargulisSoifer showed existence of proper affine actions on R 2n+1 of non-abelian free subgroups of SO 0 (n, n + 1) ⋉ R 2n+1 .
Convention 1.2.1. Let I n and I n+1 respectively denote the identity matrices of n × n and (n + 1) × (n + 1) dimensions and let | be the quadratic form on R 2n+1 whose corresponding matrix with respect to the standard basis has the form:
We denote the connected component of the group of linear transformations preserving | by SO 0 (n, n + 1). In order to simplify our notation, we henceforth denote SO 0 (n, n + 1)⋉ R 2n+1 by G, SO 0 (n, n + 1) by H, R 2n+1 by T and we denote their corresponding Lie algebras by g, h, t respectively. Moreover, we fix two (n + 1) dimensional subspaces of R 2n+1 as follows:
We note that V ± are transverse to each other and its orthogonals are maximal isotropic subspaces for H. We note that there exist exactly two vectors (0 n , ±1, 0 n ) t of unit norm in V + ∩ V − . We choose one of them and denote it by v 0 . Furthermore, let P ± respectively be the stabilizers of V ± in H with P 0 := P + ∩ P − and let Q ± respectively be the stabilizers of V ± in G with
Now we define the notion of a Margulis spacetime as follows: While showing the existence of proper affine actions of a non-abelian free group on R 3 , Margulis introduced an invariant and used it effectively to gauge properness of an affine action. Later on, in [AMS02] this invariant was extended and defined in the case of G to show existence of proper affine actions on R 2n+1 . We call this invariant the Margulis invariant and give a precise definition of it suited for the purpose of this article. But in order to define the Margulis invariant we need to first define the neutral map. Definition 1.2.4. Let G, H, P 0 , Q 0 and v 0 be as in Convention 1.2.1. We define
and note that this is well defined due to Lemma 4.1 of [GT17] . The map ν is called the neutral map.
Finally, using the neutral map we define the Margulis invariant as follows: Definition 1.2.5. Let ρ : Γ → G be an injective homomorphism whose linear part L ρ is Anosov with respect to P ± . Let ξ Lρ : U 0 Γ → H/P 0 be the limit map of L ρ and let ν be the neutral map. We define ν ρ := ν • ξ Lρ and observe that ν ρ is invariant under the flow φ. Hence, by abuse of notation we get a map ν ρ : ∂ ∞ Γ (2) → H/P 0 . Finally, we define the Margulis invariant α ρ (γ) of an element γ ∈ Γ \ {e} and corresponding to the representation ρ as follows:
where γ ± ∈ ∂ ∞ Γ are respectively the attracting and repelling fixed points of the action of γ on ∂ ∞ Γ.
In Section 2 we will show that the Margulis invariants are algebraic and using this fact we will show that the Margulis invariant spectrum is infinitesimally rigid.
1.3. The moduli space and the Labourie-Margulis invariant. In this subsection we will define the moduli space of Margulis spacetimes and state some of its properties. Let Γ be a hyperbolic group, let Hom A (Γ, H) be the space of injective homomorphisms of Γ into H which are Anosov with respect to P ± and let Hom A (Γ, G) ⊂ Hom(Γ, G) be the space of representations ρ whose linear part L ρ ∈ Hom A (Γ, H). Moreover, let Hom M (Γ, G) ⊂ Hom A (Γ, G) be the space of Margulis spacetimes. As Hom A (Γ, H) is open inside Hom(Γ, H), we obtain that Hom A (Γ, G) is open inside Hom(Γ, G). Now we will give an alternative characterization of Hom M (Γ, G) to study its properties. In order to do that we will use the notion of a Labourie-Margulis invariant. This invariant is a Livšic cohomology class of Hölder continuous functions. Definition 1.3.1. Let X be a compact metric space along with a Hölder continuous flow φ which has no fixed points and let f, g : X → R be two Hölder continuous functions. Then f and g are called Livšic cohomologous if and only if there exist a Hölder continuous function h : X → R which is differentiable along flow lines of φ and the following holds: 
Remark 1.3.4. The Labourie-Margulis invariant of a representation depends on the flow on UΓ.
Goldman-Labourie-Margulis [GLM09] used this invariant and showed the following result Theorem 1.3.5. Let Γ be a free group and let ρ : Γ → G be an injective homomorphism such that L ρ is Fuchsian. Then ρ gives rise to a Margulis spacetime if and only if its Labourie-Margulis invariant is either positive or negative.
This result was later generalized by Ghosh-Treib [GT17] for general word hyperbolic groups Γ and ρ ∈ Hom A (Γ, G). Theorem 1.3.6. Let Γ be a word hyperbolic group and let ρ : Γ → G be an injective homomorphism such that L ρ ∈ Hom A (Γ, H). Then ρ gives rise to a Margulis spacetime if and only if its Labourie-Margulis invariant is either positive or negative.
The Margulis invariant spectrum is same for two representations conjugate under the action of G. Hence, by Theorem 1.3.6 we obtain that 
We will show that C ± are the two components satisfying the properties stated above.
Firstly, the fact that C ± are open cones follows directly from the Theorem 1.3.6.
Secondly, we observe that by Theorem 1.3.6 we have (L, u) ∈ Hom M (Γ, G) if and only if (L, −u) ∈ Hom M (Γ, G). Hence, C + and C − differ by a sign change.
Thirdly
] ∈ C + . Therefore, we conclude that C ± are convex.
Finally
is both non-negative and non-positive. Hence, γ f ρ is both non-negative and non-positive for all γ ∈ Γ i.e. γ f ρ = 0 for all γ ∈ Γ and we conclude that α ρ (γ) = 0 for all γ ∈ Γ.
In Section 3 we will show that the Labourie-Margulis invariants vary analytically over the moduli space of Margulis spacetimes. Moreover, we will use this fact to define a quadratic form on the moduli space.
1.4. Thermodynamic formalism. In this subsection we provide a brief overview of the theory of thermodynamic formalism. Thermodynamic formalism is the study of dynamical systems using intuition coming from Thermodynamics of Physics. It was developed by Bowen, Parry-Pollicott, Pollicott, Ruelle and others. In Section 3, we will use this theory to define and study a quadratic form pr on M(Γ, G), called the pressure form.
Definition 1.4.1. Let X be a metric space along with a flow φ. Then φ is called topologically transitive if and only if given any two open sets U, V ⊂ X, there exists t ∈ R such that φ t (U ) ∩ V is non-empty. Now we define what is called the topological pressure. In order to do that, we define the notion of a (T, ǫ) separated set: given ǫ, T > 0 we call a subset S ⊂ UΓ to be (T, ǫ) separated if and only if for all p, q ∈ UΓ with p = q there exists t ∈ [0, T ] such that d(ψ t p, ψ t q) > ǫ. Let f : UΓ → R be a continuous function. We define:
Definition 1.4.6. Let UΓ and ψ be as above and let f : UΓ → R be a continuous function. Then P (ψ, f ) does not depend on the metric d and it is called the topological pressure of f with respect to the flow ψ. The topological pressure of the zero function is called the topological entropy of the flow ψ and denoted by h top ψ, i.e, h top ψ := P (ψ, 0). 
where R T (ψ) is the set of all closed orbits of ψ with period less than T .
The topological pressure defined above satisfies a variational principle which plays a central role in the theory of thermodynamic formalism. Let B be the Borel sigma algebra of UΓ and let µ be a Borel probability measure on UΓ which is invariant under ψ. Moreover, let F be the set of all finite measurable partitions of UΓ and for
We consider the unit time flow T := φ 1 and for any finite measurable par-
We define the measure theoretic entropy of T with respect to µ as follows:
Remark 1.4.8. Due to Abramov's Theorem [Abr59] we can use the unit time flow to define the measure theoretic entropy of ψ i.e. h(ψ, µ) := h(T, µ).
Theorem 1.4.9 (Bowen-Ruelle, Pollicott). Let ψ be as in Remark 1.4.5 and let M ψ be the space of ψ-invariant Borel probability measures on UΓ and let f : UΓ → R be any continuous function. Then the measure theoretic entropy and the topological pressure satisfy the following variational formula:
Remark 1.4.10. As ψ is a metric Anosov flow, Theorems 5 and 6 of [Pol87] (see also Section 7.28 of [Rue04] ) implies that in Theorem 1.4.9 if f is Hölder continuous then there exists a unique measure µ ψ,f such that
The measure µ ψ,f is called the equillibrium state of f with respect to ψ.
Infinitesimal rigidity
In [DG01] Drumm-Goldman showed that any two Margulis spacetimes of dimension three have distinct marked Margulis invariant spectrum. Later on, this result was generalized for higher dimensions by Kim in [Kim05] . In this section we prove an infinitesimal version of their result. We show that Margulis spacetimes are infinitesimally determined by their marked Margulis invariant spectrums. For three dimensional Margulis spacetimes this result follows from [Gho17] . The techniques used in [Gho17] to prove this result are not suitable for higher dimensions. Hence, in this article we use a Margulis type argument to achieve our goal. We show that the Margulis invariant of an element is an algebraic function of that element and use it carefully to conclude our result.
Regularity of Margulis invariant.
In this subsection we show that the Margulis invariant of an element depend algebraically on it. This algebraic dependence will be used in the subsequent sections to prove infinitesimal rigidity of Margulis spacetimes.
Lemma 2.1.1. Let L(2n+1, R) be the space of all (2n+1)×(2n+1) matrices, let α : Hom A (Γ, G) × Γ → R be the Margulis invariant and let adj(g) be the adjugate of g ∈ L(2n + 1, R). Then for all γ ∈ Γ and ρ ∈ Hom A (Γ, G), the square of the map α can be written as a rational function in ρ(γ) as follows:
Proof. Let V ± and v 0 be as in Convention 1.2.1. The stabilizer of the tuple of planes V ± under the action of H fixes v 0 and any element h inside this stabilizer can be represented as follows:
for some A ∈ GL + (n, R). Hence, for v 0 defined in Convention 1.2.1, I the identity and for all h ∈ H stabilizing V ± we have:
[
Hence, it follows from the definition of the neutral map that
Moreover, using the definition of adjugate and the fact that L ρ (γ) ∈ H we obtain:
As L ρ (γ) has an one dimensional eigenspace of eigenvalue 1 and it is generated by ν ρ (γ − , γ + ), there exists some constant a ∈ R such that:
As Q t = Q = Q −1 and gadj(g) = det(g)I we obtain:
Therefore, using Equations 2.1.2 and 2.1.1 we obtain
Finally, we again use Equation 2.1.2 and the fact that a = α ρ (γ) to get
and our result follows.
Remark 2.1.2. Let ρ t ∈ Hom A (Γ, G) be an analytic one parameter family of representations with ρ 0 := ρ and for any γ ∈ Γ leṫ
We observe that for γ 1 , γ 2 ∈ Γ we havė
Hence for all γ ∈ Γ we get (ρ(γ),ρ(γ)) ∈ G⋉ Ad g and (ρ,ρ) ∈ Hom(Γ, G⋉ Ad g). Now let π : Hom(Γ, G ⋉ Ad g) → Hom(Γ, G) be the natural projection map. We denote Hom A (Γ, G ⋉ Ad g) := π −1 (Hom A (Γ, G) ).
Definition 2.1.3. Let ρ t ∈ Hom A (Γ, G) be an analytic one parameter family of representations with ρ 0 := ρ, letρ be as in Remark 2.1.2 and let α t (γ) be the Margulis invariant of ρ t (γ). Then we definė
Corollary 2.1.4. Let ρ,ρ be as in Remark 2.1.2 and letα be as in Definition 2.1.3. Then for all γ ∈ Γ and for all (ρ,ρ) ∈ Hom A (Γ, G ⋉ Ad g) the functioṅ α is a rational function in the variable (ρ(γ),ρ(γ)).
l=1 lk l = 2n − s}. Then using CayleyHamilton's Theorem we get that for any g ∈ L(2n + 1, R) the following holds:
Bs
Finally, we use Lemma 2.1.1 and conclude our result.
Infinitesimal rigidity of Margulis invariant: fixed linear part.
In this subsection we will prove that the marked Margulis invariant spectrum determines a Margulis spacetime upto conjugacy when its linear part is kept fixed. The argument used here is similar to the Margulis type argument used in [Kim05] to show global rigidity of the marked Margulis invariant spectrum. In fact, the arguments presented in this subsection also provide an alternate proof of global rigidity of the marked Margulis invariant spectrum of elements in Hom A (Γ, G) with fixed linear parts.
Lemma 2.2.1. Let ρ t : Γ → G be an analytic one parameter family of injective homomorphisms with ρ 0 = ρ and
Proof. We observe that for γ, η ∈ Γ the following holds:
Finally, we conclude by observing that for all non identity element γ ∈ Γ the following holds: u t . Moreover, let L ρ (Γ) be Zariski dense in H. Then there exists v ∈ T such thatu(γ) = v − L ρ (γ)v for all γ ∈ Γ if and only if for all γ ∈ Γ the following holds:
Proof. We will first prove that ifα (ρ,ρ) (γ) = 0 for all γ ∈ Γ thenu is a coboundary.
As ρ 0 = ρ and the linear parts of ρ t are fixed we have ρ t = (L ρ , u t ). Hence the neutral map of ρ t remains unchanged and we obtain ν ρt = ν ρ . Let
for all γ ∈ Γ. Now using Lemma 2.1.1 we get that α is an algebraic equation on G. Hence the Zariski closure G of ̺(Γ) inside G is also contained in the zero set of α. Let π ′ : G → H be the natural projection map. We observe that π ′ is a homomorphism and in the following three points we show that π ′ : G → H is in fact an isomorphism.
Hence, by Lemma 2.1.1 we obtain
Therefore, it follows that (L ρ (γ), ν ρ (γ − , γ + )) / ∈ G for any non trivial γ ∈ Γ i.e. G G. We claim that this implies G ∩ T T. Indeed, on contrary, if G ∩ T = T then using point (1) we get G = G. Which is a contradiction. 3. (G ∩ T is trivial): We recall that G is normalized by ρ(Γ). Hence for any (I, v) ∈ G ∩ T and for any γ ∈ Γ we have
Moreover, L ρ (Γ) is Zariski dense inside H. Hence for any (I, v) ∈ G ∩T and any h ∈ H we obtain that (I, hv) ∈ G ∩ T. But the action of H on T does not preserve any non trivial proper subspaces. Hence our claim follows from the above point (2). Therefore, the homomorphism π ′ : G → H is an isomorphism of algebraic groups. Hence we get a smooth map v : H → T extendingu : L ρ (Γ) → T and satisfying the following property for all g, h ∈ H:
Finally, we use Whitehead's Lemma (Please see end of section 1.3.1 in page 13 of [Rag07] ) to conclude that v is trivial and hence there exists v ∈ T such thatu(γ) = v − L ρ (γ)v for all γ ∈ Γ. Now we will prove the other implication. Let us assume that there exists v ∈ T such thatu(γ) = v − L ρ (γ)v for all γ ∈ Γ. Then using Lemma 2.2.1 we get thatα (ρ,ρ) (γ) = α(L ρ (γ),u(γ)) = 0 for all γ ∈ Γ.
2.3. Infinitesimal rigidity of Margulis invariant: general. DrummGoldman [DG01] and Kim [Kim05] showed that any two points on M(Γ, G) have distinct marked Margulis invariant spectrums. In this subsection we prove an infinitesimal version of this result.
Theorem 2.3.1. Let ρ t : Γ → G be an analytic one parameter family of injective homomorphisms such that ρ 0 = ρ is a Margulis spacetime and ρ(Γ) is Zariski dense in G. Then the conjugacy class [ρ] = 0 if and only if for all γ ∈ Γ the following holds:
Proof. We will first prove that ifα (ρ,ρ) (γ) = 0 for all γ ∈ Γ then [ρ] = 0.
We start by noting that this result holds for n = 1 by Proposition 5.3.3 of [Gho17] . Moreover, by Theorem A of [AMS02] we know that Margulis spacetimes do not exist when n is even. Hence, we only need to prove our result for n 3.
We use Corollary 2.1.4 to get thatα is an algebraic equation on G ⋉ Ad g. Hence, the Zariski closure H of (ρ,ρ)(Γ) inside G ⋉ Ad g is also contained in the zero set ofα. Let p : G ⋉ Ad g → G, π : G ⋉ Ad g → H ⋉ Ad h, π ′ : G → H and p ′ : H ⋉ Ad h → H be the natural projection maps. Then the following diagram commutes:
and all the projections are homomorphisms. We observe that the kernel of p : H → G, denoted by k, satisfy k = g ∩ H. In the following three points we show that p(H) = G and k ⊂ t:
is normalized by ρ(Γ) and ρ(Γ) is Zariski dense in G, we deduce that p(H) is a normal subgroup of G. We observe that T contains all proper normal subgroups of G and as ρ is a Margulis spacetime, ρ(Γ) is not a subgroup of T.
Let (H, τ ) ∈ g be such that H comes from a hyperbolic element, then there exists a v = 0 unique up to a scalar such that Hv = 0. Now if we choose τ from the complement of (Rv) ⊥ then (I, 0, H, τ ) does not belong to the zero set ofα. As H is a subset of the zero set ofα, we obtain H G ⋉ Ad g. We claim that this implies k g. Indeed, on contrary, if k = g then using point (1) we get H = G ⋉ Ad g. Which is a contradiction. 3. (k ⊂ t): We observe that H is normalized by (ρ,ρ)(Γ). Hence k, the kernel of p, is normalized by ρ(Γ) and ρ(Γ) is Zariski dense in G. It follows that k is an ideal of g i.e [k, g] ⊂ k. Now h is simple and k ∩ h is an ideal of h, hence k ∩ h is either trivial or h. Therefore, We will obtain k ⊂ t, once we show that k ∩ h = h. We will show this via contradiction. On contrary, let k ∩ h = h. Using point (2) we get that k = h + u where u t. Moreover, [k, g] ⊂ k implies that hu ⊂ u. We also know that H does not preserve any non trivial proper subspace of T. Hence, u is trivial and k = h. This is a contradiction since k is an ideal of g but h is not an ideal of g.
Therefore, we conclude that p(H) = G and k ⊂ t. Now we consider the map p ′ : π(H) → H and for n 3 in the following three points we show that p ′ (π(H)) = H and its kernel is trivial:
(π(H) ∩ h h):
We will show this via contradiction. On contrary, let π(H) ∩ h = h. Then point (1) implies that π(H) = H ⋉ Ad h. As p(H) = G, k ⊂ t and dim(H ⋉ Ad h) = dim(π(H)) we obtain:
Now for n 3 we have 4n + 2 < 2n 2 + n i.e dim(T)+ dim(t) < dim(h). Hence dim(H ⋉ Ad h) < dim(H ⋉ Ad h) a contradiction.
(π(H) ∩ h is trivial): We recall that H is normalized by (ρ,ρ)(Γ).
Hence π(H) is normalized by L ρ,ρ (Γ) := (L ρ , Lρ)(Γ). Therefore, for any (I, H) ∈ π(H) ∩ h and for any γ ∈ Γ we have
Moreover, h is simple and π(H) ∩ h h. Hence, π(H) ∩ h is trivial. Therefore, we get that p ′ : π(H) → H is an isomorphism. Hence there exists a map u : H → h such that for all h 1 , h 2 ∈ H we have
and π(H) = {(h, u(h)) | h ∈ H}. Therefore, any element in H has the form (h, v, u(h), τ ) for some h ∈ H, v ∈ T and τ ∈ t. As H is an algebraic group, it is a smooth submanifold and we obtain that u is smooth. Hence du, the derivative of u at the identity, is a derivation of the Lie algebra h. Moreover, as h is simple, there exists
It follows that for all h ∈ H we have u(h) = H u − hH u h −1 .
Let {h t } t∈R ⊂ H be such that
Moreover, we observe that elements of (I, 0, H u , 0)H(I, 0, H u , 0) −1 are of the form (h, v, 0, τ ) for some h ∈ H, v ∈ T and τ ∈ t. Therefore, without loss of generality we can assume that the linear part of ρ t is fixed and conclude our result by using Proposition 2.2.2.
Pressure form and convexity
In this section we define the pressure form on the moduli space of Margulis spacetimes and show that the restrictions of the pressure form on constant entropy sections of the moduli space are Riemannian. Moreover, we also show that the space of constant entropy sections with fixed linear part is the boundary of a convex domain.
3.1. Regularity of Labourie-Margulis invariant. In this subsection we show that the Labourie-Margulis invariant of a Margulis spacetime varies analytically over the moduli space. We will use this result and the theory of thermodynamic formalism to define and study the pressure form in the next subsection.
Lemma 3.1.1. Let Γ be a word hyperbolic group and let UΓ be the Gromov flow space. Let π : U 0 Γ → UΓ be the projection map. There exists a map
such that the following holds:
1. σ is smooth along the flow lines of {ψ s } s∈R and we denote
2. σ and ∇ ψ σ are Hölder continuous in the variable p ∈ U 0 Γ, 3. σ and ∇ ψ σ are analytic along the variable ρ, 4. σ and ∇ ψ σ are equivariant i.e. for all p ∈ U 0 Γ and γ ∈ Γ:
, where L ρ is the Linear part of ρ.
Proof. As UΓ is compact there exist small open balls
We know from Section 8.2 of [GT17] that there exist maps
with Supp(f i ) ⊂ π(V i ) such that the functions f i are Hölder continuous and smooth along flow lines with Σ k i=1 f i = 1 and their derivatives along flow lines are also Hölder continuous. We use this to construct the map
Let us fix v ∈ R 2n+1 . We observe that for any p ∈ ΓV i there exists a unique
Now for any p ∈ U 0 Γ we define:
. We check that these maps are equivariant. Indeed, as
As f i is Hölder continuous and smooth along flow lines for all i ∈ {1, . . . , k}, it follows from our construction that the map σ is Hölder continuous in the variable p and analytic in the variable ρ.
Moreover, we observe that for s small enough: p ∈ γV i if and only if ψ s p ∈ γV i . Hence by uniqueness we get γ p,i = γ ψsp,i . We recall that f i were chosen so that the derivative of f i along flow lines is also Hölder continuous. Also, the derivative of f i along flow lines is zero outside V i for all i ∈ {1, . . . , k}. Hence, we obtain
and it follows that ∇ ψ σ is analytic in the variable ρ and Hölder continuous in the variable p. Finally, we observe that:
Corollary 3.1.2. Let ρ ∈ Hom A (Γ, G) and let ℓ(γ) be the period of the periodic orbit corresponding to γ inside UΓ. Then there exists a Hölder continuous function f ρ : UΓ → R such that f ρ varies analytically in the variable ρ and satisfies the following:
Proof. Let σ ρ be as in Lemma 3.1.1 and let f ρ := ∇ ψ σ ρ | ν ρ . We use Theorem 6.1 of [BCLS15] and Lemma 3.1.1 to deduce that f ρ : UΓ → R is a Hölder continuous function and f ρ is analytic in the variable ρ.
We fix a point p γ := (γ − , γ + , 0) ∈ U 0 Γ and observe that ψ ℓ(γ) p γ = γp γ . Moreover, we have σ ρ (γp γ ) = ρ(γ)σ ρ (p γ ) and
Hence we conclude by observing that
3.2. Pressure form on the moduli space. In this subsection we will define and study the pressure form on the moduli space of Margulis spacetimes. Let Γ be a word hyperbolic group which admits a Margulis spactime. Then Γ admits an Anosov representation. We know from Remark 1.4.5 that if a word hyperbolic group admits an Anosov representation then UΓ admits a topologically transitive metric Anosov flow. Let ψ be the topologically transitive metric Anosov flow on UΓ as mentioned in Remark 1.4.5.
Lemma 3.2.1. Let ρ ∈ Hom M (Γ, G) and ρ 1 ∈ Hom A (Γ, G). Let O be the set of periodic orbits of ψ on UΓ and let R T (ρ) := {γ ∈ O | α ρ (γ) T }. Then the following limits exist and are finite:
Moreover, h ρ is positive and the following maps are analytic:
Proof. We note that (UΓ, ψ) is topologically transitive and metric Anosov. Hence by Remark 1.4.7 h top ψ is positive. Now by Lemma 3.1.1 there exists Hölder continuous functions f ρ varying analytically in the coordinate ρ such that γ f ρ = αρ(γ) ℓ(γ) for all γ ∈ O. Moreover, by the main theorem of [GT17] we get that for ρ ∈ Hom M (Γ, G) the functions f ρ are Livsic cohomologous to positive functions on the compact set UΓ. Hence, for ρ ∈ Hom M (Γ, G) there exists positive constants c ρ , C ρ such that for all γ ∈ O:
(ψ) and it follows that
Let f ρ be Livsic cohomologous to g ρ > 0. Then the function
gρ is well defined and is a continuous function on the compact set UΓ. Hence, there exist constants c, C such that c < fρ 1 gρ < C. Therefore,
and it follows that I(ρ, ρ 1 ) is finite and can possibly be non-positive.
Finally, using Proposition 3.12 of [BCLS15] we get that the functions h and I are analytic.
Remark 3.2.2. The function I defined above is called the intersection number. It was first introduced by Bonahon [Bon88] in the context of the Teichmüller space and was later studied in [BCLS15] for projective Anosov representations. Moreover, similar results about analytic variations of the topological entropy were obtained for Anosov flows on closed Riemannian manifolds in [KKPW89] and for projective Anosov representations in [BCLS15] .
Let ρ ∈ Hom M (Γ, G). Then by [GT17] we know that f ρ is Livšic cohomologous to a positive function. Hence, we can use the variational principle and Abramov's formula [Abr59] to obtain that P (ψ, −hf ρ ) = 0 if and only if h = h ρ (for more details please see Lemma 2.4 of [Sam14b] ). Let P 0 (UΓ) be the space of Livšic cohomology classes of pressure zero Hölder continuous functions on UΓ. We define the thermodynamic mapping as follows:
Remark 3.2.3. The space P 0 (UΓ) admits a pressure form. Its existence was shown in [BCLS15] , using Propositions 4.10-4.12 of [PP90] , Corollary 7.12 of [Rue04] and Equation 1.5 (Section 1.4) of [McM08] . In fact, the pressure form made its first appearance in a similar context in [McM08] . Building upon previous works of Bowen-Series [BS79] and Bridgeman-Taylor [BT08] , McMullen showed its existence on the space of Livšic cohomology classes of pressure zero Hölder continuous functions on a shift space. In this article, Proof. Firstly, by Lemma 3.3.1 we notice that h(h ρ ρ) = 1. Hence, M(Γ, G) 1 = {h(ρ)ρ | ρ ∈ M(Γ, G)}.
Moreover, using Lemma 3.2.1 we obtain that h is analytic. We notice that
(1 + t) = 0.
Hence, by Implicit function theorem we conclude that M(Γ, G) k is an analytic submanifold of M(Γ, G) of codimension 1. Proof. We use Theorem 3.3.3 and Lemma 3.3.2 to observe that the signature of the pressure form is either (n − 1, 0) or n. Moreover, for ρ t = (1 + t)ρ we use Lemma 3.3.1 and obtain h(ρ t ) h(ρ) I(ρ, ρ t ) = (1 + t) (1 + t) h(ρ) h(ρ) I(ρ, ρ) = 1.
Therefore, it follows that pr [ρ] ([ρ], [ρ]) = 0 and we obtain that the signature is in fact (n − 1, 0).
Theorem 3.3.5. Let ρ 0 , ρ 1 ∈ Hom M (Γ, G) k have the same linear part. Then for t ∈ (0, 1) the representations ρ t := tρ 1 + (1 − t)ρ 0 are well defined, ρ t ∈ Hom M (Γ, G) and the following holds:
h(ρ t ) < k.
Proof. We use Proposition 1.3.7 to deduce that ρ t is well defined and ρ t ∈ Hom M (Γ, G) for t ∈ (0, 1). Now we will show the entropy inequality. Let ̺ ∈ Hom M (Γ, G) k and let {̺ t } t∈R ⊂ Hom M (Γ, G) be an analytic one parameter family with fixed linear part, ̺ 0 = ̺ and translation part u t = u + tv where v ∈ T ̺ Hom M (Γ, G) k . Hence, we obtain d dt t=0
h(̺ t ) = 0, and using Lemma 3.3.1 we observe that It follows that h(̺) is a local minimum for h(̺ t ) with fixed linear part and translation part u t = u + tv as above. Therefore, for ρ 0 , ρ 1 ∈ Hom M (Γ, G) k with same linear part h(tρ 1 + (1 − t)ρ 0 ) < th(ρ 1 ) + (1 − t)h(ρ 0 ) = tk + (1 − t)k = k and we conclude our result.
