We describe results from particle-in-cell simulations of driven turbulence in collisionless, magnetized, relativistic pair plasma. This physical regime provides a simple setting for investigating the basic properties of kinetic turbulence and is relevant for high-energy astrophysical systems such as pulsar wind nebulae and astrophysical jets. In this paper, we investigate the statistics of turbulent fluctuations in simulations on lattices of up to 1024 3 cells and containing up to 2 × 10 11 particles. Due to the absence of a cooling mechanism in our simulations, turbulent energy dissipation reduces the magnetization parameter to order unity within a few dynamical times, causing turbulent motions to become sub-relativistic. In the developed stage, our results agree with predictions from magnetohydrodynamic turbulence phenomenology at inertial-range scales, including a power-law magnetic energy spectrum with index near −5/3, scaledependent anisotropy of fluctuations described by critical balance, log-normal distributions for particle density and internal energy density (related by a 4/3 adiabatic index, as predicted for an ultra-relativistic ideal gas), and the presence of intermittency. We also present possible signatures of a kinetic cascade by measuring power-law spectra for the magnetic, electric, and density fluctuations at sub-Larmor scales.
INTRODUCTION
High-energy astrophysical systems are often composed of low-density, high-temperature plasmas with large-scale motions driven by a variety of mechanisms (e.g., gravitational interactions, shocks, shear flows, thermal instabilities). Under most circumstances, turbulence is inevitable in such situations. High-resolution, multi-wavelength images reveal that systems such as the Crab nebula (Hester 2008 ) and the Messier 87 jet (Hines et al. 1989; Sparks et al. 1996) are manifestly turbulent, while there are strong theoretical reasons for expecting turbulence in other systems such as blackhole accretion flows (Balbus & Hawley 1998) and intracluster gas (Begelman & Fabian 1990 ). Turbulent dissipation and particle acceleration is also an attractive mechanism for explaining radiative signatures of distant gamma-ray bursts ; Lazar scale effects such as energy dissipation, transport phenomena, kinetic instabilities, and radiation emission. For highenergy astrophysical systems, collisionless plasma physics has been recognized to play a central role in processes such as electron-ion heating partition (e.g., Begelman & Chiueh 1988; Quataert 1998; Quataert & Gruzinov 1999; Howes 2010) , particle diffusion, angular momentum transport (Sharma et al. 2006 (Sharma et al. , 2007 Riquelme et al. 2012; Hoshino 2013 Hoshino , 2015 Kunz et al. 2016) , heat conduction (Narayan & Medvedev 2001) , and particle acceleration.
Significant recent progress toward understanding kinetic turbulence in plasmas has been made with massively parallel numerical simulations (e.g., Tatsuno et al. 2009; Howes et al. 2011; Wan et al. 2012; TenBarge & Howes 2013; Karimabadi et al. 2013; Wu et al. 2013; Makwana et al. 2015; Wan et al. 2015; Parashar et al. 2015; Roytershteyn et al. 2015; Told et al. 2015; Kunz et al. 2016; Franci et al. 2016; Cerri et al. 2016) . These studies focused mainly on the non-relativistic regime and were often performed under various approximations (e.g., reduced dimensionality or hybridkinetic framework) due to computational constraints. Somewhat surprisingly, there appear to have been no systematic studies of kinetic turbulence in the relativistic regime, despite it being a more tractable numerical problem.
In this paper, we describe results from particle-in-cell (PIC) simulations of driven turbulence in magnetized, collisionless, relativistically-hot electron-positron (pair) plasmas. These simulations are sufficiently large to properly capture the transition from an inertial-range MHD cascade at large scales to a kinetic cascade at sub-Larmor scales. The simulations were first introduced in our recent letter, Zhdankin et al. (2017) , where we demonstrated that turbulence can efficiently accelerate particles to a nonthermal, power-law energy distribution. In this follow-up paper, we discuss the turbulence statistics of these simulations in more detail. We plan to follow this paper by a second paper which will address the particle statistics, acceleration mechanisms, and astrophysical implications.
To the best of our knowledge, this work represents the first systematic numerical investigation of turbulence in this physical regime, which is relevant for understanding relativistic astrophysical systems such as pulsar wind nebulae and astrophysical jets made of pair plasmas (Rees & Gunn 1974; Reynolds et al. 1996) . We characterize turbulence statistics in the inertial range and in the kinetic range using standard methodologies, including probability density functions, Fourier power spectra, and structure functions. We find that statistics in the inertial range agree with predictions from phenomenological theories of MHD turbulence (Goldreich & Sridhar 1995; Thompson & Blaes 1998) , including equipartition of magnetic and bulk kinetic energies, an inertial-range energy spectrum that approaches a powerlaw with −5/3 index, anisotropy of magnetic fluctuations in agreement with critical balance, log-normal distributions for particle density and internal energy per particle (related by a 4/3 adiabatic index), and the presence of intermittency. We also show that the turbulence statistics become qualitatively different in the kinetic range, where energy is dissipated by collisionless plasma processes. In particular, we perform new measurements of steep power-law spectra at sub-Larmor scales.
This paper is organized as follows. We provide an overview of theoretical background and the literature in Section 2. We then describe the numerical background and list of simulations in Section 3. We present our findings in Section 4: visuals are described in Section 4.1, evolution of parameters and energies in 4.2 and 4.3, probability density functions in 4.4, power spectra in 4.5, and structure functions in 4.6 and 4.7. Finally, we close with a discussion in Section 5 and a conclusion in Section 6.
BACKGROUND

Turbulence preliminaries
Turbulence in a collisionless plasma can be divided into two physical regimes based on the spatial scale of fluctuations. The inertial range involves fluctuations that are much larger than the characteristic plasma kinetic scales (i.e., particle Larmor radius and plasma skin depth) and is rigorously described by MHD models for a wide class of underlying particle distributions Kunz et al. 2015) . The kinetic range encompasses fluctuations that are smaller than the kinetic scales and demands a more complete physical model (e.g., the Vlasov-Maxwell system of equations). These two regimes can be further partitioned into multiple subregimes, such as the weak and strong turbulence regimes for MHD or the sub-ion and sub-electron regimes for the kinetic cascade. In this section, we provide a brief qualitative summary of turbulence in these two regimes.
The theory for relativistic turbulence is substantially less developed than for the non-relativistic case, with only a handful of rigorous analytic works on the topic for hydrodynamic fluids (Fouxon & Oz 2010; Liu & Oz 2011; Eling et al. 2011; Eyink & Drivas 2017) and MHD (Thompson & Blaes 1998) . There is uncertainty in basic notions such as the relevance of an energy cascade (Fouxon & Oz 2010) , the proper quantities with which to characterize the inertial range, and the role of compressive fluctuations 1 . Numerical simulations of relativistic hydrodynamic and MHD turbulence have demonstrated that energy spectra and structure functions are broadly similar to the non-relativistic case (e.g., Cho 2005; Zrake & MacFadyen 2011 Radice & Rezzolla 2013; Cho & Lazarian 2013; Zrake 2014; Takamoto & Lazarian 2016; Takamoto & Lazarian 2017) , although the inertial range in these simulations is often limited.
Therefore, for the present work, we will focus on comparing inertial-range statistics to existing non-relativistic MHD turbulence phenomenology. This is reasonable for our simulations because the magnetization is of order unity, so that bulk motions are only marginally relativistic at large scales and become increasingly sub-relativistic at smaller scales. The plasmas in our simulations, however, do have an 1 Relativistic turbulence necessarily becomes compressible since the speed of sound is bounded by the speed of light (specifically, cs = c/ √ 3 in an ultra-relativistic fluid). Highly compressible (i.e., supersonic) turbulence is nontrivial to describe even in the nonrelativistic regime (e.g., Cho & Lazarian 2003; Kritsuk et al. 2007; Galtier & Banerjee 2011; Federrath 2013) and is richer than the incompressible case due to the freedom to use a variety of equations of states (e.g., isothermal, adiabatic) to describe different classes of fluids. ultra-relativistic temperature, which alters the equation of state from the non-relativistic case. In principle, this could affect the bulk properties of the turbulence, although these changes are small unless there is a significant compressive component.
The classical phenomenology of strong incompressible MHD turbulence in the non-relativistic regime is based on the theory of Goldreich & Sridhar (1995) , which has accumulated support from numerical simulations (e.g., Cho & Vishniac 2000; Maron & Goldreich 2001; Cho et al. 2002; Müller et al. 2003; Beresnyak 2014 ) and solar wind measurements (e.g., Horbury et al. 2008; Wicks et al. 2010) . According to the Goldreich-Sridhar model, turbulent fluctuations in the magnetic field and fluid velocity, denoted δB k and δv k respectively, cascade from small wavevectors k (large scales) to large k (small scales), with nonlinear energy transfer caused by interactions between counter-propagating Alfvén wave packets that travel along the background magnetic field B0. This process transfers energy through the inertial range to progressively smaller scales. For scales sufficiently deep in the inertial range (kL/2π 1, where L is the energy injection scale), turbulence is strong, i.e., the interactions are predominantly nonlinear. The turbulence also becomes anisotropic due to the presence of the large-scale magnetic field, necessitating the decomposition of the fluctuation wavevector into components parallel and perpendicular to B0, denoted k and k ⊥ , respectively. Each stage of the strong turbulence energy cascade is conjectured to satisfy critical balance, which is the condition that linear timescales τA ∼ 1/k vA (associated with shear Alfvén waves that propagate at the Alfvén velocity vA) match nonlinear timescales τ nl ∼ 1/k ⊥ δv k . This leads to a scale-dependent anisotropy of the turbulent fluctuations such that k ∼ k 2/3 ⊥ L −1/3 . The inertial-range perpendicular energy spectrum is predicted to be E(k ⊥ ) ∼ k −5/3 ⊥ , while the parallel energy spectrum is given by E(k ) ∼ k −2 . The energy spectrum has comparable contributions from magnetic energy and kinetic energy.
More recent phenomenological models of MHD turbulence account for possible correlations between the turbulent flow and magnetic field fluctuations (Boldyrev 2005 (Boldyrev , 2006 Chandran et al. 2015; Mallet & Schekochihin 2016) . In particular, scale-dependent dynamic alignment may cause the energy spectrum to become shallower (with index approaching −3/2) for sufficiently strong guide field or large system size, as previously demonstrated in MHD simulations (Mason et al. 2006; Mason et al. 2008; Perez et al. 2012 ). Due to relatively small size and modest guide field, the simulations described in this paper are unlikely to have reached this asymptotic regime, if at all present under these physical conditions.
The Goldreich-Sridhar phenomenology was extended to the limit of ultra-relativistic strong MHD turbulence by Thompson & Blaes (1998) . In this case, the plasma magnetization is assumed to be very large (σ 1), or equivalently, the Alfvén velocity approaches the speed of light (vA → c). In this limit, the plasma has negligible inertia (and can thus be treated as a massless fermion fluid), allowing the system to be described by force-free MHD. Thompson & Blaes (1998) described the nonlinear mode interactions for longwavelength, low-frequency pertubations (corresponding to Alfvén, slow, and fast modes). Assuming critical balance, they showed that the inertial-range nonlinear interactions are predominantly Alfvénic and produce a magnetic energy spectrum identical to the non-relativistic case.
We now proceed to discuss the kinetic range. Schekochihin et al. (2009) analytically investigated kinetic cascades in non-relativistic electron-proton plasmas using the gyrokinetic framework, which is appropriate for describing strongly anisotropic turbulent fluctuations with frequencies below the proton cyclotron frequency (generally satisfied deep within an Alfvénic cascade). It was shown that the turbulent cascade can continue through the kinetic range, down to scales at which weak collisionality irreversibly converts energy to heat (and therefore produces entropy). It was pointed out that there are several possible classes of kinetic cascades, with the realized outcome depending on physical parameters. The main cases were that of (1) a kinetic Alfvén wave (KAW) cascade (naturally continuing the MHD Alfvénic cascade below kinetic scales), in which the power spectra of electric, density, and magnetic fluctuations were calculated to be EE ∼ k
, and EB ∼ k −7/3 ⊥ , and (2) an entropy cascade, which develops fine structure in particle velocity space until collisions damp the fluctuations, characterized by
, and
. Measurements in the solar wind are consistent with the KAW cascade at scales below the ion gyroradius (Alexandrova et al. 2009; Sahraoui et al. 2009 ), which may continue as an entropy cascade at scales below the electron gyroradius. It is reasonable to expect similar kinetic cascades to occur in a collisionless relativistic pair plasma, although the phenomenology must be extended to this regime.
Finally, we end this subsection with a comment regarding the connection between the inertial range and kinetic range. The division of turbulence into these two regimes is convenient, but the coupling between the two can be highly nontrivial. For example, in high-beta plasmas, kinetic effects can build up a pressure anisotropy that destabilizes largescale, high-amplitude shear Alfvén waves to the firehose instability, conceivably causing a direct transfer of energy from large scales to kinetic scales, bypassing the turbulent cascade (Squire et al. 2016 (Squire et al. , 2017 . In a similar vein, in low-beta plasmas with dynamic alignment, the inertial-range energy cascade may be mediated by the collisionless tearing instability at small scales, rather than classical nonlinear eddy interactions. This leads to a steeper spectrum (the so-called disruption range) that extends beyond kinetic scales into the inertial range (Loureiro & Boldyrev 2017; Mallet et al. 2017) . As a third example, the extent of the MHD inertial range governs the degree of anisotropy and spatial inhomogeneity (via intermittency) of small-scale fluctuations, which can influence the nature of the kinetic fluctuations and the dominant dissipation channels. These aspects of turbulence are highly nonlinear and are therefore well-suited for study by kinetic simulation.
Vlasov-Maxwell equations
The kinetic dynamics of a collisionless pair plasma can be described by the Vlasov-Maxwell system of equations 2 . Let f ± (x, p, t) be the positron (electron) distribution function at position x, momentum p, and time t; for later use, we also denote the total particle distribution function f = f + + f − . The Vlasov-Maxwell equations describe the evolution of f ± , along with the magnetic field B(x, t) and electric field E(x, t), and are given by
along with the constraints ∇ · E = 4πρ and ∇ · B = 0. Here, the particle velocity is given by v = pc/ m 2 c 2 + p 2 (where m is the electron rest mass and c is the speed of light), while the charge density ρ(x, t) and current density J (x, t) are given by
where e is the elementary charge.
For an ultra-relativistic pair plasma, such that the mean particle Lorentz factor isγ 1 (where γ = 1 + p 2 /m 2 c 2 is the individual particle Lorentz factor), the characteristic kinetic scales are given by the Larmor radius ρe = γmc 2 /eBrms and plasma skin depth de = γmc 2 /4πn0e 2 , given mean total particle density n0 and characteristic (rms) magnetic field Brms. The Debye length is given by λD = Te/4πn0e 2 , where Te is the temperature of electrons and positrons (assumed to be equal). For an ultrarelativistic Maxwell-Jüttner distribution, Te =γmc 2 /3, so that the Debye length is always comparable to the skin depth, λD/de = 1/ √ 3. Given the three characteristic scales L, ρe, and de in the system, one can form two free dimensionless parameters, which we take to be the system size relative to the Larmor radius L/ρe and the nominal magnetization 3 σ = B 2 rms /4πn0γmc 2 = (de/ρe) 2 . These are the two parameters which we vary in this study. We note that the magnetization is related to plasma beta, β = 8πnTe/B 2 rms , by σ = 3/2β for an isotropic Maxwell-Jüttner particle distribution.
For completeness, we note that there are several covariant quantities derived from the Maxwell-Vlasov system, which take a fundamental role in fluid theories. One of these is the stress-energy tensor
, where the Maxwell and Vlasov contributions are given by (e.g., Weinberg 1972)
where
is the electromagnetic four-potential (satisfying E = −∇φ − ∂tA/c and B = ∇ × A), g µν is the 3 It is also common to define the magnetization as B 2 rms /4πwe wherewe is the mean relativistic enthalpy density, given bȳ we = (4/3)n 0γ mc 2 for ultra-relativistic particles, which yields a different pre-factor from the definition used in this paper.
Minkowski metric, and p µ = (γmc, p) is the particle fourmomentum. Conservation of energy and momentum is given by ∂T µν /∂x µ = 0, which serves as the fluid equation of motion. Another covariant quantity is the number density four-current, given by
Conservation of particle number is given by ∂N µ /∂x µ = 0. Although these covariant quantities can be used to characterize the turbulence, we instead focus on the non-covariant quantities defined on the simulation lattice, as described in the following subsection.
Turbulence characterization
To characterize turbulence, we measure statistics of B, E, and various fluid quantities obtained from the particle distribution function f by integrating over momentum space. The basic fluid quantities include the lab-frame particle density n(x, t), fluid velocity v f (x, t), fluid energy density E f (x, t), and fluid momentum density P f (x, t). These are given by
In terms of the covariant quantities, N µ = (n, nv f /c) and T 0µ V = (E f , P f c). We will not consider higher-order moments of the distribution function, which include the pressure tensor and heat flux, in the present work.
The total energy in the system is given by the sum of the magnetic, electric, and kinetic energies:
We denote the mean-field magnetic energy density Emean = B 2 0 /8π and the turbulent magnetic energy density Emag(x, t) = |δB(x, t)| 2 /8π, where B0 is the mean magnetic field and δB = B − B0 is the fluctuating part. We also denote the electric energy density E elec (x, t) = |E(x, t)| 2 /8π. The total turbulent magnetic energy is given by Emag(t) = d 3 xEmag(x, t), electric energy by E elec (t) = d 3 xE elec (x, t), and kinetic energy by E kin (t) = d 3 xE f (x, t) (which is simply a sum of all particle kinetic energies). In the absence of external energy sources or sinks (such as for decaying turbulence in a closed domain), the total energy Etot is conserved. However, since the turbulence in our simulations has an energy source (external driving) but no energy sink, we instead have
whereĖinj(t) is the energy injection rate due to the external driving.
It is also beneficial to further decompose the total particle kinetic energy E kin into internal fluid energy and bulk fluid kinetic energy. This is complicated by the absence of a standard model for dissipative relativistic fluids (Eckart 1940; Landau & Lifshitz 1959; Israel & Stewart 1979) ; see Andersson & Comer (2007) for a review. In this work, we apply the following ad-hoc prescription. We subdivide the domain into cells (associated with, e.g., simulation lattice cells); in each cell, one can form a four-momentum corresponding to the system of particles in the cell, p 2 ) 1/2 can then be interpreted as the center-of-momentum frame energy of the system of particles in the cell. One can then associate the fluid internal energy density Eint with this scalar (divided by the fixed cell volume), while the fluid bulk kinetic energy density E bulk is given by the remainder; in terms of fluid quantities, this translates to
where we defined
(which has dimensions compatible with B). The corresponding total internal energy and total bulk fluid kinetic energy are denoted by Eint(t) = d 3 xEint(x, t) and
, while W → (n/2m) 1/2 p f . The prescription proposed above for decomposing particle kinetic energy into bulk fluid energy and internal energy is not Lorentz covariant; one may instead use a covariant definition such as N µ N ν Tµν /n 2 (e.g., Eckart 1940) , which requires measuring the pressure tensor. Our method is convenient for estimating energies on the lattice of a numerical simulation, and has the following simple interpretation. In each cell, the fluid can be characterized by an effective velocity,
and corresponding effective bulk Lorentz factor Γ eff = 1/ 1 − V 2 eff /c 2 . The internal energy is then an effective rest mass density in the frame moving with V eff , so that Eint = M eff c 2 = E f /Γ eff , and the bulk energy is an effective kinetic energy, E bulk = (Γ eff − 1)M eff c 2 .
SIMULATIONS
Simulation details
In this work, we apply PIC simulations to model turbulence in collisionless, relativistic pair plasmas from first principles. PIC simulations provide numerical approximations to the solutions of Vlasov-Maxwell equations (Eqs. 1) by evolving a large population of particles rather than evolving the distribution functions f ± directly. Hence, electrons and positrons are evolved by the Lorentz force, dp
where xi and p i are the position and momentum of the ith particle, qi is its charge (−e for electrons, e for positrons), and vi = p i c/ m 2 c 2 + p 2 i is the particle velocity. The magnetic field and electric field are obtained by solving the Maxwell equations on the lattice, using charge and current densities obtained from the particles in each cell.
We performed our simulations using the electromagnetic PIC code Zeltron (Cerutti et al. 2013) . Zeltron evolves the Vlasov-Maxwell system in time, discretizing the electromagnetic fields, charge density and current density on a regular Cartesian grid and approximating the distribution function in Monte Carlo fashion by a collection of representative macroparticles. The subsequent evolution is essentially a time-integration via the method of characteristics of the Vlasov-Maxwell equations, where the macroparticle trajectories follow physical particle trajectories. Using robust, well-tested PIC methods (Birdsall & Langdon 2004) , Zeltron evolves the fields on the standard Yee mesh (Yee 1966) , leapfrogging the electric and magnetic fields as well as macroparticle positions and velocities. Macroparticles are moved via the standard relativistic Boris push (Boris 1970; Vay 2008) . To avoid small numerical errors in the electric field building up over long times, Zeltron uses a divergencecleaning algorithm, adjusting the electric field slightly at each timestep to maintain Gauss's law throughout the simulation. Zeltron is parallelized using MPI (message passing interface) and spatial domain decomposition.
We choose a periodic cubic domain of size L 3 with uniform background magnetic field B0 = B0ẑ. Since MHD turbulence is generally considered to be sensitive to dimensionality (e.g., Howes 2015), we focus on 3D simulations. We initialize the simulations with zero electromagnetic fluctuations (δB = E = 0) and particles sampled from a uniform non-drifting Maxwell-Jüttner distribution,
where K2 is the modified Bessel function of the second kind. We choose an initial temperature θ ≡ Te/mc 2 = 100, yielding particles with a mean Lorentz factorγ0 ≈ 300. This initial stable thermal equilibrium is then disrupted by external driving. To drive strong, critically-balanced turbulence that naturally occurs within the MHD cascade, we apply a random fluctuating external current density J ext in the form of an oscillating Langevin antenna (TenBarge et al. 2014) . We drive Jext,z at eight large-scale modes, k0L/2π ∈ {(1, 0, ±1), (0, 1, ±1), (−1, 0, ±1), (0, −1, ±1)}, and each of Jext,x and Jext,y in four modes to enforce ∇ · J ext = 0 (necessary to satisfy charge conservation). We choose a driving frequency of ω0 = 0.6 · 2πvA0/ √ 3L and decorrelation rate Γ0 = 0.5 · 2πvA0/ √ 3L, where vA0 = c σ0/(σ0 + 4/3) is the initial relativistic Alfvén velocity 4 (Sakai & Kawata 1980; Gedalin 1993) . We tune the driving amplitude such that rms magnetic fluctuations are comparable to background field, δBrms ∼ B0. The energy injection rate in our simulations is given byĖinj = − d 3 xE · J ext, which is statistically constant in time during developed turbulence.
As noted in Sec. 2.2, the dimensionless physical parameters in the system are the magnetization σ and the ratio of system size to Larmor radius L/ρe. We emphasize that our simulations do not achieve a strict statistical steady state, because our numerical set-up includes an energy source (external driving) but no energy sink. For this reason, we parameterize our simulations by the initial magnetization σ0 ≡ σ(t = 0) and initial ratio of system size to Larmor radius L/ρe0 ≡ L/ρe(t = 0). During fully-developed turbulence, which begins after a few dynamical times and ends before heating causes the growth of ρe to suppress the inertial range (i.e., ρe ∼ L/2π), the dimensionless parameters differ from these initial values. As we will show, in practice, some of the turbulence statistics (e.g., magnetic field fluctuations) are insensitive to the time dependence of these physical parameters, while others (e.g., electric field fluctuations) exhibit a secular evolution.
List of simulations
We performed a series of simulations on lattices of N 3 cells, where N ∈ {256, 384, 512, 768, 1024}. The simulations have varying physical parameters σ0 and L/ρe0, as well as varying durations T and number of particles per cell Nppc. The largest of our simulations are listed in Table 1 ; in addition, we did a more thorough parameter scan with 256 3 and 384 3 simulations, which are not listed. Our scan in magnetization covers σ0 ∈ {0.25, 0.5, 1, 2, 4}. For simulations with σ0 ≥ 0.5, we chose ρe0 = 1.5∆x (where ∆x is the lattice cell size), corresponding to a ratio of driving scale to initial Larmor radius of L/2πρe0 ∈ {108.6, 81.5, 54.3, 40.7, 27.2} for respective N ∈ {1024, 768, 512, 384, 256}. For simulations with σ0 = 0.25, we choose ρe0 = 2∆x so that the plasma skin depth and hence the Debye length is marginally resolved (de0 = ∆x). We run all cases for a duration of at least 9L/c. The Alfvén crossing time τA = L/vA is longer than the light crossing time L/c and slowly increases in time; for example, at σ = 0.25, τA = 2.5L/c. Motivated by convergence studies and demands on energy conservation, we choose Nppc ≥ 128 for all simulations except for case B5, in which Nppc = 96 was chosen to compensate for load imbalance issues; we discuss convergence with respect to Nppc in Appendix A. Since energy conservation is not enforced by the numerical scheme, the deviation from exact energy conservation is a measure of numerical error. We list the maximum relative error in energy conservation in Table 1 , defined by
where Einj is the amount of injected energy from the external driving. For reference, we also note the typical error per light crossing time,
which better represents the relevant error. The error per simulation tends to be on order of a few percent.
There are three notable simulations which constitute our most robust data sets at large system size. The first, Case A2, is our fiducial case (with 1024 3 cells, σ0 = 0.5, and L/2πρe0 = 108.6). Unless otherwise mentioned, we will describe results from this simulation. This case has approximately 1.4×10
11 total particles and duration T = 22.3L/c = 11.6L/vA0. The second, Case A4, is a representative high-σ0 simulation (with 1024 3 cells, σ0 = 2, L/2πρe0 = 108.6, and ∼ 2 × 10 11 particles). The third, Case B1, is well-suited for studying turbulence statistics at low σ and for comparing to non-relativistic phenomenology (with 768 3 cells, σ0 = 0.25, L/2πρe0 = 61.1, and duration T = 22.3L/c = 8.9L/vA0).
RESULTS
Visuals
Before beginning the quantitative analysis, we first present some visuals of fully-developed turbulence in our fiducial simulation. In Fig. 1 , we show surface images of several quantities on the boundary of the domain: particle density n, electric current density J , total magnetic energy density Emag,tot = B 2 /8π, and electric energy density E elec . These quantities all show qualitative differences. For example, the particle density is dominated by large-scale structure, while the current density is dominated by small-scale structure. The magnetic energy exhibits both large-scale structure (in the form of cloud-like structures) and small-scale structure (in the form of magnetic holes).
Next, we examine 2D images for various quantities in an arbitrary xy slice of our fiducial simulation. In Fig. 2 , we show the energy densities. The magnetic energy density Emag,tot is marked by round coherent structures inside of which the magnetic field essentially vanishes. These structures tend to coincide with regions of high internal energy density Eint, implying that they are pressure-balanced magnetic holes, as also seen in nonrelativistic kinetic turbulence simulations and in solar wind observations (Turner et al. 1977) . The electric energy density E elec is strongly correlated with the bulk fluid kinetic energy E bulk , with both marked by sheet-like structures.
In Fig. 3 , we show similar 2D images for the current density, particle density, charge density, bulk flow Lorentz factor, vorticity, and an electromagnetic dissipation proxy. The current density J is characterized by kinetic-scale structure in the form of current sheets, which have thicknesses near the kinetic scales and lengths spanning a range of scales up to the driving scale. These structures are known to be a consequence of the intermittency of MHD turbulence (see, e.g., Zhdankin et al. 2016a , and references therein). The particle density, on the other hand, is characterized by large, irregular cloud-like structures. Density fluctuations δn = n − n0 reach up to ∼ 50% of the mean density. The charge density ρ is characterized by thin sheet-like structures, much like in the current density; we find that the charge density can approach ρ ∼ 0.15en0. The bulk flow Lorentz factor Γ f = 1/ 1 − v 2 f /c 2 is typically close to 1, implying nonrelativistic bulk fluid motions, but can reach as high as ∼ 1.7 in localized jets. Unsurprisingly, the Lorentz factors are closely correlated with the bulk fluid energy density. The vorticity Ω = ∇ × v f is characterized by intermittent vorticity sheets, with similar morphology to current sheets, as also observed in MHD turbulence (Zhdankin et al. 2016a) . In contrast, the divergence of the flow, ∇ · v f , is essentially uniform and dominated by particle noise (not shown), implying that shocks are not a significant component of the turbulence. The quantity E · J , which can be used as an electromagnetic dissipation proxy (representing energy ex- Figure 1 . Surface visualizations of various quantities. From left to right, top to bottom: particle density n, electric current density Jz (component parallel to B 0 ), magnetic energy density Emag,tot, and electric energy density E elec . All quantities are normalized to the mean value, except for current density, which is normalized to the rms value. Figure 2 . Visualization of the energy contributions in an arbitrary xy plane (perpendicular to B 0 ). From left to right, top to bottom: magnetic energy density Emag, electric energy density E elec , bulk fluid energy density E bulk , and internal energy density E int .
change between electromagnetic fields and particles), shows very intense, localized structures. These structures have amplitudes that exceed the mean dissipation rate, E · J , by a factor of ∼ 100. Finally, the non-ideal term E·B (not shown) is predominantly uniform and dominated by particle noise.
Evolution
In this subsection, we begin the quantitative analysis of our simulations by discussing the time-evolution of physical parameters. This is critical to characterize because our simulations, lacking an energy sink, are inherently time-dependent. In Fig. 4 , we show the evolution of the magnetization σ(t), fluctuating-to-mean magnetic field ratio δBrms(t)/B0, skin depth de(t), and Larmor radius ρe(t) for the fiducial case. In this example, heating causes ρe to increase by a factor of ∼ 4 and de to increase by a factor of ∼ 2.5 over the duration of the simulation (∼ 23L/c), while σ = (de/ρe) 2 decreases correspondingly. On the other hand, δBrms(t)/B0 ∼ 1 remains statistically constant. The time dependence of physical parameters can be linked to plasma heating. The energy injection rate per unit volume is prescribed to be statistically constant, given bẏ Einj ∼ ηinjB 2 0 vA0/8πL, where ηinj is a dimensionless constant that describes the injection efficiency. Therefore, the mean particle Lorentz factor increases as
which causes ρe and de to increase in time and σ to decrease in time. The maximum duration of turbulence is set by the time it takes for the Larmor scale to grow to the driving scale (ρe ∼ L/2π), thus eliminating the MHD inertial range. Estimating ρe ∼ ρe0 + tĖinj/n0eBrms, we derive the duration T c/L ∼ (L/2πρe0 − 1)/σ0 → L/(2πρe0σ0) for large system sizes. Due to stronger energy injection relative to the internal energy, simulations with high initial magnetization σ0 Figure 3 . Visualization of various quantities in the same planes as in Fig. 2 . From left to right, top to bottom: current density Jz (component parallel to B 0 , normalized to rms value), particle density fluctuations δn/n 0 , charge density ρ/en 0 , bulk flow Lorentz factor Γ f , vorticity Ωzρe/c, and electromagnetic dissipation proxy E · J (normalized to mean). exhibit rapid plasma heating, and consequently the Larmor radius ρe increases more quickly than in the low σ0 cases, as shown in the first panel of Fig. 5 . For example, whereas the kinetic scales increase by less than a factor of 2 for the σ0 = 0.25 simulation, they increase by more than an order of magnitude for the σ0 = 4 simulation. Likewise, the magnetization σ rapidly decreases with time for high σ0, which leads to late-time magnetizations that become comparable to cases with low σ0. Indeed, all of the cases in Fig. 5 have σ 0.5 at late times. Using the heating rate estimated in Eq. 12, it can be shown that two simulations with different initial magnetizations, σ0 and σ 0 (where primes will indicate quantities for the second case), will acquire the same instantaneous magnetization, σ(t) = σ (t), at the time
For times t > tcross, the case with the higher initial magnetization will have a lower magnetization. The crossing occurs particularly early in time when σ0 ∼ σ 0 1. For example, Eq. 13 predicts that for σ0 = 4, σ 0 = 0.5, and ηinj = 1.7 (as measured later in Fig. 9 ), the crossing time is tcross ∼ 6L/c, which agrees well with the observed crossing in Fig. 5 . In the limit of σ0 σ 0 1, Eq. 13 reduces to tcross ∼ 3L/ηinjc, implying that all high σ cases will approach σ ∼ 1 within several light crossing times. The above considerations demonstrate that our present numerical set-up cannot be used to investigate fully-developed turbulence with sustained σ 1.
Whereas L/ρe and σ vary in time due to heating, the combination ξ = σρe/L is independent ofγ and is therefore statistically steady in time during developed turbulence. We explicitly demonstrate this for the 768 3 series of simulations in the third panel of Fig. 5 . Hence, simulations with equal ξ but different σ can nominally be considered as different stages of evolution in a single long simulation. We also note that ξ = Emag,n/Emax, where Emax = LeBrms/2c is the energy associated with the most energetic particles (i.e., with Larmor radius equal to half the system size) and Emag,n = B 2 rms /8πn0 is magnetic energy per particle. As noted in Zhdankin et al. (2017) , this parameter may play an important role in particle acceleration.
Finally, we comment on the evolution of the density fluctuations. In Fig. 6 , we show the evolution of the rms density fluctuations δnrms (relative to the mean density n0), measured from snapshots in the 768 3 series of simulations. The density fluctuations evidently increase with σ, implying that the turbulence becomes increasingly compressive as it becomes more relativistic. For example, δnrms 0.7n0 at very early times for the cases with σ0 > 2. The density fluctuations decrease rather quickly until δnrms 0.3n0, after which there is a slower decrease in tandem with σ. Density fluctuations are not negligible even at σ0 = 0.25, for which δnrms ∼ 0.2n0. As also shown in Fig. 6 , the rms turbulent fluid velocity v f,rms /c has a qualitatively similar evolution as for δnrms, with higher σ0 cases having initially larger v f,rms /c, but v f,rms 0.3c at late times for all the 768 3 simulations. The correlation between δnrms/n0 and v f,rms /c is shown in the third panel of Fig. 6 , along with the quadratic scaling predicted (and measured) in compressible MHD turbulence with high plasma beta (low σ) (Cho & Lazarian 2003) . We find good agreement with this predicted MHD scaling. Note that Cho & Lazarian (2003) predict a linear scaling for low plasma beta (high σ), which may explain the shallower scaling at high v f,rms /c in our simulations; however, this scaling covers a very narrow range of our data.
Energetics
We now discuss the overall energetics in the simulations. As described in Section 2.3, we decompose total energy into background magnetic energy Emean, turbulent magnetic energy Emag(t), electric energy E elec (t), bulk fluid kinetic energy E bulk (t), and internal fluid energy Eint(t). We show the evolution of these various contributions to total energy for the fiducial case in Fig. 7 . Emag and E bulk both quickly come into equipartition with Emean, as dictated by the driving, while E elec is several times smaller than the other turbu- Figure 7 . Evolution of turbulent magnetic energy Emag (red), electric energy E elec (green), internal energy E int (magenta), and bulk fluid energy E bulk (blue), all normalized to background magnetic energy Emean (black).
lence energies and slowly decreases in time. Eint dominates the other energies and slowly increases in time due to heating, giving the plasma significant inertia. The hierarchy of energies is a function of σ, but is qualitatively similar for all of our simulations in the developed stage (since σ 1).
The decrease of electric energy in time can be attributed to the turbulent motions becoming progressively slower as the effective fluid mass increases due to heating. In the ideal MHD approximation, E ∼ (v f /c) × B, so the ratio of the electric energy to magnetic energy can be estimated as
where v ⊥ is the flow velocity perpendicular to the magnetic field, which we estimate to be vA (up to a coefficient which describes the degree of alignment of the flow with the magnetic field). In Fig. 8 , we verify that the flow fluctuations are Alfvénic by showing that v f,rms ∼ vA across a range of σ in snapshots from the 768 3 series of simulations. We also verify the estimate in Eq. 14 by measuring the ratio of electric to magnetic energy averaged across time intervals of duration ∆t, which we denote E elec /Emag ∆t, versus similar averages of the magnetization, σ ∆t. Using the heating rate estimated in Eq. 12, we can further estimate
Finally, we comment on the injected energy. The total injected energy Einj increases linearly in time due to the constant energy injection rate, estimated to beĖinj ∼ L 2 ηinjB 2 0 vA0/8π. Therefore Einj/(L 2 B 2 0 vA0t/8π) approaches a constant value, which is confirmed in Fig. 9 for our two Figure 9 . Measurement of energy injection rate: evolution of injected energy E inj (blue) and increase in internal energy ∆E int = E int − E int,0 (red), normalized to the nominal injected energy,
0 v A0 t/8π, for 1024 3 simulations with σ = 0.5 (solid) and σ = 2 (dashed). Both energies asymptotically approach similar values, implying η inj ∼ 1.7.
largest simulations (Case A2 and Case A4); results are similar for the smaller simulations. In order to maintain a balanced energy budget, the heating rate of the plasma must equal the injection rate, which leads to a linear increase for ∆Eint = Eint − Eint,0 in time. As also shown in Fig. 9 , ∆Eint/(L 2 B 2 0 vA0t/8π) ≈ 1.7 during developed turbulence. This follows a more gradual accumulation of internal energy at early times, t 4L/vA0 (corresponding to t 8L/c in the fiducial case). The saturation of ∆Eint/(B 2 0 vA0t/8π) conveniently demarcates the beginning of fully-developed turbulence. As expected, Einj → ∆Eint as t → ∞, with the residual energy difference associated with the energy contained in turbulent fluctuations. This implies an asymptotic injection efficiency of ηinj ∼ 1.7.
Probability distribution functions
We now proceed to discuss the spatial statistics of turbulence in our simulations. We first consider probability density functions (PDFs) for various quantities. We note that PDFs for large-scale quantities can be sensitive to driving, and hence statistics over a large number of snapshots are required to average over random fluctuations in the driving. Therefore, in this section, we present results from the 768 3 , σ = 0.25 simulation, rather than the fiducial simulation, for better statistics; the results are similar in both cases. The PDFs for small-scale quantities (such as charge density, current density) can be sensitive to particle noise, which sometimes dominates the physical signatures and makes the PDFs artificially appear as normal or log-normal. To reduce this noise and get results that are insensitive to Nppc, we coarse-grain the data onto a reduced lattice of (N/2) 3 cells. Each data point on the coarse-grained lattice represents an average across a cube of 8 cells in the original lattice.
We show the PDFs for the components of the magnetic field fluctuations δB, electric field fluctuations δE = E − E , and fluid velocity fluctuations δv f = v f − v f in Fig. 10 . Here, angle brackets indicate the spatially-averaged field in the corresponding snapshot, which is statistically zero but generally nonzero in each snapshot. The magnetic field fluctuations are preferentially perpendicular to the mean field due to the anisotropy of the imposed driving, with δB ⊥,rms ≡ (δB 2 x,rms + δB 2 y,rms ) 1/2 ≈ B0 and δBz,rms ≈ 0.3B0 for the given simulation. We find that δBz is consistent with a normal distribution, while δBx and δBy are platykurtic, i.e., have a broad, flat peak; this appears to be a result of the coherent driving mechanism. On the other hand, δE is more isotropic, with δEx,rms ≈ δEy,rms ≈ δEz,rms. The mean-field perpendicular components, δEx and δEy, are well fit by a normal distribution while δEz deviates from the normal distribution, having a significantly narrower peak and broader tails, which may indicate intermittency in the parallel electric field. The PDF for flow fluctuations δv f is very well fit by a normal distribution, with fluctuations preferentially perpendicular to B0; we measure δv f ⊥,rms ≈ 0.23 and δv f z,rms ≈ 0.10.
In Fig. 11 , we show the PDFs for turbulent magnetic energy density Emag, bulk fluid energy density E bulk , and electric energy density E elec . We find that all three PDFs are qualitatively similar, with exponentially declining tails. The peak for E elec is at significantly smaller scales than the PDFs for Emag and E bulk (which are comparable to each other), consistent with the overall energetics heirarchy. The PDF for E elec appears to have some dependence on σ (declining more rapidly for low σ) and is time-varying; however, the timeaveraged PDF is qualitatively similar for all of the given simulations (going as ∼ exp (−5E elec /Emean)).
In Fig. 12 , we show the PDF for magnitude of flow velocity v f at several times in the fiducial simulation. As previously implied by Fig 6, the peak of this PDF generally shifts toward lower v f with increasing time, with a more rapid evolution for high σ0. Also in Fig. 12 , we show the PDF for lab-frame particle density n, which we find is fit very well by a log-normal distribution, as previously found in studies of compressible hydrodynamic and MHD turbulence (e.g., Nordlund & Padoan 1999; Kritsuk et al. 2007; Lemaster & Stone 2008; Federrath et al. 2008; Hopkins 2013) . A lognormal density distribution can be anticipated due to the continuity equation,
Since ∇ · v f is small in our simulations, the density is randomly advected by the velocity field and log n takes a normal distribution (ignoring corrections due to intermittency and the backreaction of n onto v f ) (e.g., Biskamp 2003).
Figure 11. Top panel: PDF for turbulent magnetic energy density Emag and bulk fluid kinetic energy density E bulk , normalized to the energy density in the mean field, Emean. Bottom panel: PDF for electric energy density E elec normalized to Emean, for 768 3 series with σ 0 ∈ {0.25, 0.5, 1, 2, 4}. Exponential fits are shown in black lines.
In Fig. 13 , we show the PDF for the internal energy density Eint and the internal energy per particle Eint/n, which can be used as a proxy for temperature. We find that both quantities are very well fit by log-normal distributions. The PDF for Eint is relatively broad, with the PDF halfwidth fluctuating significantly in time. On the other hand, Eint/n is narrowly peaked and shows a clear trend in which the half-width increases in time. We find that when Eint/n is normalized to its spatially-averaged value, Eint/n , the PDF becomes time-independent; the time-averaged PDF of (Eint/n)/ Eint/n with log-normal fit is shown in Fig. 13 .
The fact that n and Eint are simultaneously fit by lognormal distributions can be explained by a power-law correlation between the two. Indeed, as shown in Fig. 14 , there is a tight empirical power-law correlation,
which implies that the plasma can be described as an ideal gas with adiabatic index of 4/3 on the timescale of turbulent fluctuations. This is the well-known equation of state for an ultra-relativistic gas (e.g., Weinberg 1972), which emerges from first principles in our simulations. A more complete equation of state must account for pressure anisotropy, as in the Chew-Goldberger-Low equations (Chew et al. 1956 ) and its relativistic generalization (Gedalin 1991) ; we leave an analysis of pressure anisotropy to future work. Finally, we discuss the PDFs for some representative small-scale quantities, in contrast to the large-scale quantities described above (the scale dependences will be discussed explicitly in the next subsection). In Fig. 15 , we show the PDF for the current density parallel to the mean field, Jz, and for the charge density ρ. Both PDFs show broad, nonGaussian tails characteristic of intermittency. To confirm that Jz is classically intermittent, we measure the coarsegrained current density Jz δx , where · δx indicates an average performed over cubes of side length δx. The resulting PDF is shown in the second panel of Fig. 15 ; as δx decreases, the PDF broadens and deviates from a normal distribution. Hence, statistics for Jz are scale-dependent, in qualitative agreement with current density statistics in MHD studies.
An intermittent quantity of central importance in turbulence is the local heating rate; hence, we next comment on the PDF for the time derivative of internal energy. For simplicity, we consider the expression for the heating rate in the well-defined limit of non-relativistic motions (V eff /c 1):
Ignoring the flux terms, we therefore consider
where asterisks denote the fluid-frame electric field and current density. Note that irreversible dissipation does not occur in the collisionless Vlasov-Maxwell system (Eqs. 1) since entropy is conserved. However, E * · J * does represent local heating and cooling of the plasma due to electromagnetic fields. We show the PDF for the coarse-grained dissipation rate proxy, E * · J * δx , in Fig. 16 . As with the current density, the PDF broadens as δx decreases, indicating intermittency. In contrast to hydrodynamic and MHD turbulence, where the PDF of coarsed-grained energy dissipation rate is strictly positive and close to log-normal (e.g., Zhdankin et al. 2016b) , the PDF for E * ·J * δx is not well fit by a log-normal in our simulations (except for at the largest scales). Also, the PDF significantly extends into negative values, implying local cooling of the plasma. We make no further remarks on the statistics of dissipation in this paper.
Power spectra
We next investigate the turbulence statistics as a function of scale by considering Fourier power spectra for the fluctuations. In the following,ỹ(k) denotes the Fourier transform of y(x), and the corresponding power spectrum is given by Ey(k) = |ỹ(k)| 2 . Here, angle brackets · indicate an average over a specified data set; we mainly perform averages over a short period of time during the early stages of developed turbulence, when the intertial range is relatively long. In particular, for the fiducial case, we show results averaged over 4 snapshots spanning times 7.7 < tc/L < 10.0, during which the Larmor scale increases from ρe ≈ 2.4∆x to ρe ≈ 3.2∆x (as previously shown in Fig. 4 ). Spectra at later times are similar but with an increasingly shorter inertial range. To account for global anisotropy with respect to B0, we focus on spectra with respect to the mean-field perpendicular wavenumber k ⊥ , obtained by integrating the spectrum across kz and across angles in the kx-ky plane, Ey(k ⊥ ) = dkzdφk ⊥ |ỹ(k ⊥ cos φ, k ⊥ sin φ, kz)| 2 . We first consider the set of power spectra that characterize the turbulence energetics, which we will refer to as energy spectra. These include the magnetic energy spectrum Emag(k) = |B(k)| 2 /8π , electric energy spectrum E elec (k) = |Ẽ(k)| 2 /8π , bulk fluid kinetic energy spectrum E bulk (k) = |W(k)| 2 , and internal energy spectrum Eint(k) = |Ẽint(k)| 2 . The motivation for considering energy spectra comes from the standard picture of the energy cascade in non-relativistic turbulence; namely, the iner- Figure 13 . Top left panel: PDF for internal energy density E int (normalized to Emean) at four different times. Top right panel: PDF for internal energy per particle, E int /n (normalized to Emean/n 0 ) at same times. Bottom left panel: time-averaged PDF for (E int /n)/ E int /n . Corresponding log-normal fits are shown in dashed lines. Figure 14 . Demonstration of adiabatic equation of state: joint PDF of internal energy density E int (relative to Emean) versus particle density n (relative to n 0 ) measured in a snapshot of the fiducial simulation. Also shown is a power law with (adiabatic) index of 4/3. tial range is characterized by a constant flux of total energy in wavevector space.
We first show the magnetic energy spectrum for the fiducial simulation at several different times in the top panel of Fig. 17 . During the initial stages of the simulation, the spectrum broadens from low k ⊥ to high k ⊥ , until it reaches k ⊥ ρe ∼ 1 (which occurs by the time tc/L ∼ 6.7, or tvA0/L ∼ 3.5). The evolution of the spectrum then slows dramatically, indicating that the developed stage of turbulence has been reached. The developed magnetic energy spectrum is characterized by an approximate Emag(k ⊥ ) ∼ k −5/3 ⊥ scaling in the inertial range (k ⊥ ρe < 1) and a steeper scaling broadly consistent with Emag(k ⊥ ) ∼ k −4.5 ⊥ in the kinetic range (k ⊥ ρe > 1). The inertial range extends over nearly an order of magnitude in scale at the given times. The kinetic range scaling, on the other hand, is very limited, spanning roughly a factor of 3 (across 1 k ⊥ ρe 3); hence, the asymptotic scaling of the kinetic range is poorly constrained by the fiducial simulation. At even higher k ⊥ , the magnetic energy spectrum flattens due to particle noise; this noise floor can be lowered by increasing the number of particles per cell (see Appendix A for a discussion of the effect of Nppc on power spectra).
In the bottom panel of Fig. 17 , we compare the various types of energy spectra, averaged for times 7.7 < tc/L < 10.0. We find that the bulk fluid energy spectrum E bulk (k ⊥ ) is in excellent equipartition with Emag(k ⊥ ) across the inertial range. However, the kinetic range is nearly absent in E bulk (k ⊥ ) due to a high noise floor. In the vicinity of the spectral break at k ⊥ ρe ∼ 1, there is an excess of magnetic energy over bulk fluid energy, which may be caused by energy exchange associated with kinetic instabilities (e.g., Kunz et al. 2014 ). The electric energy spectrum E elec (k ⊥ ) Figure 16 .
PDF for the coarse-grained dissipation rate proxy E * · J * δx in the fiducial simulation, for δx ∈ {L/256, L/128, L/64, L/32, L/16}. A log-normal fit is shown for reference (dashed line). 4.5, 6.7, 8.9, 11.1, 13 .3}. Bottom panel: Energy spectra averaged over early times, including Emag(k ⊥ ) (blue), electric energy spectrum E elec (k ⊥ ) (red), bulk fluid energy spectrum E bulk (k ⊥ ) (black), and internal fluid energy spectrum E int (k ⊥ ) (magenta). Power-laws k exhibits a similar inertial-range scaling as Emag(k ⊥ ), but has lower amplitude by a factor of few (consistent with the overall energy partition measured in Sec. 4.3). This follows from the ideal MHD scaling, where E ∼ −(v f /c) × B in Fourier space is a convolution dominated by coupling with smallwavenumber modes. Curiously, the internal energy spectrum Eint(k ⊥ ) matches E elec (k ⊥ ) to a very good approximation.
To better characterize the inertial range scaling, we show several different power spectra compensated by k 5/3 ⊥ in Fig. 18 . In addition to the fiducial case, we show the complete σ0 = 0.5 series of simulations with varying size to demonstrate convergence. We find that Emag(k ⊥ ) and E elec (k ⊥ ) approach the classic k −5/3 ⊥ scaling with increasing system size (with a fit close to k −1.75 ⊥ for the fiducial case); simulations with smaller system sizes have steeper apparent initial ranges. The asymptotic scaling cannot be verified without even larger simulations, although we note the scalings appear converged when comparing the 768 3 and 1024 3 cases. The bulk fluid kinetic energy spectrum E bulk (k ⊥ ) is somewhat steeper than the other spectra and does not exhibit a clear inertial range. We also show the particle density spectrum En(k ⊥ ), which has a robust k −5/3 ⊥ scaling (dominated by particle noise below kinetic scales); this is consistent with predictions from passive advection of small density fluctuations in weakly compressible MHD turbulence (Montgomery et al. 1987; Goldreich & Sridhar 1995; Schekochihin et al. 2009 ).
For comparison, we next consider power spectra for the σ0 = 2, 1024 3 simulation as a representative high-σ0 case. Due to the rapid transient heating associated with high σ0, the inertial range is significantly narrower than in the fiducial case. This is a general result: our simulations with high σ0 tend to have steeper inertial-range spectra than the low σ0 cases, consistent with a smaller effective system size (L/2πρe). To illustrate this, in Fig. 19 , we compare power spectra for magnetic, electric, and density fluctuations from the σ0 = 2, 1024 3 simulation to two smaller (512 3 and 256 3 ) simulations with lower σ0, such that all three cases have identical values of ξ0 = σ0ρe0/L ≈ 0.003. The inertial-range spectra in all three simulations are similar, with apparent index in the neighborhood of −2, demonstrating that simulations with equal values of ξ0 tend to develop similar turbulence statistics. With a larger system size, we expect that the σ0 = 2 simulation should converge to the spectrum at low σ.
The σ0 = 2, 1024 3 simulation has relatively wellresolved kinetic range, at the expense of the inertial range, which invites precision measurements of the kinetic-range spectra. As seen in Fig. 19 , we find that the kinetic-range spectra are consistent with power laws having indices −4.5 for Emag(k ⊥ ), −3.5 for E elec (k ⊥ ), and −2.6 for En(k ⊥ ). We cannot rule out steeper power laws or slow exponential decline due to the presence of particle noise. The existence of power-law spectra at sub-Larmor scales would imply a kinetic cascade, either mediated by kinetic modes or by phasespace structure. In this light, it is reasonable to compare our results to the theoretical predictions for an entropy cascade ). In the absence of a relativistic theory, we compare to the predictions for non-relativistic, weakly-collisional, electron-proton plasma, which yields indices −16/3 for Emag(k ⊥ ), −4/3 for E elec (k ⊥ ), and −10/3 for En(k ⊥ ). It is possible that, given a longer kinetic range, Figure 18 . Measurement of inertial range: spectra of magnetic energy Emag(k ⊥ ), electric energy E elec (k ⊥ ), bulk fluid kinetic energy E bulk (k ⊥ ), and particle density En(k ⊥ ), all compensated by k our magnetic and density spectra will further steepen to agree with these predictions, but the electric energy spectrum is much steeper than the prediction and does not show any signs of becoming shallower with increasing resolution. Hence, our results are not fully consistent with the nonrelativistic entropy cascade predictions, motivating the future development of a relativistic theory.
The energy spectra discussed above are all peaked at small k ⊥ , implying that most of the power is contained in large-scale fluctuations. In contrast, quantities made up of gradients of those fields can be peaked at small scales. Classical examples include the vorticity Ω = ∇ × v f and current density J . If we neglect the displacement current, thenJ ∼ (c/4π)ik ×B, implying that the power spectrum of current density is
inertial range for MHD turbulence in the Goldreich-Sridhar picture. Similarly, since charge density is given byρ = ik ·Ẽ/4π, the power spectrum for charge density is Eρ(k ⊥ ) ∝ k also yielding a k 1/3 ⊥ scaling for standard inertial-range MHD turbulence. We confirm these scalings in the compensated spectra Fig. 20 . The spectrum for J appears to be slightly less than 1/3 (by about ∼ 0.1, similar to offset of the magnetic energy spectrum from −5/3). The peak of both spectra is near k ⊥ ρe ∼ 1, beyond which they steepen. In particular, E J (k ⊥ ) ∼ k −2.5 ⊥ below kinetic scales, in agreement with the k −4.5 ⊥ magnetic energy spectrum. For comparison, we also show in Fig. 20 the power spectra for vorticity Ω and for divergence of flow ∇·v f , compensated by k −1/3 ⊥ for similar reasons. We find that ∇ · v f , which represents the compressive component of turbulence, does not exhibit power-law spectrum, declining very rapidly at small k ⊥ and dominated by noise over a significant range of k ⊥ .
Structure functions
In this subsection, we deal with structure functions, which complement power spectra as a tool for characterizing the turbulent fluctuations as a function of scale. The structure function of order q for the field g(x, t) is given by
where the angle brackets indicate an average over positions x. Here, g can be any field, such as the magnetic field vector, particle density, and so on. It is often assumed that, in the inertial range, the structure functions are power-law functions of scale,
where ζ (q) g are the scaling exponents for the corresponding structure function. The set of structure functions gives a very detailed statistical description of the dynamics. The second-order structure function is linked to the energy spectrum by a Fourier transform, and hence ζ (2) g = −αg − 1, where αg < 2 is index of the corresponding Fourier power spectrum (e.g., α B = −5/3 for the magnetic energy spectrum implies ζ (2) B = 2/3 for the second-order magnetic structure function). The third-order structure function can be linked to the energy cascade rate under certain assumptions; in particular, the mixed third-order structure function of Elsässer fields can be proven to equal the energy cascade rate in non-relativistic, incompressible MHD (Politano & Pouquet 1998b,a) . Higher-order structure functions (q > 3) give information about the intermittency of turbulence (e.g., She & Leveque 1994; Politano & Pouquet 1995; Chandran et al. 2015) .
As discussed in Appendix A, structure functions can be contaminated at small scales due to particle noise in PIC simulations. This noise is nullified by smoothing the data prior to analysis. In the following, we filter the data by setting Fourier modes with kL/2π > N/4 (i.e., wavelengths λ < 4∆x) to zero prior to the measurement of the structure functions. We also focus mainly on structure functions for the magnetic field, which is less sensitive to noise than the other quantities.
We first consider the second-order magnetic structure function, S (2) B (δx), for separations arbitrarily taken in the x direction (perpendicular to B0). In Fig. 21 , we show the structure functions for the individual magnetic field components: the longitudinal component S Bz . We also show the structure function for the entire vector, S (2) B . We find that, to a good approximation, S (2) B ∼ (δx) 2/3 in the inertial range, consistent with the −5/3 index of the inertialrange magnetic energy spectrum. At sub-inertial scales, on the other hand, the structure function steepens to a scaling consistent with S (2) B ∼ (δx) 2 . We interpret this scaling to be associated with the smooth variation of inertial-range fluctuations, which yields a S (q) ∼ (δx) 2q scaling at small scales by Taylor expansion (as described in more detail in Appendix B). This scaling appears to dominate any signatures from the kinetic cascade; in this regard, the power spectrum is a more robust tool for characterizing the kinetic range. The break between the inertial and sub-inertial range appears to be rather broad, extending from δx/ρe ∼ 1 to δx/ρe ∼ 10.
We compare S
B (δx) to the second-order structure functions for electric field and density, S n (δx), respectively, in the second panel of Fig. 21 . For clarity, we compensate the structure functions by δx −2/3 . All three structure functions are consistent in the inertial range:
2/3 , consistent with the classical predictions and power spectra. Structure functions for other quantities and for other simulations are also consistent with the corresponding power spectra. E (δx) (red), and density structure function S (2) n (δx) (green), all compensated by δx −2/3 . Normalization is arbitrary.
We next consider the magnetic structure functions of other orders. A self-similar cascade exhibits monofractal statistics, such that S
for all orders q, i.e., there is only a single unspecified scaling exponent, which is associated with the fractal dimension of the turbulent field. In the Goldreich-Sridhar picture, the monofractal scaling yields exponents ζ (q) B = q/3. However, it has long been recognized that self-similarity is spontaneously broken due to intermittency. Hence, each structure function S (q) B is characterized by an independent scaling exponent, a property of multifractal statistics (e.g., Frisch 1995) . The complete spectrum of scaling exponents ζ (q) can be used to characterize intermittency. Here, we present the scalings of (S (q)
B )
1/q , compensated by δx −1/3 , for 1 ≤ q ≤ 5 in Fig. 22 . It is evident that the higher-order structure functions depart from the (δx) q/3 monofractal scaling in the inertial range, becoming relatively shallower with increasing q. In particular, we find that (S 5 This empirical formula is reminiscent of the log-normal model B ) 1/q δx −1/3 versus δx/ρe for q ∈ {1, 2, 3, 4, 5} (blue, red, green, magenta, and cyan, respectively). For reference, we also show corresponding empirical fits δx 0.06(q−2) in the inertial range (solid black lines) and a δx 2/3 scaling corresponding to the subinertial range of smooth fluctuations (dotted black line).
A proper measurement of the scaling exponents beyond this simple formula demands robust statistics and a broad inertial range, neither of which are available in our present simulations; for this reason, we defer a comparison to phenomenological theories to future work. In sub-inertial range, the structure functions become parallel, implying monofractal scaling (much like in the solar wind kinetic range; see Kiyani et al. (2009) ); however, this is likely an artifact of all structure functions capturing the smooth inertial-range fluctuations. In summary, the multifractal spectrum of structure functions confirms that our system is classically intermittent in the inertial range, qualitatively consistent with earlier numerical studies of MHD turbulence Müller et al. 2003) .
Fluctuation anisotropy
Finally, we employ structure functions to characterize scaledependent anisotropy. In particular, we aim to test critical balance (Goldreich & Sridhar 1995) , which predicts that fluctuations are anisotropic with respect to the local background field, such that k ∼ k 2/3 ⊥ L −1/3 for the bulk of magnetic fluctuations (as described in Sec. 2.1). As noted in previous works on critical balance in MHD simulations (Cho & Vishniac 2000; Cho et al. 2002) , it is incorrect to test critical balance in the coordinate system relative to the global magnetic field B0, since the tilt of the local mean field from B0 can be sufficient to disrupt the measurement in the fieldparallel direction. This prevents critical balance from being directly measurable in a 2D Fourier power spectrum or from structure functions in the global coordinate system. Instead, one must measure the structure functions in a coordinate system relative to the local magnetic field. Therefore, we consider the second-order magnetic structure function in lo- (Kolmogorov 1962) , which provides a reasonable fit in MHD turbulence (e.g., Zhdankin et al. 2016b ). cal coordinates (δx ⊥ , δx ), given by
where the local mean field is defined by
We show the contours of the second-order magnetic structure function S (2) B on the (δx ⊥ , δx ) plane in Fig. 23 . The structure function is isotropic at large scales (δx ∼ L/2), but becomes increasingly anisotropic at small scales. At small scales, the variations are weaker in the δx direction, indicating that fluctuations become elongated along the local mean magnetic field. This confirms a scale-dependent anisotropy.
In order to quantitatively test the critical balance conjecture, we measure S (2) B separately along the two axes of the (δx ⊥ , δx ) plane, which we denote S B (δx ) ∼ x over roughly a factor of four in scale. The perpendicular break occurs near δx ⊥ ∼ 6ρe and the parallel break occurs near δx ∼ 20ρe, also broadly consistent with critical balance. The sub-inertial range scaling appears to be consistent with the δx 2 ⊥ smooth scaling associated inertial-range fluctuations, although possibly shallower due to the limited kinetic range. We also show the ratio S B (δx ⊥ ) versus δx (in the corresponding directions) in Fig. 24 , which agrees well with the critical balance prediction of δx 1/3 for the fidicual case.
DISCUSSION
Relativistic pair plasmas provide an opportune setting for the theoretical and numerical exploration of kinetic turbu- lence. The Vlasov-Maxwell equations take a simple form in this limit, with only two independent characteristic kinetic scales ρe and de. This makes it possible to achieve sufficient scale separation in 3D PIC simulations to recover dynamics in the MHD inertial range, which is challenging for kinetic codes in the non-relativistic regime (e.g., Mak-wana et al. 2015 Mak-wana et al. , 2017 and even for relativistic fluid codes (Zrake & MacFadyen 2011 Radice & Rezzolla 2013) . Since MHD is a rigorous large-scale limit of the kinetic equations, any deviations of kinetic turbulence from the wellestablished MHD results would be of immense interest. PIC simulations are formulated from first principles and thus do not rely on the various MHD assumptions (isotropic pressure, prescribed equation of state, thermal equilibrium, collisional dissipation, etc.) which may be violated in certain parameter regimes or in localized regions.
In this work, we demonstrated that present-day computational resources are capable of bridging the gap between fluid and kinetic regimes in turbulent relativistic plasmas. The statistical properties of turbulence in our PIC simulations agree favorably with classical MHD turbulence phenomenology (in the non-relativistic Goldreich-Sridhar framework) and with previous MHD simulations in the literature. Going beyond this, our results also indicate that ultra-relativistic plasma temperatures and near-relativistic turbulence motions (i.e., σ ∼ 1) do not substantially alter the nature of the turbulent cascade. Needless to say, larger simulations will be essential to fully explore turbulence in the large-system limit, including to identify the precise indices of the power spectra (e.g., to determine whether the magnetic energy spectrum wholly converges to the k −5/3 ⊥ scaling, or whether there are corrections due to intermittency, dynamic alignment, relativity, or kinetic effects) and to characterize higher-order statistics.
In addition to capturing the historically well-studied MHD inertial range, our PIC simulations unveil the transition of the cascade to the kinetic range at small scales. We performed pioneering measurements of power-law spectra at sub-Larmor scales, which may be explained by a kinetic cascade. The measured sub-Larmor spectra for magnetic and density fluctuations are slightly shallower than the non-relativistic predictions from an entropy cascade derived in Schekochihin et al. (2009) (and tentatively measured in, e.g., Schoeffler et al. (2014) ), while the electric energy spectrum is substantially steeper (index −3.5 rather than −4/3). Hence, our results are not completely consistent with the non-relativistic entropy cascade predictions, pointing to the need for a relativistic extension of the theory. We do believe, however, that a qualitatively similar cascade process may occur in our system. Our measurements of the kinetic range are limited by (1) the kinetic scales being only minimally resolved (ρe ∼ de ∆x), due to our preference of maximizing the extent of the inertial range, and (2) contamination by particle noise, due to a limited number of particles per cell. In particular, power spectra and structure functions for quantities other than the magnetic field are strongly affected by particle noise at small scales. We defer a more concentrated investigation of the kinetic cascade to future work involving simulations with a larger number of particles and better resolved kinetic scales.
The simulations in our present study explored magnetizations in the neighborhood of unity, σ ∼ 1, which is the most numerically tractable case. The regime of σ 1 is characterized by (1) kinetic scale separation ρe de and (2) non-relativistic bulk motions due to δv ∼ vA c (requiring a larger number of timesteps to simulate for a given duration in terms of dynamical times). The regime of σ 1 is characterized by (1) kinetic scale separation de ρe, (2) strong compressibility (δv ∼ vA ∼ cs ∼ c, where cs is the speed of sound, leading to load imbalance in the simulation), and (3) rapid plasma heating (σ → 1 on timescales t ∼ L/c). These issues make it numerically challenging to perform a broad σ scan of developed turbulence, which could address important topics such as the location of the spectral break (Boldyrev et al. 2015) , the universality of the kinetic range, and the cascade of compressive fluctuations. One implication of our results is that sustained relativistic turbulence, which requires σ > 1, is unrealizable in natural systems with constant energy injection rate and inefficient cooling mechanisms. This is understood as follows: to develop relativistic motions, the turbulent energy must exceed the effective plasma mass. However, the dissipation of this turbulent energy increases the mass density so that the two become comparable (σ 1) within a turnover time. A study of fully-developed relativistic turbulence therefore requires either 1) an energy injection rate that steadily increases in time, to compensate for increasing plasma inertia or 2) a prescribed cooling mechanism, such as radiative cooling in an optically thin plasma. In either case, turbulence statistics at high σ can be compared to force-free MHD, which resembles the non-relativistic case (Thompson & Blaes 1998; Cho 2005; Cho & Lazarian 2013) . We note these considerations do not preclude transient relativistic motions from developing in decaying turbulence without an energy sink, which may better represent many astrophysical systems (where turbulence occurs in outflowing plasma (e.g., Zrake 2016) or is impulsively triggered by instabilities (e.g., Nalewajko et al. 2016; Yuan et al. 2016) ).
CONCLUSIONS
In this paper, we applied PIC simulations to investigate driven turbulence in magnetized, collisionless, relativistically-hot plasmas with magnetizations of order unity, σ ∼ 1. Our PIC simulations successfully reproduce large-scale MHD turbulence, as indicated by (1) the inertialrange magnetic energy spectrum approaching a k −5/3 ⊥ scaling, with a similar bulk fluid energy spectrum; equivalently, the second-order magnetic structure function approaches a (δx) 2/3 scaling, (2) the magnetic structure functions exhibiting scale-dependent mean-field anisotropy consistent with critical balance (δx ∼ δx 2/3 ⊥ ), and (3) the log-normal distribution of particle density and internal energy per particle, which are related by the 4/3 adiabatic index predicted for an ultra-relativistic gas. We also identified signatures of intermittency, including the formation of current sheets and a multifractal spectrum of magnetic structure functions. This validates the standard MHD turbulence phenomenology for systems consisting of collisionless, relativistic plasmas with a population of nonthermal energetic particles (Zhdankin et al. 2017 ).
In addition, we obtained new measurements of turbulent fluctuations in the kinetic regime (i.e., at scales below the characteristic Larmor scale). In particular, we measured approximate k −4.5 ⊥ magnetic energy spectrum, k −3.5 ⊥ electric energy spectrum, and k −2.6 ⊥ density spectrum in the kinetic regime. Structure functions are ill-suited for characterizing the kinetic range, since they capture the smooth variation of inertial-range fluctuations rather than the steep spectrum of the kinetic cascade; also, structure functions appear to be more strongly affected by particle noise than power spectra.
This work establishes that PIC simulation is a viable first-principles numerical approach to investigating turbulence in relativistic plasmas. Further numerical and theoretical work will be required to characterize fully the nature of turbulence in this regime and to explore the parameter space (including degrees of freedom associated with the driving mechanisms and system geometry). For the sake of brevity, we have only considered the statistics of turbulent fluctuations in this paper. In a follow-up paper, we will describe the particle statistics in the same set of simulations, addressing the properties of turbulent particle acceleration and implications for observations of high-energy astrophysical systems. range spectrum require relatively large Nppc to make this noise floor negligible, especially for noisy quantities (e.g., particle density). The cases with Nppc ≥ 128 show excellent agreement at scales above the noise floor, while the cases with Nppc = 64 and Nppc = 32 show deviations near the spectral break at k ⊥ ρe ∼ 1 and have steeper spectra than the higher Nppc cases. This indicates that Nppc ∼ 128 is the optimal value to get robust power spectra for the given simulation resolution. In the second panel of Fig. A2 , we show the second-order magnetic structure function S (2) B for the same simulations. The particle noise once again affects the measurement at small scales, making the structure function scaling shallower than the converged scaling [S (2) B ∼ (δx) 2 ]. We find that filtering out Fourier modes with kL/2π > N/4 (as applied in Sec. 4.6) leads to a result that is insensitive to Nppc; coarse-graining gives a similar converged result. Spectra and structure functions for other quantities and for larger simulations have a similar dependence on Nppc.
The error in energy conservation Rerr,T is another indicator of convergence with respect to Nppc. In Fig. A2 , we demonstrate accurate energy conservation by showing the total energy minus injected energy relative to its initial value, for the cases described above. Over the duration of T ∼ 10L/c, the cases with Nppc ≥ 64 all have comparable errors, Rerr,T ∼ 0.3%. However, the case with Nppc = 32 has Rerr,T ∼ 1%, indicating that errors become dominated Figure A2 . Total energy minus injected energy, Etot − E inj , relative to initial value for 256 3 , σ 0 = 0.5 simulations with varying number of particles per cell. Deviations from exact energy conservation are small, demonstrating numerical accuracy for Nppc > 64.
by the particle noise. At late times, energy slowly increases from the expected value, indicating a small amount of numerical heating. Empirically, for fixed Nppc and duration (in terms of light-crossing times), we find that larger simulations have higher Rerr,T due to the accumulation of error over the larger number of timesteps (since the timestep is set by the Courant-Friedrichs-Lewy condition, ∆t ∼ ∆x/ √ 3c). Thus, many of our 384 3 and 256 3 simulations easily satisfy energy conservation to better than 1%. For the production simulations in Table. 1, several cases have Nppc > 128 to improve energy conservation and acquire better measurements of the kinetic range.
APPENDIX B: SMALL-SCALE LIMIT OF STRUCTURE FUNCTIONS
The second-order structure function and power spectrum are related as follows. First, expand the structure function to relate it to the autocorrelation function, 
Fourier transform to obtain
B (δx)e −ik·δx = −2(2π) 3 B 2 δ(k) + 2|B(k)| 2 .
For a spectrum E B (k) ≡ |B(k)| 2 ∝ k −α with α < 2, we obtain S (2) B ∼ |δx| α−1 . However, the result for α > 2 is nontrivial. In particular, for α > 3, structure functions will be dominated by the smooth variation of large-scale modes. For scales small relative to the fluctuations, we can perform a Taylor expansion of the magnetic field B(x + δx) ∼ B(x) + δx · ∇B(x) .
The second-order structure function becomes 
For separations perpendicular to the mean magnetic field, δx · B0 = 0, only the term proportional to δij survives in
