We consider the following perturbed Hamiltonian H = −∂ 2 x + V (x) on the real line. The potential V (x), satisfies a short range assumption of type
Introduction and motivation
The uncertainty principle in quantum mechanics is frequently associated with Hardy type inequality
where H 0 = −∆ is the free Hamiltonian in R n , n ≥ 1. The presence of a perturbed Hamiltonian H = H 0 + V (x) with a short range real-valued potential V (x) leads to the natural question to verify if Hardy type inequality is true for this perturbed Hamiltonian. The appearance of eigenvectors of H is an obstacle to have Hardy type inequality or to establish existence and completeness of the wave operators in the whole L p (R n ) space, so it is natural to look for estimate of type
where H ac is the absolutely continuous part of the perturbed Hamiltonian and f is in the domain of H ac . Our key goal in this work is to study the equivalence of the fractional energy norms
since this equivalence property shows that (1.1) implies (1.2). Another motivation to study the equivalence property (1.3) is connected with the necessity to generalize so called fractional Leibnitz rule, used as a basic tool in rigorous analysis of local well-posedness of nonlinear dispersive equations, to the case of fractional Hamiltonians of type H s/2 ac . To be more precise, the following estimate is known as fractional Leibnitz rule or Kato-Ponce estimate (one can see [9] for the proof)
where the parameters s, p, p j , j = 1, . . . , 4, satisfy s > 0, 1 < p, p 1 , p 2 , p 3 , p 4 < ∞,
The estimate can be considered as natural homogeneous version of the non-homogeneous inequality of type (1.4) involving Bessel potentials (1−H 0 ) s/2 in the place of H s/2 0 , obtained by Kato and Ponce in [13] (for this the estimates of type (1.4) are called Kato-Ponce estimates, too). More general domain for parameters can be found in [8] . A more precise estimate can be deduced when 0 < s < 1. More precisely, Kenig, Ponce, and Vega [14] obtained the estimate Therefore, one can pose the question to find appropriate short range assumptions on the perturbed Hamiltonian so that the fractional Leibnitz rule (1.4) or the more precise bilinear estimate (1.5) are valid for this perturbed Hamiltonian. Since the equivalence property (1.3) implies (1.4), it is important to determine admissible domain for the parameters s > 0, p ∈ (1, ∞), where (1.3) holds. The uncertainty principle restriction s < 1/p is a reasonable candidate and we aim at studying if this is the optimal domain where (1.3) is fulfilled.
We can make another interpretation of (1.
with the homogeneous Sobolev spacesḢ s p (R) and observing that (1.3) guarantees the invariance of the action of the wave operators
on these homogeneous Sobolev spaces. The existence and completeness of the wave operators in standard Hilbert space (typically Lebesgue space L 2 ) in case of short range perturbations is well known (see [15] , [16] , [12] and the references therein). The functional calculus for the absolutely continuous part H ac = P ac (H)H of the perturbed non-negative operator H can be introduced with a relation involving
for any function g ∈ L ∞ loc (0, ∞). Moreover, the wave operators map unperturbed Sobolev spaces in the perturbed ones, 
The equivalence property (1.3) implies that the homogeneous Sobolev spaceḢ s p (R) is invariant under the action of the wave operators W ± for 0 ≤ s < 1/p.
Assumptions and main results
The study of the dispersive properties of the evolution flow in some cases of short range perturbed Hamiltonians H shows (see [2] , [7] ) that homogeneous Sobolev norms for perturbed and unperturbed Hamiltonians are equivalent
provided s < n/2. Our goal is to extend this equivalence to the case
with s < n/p. First, we shall show that the requirement s < n/p is optimal, i.e. we shall prove the following result:
is defined as follows
3)
Our next goal is to obtain (1.2) in the admissible range s ∈ [0, n/p) for the case n = 1. First we shall describe the assumptions on the potential V.
We shall assume that the potential V : R → R is a real-valued potential, V ∈ L 1 (R) and V is decaying sufficiently rapidly at infinity, namely following [18] we require
Our key assumption on V is that zero is not a resonance point. The precise definition of the notion of resonance point at the origin is given in Definition 4.4 by the aid of the relation
The point spectrum of H consists of real numbers λ ∈ (−∞, 0], such that 5) and absolutely continuous part [0, ∞). We shall denote by L 2 pp (R) the linear space generated by the eigenvectors f in (2.5). This is finite dimensional space and its orthogonal complement in L 2 is the invariant subspace, where the perturbed Hamiltonian H is absolutely continuous.
The key tool to prove the Hardy inequality and the fractional Leibnitz rule (1.5) is the following estimate.
1 the precise definition of eigenvectors is given below in (2.5)
(1, ∞) and the perturbed Hamiltonian H has no resonance at the origin. Then there exists a positive constant C = C(s, p) > 0 so that we have
It is natural to use a Paley-Littlewood localization associated with the perturbed Hamiltonian. Here and below ϕ(τ ) ∈ C ∞ 0 (R 0) is a non-negative even function, such that
We set
We have the following equivalent norm (see [21] )
Our approach to prove Theorem 2 is based on establishing estimate of the type.
Lemma 1.
If the assumptions of Theorem 2 are fulfilled, then for any s ∈ (0, 1/p) and q ∈ (1, ∞) defined
Indeed if this estimate is verified, then we can use (2.9) and see that (2.10) implies the assertion of Theorem 2.
Therefore, the estimate (2.10) is the key point in the proof of Theorem 2. Proof. The results in [4] , [17] , [1] , [3] , [21] imply the existence and continuity of the wave operators in L p , 1 < p < ∞, so one can deduce Bernstein inequality
and via the equivalence property (2.9) we deduce the Sobolev estimate
From the estimate of Theorem 2 now we can write
The opposite estimate can be deduced in the same way from Theorem 2 and the "free" Sobolev estimate
This completes the proof.
Theorem 2 has also the following simple consequences. 
14)
Alternative application of the equivalence of the homogeneous Sobolev norms can be connected with the fractional power of the pseudo conformal generators, defined by
These operators commute with the free Schrödinger group e −iH0t ,
x . Natural generalization of (2.16) for the case of perturbed Schrödinger group e −iHt , H = −∂ 2 x + V with short range potential is introduced in [2] as follows
In the case V = 0 we have
so the conservation of the pseudo conformal energy
and interpolation argument imply 
for any s ∈ [0, 1/2). We turn now to possible inflation phenomena manifested by the pseudo conformal norms over the perturbed Schrödinger flow, i.e. we shall study the quantity
Then for any initial data f (x) ∈ S(R) with
we have lim sup
3 Idea to prove the key Lemma 1
Our main tool to study the kernel
is the following representation of the kernel as filtered Fourier transform
of symbols a(τ ) represented as linear combinations with constant coefficients of functions in the set
or more generally of symbols involving functions a(x, τ ) represented as linear combinations with constant coefficients of functions in the set
where m ± (x, τ ) = m ± (x, τ ) − 1, m ± are modified Jost functions, while T, R ± are the transmission and reflection coefficients.
It is simple to establish that the kernel ϕ( √ H/M )(x, y) can be decomposed as follows (one can see [6] ):
where K 0 M (x, y) can be represented as sum of the terms
and the term K M (x, y) is represented as sum of the terms
where ǫ i = ±1, for i = 1, . . . , 4, a(τ ) represents a linear combination with constant coefficients of functions in the set A in (3.2) and b i , for i = 1, . . . , 4, are linear combinations with constant coefficients of functions in the set B in (3.3).
Remark 3.2. We shall call the term K 0 M (x, y) the leading one, with the following exact representation
with symmetric kernel α(x, y, τ ) = α(y, x, τ ) and
The term K M (x, y) will be called the remainder one. In Lemma 3.1 to simplify the notation we neglected the symbolism a ± , b .4) is fulfilled with γ ≥ 1 + s, s ∈ (0, 1), the operator H has no point spectrum and 0 is not a resonance point for H. If ϕ is an even non-negative function, such that ϕ ∈ C ∞ 0 (R \ {0}), then for any p ∈ (1, 1/s), any M ∈ (0, ∞) and for any b (3.10)
,k2 defined as before replacing π ac j with π 0 j . Hence, the decomposition (3.4) can be rewritten as follows
where the operator I k represents the operators involved in the leading kernel and (π ac k − I k ) is the remainder term.
To prove Lemma 1 we will establish the following inequalities:
with 1/p = 1/q + s and I k are the operators
with kernels representing the leading term (3.5) in the expansion of Lemma 3.1 of π k .
Sup and Hölder type arpiori estimates 4.1 Estimates for the modified Jost functions
In this section we recall some classical results concerning the spectral decomposition of the perturbed Hamiltonian. Recall that the Jost functions are solutions f ± (x, τ ) = e ±iτ x m ± (x, τ ) of Hu = τ 2 u with
We set x + := max{0, x}, x − := max{0, −x}. The estimate and the asymptotic expansions of m ± (x, τ ) are based on the following integral equations
where
± is the integral operator defined as follows
2)
The following lemma is well known. 
is analytic in C ± and C 1 (C ± ); b) there exist constants C 1 and C 2 > 0 such that for any x, τ ∈ R:
A slight improvement is given in the next Lemma. a) There exists a constant C > 0 such that for any x ∈ R, τ ∈ C ± , we have
b) There exists a constant C > 0 such that for any x ∈ R, τ ∈ C ± {0}, we have
c) Let σ ∈ [0, 1). Then there exists a constant C > 0 such that for any x ∈ R we have
. Then there exists a constant C > 0 such that for any x ∈ R we have
Estimates for transmision and reflection coefficients
The transmission coefficient T (τ ) and the reflection coefficients R ± (τ ) are defined by the formula
From [4] and from [18] we have the following lemma.
Lemma 4.3. We have the following properties of the transmissions and reflection coefficients. a) T, R ± ∈ C(R). b) There exists C 1 , C 2 > 0 such that:
c) If T (0) = 0, (i.e. zero is not a resonance point), then for some α ∈ C \ {0} and for some α + , α − ∈ C
d) there exists a constant C > 0 such that for any τ ∈ R:
(4.14)
The property c) in the last Lemma suggests the following. 
We can use the assumption V ∈ L 1 γ (R), γ > 1, to get some more precise Hölder type bounds. 
Proof. The proof is based on the relations
and the properties of the functions m ∓ (t, τ ) from Lemma 4.2. Indeed, we can get the estimates
first. Further, we can use the fact 2 that we can control the norm of the inverse of f in the subalgebra C 0,σ by the norm of f in C 0,σ and the norm of 1/f in C(T )
where ϕ ∈ C ∞ 0 ((0, ∞)) has slightly larger support in [1/2 − δ, 2 + δ] with δ > 0 sufficiently small. Applying this estimate and the estimate (4.16) and (4.21) with ϕ replaced by a cut-off function with slightly larger support, we complete the proof.
Estimates of the filtered Fourier transform of m ± − 1
Given a bump function ϕ ∈ C ∞ 0 (R), we define the corresponding filtered Fourier transform as in (3.1). We shall distinguish two different cases. If the bump function ϕ ∈ C ∞ 0 ((0, ∞)) is such that (2.6) and (2.7) are satisfied, then we can assert that ϕ(τ /M ) has a support with τ ∼ M .
The integral equation (4.1) with sign + can be rewritten as
Applying the filtered Fourier transform and setting
we get
We have the following pointwise estimates.
satisfies the pointwise estimates:
• one can find functions
Proof. We choose the sign + in (5.3) for determinacy. To prove (5.3) we set
where g M (ξ; x) is the Filtered Fourier transform of the remainder m + (x, τ ) = m + (x, τ ) − 1, satisfying the integral equation (5.2). The function
Moreover, since we are considering the case x > 0 we get easily the following estimates
where a M (ξ; x) is defined in (5.2). Hence, coming back to G M (ξ; x) and recalling (5.2) we have
Applying the Gronwall lemma we get
where C is a positive constant depending on V L 1 1 (R) and F M (ξ) satisfies (5.4) and (5.5). This completes the proof.
If M ≥ 1 and ϕ satisfying (2.6) and (2.7), then we can improve the results of Lemma 5.1. Indeed, the term a M (ξ; x) in (5.2) can be rewritten as follows
Hence we have that
M (ξ), where
and
. Proceeding as in the proof of Lemma 5.1 we get the following result.
Lemma 5.2. If ϕ satisfies (2.6) and (2.7) and V ∈ L 1 γ (R), γ = 1 + s, s ∈ (0, 1), then for M ∈ (0, ∞) the filtered Fourier transform
One can use a Wiener type argument and deduce estimates for T (τ ), R ± (τ ) + 1.
Lemma 5.3. (see [3] , [21] 
are in L 1 (R) and the following inequality are satisfied
Turning to the estimates (5.3), we see that
where a 1 (x) = x −s . Lemma 5.3 guarantees that
we see that
due to the Young inequality. The above inclusion actually can be modified in a way suitable for our a priori estimates as follows
This observation leads to the following.
, and a ± (x, τ ) is any function in the set
then for M ∈ (0, ∞) the filtered Fourier transform
Finally we consider products of type a ± (x, τ )b ± (y, τ ), where a, b are in the set (5.11) and we have the following estimates.
satisfies the pointwise estimate:
Now we can proceed with the proof of Lemma 3.1.
Proof of Lemma 3.1. To fix the idea and to simplify the notation we consider the case involving b + (y, τ ) = b(y, τ ). We separate two cases: M ∈ (0, 1] and M ≥ 1. For M ∈ (0, 1] our first step is to prove
(5.14)
We use the pointwise estimate (5.12) so we can write
and (5.14) follows from Young inequality 15) and the Hölder estimate
Similarly, to prove
we use the pointwise estimate (5.12) again, so we can write
This time we have to estimate the term
so first we apply Hölder estimate (5.16) and then the Young convolution inequality. Finally, the estimate (3.9) follows from (5.13) since we have
This completes the proof for the case M ∈ (0, 1]. For M ≥ 1 we simply use the fact that we have better estimate B (M) 1
and we prove (3.8) and (3.9) assuming V ∈ L 1 1 (R) only. This completes the proof.
Equivalence of homogeneous Sobolev norms
In this section we are going to prove Lemma 1.
Proof of the inequality (3.11). The relation (3.6) guarantees that
can be represented as a sum of remainder terms of the form ǫ1,...,ǫ4=±1
such that the estimates of Lemma 3.1 imply
,
Using the inequalities
and so we deduce (3.11) . This completes the proof.
Proof of Lemma 1. Our main goal is to establish the following estimate
with 1/q = 1/p − s. We start proving that
In particular, it will be enough to prove the inequality (3.12), i.e.
since the estimate (3.11) has been just established above.
we have that
Indeed, if follows from
Moreover, the expression of the leading term shows that the kernel I k − π 0 k (x, y) can be represented as sum of the terms
with ǫ j = ±1, j = 1, . . . , 4, ǫ 1 ǫ 2 ǫ 3 ǫ 4 = 1 and a ∈ A, defined in (3.2). For simplicity we consider the case a = 1, ǫ j = 1, ∀j = 1, . . . , 4, and we shall estimate the term
Then, we can proceed similarly for the other terms.
Integrating by parts and using Lemma 4.2, we get
dy.
From the trivial inequality 2
combined with the Young inequality in Lorentz spaces we have
, with 1/q = 1/p − s and 0 < s < 1/p. The case k ≥ 0 follows similarly using the estimate
This complete the proof.
Counterexample for equivalence of homogeneous Sobolev spaces
In this section we consider the case p ∈ [n/2, ∞) ∩ (1, ∞) and we shall prove Theorem 1, therefore we shall show that the equivalence property
is not true for n ∈ N.
Proof of Theorem 1. Let us suppose that the relation (7.1) holds. Choosing positive potential
we can apply the heat kernel estimate obtained in [20] , i.e.
2) This estimate and the relation
so taking the L p norm and using a duality argument, we can write
Interpolation argument and the assumption p ≥ n/2 combined with the equivalence property (7.1) lead to
Taking u in the Schwartz class S(R n ) of rapidly decreasing function, we can apply a rescaling argument. Indeed, considering the dilation u λ (x) = u(xλ),
In this way we deduce
is also invariant under translations, i.e. setting
so applying (7.6) with u (τ ) in the place of u, we find
The substitution φ = H n/(2p) 0 u enables us to rewrite (7.7) as
are the Riesz operators.
It is easy to show that (7.8) leads to a contradiction. Indeed, taking
, with N ≥ 2 sufficiently large and being 1 A (x) the characteristic function of the set A. Since the functions χ j have almost disjoint supports and they are non-negative, for almost every x ∈ R we have
Further, we can use the estimates
Hence, from (7.8) we deduce
for any N sufficiently big and this is impossible. This completes the proof of the Theorem.
Proof of Lemma 2
Step I: Pseudo conformal two parameter group U (T, S). Set Step II: Proof of Lemma 8.2. We shall argue by contradiction. If the assertion of the Theorem is not true then we can find C > 0 so that 
since we assume V ∈ L ∞ (R). The property (8.12) implies now Again the check of the relation is trivial consequence of (9.6) and we omit the details.
