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a b s t r a c t
In this paper we consider the propagation of optical pulses in dielectric media with
nontrivial dispersion relations. In particular, we implement Post’s Laplace transform
formula to invert in time the Fourier–Laplace space coefficients which arise from the
joint space solution of the optical dispersive wave equation. Due to the inefficiency of
a direct application of this formula, we have considered and present here two more
efficient implementations. In the first, the Gaver–Post method, we utilize the well known
Gaver functionals but store intermediate calculations to improve efficiency. The second,
the Bell–Post method, involves an analytic reformulation of Post’s formula such that
knowledge of the dispersion relation and its derivatives are sufficient to invert the
coefficients from Laplace space to time. Unlike other approaches to the dispersive wave
equation which utilize a Debye–Lorentzian assumption for the dispersion relation, our
algorithm is applicable to general Maxwell-Hopkinson dielectrics. Moreover, we formulate
the approach in terms of the Fourier–Laplace coefficients which are characteristic of a
dispersive medium but are independent of the initial pulse profile. They thus can be
precomputed and utilized when necessary in a real-time system. Finally, we present an
illustration of the method applied to optical pulse propagation in a free space and in
two materials with Cole-type dispersion relations, room temperature ionic liquid (RTIL)
hexafluorophosphate and brain white matter. From an analysis of these examples, we
find that both methods perform better than a standard Post-formula implementation. The
Bell–Post method is the more robust of the two, while the Gaver–Post is more efficient at
high precision and Post formula approximation orders.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The analysis reported in this paper has been motivated by the practical problem of rapidly computing the distribution
of a initial optical pulse at a future time in a fixed dielectric material with a nontrivial dispersion relation. The issue of an
efficient computation is one which is especially pertinent to devices which must operate in real time. For these devices
it is common to use algorithms which incorporate data from precomputed tables. This allows intensive calculations to be
performed off-line and later rapidly utilized when necessary. In this paper, we follow this off-line tabulation approach and
introduce amethod bywhich to tabulate Fourier coefficientswhich characterize the dispersivemediumbut are independent
of the initial pulse profile.
The approach described here is based on a formulation of the optical dispersive wave equation in joint Fourier–Laplace
space. In particular, we show that the linear behavior of a pulse in thematerial can be characterized by Fourier–Laplace space
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coefficients which are preinverted at selected times. We utilize Post’s formula to perform the numerical Laplace transform
inversion. A naive implementation of the formula via the standard Gaver functionals is computationally expensive for
numerous Fourier spacewavenumbers. Thuswe have beenmindful to implement it in an efficientmanner. To be specific, we
introduce two additional Post formula implementations. The first, Gaver–Post method, involves using Gaver functionals [1]
butwith stored values of the dispersion relation. In a second analytic, Bell–Post, reformulation of the inversion procedure,we
state the inversion such that knowledge of the dispersion relation and its derivatives are sufficient to invert the coefficients at
a selected time. Unlike other numerical approacheswhich utilize aDebye–Lorentzian assumption for the dispersion relation,
our algorithm is applicable to the general class of dispersion relations which have a convolution form, that is, to general
Maxwell-Hopkinson dielectrics.
Following this introduction, the paper consists of five additional sections. In Section 2, we briefly derive the
Fourier–Laplace joint space expression for the propagation coefficients. In Section 3, we present Post’s formula, reformulate
it intomore efficient expressions and emphasize the key role of the dispersion relation and its derivatives. Section 4describes
the realistic biological and ionic material dispersion relations we have chosen to illustrate our approach. Section 5 contains
results from the application to the example dispersion relations. Finally, we summarize the paper in a conclusion.
2. Fourier–Laplace solution derivation
In this paper, we consider Maxwell’s equations in the Minkowski formulation
∇ · ED(Ex, t) = ρf (Ex, t) (1)
∇ · EB(Ex, t) = 0
∇ × EH(Ex, t) = EJf (Ex, t)+ ∂
ED
∂t
(Ex, t)
∇ × EE(Ex, t) = −∂EB
∂t
(Ex, t)
with the associated continuity equation for the total charge and current densities1
dρ
dt
+∇ · EJ = 0. (2)
We assume that the materials involved are nonmagnetic (EB(Ex, t) = µ0 EH(Ex, t)) and nonconducting so that there are no
free charges (ρf (Ex, t) = 0) and no free current density (EJf (Ex, t) = 0). Under these assumptions, the continuity equation is
satisfied and Maxwell’s equations reduce to
∇ · ED(Ex, t) = 0 (3)
∇ · EH(Ex, t) = 0
∇ × EH(Ex, t) = ∂ ED(Ex, t)
∂t
∇ × EE(Ex, t) = −µ0 ∂
EH(Ex, t)
∂t
.
Furthermore, we make the general assumption that the relationship between the electric field strength EE(Ex, t) and the
displacement ED(Ex, t) is described by a temporal convolution [2].
ED(Ex, t) = 0EE(Ex, t)+ EP(Ex, t) (4)
EP(Ex, t) = 0
∫ t
0
Φ(t − τ)EE(Ex, τ )dτ .
The scalar kernel function Φ(t) : R→ R is monotonically decreasing for 0 < t and zero for t ≤ 0. This dispersion relation
physically describes a dielectric with a long term memory.
To analyze Maxwell’s equations with this type of dispersion, we utilize a joint Fourier–Laplace transform approach.
L (g(t)) = G(s) =
∫ ∞
0
e−stg(t)dt (5)
1 Since this paper deals with variables in two joint spaces, Fourier–Laplace and space-time, we explicitly indicate the dependence of the fields and
variables.
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L−1 (G(s)) = 1
2pi i
∮
Bromwich
estG(s)ds
g(t) : R→ C
G(s) : C→ C
F (h(Ex)) = H(Ek) =
∫ ∞
−∞
e−iEk·Exh(Ex)dEx (6)
F −1(H(k)) =
∫ ∞
−∞
eiEk·ExH(Ek)dEk
h(Ex) : R3 → C
H(Ek) : C3 → C.
In the Laplace space, the convolution in the definition of the polarization vector EP(Ex, t) becomes a multiplication
φ(s) = L(Φ(t)) (7)
EP(Ex, s) = 0φ(s)EE(Ex, s)
ED(Ex, s) = 0EE(Ex, s)+ EP(Ex, s)
ED(Ex, s) = 0 (1+ φ(s)) EE(Ex, s)
EP(Ex, t = 0) = 0
ED(Ex, t = 0) = 0EE(Ex, t = 0)
as do the time derivatives
∂ ED(Ex, t)
∂t
→ sED(Ex, s)− ED(Ex, t = 0) (8)
∂ EH(Ex, t)
∂t
→ sEH(Ex, s)− EH(Ex, t = 0).
Maxwell’s equation (3) takes a form which involves only the fields EE(Ex, s) and EH(Ex, s)
∇ · EE(Ex, s) = 0 (9)
∇ · EH(Ex, s) = 0
∇ × EH(Ex, s) = s0 (1+ φ(s)) EE(Ex, s)− 0EE(Ex, t = 0)
∇ × EE(Ex, s) = −µ0
(
sEH(Ex, s)− EH(Ex, t = 0)
)
.
Via the vector identity∇ × (∇ × EA) = ∇(∇ · EA)−∇2EA, one can combine the equations to eliminate EH(Ex, s). This yields the
wave equation
∇2EE(Ex, s)− s2µ00(1+ φ(s))EE(Ex, s) = −sµ00EE(Ex, t = 0)− µ0∇ × EH(Ex, t = 0). (10)
The initial ∇ × EH(Ex, t = 0) can be replaced with an expression for EE using
∇ × EH(Ex, t = 0) = 0 ∂
EE
∂t
(Ex, t = 0)
to yield
∇2EE(Ex, s)− s2µ00(1+ φ(s))EE(Ex, s) = −sµ00EE(Ex, t = 0)− µ00 ∂
EE
∂t
(Ex, t = 0). (11)
If one now defines the dielectric constant r(s) ≡ 1 + φ(s), utilizes the speed of light c2 = 1µ00 , and introduces the
forcing term
EV (Ex, s) ≡ sEE(Ex, t = 0)+ ∂EE
∂t
(Ex, t = 0), (12)
then the resulting equation to solve is concisely stated as
∇2EE(Ex, s)− s
2
c2
r(s)EE(Ex, s) = −1c2 EV (Ex, s). (13)
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The equation derived up to this point involves spatial derivatives. Applying the Fourier transform, yields the desired
solution in the joint Fourier–Laplace space.
EE(Ek, s) = EV (Ek, s)
s2r(s)+ c2|Ek|2
EE(Ek, s) = s
s2r(s)+ c2|Ek|2
EE(Ek, t = 0)+ 1
s2r(s)+ c2|Ek|2
∂EE(Ek)
∂t
∣∣∣∣∣
t=0
. (14)
What this solution states is that, given a material with dispersion relation r(s), one can characterize the response to any
initial condition through the coefficients
α(Ek, s) = α(|Ek|, s) = 1
s2r + c2|Ek|2
(15)
β(Ek, s) = β(|Ek|, s) = s
s2r + c2|Ek|2
= sα(s, k) (16)
where
EE(Ek, s) = β(|Ek|, s)EE(Ek, t = 0)+ α(|Ek|, s) ∂E
∂t
(Ek, t = 0). (17)
Alternatively, considering the action of the Laplace transformon a time derivative and thatα(Ek, t = 0) = 0, one can consider
the solution to be characterized by one coefficient α(Ek, t) and its time derivative β(Ek, t) = dα(Ek,t)dt .
In the remainder of this paper, we restrict ourselves to one spatial dimension |Ek|2 = k2 and address the numerical aspects
of the inversion of α(Ek, s) and β(Ek, s) from the Laplace space to time.
3. Numerical inversion and implementation
3.1. Considerations
The solution in Eq. (14) is expressed in the joint Fourier–Laplace space. Typically, one is interested in the space-time
evolution of an initial condition in the dispersive material. The spatial numerical inverse Fourier transform of the α, β
coefficients is a stable and fast computation. The difficulty lies in the numerical inverse Laplace transform.
The numerical inversion of the Laplace transform is an inherently unstable procedure. The exponential factor in the
inversion integral
f (t) = 1
2pi i
∮
Bromwich
estF(s)ds
leads to an amplification of numerical errors. Numerous regularization procedures have been developed [3,4]. Each has
particular strengths and weaknesses and is typically well suited to the inversion of a particular class of functions. We have
adopted Emil Post’s inversion formula [5].
3.2. Post inversion formula
3.2.1. Definition and discussion
Emil Post’s inversion procedure, Eq. (18), provides an alternative to Bromwich contour integration.
f (t) = lim
q→∞
(−1)q
q!
(q
t
)q+1 ( dq
dsq
F(s)
)
s=q/t
(18)
where f (t) is continuous on [0,∞) and for some b ∈ R is of exponential order
sup
t>0
|f (t)|
ebt
<∞.
Originally published by Post in 1930, the formula can be easily obtained by applying Laplace’s method from asymptotic
analysis to the inversion integral [6].
There are two features of Post’s formula which are particularly attractive. First and foremost, is that it contains no
parameters, save the order of the derivative. Other numerical inversion methods such as by Fourier series expansions,
the Weeks method, and Talbot’s method, all introduce tuning parameters. An additional theory is then required to choose
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optimal values for these tuning parameters. The second advantage of Post’s formula is that it performs the numerical
inversion using only real values for s and does not require prior knowledge of the pole locations.
In computer implementation, Post’s formulamanifests the same inherent ill-posedness fromwhich all numerical inverse
Laplace transform procedures suffer. Namely, the errors due to truncations, discretization, and roundoff in a numerical
method are amplified. In the Post formula, the multiplicative factors grow quickly with the order of the derivative q. The
method also converges slowly; the absolute error goes as 1q as q→∞.
3.2.2. High precision variables and acceleration
To combat these numerical issues one may use two tactics. First, to restrain the instability, high precision variables are
used. Mathematica [7] provides a convenient environment for computations in high precision. Second, accuracy can be
greatly improved by using series acceleration methods [1,8]. Due to the slow convergence rate of Post’s formula O(1/q),
this method is typically used with an algorithm to better approximate the limit as q → ∞. Studies on the use of various
acceleration schemes have shown that the Wynn-rho algorithm is well suited [1]. This algorithm yields an approximation
for the function f (t) = limn→∞ φn, for even N , by ρ0N−2 where the elements of the matrix
ρ0−1 = 0 ρ00 = φ0 ρ01 ρ02 . . . ρ0N−2
ρ1−1 = 0 ρ10 = φ1 ρ11 ρ12 . . . ρ1N−2
ρ2−1 = 0 ρ20 = φ2 ρ21 ρ22
...
...
...
...
...
...
... ρN−32
...
... ρN−21
ρN−1−1 = 0 ρN−10 = φN−1
(19)
are computed from the rule
ρnk+1 =
k+ 1
ρn+1k − ρnk
+ ρn+1k−1 (20)
k = 0, . . . ,N − 3
n = 0, . . . ,N − 1− k.
This acceleration technique is a generalization of the more well-known -algorithm [8–10].2
Using these methods to mitigate the numerical instability and accuracy problems, one is left with the issue of computing
arbitrarily high derivatives of the Laplace space function.
3.2.3. Application to the dispersive solution
The coefficients α(k, s) and β(k, s) in the solution (17) are the terms which we numerically inverse Laplace transform by
means of the Post formula. For a given dispersion relation r(s), the coefficients are precomputed and stored in a matrix of
k vs time.
To use the Post formula it is necessary to compute high order derivatives of the coefficients and evaluate them at s = q/t .
Note that since β(k, s) = sα(k, s), the q-th derivative of β(k, s) can be trivially recovered from the q-th derivative of α(k, s)
via Leibniz’s rule3
Dqβ(k, s) = sDqα(k, s)+ qDq−1α(k, s). (21)
The calculation of the q-th derivative of α(k, s) is thus the crux of the problem.
For arbitrary Laplace space functions, to approximate high order derivatives, one typically uses finite differences. This
yields the well known Gaver functionals, Eq. (22).
φq(t) = q ln(2)t
(
2q
q
) q∑
j=0
(−1)j
(
q
j
)
F
(
(q+ j) ln(2)
t
)
(22)
f (t) = lim
q→∞φq(t).
An efficient implementation of this method can be found in reference [1].
2 The expression for the algorithm follows the convention of starting the k index at -1. In the Mathematica implementation, the k index begins with 1
instead of -1. The first new column is then for k = 3 and the update rule is ρnk = k−2ρn+1k−1−ρnk−1 + ρ
n+1
k−2 .
3 To simplify the notation, we denote the q-th derivative with respect to s by Dq .
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The α(k, s) is a function of s, but is also parameterized by the wavenumber k. Therefore, a brute force application of this
Standard-Gaver–Wynn–Rho approach entails a computation for each k and s = q/t pair. With a little inspection however it
becomes clear that the the high order derivatives ofα(k, s) can be computed inmore precise and clevermanners formultiple
values of k. We introduce two approaches.
In the first Gaver–Post approach, we utilize the Gaver functionals (22). However, rather than directly computing α(k, s)
for each k as in the Standard-Gaver–Wynn–Rho method it is more efficient to store the result of the numerically expensive
computation of the k-independent dispersion relation r(s) for s = (q+ j) ln(2)t where j = 0, . . . , q and q = qmin, . . . , qmax.
The values are then recalled for each k evaluation of α(k, s). The net result is an approximation equal to that generated by
the Standard-Gaver–Wynn–Rho method but computed in less time.
A second Bell–Post approach is to analytically compute the high order derivatives of α(k, s). Again, this calculation
can be reformulated such that the computations involving r(s) are performed once, stored, and then recalled for each
wavenumber. To be specific, we utilize Faàdi Bruno’s formula for the q-th derivative of the composition of two functions
dq
dtq
f (g(t)) =
q∑
p=0
dpf
dtp
(g(t))Bq,p
(
dg
dt
,
d2g
dt2
, . . . ,
dq−p+1g
dtq−p+1
)
. (23)
Thismanifestation of Faàdi Bruno’s formula using the Bell polynomials of the second kind Bq,p [11] is also known as Riordan’s
formula [12,13]. The polynomials are defined through the recursion relation
Bq,p =
q−p+1∑
m=1
(
q− 1
m− 1
)
dmg
dtm
Bq−m,p−1
B0,0 = 1
Bq,0 = 0 for1 ≤ q
Bq,1 = d
qg
dtq
Bq,q = (g(t))q.
Applying Faàdi Bruno’s formula yields
Dqα(k, s) =
q∑
p=0
p!(−1)p[
G(s)+ c2k2]p+1 Bq,p(DG(s),D2G(s), . . . ,Dq−p+1G(s)) (24)
where s2r(s)+ c2k2 = G(s)+ c2k2 and(
Dp
1
s
)
(G(s)+ c2k2) = p!(−1)
p[
G(s)+ c2k2]p+1 . (25)
That the arguments to the Bell polynomials depend only on s is due to the fact that the derivative of k2 with respect to s in
the denominator s2(s)+c2k2 is zero. Furthermore, the dependence on thewavenumber k is found only in themultiplicative
term of this sum. The application of Leibniz’s rule to G(s) = s2r(s) reveals the dependence of α(k, s) on the susceptibility
r(s)
DnG(s) = s2Dnr(s)+ 2snDn−1r(s)+ n(n− 1)Dn−2r(s). (26)
The problem of determining the time dependence of the coefficients [α(k, s), β(k, s)] and thus electric field is reduced
to evaluating the susceptibility function and its arbitrary order derivatives.
3.2.4. Gaver–Post inversion procedure summary
To summarize, the Gaver–Post inversion for the coefficients [α(k, s), β(k, s)] is performed in high precision variables
according to the following procedure.
First, depending on the material and desired accuracy of the results, one must choose:
1. An interval for the order of the derivative q in the Post inversion formula [qmin, qmax]
fq(t) ≈ (−1)
q
q!
(q
t
)q+1 ( dq
dsq
F(s)
)
s=q/t
. (27)
2. The inversion time t .
3. An expression for r .
4. A set of wavenumbers {k}.
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Second, one sends these choices to the Mathematica module. In the module, the dispersion relation is precomputed
according to
r
(
n
ln(2)
t
)
(28)
n = qmin, . . . , 2qmax.
Then, for each q in the chosen interval, one computes the Gaver functionals:
αq(k, t) = q ln(2)t
(
2q
q
) q∑
j=0
(−1)j
(
q
j
)
α
(
(q+ j) ln(2)
t
, k
)
(29)
βq(k, t) = q ln(2)t
(
2q
q
) q∑
j=0
(−1)j
(
q
j
)
(q+ j) ln(2)
t
α
(
(q+ j) ln(2)
t
, k
)
.
The βq(k, t) = sαq(k, t) are computed by multiplying by s = (q+ j) ln(2)t within the sum. Finally, if the interval [qmin, qmax]
contains more than one value, then one uses the sequence of approximate values αq(k, t) and βq(k, t) with Wynn-rho
acceleration to generate accelerated estimates of the coefficients.
3.2.5. Bell–Post inversion procedure summary
The Bell–Post inversion of the coefficients [α(k, s), β(k, s)] is performed in high precision variables according to the
following procedure.
First, depending on the material and desired accuracy of the results, one must choose:
1. An interval for the order of the derivative q in the Post inversion formula [qmin, qmax]
fq(t) ≈ (−1)
q
q!
(q
t
)q+1 ( dq
dsq
F(s)
)
s=q/t
. (30)
2. The inversion time t .
3. An expression for r and provide algorithms for its derivatives Dqr(s).
4. A set of wavenumbers {k}.
Second, one sends these choices to the Mathematica module which encapsulates the following inversion computations
for each q in the chosen interval:
1. Evaluate r and its derivatives at s = q/t
r(q/t),Dr(q/t),D2r(q/t), . . . ,Dqr(q/t). (31)
2. Compute G(s) = s2r(s) and its derivatives
G(q/t),DG(q/t),D2G(q/t), . . . ,DqG(q/t) (32)
from the sum
DnG(q/t) =
(q
t
)2
Dnr(q/t)+ 2
(q
t
)
nDn−1r(q/t)+ n(n− 1)Dn−2r(q/t). (33)
3. Compute the Bell polynomials Bq,p for p = 0, . . . , q from the recursion formula
Bq,p =
q−p+1∑
m=1
(
q− 1
m− 1
)
DmG(s)s=q/tBq−m,p−1 (34)
B0,0 = 1
Bq,0 = 0 for1 ≤ q
Bq,1 = DqG(q/t)
Bq,q = (DG(q/t))q.
4. For each wave number compute G(q/t)+ c2k2 = (q/t)2r(q/t)+ c2k2
5. Compute the q-th and (q− 1)th derivatives of α(k, s)
Dqα(k, q/t) = Dq 1
G(q/t)+ c2k2
=
q∑
p=0
p!(−1)p[
G(q/t)+ c2k2]p+1 Bq,p(DG(q/t),D2G(q/t), . . .). (35)
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Table 1
Cole–Debye type models.
Model a b
Debye a = 0 b = 1
Cole–Davidson a = 0 0 < b < 1
Cole–Cole 0 < a < 1 b = 1
6. Compute the q-th derivative of β(k, s)
Dqβ(k, q/t) =
(q
t
)
Dqα(k, q/t)+ qDq−1α(k, q/t). (36)
7. Approximate the inverse coefficients
αq(k, t) ≈ (−1)
q
q!
(q
t
)q+1
Dqα(k, q/t) (37)
βq(k, t) ≈ (−1)
q
q!
(q
t
)q+1
Dqβ(k, q/t).
Finally, if the the interval [qmin, qmax] contains more than one value, then one uses the sequence of approximate values
αq(k, t) and βq(k, t)with Wynn-rho acceleration to generate accelerated estimates of the coefficients.
3.2.6. Electric field evaluation
Given a precomputed database of these coefficients, the electric field EE(x, t) is rapidly determined from the initial
conditions
[EE(x, 0), dEEdt (x, 0)] by
1. Fourier transforming
EE(k, 0) = F (EE(x, 0))
dEE
dt
(k, 0) = F
(
dEE
dt
(x, 0)
)
.
2. Evaluating the sum for each k
EE(k, t) = β(k, t)EE(k, 0)+ α(k, t)dEE(k, 0)
dt
.
3. Inverse Fourier transforming
EE(x, t) = F −1(EE(k, t)). (38)
4. Illustrations
In this portion of the paper, we describe the 3 models with which we illustrate the Post formula approach. The first,
obvious, dispersion relation to study is free space where r(s) = 1. Two materials with nontrivial dispersion relations are
white brain matter [14] and room temperature ionic liquid (RTIL) hexafluorophosphate [15]. The two nontrivial examples
are both based on sums of the well-known Cole-type dispersion model
r(s) = ∞ +
∑
n
δn[
1+ (sτn)(1−an)
]bn + σs0 . (39)
The model contains four parameter sets {an ∈ [0, 1)}, {bn ∈ (0, 1]}, {δn ∈ [0,∞)}, and {τn ∈ (0,∞)} and two additional
parameters ∞ ∈ (0,∞) and σ ∈ (0,∞). This model degenerates into three well known types depending on the value of
the coefficients an and bn, see Table 1.
Before discussing the specific model choices, two motivations for the choice of Cole-type models are enlightening.
One reason for this choice of dispersion model is that it often provides an accurate representation of material dispersive
properties but is not typically utilized in the predominant finite-difference time-domain pulse propagation tools [16].
Many Maxwell solvers utilize Debye or Lorentzian dispersion models due to the ability to easily translate their dispersion
representations into differential and difference equations. The Post formula approach described in this paper does not
require translation of the dispersion relation into a difference equation and thus is capable of handling the generalized
model. A secondmotivation is that thismodel possesses analytically defined derivatives. No approximations are required for
P.O. Kano, M. Brio / Computers and Mathematics with Applications 59 (2010) 629–650 637
the derivatives of the dispersion relation. In particular, again using the Faàdi Bruno/Riordan formulawe obtain the following
expression for the higher order derivatives of r(s):
dqr(s)
dsq
= σ
0
(−1)qq!
sq+1
+
∑
n
δn
dq
dsq
fn(gn(s)) (40)
g(s) = (τ s)1−a
f (s) = (1+ s)−b
dqf (g(s))
dsq
=
q∑
k=0
f k(g(s))Bq,k(g(1), g(2), . . . , g(q−k+1)(s))
g(p)(s) =
[
τ 1−a
p−1∏
j=0
(−a+ 1− j)
]
s−a+1−p
f (k)(g) =
[
(−1)k
k−1∏
j=0
(b+ j)
]
(1+ g)−(b+k).
For Cole-typemodels, 0 < a < 1, 0 < b ≤ 1, this formulamaybeused. In the special case of theDebyemodel [a = 0, b = 1],
the derivatives are trivially computed
dqr(s)
dsq
= σ
0
(−1)qq!
sq+1
+
∑
n
δn
(−1)qq!τ qn
(1+ sτn)q+1 . (41)
4.1. Ionic liquids
The dispersion proprieties of ionic liquids at room temperature 25 ◦C have also been presented as Cole-type models. In
the recent paper by Stoppa, et al. [15], the following model is presented for four room temperature ionic liquids (RTILS)
r(s) = ∞ + δ1[1+ (sτ1)1−a1 ]b1 +
δ2
1+ sτ2 +
δ3
1+ sτ3 +
δ4ν
2
4
ν24 + iγ4s/(2pi i)− s2/(2pi i)2
. (42)
This model is of moderate complexity. It consists of Debye terms and one Cole–Davidson [a1 = 0, b1 < 1] term. The δ4
term, as written, is however not in the Cole-type form. Using partial fractions, it is however possible to write the final term
as the sum of two Debye terms with new coefficients.
δ4δ4ν
2
4
ν24 + iγ4s/(2pi i)− s2/(2pi i)2
= δ5
1+ sτ5 +
δ6
1+ sτ6 (43)
δ5 = δ4ν24
2η
iγ4 + 1/η
δ6 = δ4ν24
−2η
iγ4 − 1/η
τ5 = η
pi(ηγ4 − i)
τ6 = η
pi(ηγ4 + i)
η = −1/
√
4ν24 − γ 24 .
For illustration, we have chosen the coefficients of the hexafluorophosphate (PF6)model. The first three term coefficients
are given in Table 2. The fourth term coefficients in Table 3 are replaced using the sum of two Debye terms and the new
coefficients in Table 4.
4.2. Brain white matter example
Amore complicated dispersion relation is found in themodel for brainwhitematter by Gabriel, Lau, and Gabriel [14]. The
model is valid for the frequency interval (101−1011)Hz and consists of the sum of four Cole–Cole terms [0 < a < 1, b = 1]
and an ionic term
r(s) = ∞ +
4∑
n=1
δn
1+ (sτn)(1−an) +
σ
s0
. (44)
The white brain matter coefficients are provided in Table 5. Note that this dispersion relation lacks a Debye term.
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Table 2
Model coefficients for PF6(n = 1, 2, 3).
∞ 2.10
δ1 7.04
τ1(ps) 1406
a1 0
b1 0.37
δ2 0.45
τ2(ps) 38.8
δ3 0.81
τ3(ps) 1.26
Table 3
Model coefficients for PF6(n = 4).
δ4 1.38
ν4(THz) 2.77
γ4(THz) 7.77
Table 4
Partial fraction coefficients for PF6(n = 5, 6).
δ5 1.67
δ6 0.29
τ5(ps) 0.14
τ6(ps) 0.024
Table 5
Models coefficients for brain white matter.
∞ 4.0
δ1 32.0
τ1(ps) 7.96
a1 0.10
δ2 100
τ2(ns) 7.96
a2 0.10
δ3 4.0 · 104
τ3(µs) 53.05
a3 0.30
δ4 3.5 · 107
τ4(ms) 7.958
a4 0.02
σ 0.0200
4.3. Fourier transform component
In the spatial domain,we choose a discrete Fourier transformwith 1024 basis functions on the periodic domain [−5, 5]m.
With this restriction, the discretized wavenumbers are
Ek = 2pi
10
(−512,−511, . . . , 510, 511). (45)
We inverse Laplace transform the Fourier coefficients for all 1024 wavenumbers. For illustration purposes, we discuss the
properties of the k = 0 coefficients and the highest wavenumber coefficient 511 2pi10 . This wavenumber corresponds to a
short wavelength and is thus a stressing case. We have also selected four inversion times (2/3τ0, 4/3τ0, 8/3τ0, 16/3τ0)
where τ0 = 2pickmax ≈ 0.0653 ns. Thus, the times are chosen at fractional values of the kmax Fourier component time τ0. The
precision of the fixed-point calculations has also been varied. The computations were performed in Mathematica 6.2 on a
PC with 2GB of RAM and a 2.00 GHz processor.
5. Results
Here we present the results of applying the Post formula implementations to the illustrative dispersion relations. To
summarize, the information and discussion provided supports two main conclusions. First, is that the Bell–Post method is
more robust than the Gaver–Post. This observation is particularly true for a qmax that is less than or equal to the precision and
agrees well with previous studies on the qmax-precision relationship for the Standard-Gaver implementation [1]. A second
conclusion is that the deficiencies of the Gaver–Post method are overcome at a sufficient precision and qmax so that the
accuracy per unit run time of the Gaver–Post method is comparable to or better than that of the Bell–Post method.
P.O. Kano, M. Brio / Computers and Mathematics with Applications 59 (2010) 629–650 639
Table 6
Free space analytic α(k, t), β(k, t) values.
k = 0 α β
2
3 τ0 4.3517820665 · 10−11 1
4
3 τ0 8.7035641331 · 10−11 1
8
3 τ0 1.7407128266 · 10−10 1
16
3 τ0 3.4814256532 · 10−10 1
k = kmax α β
2
3 τ0 −8.9972369995 · 10−12 −0.5
4
3 τ0 8.9972369995 · 10−10 −0.5
8
3 τ0 −8.9972369995 · 10−10 −0.5
16
3 τ0 8.9972369995 · 10−10 −0.5
To support these conclusions, and in the interests of reproducibility and clarity, we provide tables of the accuracy of the
approximated coefficients and the run time required to achieve these values. The run times reported are those necessary to
compute both the α(k) and β(k) coefficients for all 1024wavenumbers. Furthermore, three run times are reported, the time
to compute the sequence of Post formula approximations, the time to accelerate the convergence of the sequence via the
Wynn rho algorithm, and the total run time equal to the sum of the first two values. When informative we also present this
information graphically. Lastly, the α coefficients are orders of magnitude smaller than the β coefficients. They thus provide
the stricter constraint on the computation precision and are the focus of the current study.
5.1. Free space
In a free space where r = 1, analytic Laplace transform inversion can be performed
L−1α(s, kmax) = sin(ckmaxt)ckmax
L−1α(s, 0) = 0
L−1β(s, kmax) = cos(ckmaxt)
L−1β(s, 0) = 1.
Evaluating these expressions at test inversion times provides precise values to compare with those from the Bell–Post and
Gaver–Post approaches. For (2/3τ0, 4/3τ0, 8/3τ0, 16/3τ0), the coefficients values are given in Table 6. For this simple
dispersion relation, the time to compute r = 1 is trivial. The total run time for this case is thus of limited utility for
comparing the overall performance of the Bell–Post and Gaver–Post methods.
The Bell–Post approach applied to the free space case yields the results in Tables 7 and 8. For k = 0, the approximations
are only limited by the precision. For k 6= 0, the choice of qmax has a large effect on the solution accuracy. The precision is of
a lesser importance so that at even qmax = 64 and 100 digits of precision, the relative error does not exceed 10−9. The run
times associated with these calculations for τ = 16/3τ0 are given in Table 9. These times are well modeled by a polynomial
function y = Aqp with power ≈ 3/2. The coefficients of the least squares fit to the log–log plot of the run time versus q,
Fig. 1, are provided in Table 10.
Tables 11–13 provide the accuracy and run time of the Gaver–Post implementation.4 For the same fixed precision and
qmax, the Gaver–Post approach is less robust than the Bell–Post. This is particularly true for precision less than qmax; a fact,
which can be understood by considering the varying growth rates of the pre-derivative coefficients in the two approaches.
The Gaver–Post coefficient CGP ∼ q
(
2q
q
) (
q
q/2
)
growsmore quickly with q than the Bell–Post approach coefficient CBP ∼ qqq! .
This is illustrated on the semilog-y scale in Fig. 2. Precision errors are thusmultiplied by a larger coefficient in the Gaver–Post
method than in the Bell–Post. To achieve a comparable accuracy by the Gaver–Post thus requires more precision.
Another result of the Bell–Post to Gaver–Post comparison is that, for free space, the overall accuracy to run time
performance of the two methods is comparable. For r = 1, the Gaver–Post and Bell–Post approaches show little difference
in total run time, again see Fig. 1 and Table 10. The Gaver–Post method also shows polynomial run time growth with power
slightly less than 3/2.
5.2. Room temperature ionic liquid
In order to analyze the convergence behavior of the RTIL coefficients, it has first been necessary to estimate the α(k, t) to
a sufficient accuracy. To this endwe have used the Bell–Postmethod to determine the best approximation values in Table 14.
The digits are those which do not change with an increasing q.
4 CLA in the tables refers to a catastrophic loss of accuracy. This is a case where the numerical computation is performed with insufficient precision to
produce a meaningful result.
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Table 7
Bell–Post, free space, k = 0, relative error.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 50
1→ 4 0. · 10−48 0. · 10−48 0. · 10−48 0. · 10−48
1→ 8 0. · 10−45 0. · 10−45 0. · 10−45 0. · 10−45
1→ 16 0. · 10−42 0. · 10−42 0. · 10−42 0. · 10−42
1→ 32 0. · 10−35 0. · 10−35 0. · 10−35 0. · 10−35
1→ 64 0. · 10−22 0. · 10−22 0. · 10−22 0. · 10−22
Precision = 75
1→ 4 0. · 10−73 0. · 10−73 0. · 10−73 0. · 10−73
1→ 8 0. · 10−70 0. · 10−70 0. · 10−70 0. · 10−70
1→ 16 0. · 10−67 0. · 10−67 0. · 10−67 0. · 10−67
1→ 32 0. · 10−60 0. · 10−60 0. · 10−60 0. · 10−60
1→ 64 0. · 10−47 0. · 10−47 0. · 10−47 0. · 10−47
Precision = 100
1→ 4 0. · 10−98 0. · 10−98 0. · 10−98 0. · 10−98
1→ 8 0. · 10−95 0. · 10−95 0. · 10−95 0. · 10−95
1→ 16 0. · 10−92 0. · 10−92 0. · 10−92 0. · 10−92
1→ 32 0. · 10−85 0. · 10−85 0. · 10−85 0. · 10−85
1→ 64 0. · 10−72 0. · 10−72 0. · 10−72 0. · 10−72
Table 8
Bell–Post, free space, k = kmax , relative error.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 50
1→ 4 4.926 1.018 1.045 1.000
1→ 8 0.1213 30.389 0.9975 1.000
1→ 16 4.672 · 10−7 2.766 · 10−3 14.967 1.000
1→ 32 2.041 · 10−15 1.075 · 10−13 1.219 · 10−4 3.203
1→ 64 0. · 10−12 0. ·10−10 4. · 10−7 0. · 10−3
Precision = 75
1→ 4 4.926 1.011 1.045 1.000
1→ 8 0.1213 30.389 0.9975 1.000
1→ 16 4.672 · 10−7 2.766 · 10−3 14.967 1.000
1→ 32 1.101 · 10−23 1.075 · 10−13 1.219 · 10−4 3.203
1→ 64 0. · 10−29 0. · 10−26 0. · 10−20 0. · 10−8
Precision = 100
1→ 4 4.926 1.011 1.045 1.000
1→ 8 0.1213 30.389 0.9975 1.000
1→ 16 4.672 · 10−7 2.766 · 10−3 14.967 1.000
1→ 32 1.101 · 10−23 1.075 · 10−13 1.219 · 10−4 3.203
1→ 64 2.574 · 10−42 0. · 10−42 6.901 · 10−27 8.266 · 10−10
Table 9
Bell–Post, free space, 1024 wavenumbers, τ = 16/3τ0 , [sequence computation, acceleration, total] run time to invert (α, β) in seconds.
q/Precision 50 75 100
1→ 4 0.578, 5.344, 5.922 0.594, 5.297, 5.891 0.609, 5.297, 5.906
1→ 8 1.906, 13.594, 15.500 1.937, 13.875, 15.812 2.000, 14.062, 16.062
1→ 16 6.734, 35.860, 42.594 6.984, 36.813, 43.797 7.250, 36.656, 43.906
1→ 32 25.859, 91.063, 116.922 27.031, 94.719, 121.750 28.281, 95.297, 123.578
1→ 64 106.094, 172.984, 279.078 112.031, 241.735, 353.766 117.109, 270.281, 387.390
Table 10
Free space, τ = 16/3τ0 , precision = 100, total run time least-squares-fit.
Case Log A p Correlation
Bell–Post −0.341 1.501 0.999625
Gaver–Post −0.179 1.443 0.999653
The Bell–Post implementation converges according to the behavior in Tables 15 and 16. Analysis of this information
reveals the robustness of the approach. Themethod provides accurate solutions for all four inversion times at modest values
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Fig. 1. Free space, τ = 16/3τ0 , precision = 100, run time comparison.
Fig. 2. Gaver–Post and Bell–Post coefficients semilog plot.
for qmax = 64 and precision = 100. The accuracy, in this case, is limited not as much by the precision as by the value chosen
for qmax. A log–log plot of the relative error versus qmax for τ = 16/3τ0 is graphed in Fig. 3. A least squares fit to the plotted
data for qmax = 4, 8, 16, 32 yields the coefficients in Table 17. Note that, as expected, the relative error versus q reduces
faster for lowerwavenumbers than for higher wavenumbers. The log–log plot of the run times for τ = 16/3τ0 from Table 18
yields Fig. 4. The growth rate of the run time is alsowellmodeled by a polynomial function. The least squares fit to the log–log
plot of the run time yields a power≈ 1.7, see Table 19.
The Gaver–Post method for the RTIL dispersion relation provides comparable accuracy at a sufficient precision to that
of the Bell–Post method. The Gaver–Post accuracy results are in Tables 20 and 21. For k = kmax, qmax = 64 and 200 digits
of precision and all four inversion times, the Gaver–Post and Bell–Post computations yield the same level of accuracy. The
Gaver–Post method however requires less run time to achieve this approximation. The difference in run times is due to the
fact that the Gaver–Postmethod calculates only the dispersion relationwhile the Bell–Post calculates the dispersion relation
and its derivatives. This can be confirmed by considering the results in Table 22 and Fig. 4. A least squares fit for the run time
and relative error also reveals polynomial growth rates with powers≈ 3/2 and≈ −4.8 at k = kmax, respectively.
Finally, comparing the times required by the Bell–Post andGaver–Postwith those of the Standard-Gaver implementation,
Table 23, reveals that either of our methods is faster than the straight forward implementation. The evaluation time of the
Post formula for the Standard-Gaver is much as 8 times that of the Gaver–Post. The accuracy of the Gaver–Post is identical
to the Standard-Gaver as the two methods compute the same approximation with and without storing r .
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Table 11
Gaver–Post, free space, k = 0, relative error.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 50
1→ 4 6.595 · 10−4 6.595 · 10−4 6.595 · 10−4 6.595 · 10−4
1→ 8 4.935 · 10−8 4.935 · 10−8 4.935 · 10−8 4.935 · 10−8
1→ 16 2.009 · 10−16 2.009 · 10−16 2.009 · 10−16 2.009 · 10−16
1→ 32 0. · 10−16 0. · 10−16 0. · 10−16 0. · 10−16
1→ 64 CLA CLA CLA CLA
Precision = 75
1→ 4 6.595 · 10−4 6.596 · 10−4 6.596 · 10−4 6.596 · 10−4
1→ 8 4.935 · 10−8 4.935 · 10−8 4.935 · 10−8 4.935 · 10−8
1→ 16 2.009 · 10−16 2.009 · 10−16 2.009 · 10−16 2.009 · 10−16
1→ 32 3.210 · 10−28 1.439 · 10−29 1.439 · 10−29 1.439 · 10−29
1→ 64 0. · 10−12 0. · 10−12 0. · 10−12 0. · 10−12
Precision = 100
1→ 4 6.595 · 10−4 6.596 · 10−4 6.596 · 10−4 6.596 · 10−4
1→ 8 4.935 · 10−8 4.935 · 10−8 4.935 · 10−8 4.935 · 10−8
1→ 16 2.009 · 10−16 2.009 · 10−16 2.009 · 10−16 2.009 · 10−16
1→ 32 3.567 · 10−33 3.567 · 10−33 3.567 · 10−33 3.567 · 10−33
1→ 64 0. · 10−29 0. · 10−29 0. · 10−29 0. · 10−29
Table 12
Gaver–Post, free space, k = kmax , relative error. CLA refers to a catastrophic loss of accuracy.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 50
1→ 4 4.139 1.011 0.8650 1.000
1→ 8 0.1486 0.8980 0.9974 1.000
1→ 16 8.571 · 10−7 1.087 · 10−3 19.029 1.000
1→ 32 0. · 10−12 1.7 · 10−8 1.83 · 10−4 0.
1→ 64 CLA CLA CLA CLA
Precision = 75
1→ 4 4.139 1.011 0.8650 1.000
1→ 8 0.1486 0.8980 0.9974 1.000
1→ 16 8.571 · 10−7 1.087 · 10−3 19.029 1.000
1→ 32 1.556 · 10−20 5.095 · 10−13 4.696 · 10−5 1.207
1→ 64 0. · 10−9 1.8 · 10−7 1.7 · 10−4 0.4
Precision = 100
1→ 4 4.139 1.011 0.8650 1.000
1→ 8 0.1486 0.8980 0.9974 1.000
1→ 16 8.571 · 10−7 1.087 · 10−3 19.029 1.000
1→ 32 1.556 · 10−26 5.095 · 10−13 4.696 · 10−5 1.207
1→ 64 0. · 10−25 4. · 10−22 0. · 10−17 1.5 · 10−7
Table 13
Gaver–Post, free space, 1024 wavenumbers, τ = 16/3τ0 , [sequence computation, acceleration, total] run time to invert (α, β) in seconds.
q/Precision 50 75 100
1→ 4 0.922, 5.469, 6.391 0.937, 5.500, 6.437 0.953, 5.531, 6.484
1→ 8 2.703, 13.078, 15.781 2.766, 13.656, 16.422 2.734, 13.641, 16.375
1→ 16 8.859, 34.047, 42.906 9.015, 34.688, 43.703 9.047, 34.500, 43.547
1→ 32 31.562, 84.375, 115.937 32.000, 91.735, 123.735 32.297, 90.984, 123.281
1→ 64 120.172, 98.031, 218.203 120.828, 149.640, 270.468 123.390, 228.204, 351.594
5.3. Brain white matter
The best approximation values ofα(k, t)used for the brainmatter analysis are those in Table 24. As for the RTIL dispersion
relation, the approximations were obtained using the Bell–Post method and the digits reported are those which do not
change with an increasing q.
Despite the complexity of the brain white matter model compared to the RTIL and free space dispersion relations, the
Bell–Post method is robust and obtains accurate results at modest values of q and precision. Tables 25 and 26 show that
the approximate coefficient values have obtained a relative error no more than 10−9 at k = kmax, qmax = 32 and 50 digits
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Table 14
RTIL best approximation α(k, t) coefficients [Bell–Post, q = 168→ 176, Precision = 200].
k = 0 α
2
3 τ0 8.662773730949921918 · 10−12+ 1.58119556566370572 · 10−17 · I
4
3 τ0 1.6969008273921744103 · 10−11+ 3.9189984233664929 · 10−17 · I
8
3 τ0 3.3377061442179415 · 10−11 + 9.773144858704439 · 10−17 · I
16
3 τ0 6.610166722803852 · 10−11 + 2.46777229196426 · 10−16 · I
k = kmax
2
3 τ0 4.2597447158898 · 10−12 + 4.153623351639 · 10−18 · I
4
3 τ0 −2.53574090752 · 10−12 + 1.4399983287 · 10−17 · I
8
3 τ0 3.687219 · 10−12 + 2.1076024 · 10−17 · I
16
3 τ0 2.0537 · 10−12 + 1.3461 · 10−17 · I
Table 15
Bell–Post, RTIL, k = 0, relative error.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 50
1→ 4 6.832 · 10−5 1.000 · 10−4 1.463 · 10−5 1.019 · 10−5
1→ 8 1.401 · 10−8 1.756 · 10−9 3.277 · 10−9 7.789 · 10−8
1→ 16 8.820 · 10−13 6.947 · 10−14 2.684 · 10−14 6.788 · 10−14
1→ 32 3.234 · 10−14 1.653 · 10−16 9.582 · 10−16 7.838 · 10−16
1→ 64 0. · 10−16 0. · 10−15 0. · 10−15 5. · 10−14
Precision = 100
1→ 4 6.832 · 10−5 1.000 · 10−4 1.463 · 10−5 1.019 · 10−5
1→ 8 1.401 · 10−8 1.756 · 10−9 3.277 · 10−9 7.789 · 10−8
1→ 16 8.820 · 10−13 6.947 · 10−14 2.684 · 10−14 6.788 · 10−14
1→ 32 3.514 · 10−20 7.487 · 10−20 4.439 · 10−18 5.419 · 10−17
1→ 64 4.160 · 10−20 7.655 · 10−20 4.439 · 10−18 5.419 · 10−17
Precision = 200
1→ 4 6.832 · 10−5 1.000 · 10−4 1.463 · 10−5 1.019 · 10−5
1→ 8 1.401 · 10−8 1.756 · 10−9 3.277 · 10−9 7.789 · 10−8
1→ 16 8.820 · 10−13 6.947 · 10−14 2.684 · 10−14 6.788 · 10−14
1→ 32 3.514 · 10−20 7.487 · 10−20 4.439 · 10−18 5.419 · 10−17
1→ 64 4.160 · 10−20 7.655 · 10−20 4.439 · 10−18 5.419 · 10−17
Table 16
Bell–Post, RTIL, k = kmax , relative error.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 50
1→ 4 0.3793 51.270 1.023 1.020
1→ 8 2.439 · 10−4 7.928 · 10−3 1.219 1.016
1→ 16 1.250 · 10−11 7.299 · 10−8 4.775 · 10−4 0.2875
1→ 32 7.289 · 10−15 6.0168 · 10−12 1.352 · 10−8 1.840 · 10−5
1→ 64 0. · 10−12 2. · 10−11 0. · 10−8 0. · 10−5
Precision = 100
1→ 4 0.3793 51.270 1.023 1.020
1→ 8 2.439 · 10−4 7.928 · 10−3 1.219 1.016
1→ 16 1.250 · 10−11 7.299 · 10−8 4.775 · 10−4 0.2875
1→ 32 2.192 · 10−14 6.030 · 10−12 1.353 · 10−8 2.053 · 10−5
1→ 64 2.192 · 10−14 6.030 · 10−12 1.353 · 10−8 1.942 · 10−5
Precision = 200
1→ 4 0.3793 51.270 1.023 1.020
1→ 8 2.439 · 10−4 7.928 · 10−3 1.219 1.016
1→ 16 1.250 · 10−11 7.299 · 10−8 4.775 · 10−4 0.2875
1→ 32 2.192 · 10−14 6.030 · 10−12 1.353 · 10−8 2.053 · 10−5
1→ 64 2.192 · 10−14 6.030 · 10−12 1.353 · 10−8 1.942 · 10−5
of precision. Again, the relative error follows a polynomial law as seen in Fig. 5. The least squares fit of the line in this plot
for qmax = 4, 8, 16, 32 yields the coefficients in Table 27. Surprisingly, the relative error of the brain matter coefficients for
k = kmax decays more quickly p ≈ −9.958 than for the simpler RTIL model p ≈ −4.862. Table 28 provides the run time
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Fig. 3. RTIL, τ = 16/3τ0 , precision = 200, relative error comparison.
Table 17
RTIL, τ = 16/3τ0 , precision = 200, relative error least-squares-fit for qmax = 4, 8, 16, 32.
Case Log A p Correlation
Bell–Post k = 0 8.232 −13.249 −0.984
Gaver–Post k = 0 14.162 −15.013 −0.994
Bell–Post k = kmax 8.795 −4.862 −0.832
Gaver–Post k = kmax 8.799 −4.856 −0.828
Table 18
Bell–Post, RTIL, 1024 wavenumbers, τ = 16/3τ0 , [sequence computation, acceleration, total] run time to invert (α, β) in seconds.
q/Precision 50 100 200
1→ 4 0.968, 6.016, 6.984 1.047, 6.125, 7.172 1.406, 6.422, 7.828
1→ 8 3.484, 17.375, 20.859 3.813, 18.828, 22.641 5.266, 20.062, 25.328
1→ 16 13.563, 45.656, 59.219 15.234, 48.141, 63.375 21.703, 54.359, 76.062
1→ 32 56.188, 116.531, 172.719 64.157, 134.984, 199.141 94.375, 158.625, 253.000
1→ 64 249.437, 193.625, 443.062 283.219, 361.734, 644.953 417.391, 483.171, 900.562
Fig. 4. RTIL, τ = 16/3τ0 , precision = 200, run time comparison.
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Table 19
RTIL, τ = 16/3τ0 , precision = 200, total run time least-squares-fit.
Case Log A p Correlation
Bell–Post −0.325 1.701 0.999683
Gaver–Post −0.174 1.594 0.999645
Standard Gaver 0.337 1.739 0.999651
Table 20
Gaver–Post, RTIL, k = 0, relative error.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 50
1→ 4 5.077 · 10−4 7.401 · 10−4 6.679 · 10−4 6.430 · 10−4
1→ 8 3.792 · 10−8 4.713 · 10−7 1.813 · 10−7 2.397 · 10−7
1→ 16 3.025 · 10−12 3.395 · 10−13 7.448 · 10−14 2.556 ·10−13
1→ 32 0. · 10−14 1.9 · 10−12 8. · 10−13 0. · 10−12
1→ 64 CLA CLA CLA CLA
Precision = 100
1→ 4 5.077 · 10−4 7.401 · 10−4 6.679 · 10−4 6.430 · 10−4
1→ 8 3.792 · 10−8 4.713 · 10−7 1.813 · 10−7 2.397 · 10−7
1→ 16 3.025 · 10−12 3.395 · 10−13 7.448 · 10−14 2.556 ·10−13
1→ 32 3.728 · 10−20 7.288 · 10−20 4.438 · 10−18 5.419 ·10−17
1→ 64 4. · 10−20 7.655 · 10−20 4.439 · 10−18 5.419 ·10−17
Precision = 200
1→ 4 5.077 · 10−4 7.401 · 10−4 6.679 · 10−4 6.430 · 10−4
1→ 8 3.792 · 10−8 4.713 · 10−7 1.813 · 10−7 2.397 · 10−7
1→ 16 3.025 · 10−12 3.395 · 10−13 7.448 · 10−14 2.556 ·10−13
1→ 32 3.728 · 10−20 7.288 · 10−20 4.438 · 10−18 5.419 ·10−17
1→ 64 4.160 · 10−20 7.655 · 10−20 4.439 · 10−18 5.419 ·10−17
Table 21
Gaver–Post, RTIL, k = kmax , relative error.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 50
1→ 4 0.5172 10.436 1.024 1.016
1→ 8 4.747 · 10−4 1.574 · 10−2 1.3395 1.0178
1→ 16 2.370 · 10−11 4.646 · 10−7 7.595 · 10−4 0.3158
1→ 32 0. · 10−11 0. · 10−9 0. · 10−6 8. · 10−3
1→ 64 CLA CLA CLA CLA
Precision = 100
1→ 4 0.5172 10.436 1.024 1.016
1→ 8 4.747 · 10−4 1.574 · 10−2 1.3395 1.0178
1→ 16 2.370 · 10−11 4.646 · 10−7 7.595 · 10−4 0.3158
1→ 32 2.192 · 10−14 6.030 · 10−12 1.353 · 10−8 2.009 ·10−5
1→ 64 2.192 · 10−14 6.030 · 10−12 1.353 · 10−8 1.942 ·10−5
Precision = 200
1→ 4 0.5172 10.436 1.024 1.016
1→ 8 4.747 · 10−4 1.574 · 10−2 1.3395 1.0178
1→ 16 2.370 · 10−11 4.646 · 10−7 7.595 · 10−4 0.3158
1→ 32 2.192 · 10−14 6.030 · 10−12 1.353 · 10−8 2.009 ·10−5
1→ 64 2.192 · 10−14 6.030 · 10−12 1.353 · 10−8 1.942 ·10−5
Table 22
Gaver–Post, RTIL, 1024 wavenumbers, τ = 16/3τ0 , [sequence computation, acceleration, total] run time to invert (α, β) in seconds.
q/Precision 50 100 200
1→ 4 1.141, 5.922, 7.063 1.219, 6.078, 7.297 1.469, 6.406, 7.875
1→ 8 3.375, 17.062, 20.437 3.594, 17.766, 21.360 4.328, 19.157, 23.485
1→ 16 11.156, 44.562, 55.718 11.859, 47.453, 59.312 14.219, 51.922, 66.141
1→ 32 40.000, 96.828, 136.828 42.328, 132.750, 175.078 50.750, 151.797, 202.547
1→ 64 152.015, 116.516, 268.531 160.074, 263.125, 423.829 195.359, 477.797, 673.156
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Table 23
Standard-Gaver, RTIL, 1024 wavenumbers, τ = 16/3τ0 , [sequence computation, acceleration, total] run time to invert (α, β) in seconds.
q/Precision 200
1→ 4 10.328, 6.032, 16.360
1→ 8 32.156, 19.266, 51.422
1→ 16 110.328, 52.953, 163.281
1→ 32 405.563, 158.562, 564.125
1→ 64 1561.970, 484.063, 2046.030
Table 24
Brain white matter best α(k, t) approximation coefficients [Bell–Post, q = 120→ 128, Precision = 400].
k = 0 α
2
3 τ0 1.3393557724149766 · 10−12
4
3 τ0 2.3777659528226181 · 10−12
8
3 τ0 4.2536787796012763 · 10−12
16
3 τ0 7.436137888800405 · 10−12
k = kmax
2
3 τ0 1.15746581224486 · 10−12
4
3 τ0 1.462247039484 · 10−12
8
3 τ0 3.41093927 · 10−19
16
3 τ0 −5.691075 · 10−19
Table 25
Bell–Post, Brain white matter, k = 0, relative error.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 25
1→ 4 1.098 · 10−4 1.979 · 10−4 3.380 · 10−4 5.142 · 10−4
1→ 8 8.752 · 10−6 1.610 · 10−5 2.754 · 10−5 4.174 · 10−5
1→ 16 9.169 · 10−7 1.687 · 10−6 2.883 · 10−6 4.349 · 10−6
1→ 32 1.056 · 10−7 1.944 · 10−7 3.320 · 10−7 4.992 · 10−7
1→ 64 1.202 · 10−2 0. · 10−3 0. · 10−4 0. · 10−4
Precision = 50
1→ 4 1.098 · 10−4 1.979 · 10−4 3.380 · 10−4 5.142 · 10−4
1→ 8 6.363 · 10−8 1.061 · 10−8 5.023 · 10−8 1.465 · 10−8
1→ 16 1.049 · 10−12 3.220 · 10−13 1.679 · 10−14 1.193 ·10−14
1→ 32 8.970 · 10−15 3.642 · 10−15 8.531 · 10−18 1.812 ·10−17
1→ 64 1.286 · 10−16 2.736 · 10−17 9.353 · 10−17 1.850 ·10−16
Precision = 100
1→ 4 1.098 · 10−4 1.979 · 10−4 3.380 · 10−4 5.142 · 10−4
1→ 8 6.363 · 10−8 1.061 · 10−8 5.023 · 10−8 1.465 · 10−8
1→ 16 1.049 · 10−12 3.220 · 10−13 2.457 · 10−14 3.037 ·10−15
1→ 32 8.502 · 10−19 1.991 · 10−19 6.243 · 10−19 1.245 ·10−18
1→ 64 8.506 · 10−19 1.990 · 10−19 6.243 · 10−19 1.245 ·10−18
required to invert all 1024 coefficients at each time τ . Again, it is qmax which dominates over the precision in determining
the run time. The run time follows a polynomial growth law, see Fig. 6 and the least square fit in Table 29. The exponent for
the brain matter illustration p ≈ 1.670 is close to that obtained for the RTIL case p ≈ 1.701.
These results can be compared with those obtained from the Gaver–Post approach. Tables 30 and 31 show that, if
sufficient qmax and precision (≈ 2qmax) are used, then the Gaver–Post computed coefficients are of comparable accuracy
to those of the Bell–Post. The Bell–Post and Gaver–Post run times, Table 32, are very close for all but the highest qmax = 64
value where the sequence computation time of the Bell–Post method overtakes that of the Gaver–Post. The result at high
precision and qmax is the convergence of the relative errors of the two methods with a shorter run time for the Gaver–Post
approach. The run time growth and relative error decay rates are polynomial. The log–log plots of these quantities, Figs. 5
and 6, yield the least squares coefficients in Tables 27 and 29. The relative error coefficient is obtained by neglecting the last
qmax = 64 value where the accuracy has saturated due to the finite precision.
Finally, both the Bell–Post and Gaver–Post run times can be comparedwith those of the Standard-Gaver implementation,
see Table 33 and Fig. 6. The refined implementations are considerably faster than the Standard-Gaver, so much that the
sequence computation time alone for the Standard-Gaver is greater than the total run time of the Bell–Post or Gaver–Post
methods.
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Table 26
Bell–Post, Brain white matter, k = kmax , relative error.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 25
1→ 4 3.682 · 10−2 5.952 · 10−2 0.7637 0.3708
1→ 8 9.891 · 10−2 6.692 · 10−3 1.004 0.2810
1→ 16 7.612 · 10−4 8.735 · 10−4 9.471 · 10−2 8.872 · 10−2
1→ 32 6.217 · 10−5 1.151 · 10−4 7.445 · 10−3 2.629 · 10−2
1→ 64 4.13 · 10−3 0. · 10−3 0. · 10−3 0. · 10−3
Precision = 50
1→ 4 3.682 · 10−2 5.952 · 10−2 0.7637 0.3708
1→ 8 1.972 · 10−7 2.225 · 10−5 1.470 · 10−3 1.846
1→ 16 7.303 · 10−12 9.037 · 10−13 7.625 · 10−11 1.034 · 10−4
1→ 32 7.479 · 10−15 5.339 · 10−15 3.661 · 10−12 9.873 ·10−10
1→ 64 2.228 · 10−15 5.451 · 10−15 3.655 · 10−12 9.873 ·10−10
Precision = 100
1→ 4 3.682 · 10−2 5.952 · 10−2 0.7637 0.3708
1→ 8 1.972 · 10−7 2.225 · 10−5 1.470 · 10−3 1.846
1→ 16 7.303 · 10−12 9.037 · 10−13 7.625 · 10−11 1.034 · 10−4
1→ 32 1.456 · 10−17 5.413 · 10−15 3.655 · 10−12 9.873 ·10−10
1→ 64 1.457 · 10−17 5.413 · 10−15 3.655 · 10−12 9.873 ·10−10
Fig. 5. Brain white matter, τ = 16/3τ0 , precision = 100, relative error comparison.
Table 27
Brain white matter, τ = 16/3τ0 , precision = 100, relative error least-squares-fit for qmax = 4, 8, 16, 32.
Case Log A p Correlation
Bell–Post k = 0 15.657 −16.786 −0.992979
Gaver–Post k = 0 15.695 −16.617 −0.992693
Bell–Post k = kmax 16.585 −9.958 −0.912365
Gaver–Post k = kmax 17.285 −10.353 −0.910192
Table 28
Bell–Post, Brain white matter, 1024 wavenumbers, τ = 16/3τ0 , [sequence computation, acceleration, total] run time to invert (α, β) in seconds.
q/Precision 25 50 100
1→ 4 0.609, 5.188, 5.797 0.625, 5.313, 5.938 0.641, 6.015, 6.656
1→ 8 1.969, 11.422, 13.391 2.063, 13.140, 15.203 2.128, 15.250, 17.468
1→ 16 7.563, 29.047, 36.610 7.891, 34.875, 42.766 8.687, 37.641, 46.328
1→ 32 40.343, 56.485, 96.828 41.781, 82.828, 124.609 46.110, 96.922, 143.032
1→ 64 443.187, 108.547, 551.734 456.750, 151.015, 607.765 496.032, 261.843, 757.875
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Table 29
Brain white matter, τ = 16/3τ0 , precision = 100, total run time least-squares-fit.
Case Log A p Correlation
Bell–Post −0.592 1.670 0.992539
Gaver–Post −0.189 1.438 0.999766
Standard Gaver 0.148 1.655 0.999664
Table 30
Gaver–Post, Brain white matter, k = 0, relative error.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 25
1→ 4 3.806 · 10−4 2.829 · 10−4 5.434 · 10−5 3.118 · 10−4
1→ 8 1.896 · 10−5 1.218 · 10−5 3.409 · 10−6 2.988 · 10−5
1→ 16 1.424 · 10−6 7.56 · 10−7 7.53 · 10−7 3.351 · 10−6
1→ 32 CLA CLA CLA CLA
1→ 64 CLA CLA CLA CLA
Precision = 50
1→ 4 3.806 · 10−4 2.829 · 10−4 5.434 · 10−5 3.118 · 10−4
1→ 8 6.591 · 10−8 2.502 · 10−8 2.922 · 10−10 5.439 · 10−8
1→ 16 1.915 · 10−12 2.524 · 10−14 3.987 · 10−14 5.045 ·10−17
1→ 32 0. · 10−15 0. · 10−16 0. · 10−16 0. · 10−16
1→ 64 CLA CLA CLA CLA
Precision = 100
1→ 4 3.806 · 10−4 2.829 · 10−4 5.434 · 10−5 3.118 · 10−4
1→ 8 6.591 · 10−8 2.502 · 10−8 2.922 · 10−10 5.439 · 10−8
1→ 16 1.915 · 10−12 2.524 · 10−14 3.987 · 10−14 8.120 ·10−15
1→ 32 8.502 · 10−19 1.991 · 10−19 6.243 · 10−19 1.245 ·10−18
1→ 64 8.506 · 10−19 1.990 · 10−19 6.243 · 10−19 1.245 ·10−18
Table 31
Gaver–Post, Brain white matter, k = kmax , relative error.
q 23 τ0
4
3 τ0
8
3 τ0
16
3 τ0
Precision = 25
1→ 4 4.332 · 10−2 8.065 · 10−2 0.8107 0.3633
1→ 8 0.1536 8.984 · 10−3 0.8861 0.3146
1→ 16 1.052 · 10−3 1.155 · 10−3 0.1300 9.411 · 10−2
1→ 32 CLA CLA CLA CLA
1→ 64 CLA CLA CLA CLA
Precision = 50
1→ 4 4.332 · 10−2 8.065 · 10−2 0.8107 0.3633
1→ 8 6.159 · 10−6 5.123 · 10−5 8.098 · 10−3 4.509
1→ 16 2.521 · 10−11 1.047 · 10−12 5.269 · 10−9 1.537 · 10−5
1→ 32 1.7 · 10−14 0. · 10−14 0. · 10−12 1. · 10−9
1→ 64 CLA CLA CLA CLA
Precision = 100
1→ 4 4.332 · 10−2 8.065 · 10−2 0.8107 0.3633
1→ 8 6.159 · 10−6 5.123 · 10−5 8.098 · 10−3 4.509
1→ 16 2.521 · 10−11 1.047 · 10−12 5.269 · 10−9 1.537 · 10−5
1→ 32 1.456 · 10−17 5.413 · 10−15 3.655 · 10−12 9.873 ·10−10
1→ 64 1.457 · 10−17 5.413 · 10−15 3.655 · 10−12 9.873 ·10−10
Table 32
Gaver–Post, Brain white matter, 1024 wavenumbers, τ = 16/3τ0 , [sequence computation, acceleration, total] run time to invert (α, β) in seconds.
q/Precision 25 50 100
1→ 4 0.985, 5.265, 6.250 0.984, 5.125, 6.109 1.031, 5.219, 6.250
1→ 8 2.938, 11.781, 14.719 2.891, 12.172, 15.063 3.078, 12.750, 15.828
1→ 16 9.719, 27.828, 37.547 9.547, 32.422, 41.969 10.172, 33.859, 44.031
1→ 32 34.859, 46.687, 81.546 34.438, 70.843, 105.281 36.515, 89.891, 126.406
1→ 64 132.578, 90.813, 223.391 131.391, 96.656, 228.047 138.828, 184.609, 323.437
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Fig. 6. Brain white matter, τ = 16/3τ0 , precision = 100, run time comparison.
Table 33
Standard-Gaver, Brain white matter, 1024 wavenumbers, τ = 16/3τ0 , [sequence computation, acceleration, total] run time to invert (α, β) in seconds.
q/Precision 100
1→ 4 6.437, 5.703, 12.140
1→ 8 20.203, 14.813, 35.016
1→ 16 69.235, 39.047, 108.282
1→ 32 253.187, 101.672, 354.859
1→ 64 968.422, 213.453, 1181.880
6. Conclusion
In this paper, we have presented a method for propagating light in materials with nontrivial dispersion relations based
on a Fourier–Laplace space representation of the solution to the optical wave equation. The solution is given in terms of
Fourier–Laplace space coefficients which must be numerically inverted to physical space and time. The numerical inversion
of the Laplace transform is performed via Post’s formula. In addition to a standard Gaver functional implementation of the
Post formula, we have introduced and studied two optimized implementations. The first Gaver–Post method utilizes the
Gaver functionals but precomputes the dispersion relation to increase efficiency. The second Bell–Post procedure is based an
analytic formulation of the Post formula specific to the solution coefficients. In particular, with Faàdi Bruno’s formula for the
derivatives of a composite function, we show that it is possible to express the inversion in terms of evaluating the dispersion
relation r(s) and its derivatives at points along the real axis. Both methods use high precision variables in Mathematica to
mitigate the inherent numerical instabilities in the inversion. To illustrate, we have provided examples of both methods
applied to free space and realistic dispersion relations for brain white matter and a room temperature ionic liquid. The
results of our numerical studies have provided two main conclusions. The first is the robustness of the Bell–Post method.
The method performs well at modest values for the precision and the order of the Post formula approximation qmax. The
second conclusion is that, at sufficient precision and approximation order qmax, the Gaver–Post method provides accuracy
per unit run time which is comparable to or better than that of the Bell–Post method. Finally, we have shown that both the
Bell–Post and Gaver–Post implementations are considerably more efficient than a standard Gaver functional Post formula
approach to the inversion of the solution coefficients.
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