Abstract. We introduce a notion of balanced configurations of vectors. This is motivated by the study of rational A-hypergeometric functions in the sense of Gelfand, Kapranov and Zelevinsky. We classify balanced configurations of seven plane vectors up to GL(2, R)-equivalence and deduce that the only gkz-rational toric four-folds in P 6 are those varieties associated with an essential Cayley configuration. We show that in this case, all rational A-hypergeometric functions may be described in terms of toric residues. This follows from studying a suitable hyperplane arrangement.
Introduction
A configuration {b 1 , . . . , b n } of vectors in R m is said to be balanced if for every index set J = {1 ≤ j 1 < · · · < j m−1 ≤ n} the multiset {det(b j 1 , . . . , b j m−1 , b i ); i ∈ J} is symmetric around the origin.
Balanced configurations in the plane with at most six vectors have been classified in [5] . Here we consider the case of seven planar vectors and show in Corollary 2.9 that there are only five balanced configurations up to GL(2, R)-equivalence. When the configuration is uniform, i.e. every pair of vectors is linearly independent, it is equivalent to a regular heptagon. In fact, if an arbitrary uniform configuration of plane vectors is balanced, then it is GL(2, R)-equivalent to a regular (2k + 1)-gon. This result was conjectured in the preprint version of this paper and recently verified by N. Ressayre [14] .
Our interest in balanced configurations stems from their relationship with multivariable hypergeometric functions in the sense of Gel'fand, Kapranov, and Zelevinsky [10, 11] . These functions are solutions of a regular, holonomic system of partial differential equations associated with a configuration A ⊂ Z d and a homogeneity vector α ∈ C d .
They include, as particular examples, the classical Gauss hypergeometric function, as well as the multivariable generalizations of Appell, Horn, and Lauricella [9] . The combinatorics of the configuration A plays a central role in the study of the A-hypergeometric system: from the construction of series solutions associated with regular triangulations of the convex hull of A [10] , to the recent Gröbner deformation methods of Saito, Sturmfels and Takayama [16] . Conversely, the existence of rational solutions imposes strong combinatorial restrictions on A.
For appropriate integer homogeneities, every configuration A admits polynomial solutions; indeed, they are related to the associated integer programming problem [15] . Similarly, for every A and suitable α, there exist Laurent polynomial solutions and, for projective curves, their number reflects algebraic properties of the toric ideal associated with A [3] . We should also mention in this context, the classical work of Hermann Schwarz on algebraic solutions of Gauss' hypergeometric equation [13, §10.3] In joint work with Bernd Sturmfels [5, 6] , we have considered the combinatorial restrictions on A imposed by the existence of A-hypergeometric rational functions other than Laurent polynomials. It is well-known that the irreducible components of the singular locus of the A-hypergeometric system are defined by facial discriminants, i.e. the sparse discriminant of a subconfiguration given by the intersection of A with a face of its convex hull [10, 12] . In particular, such discriminants are the possible factors of the denominator of a rational A-hypergeometric function. Following [5] we say that A is gkz-rational if the discriminant D A is not a monomial and there exists a (non-zero) rational A-hypergeometric function f whose denominator is a multiple of D A . It is conjectured in [5, Conjecture 1.3 ] that a configuration is gkz-rational if and only if it is affinely equivalent to an essential Cayley configuration (c.f. (3.1) ). This conjecture has been verified in [5] when the projective toric variety associated with A is a hypersurface or has dimension at most three. Indeed, in the hypersurface case there is a direct correspondence between gkz-rationality and balanced configurations. Let A be a d × (d + 1)-matrix of rank d and (b 1 , . . . , b d+1 ) a Z-generator of the integral kernel of A. Then [5, Theorem 2.3] asserts that A is gkz-rational if and only if the multiset {b 1 , . . . , b d+1 } is symmetric around the origin.
In this paper we study the first open case, that of codimensiontwo toric subvarieties of P 6 , in order to reveal the combinatorial and analytic problems that arise. Our starting point are the results in [8] about the sparse discriminant of codimension-two configurations. They allow us to show that in a gkz-configuration every non-splitting circuit (cf. Definition 2.4) must be balanced. Via Gale duality we are then led to the classification of balanced configurations of seven lattice vectors in the plane.
In §3 we deduce from the classification Theorem 2.8 that Conjecture 1.3 in [5] holds for toric four-folds in P 6 . That leads naturally to the question of describing the space of A-hypergeometric rational functions associated with the corresponding essential Cayley configuration. We show that, as predicted by [5, Conjecture 5.7] , a suitable derivative of such a function can be realized as a toric residue in the sense of [2, 7] . As in [6] , this is done by studying an appropriate oriented hyperplane arrangement. We conclude the paper with an example illustrating these constructions for the configuration associated with Appell's classical function F 2 .
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Classification of two dimensional configurations
Let A = {a 1 , . . . , a n } ⊂ Z d , be an integral configuration spanning Q d . We denote by m := n − d the codimension of A. Let B ∈ Z n×m be a matrix, well defined up to right multiplication by elements of GL(m, Z), whose columns ν 1 , . . . , ν m are a Z-basis of the lattice
be the i-th row of B. We shall also denote by B the configuration {b 1 , . . . , b n } ∈ Z m and refer to it as a Gale dual of A.
Note that the vector (1, . . . , 1) is in the row span of A if and only if
Configurations satisfying (2.2) are called nonconfluent. This terminology will be explained in §3 when we discuss the hypergeometric system associated with a configuration. Since in this paper we are ultimately interested in studying rational bivariate A-hypergeometric functions we shall assume from now on that A is a nonconfluent codimension-two configuration. We also make, without loss of generality, two simplifying assumptions: In fact, the study of A-hypergeometric functions associated to configurations with repeated points reduces trivially to the study of hypergeometric functions associated to the configuration of the distinct points in A.
Given an index set I ⊂ {1, . . . , n}, let A(I) denote the subset A(I) = {a i ∈ A; i ∈ I}. Recall that a circuit in A is a minimally dependent subset of A. A circuit A(I) defines a codimension-one configuration so its Gale dual is given by a multiset {c i , i ∈ I} ⊂ Z\{0}, well defined up to multiplication by −1. These scalars define a Z-minimal relation i∈I c i a i = 0 .
The vector c ∈ Z n whose i-th component is c i and whose j-th component vanishes for all j ∈ I c , belongs to L and, consequently, may be written as c = γ 1 ν 1 + γ 2 ν 2 . This means that the vectors {b j , j ∈ I c } lie in the line orthogonal to (γ 1 , γ 2 ) ∈ Z 2 . A subset B(J) = {b j ; j ∈ J} is a cocircuit if and only if it consists of all vectors of B in the same line through the origin. Clearly, B(J) is a cocircuit if and only if A(J c ) is a circuit. In this case, given j ∈ J, the multiset
is well defined up to multiplication by a non-zero constant and agrees, again up to constant, with the Gale dual of the circuit A(J c ). In particular, the following definition is independent of the choice of j ∈ J. Definition 2.3. A cocircuit B(J) is said to be balanced if for some (all) j ∈ J, the multiset {det(b i , b j ) ; i / ∈ J} is symmetric around the origin. B is said to be balanced if all its cocircuits are balanced. Also, a circuit A(I) is balanced if B(I c ) is so or, equivalently, if its Gale dual is symmetric around the origin. Otherwise we call B(J) non-splitting. We apply the same terminology to the corresponding circuit A(J c ).
As Lemma 3.2 shows, non-splitting circuits behave well relative to discriminants and specialization of variables. Moreover, Theorem 3.3 implies that in order to classify gkz-rationality, we must study configurations all of whose non-splitting circuits are balanced.
We give now two definitions that will help us organize the arguments. Let B ⊂ R 2 be a finite vector configuration.
Definition 2.5. We say that B is uniform if for every pair i = j, the vectors b i , b j are linearly independent.
Note that in a uniform configuration every cocircuit is non-splitting. We also observe that any cocircuit whose complement consists of an odd number of vectors, is automatically unbalanced. In particular, a uniform balanced configuration must necessarily consist of an odd number of points. Definition 2.6. We say that B is irreducible if it is not possible to write it as a disjoint union B = B 1 ∪ B 2 , where B 1 , B 2 are proper nonconfluent subconfigurations.
We make the following convention: each time we write B as a union of subconfigurations, we assume that we are in the conditions of the previous definition, i.e., that the union is disjoint and the subconfigurations are proper and with zero sum. In particular, each subconfiguration contains at least two vectors.
Remark 2.7. If a configuration satisfies Assumption 2.1, all subconfigurations do as well. Assumption 2.2, on the contrary, is not hereditary.
For 4 ≤ n ≤ 6, the geometric classification of two dimensional Gale configurations satisfying Assumptions 2.1 and 2.2 follows from the results in [5] which we now recall.
• If n = 4, every configuration B is irreducible and uniform and therefore every cocircuit is non-splitting and unbalanced.
• For n = 5, [5, Lemma 4.2] implies that either a) B is irreducible and contains a non-splitting unbalanced cocircuit, or b) B is irreducible and all its cocircuits are balanced, in which case it is GL(2, R)-equivalent to the regular pentagon, or c) B is reducible; hence it is the union of a two-vector configuration B 1 and a three-vector configuration B 2 not contained in a line. If B is integral then it is Gale dual to an essential Cayley configuration (3.1).
• Suppose n = 6. Then we have the following possibilities: a) B contains a non-splitting unbalanced cocircuit, or b) B is GL(2, R)-equivalent to B 1 ∪ B 2 , where
and λ 1 + λ 2 = 0. In this case, all cocircuits are balanced. c) B is a reducible configuration of the form B = B 1 ∪B 2 ∪B 3 or B = B 1 ∪ B 2 and each B i is a cocircuit. The following is the main theorem in this section. 
be a nonconfluent configuration of seven non-zero vectors in the plane. Assume moreover that no line contains all but two of the vectors. Then, exactly one of the following holds: a) B contains a non-splitting unbalanced cocircuit. b) B is irreducible and all its cocircuits are balanced, in which case it is GL(2, R)-equivalent to a regular heptagon. c) B is a reducible configuration of the form
where λ, µ are non-zero scalars, iv) the configuration B = {e 1 , e 2 , −e 1 − e 2 , λe 1 , −λe 1 , µe 1 , −µe 1 }, where λ, µ are non-zero scalars, v) a configuration of seven vectors in one line.
Proof.
A configuration B all of whose vectors are contained in a line is vacuously balanced. On the other hand, if B spans the plane, then a balanced configuration is necessarily nonconfluent. If, in addition, B satisfies Assumption 2.2 then it must be equivalent to one of the configurations a) -e) in Theorem 2.8. Of those, the configurations of type a) and c) cannot be balanced. If a configuration of type e) is balanced then it must be as in ii) since otherwise B 1 would be an unbalanced cocircuit.
Suppose now that B is as in d). Then, modulo GL(2, R), we may assume that B 1 = {e 1 , −e 1 }, B 2 = {e 2 , −e 2 }. Since the corresponding cocircuits must be balanced, this implies that B 3 = {λe 1 , µe 2 , −λe 1 − µe 2 } which, after rescaling, yields the configuration iii).
It remains to consider the case when a line contains at least five vectors of B. Clearly, since B is nonconfluent, we must consider the case when all seven vectors lie in a line (case v), or there are exactly five vectors in one line. If the other two vectors were also collinear then the corresponding cocircuit would be unbalanced. So we may assume that the remaining two vectors are linearly independent and that B is GL(2, R)-equivalent to B = {λ 1 e 1 , λ 2 e 1 , λ 3 e 1 , λ 4 e 1 , λ 5 e 1 , λ 6 e 1 + γe 2 , e 2 }, λ 6 = 0. Condition 2.2 implies γ = −1, while the fact that the cocircuit defined by e 2 is balanced implies that, after reordering if necessary, λ 1 = −λ 2 , λ 3 = −λ 4 , and λ 5 = −λ 6 . Rescaling yields configuration iv).
The proof of Theorem 2.8 will follow from a series of Lemmas. In their statements, a)-e) refer to the cases described in the theorem. Throughout, all configurations are supposed to verify Assumptions 2.1 and 2.2. Our first goal is to show that if B in not uniform then either it contains a non-splitting unbalanced cocircuit or is as in c), d) or e).
Lemma 2.10. Suppose that B is a reducible configuration such that
Proof. By Assumption 2.2, B 2 is a 5-vector configuration not contained in a line. Hence, either
• B 2 contains a non-splitting unbalanced cocircuit associated with a line L. Then L also defines a non-splitting unbalanced cocircuit of the total configuration B, or • B 2 is a reducible configuration which does not satisfy Assumption 2.2 and we are in case c), or • B 2 is a reducible configuration satisfying Assumption 2.2. Then so is B and we are in case d), or • B 2 is equivalent to a regular pentagon and B is as in e).
Lemma 2.11. Suppose that there is a line L containing an even number of vectors of B. Then B is as in a), c), d), or e).
Proof. Since L contains an even number of vectors, the associated cocircuit is unbalanced. If it is non-splitting, then we are in case a). Otherwise, the vectors in B ∩ L must add up to zero. If L contains only two vectors then we are in the case covered by Lemma 2.10. Hence we may assume that L contains 4 vectors whose sum is zero. If the remaining 3 vectors lie on a line then we are in the case described by c); otherwise, there is a line L ′ containing a single vector of B and, consequently, the associated cocircuit is non-splitting. If it is unbalanced we are in case a) while if it is balanced then necessarily there exist b 1 , b 2 ∈ L such that b 1 = −b 2 and we are again in the case covered by Lemma 2.10.
We can now restrict ourselves to configurations B where each line contains an odd number of vectors of B. This means, in particular, that B is distributed in an odd number of lines. 
If the cocircuit defined by R · e 1 is also balanced then either (2.5)
Consider the configuration (2.5). If the cocircuit associated with R · (−1, −1) is balanced, we must have u = y − x. But then, the cocircuit defined by the line R · (−x, u) = R · (−x, y − x) cannot be balanced since the multiset {y − x, x(y − x), y(y − x), x, −y, −(y − x)(x + y)} can never be symmetric around the origin given that x, y = 0, −1 since the configuration satisfies Assumption 2.1. It remains to consider the case described by (2.6). It is easy to check that under our assumptions, if the cocircuit associated with the line R · (−y, −u) is balanced then we must have x = 1 + uy. Consider then the cocircuit defined by R · (−1, u) . Checking again case-by-case we deduce that if it is balanced then u = 1 + uy and hence u = x. We can then check that the last cocircuit, the one defined by R · (−x, u), will be unbalanced unless y = −x. Lemma 2.13 completes the proof of Theorem 2.8 for non-uniform configurations. The following result, was conjectured in the preprint version of this paper and proved for the case of seven plane vectors using Gröbner basis computations. Recently, N. Ressayre [14] gave a proof for the general case. For the sake of completeness, we include an adaptation of Ressayre's argument to our situation. Proof. We refer to [14] for the general case and sketch an argument in the case of seven vectors.
Let P denote the set of unordered pairs {(i, j) : 1 ≤ i, j ≤ 7} and
Note that if (i, j) ∈ P k then b k lies in the line spanned by b i + b j . Hence, the uniformity assumption implies that the sets P k are disjoint. A cardinality argument shows that P = ∪ Similarly, we have
Indeed, by symmetry it suffices to verify (2.8) for the case k = 2. Then (1, 3) must belong to either P 2 , since b 2 is in the open cone spanned by b 1 and b 3 , or P 5 , or P 6 since b 5 and b 6 are in the cone spanned by −b 1 and −b 3 . However, it follows from (2.7) that (1, 2) ∈ P 5 and (2, 3) ∈ P 6 . Consequently, the last two cases are impossible and (1, 3) ∈ P 2 , as claimed by (2.8). By a process of elimination we also have (2.9) (k − 2, k + 2) ∈ P k , and the set P k is completely determined. Modulo the action of GL(2, R) we may assume that b 1 = e 1 and b 2 = e 2 . Since P 1 = {(2, 7), (3, 6), (4, 5)} and P 2 = {(1, 3), (4, 7), (5, 6)} the configuration B must be of the form (2.10)
Since (1, 2) ∈ P 5 it follows that b 5 = λ(e 1 + e 2 ) and, therefore, w = −y. Moreover, (3, 7) ∈ P 5 as well, so that x = −z. We also have that (1, 6) ∈ P 7 which implies that y = x 2 − 1. Therefore (2.11)
Finally, since (1, 7) ∈ P 4 we have that
This equation has three real roots: x = 2 cos(2kπ/7), k = 1, 2, 3. A straightforward argument shows that the corresponding configurations are GL(2, R)-equivalent to a regular heptagon.
Classification of rational hypergeometric functions
We recall the definition of A-hypergeometric functions and refer to [10, 11, 16] for their main properties. Definition 3.1. Given an integer d×n-matrix A of rank d and a vector α ∈ C d , the A-hypergeometric system with parameter α is the left ideal H A (α) in the Weyl algebra C x 1 , . . . , x n , ∂ 1 , . . . , ∂ n generated by the toric operators ∂ u − ∂ v , for all u, v ∈ N n such that A · u = A · v, and the Euler operators n j=1 a ij x j ∂ j − α i for i = 1, . . . , d. A function f (x 1 , . . . , x n ), holomorphic in an open set U ⊂ C n , is said to be Ahypergeometric of degree α if it is annihilated by H A (α).
We say that the dimension of A is d − 1, i.e. the dimension of the affine span of its columns, and m = n − d is its codimension. When m = 1, the study of the hypergeometric system may be reduced to the study of a hypergeometric ordinary differential equation of degree d. The singularities of this equation are regular, and consequently the solutions have at worst logarithmic singularities, if and only if condition (2.2) is satisfied. Classically this is called the nonconfluent case. This terminology is extended to the multivariate situation. We shall assume throughout that the configuration A is nonconfluent, which implies that the A-hypergeometric system is regular holonomic ([10] , [16, 2.4.11] ), and that it satisfies Assumptions 2.1 and 2.2. Since we are interested in the study of rational hypergeometric functions, we will also assume that α ∈ Z d . We recall that a configuration A is said to be Cayley if d = 2r + 1 and there exist vector configurations A 1 , . . . , A r+1 in Z r such that
where e 1 , . . . , e r+1 is the standard basis of Z r+1 . Moreover, A is said to be essential if the Minkowski sum i∈I A i has affine dimension at least |I| for every proper subset I of {1, . . . , r}.
If A is a codimension-two Cayley configuration then the total number of points n = 2r + 3 and, if A is essential, each of the subsets A i must contain at least two points. Hence, in an essential Cayley configuration of codimension two, all but one of the A i 's contains two points and the remaining one contains three points. A generic sparse polynomial f with support A decomposes as
where f 1 , . . . , f r are binomials with respective supports A 1 , . . . , A r and f r+1 is a trinomial with support A r+1 . Then, it is easy to deduce from [8, §5 ] that A will be essential if and only if D A = 1, and in this case D A equals the sparse resultant R A 1 ,...,A r+1 (f 1 , . . . , f r+1 ) ( [12] ). Conjecture 1.3 in [5] asserts that the only gkz-rational configurations are those affinely isomorphic to an essential Cayley configuration. The codimension-one case as well as the dimension one, two, and three cases have been studied in [5] . In this section we verify this conjecture for the first significant open case: codimension-two configurations in dimension four, i.e. n = 7, d = 5. We prove, moreover, that for any such configuration the number of linearly independent stable rational hypergeometric functions (see Definition 3.5 below) is 1. In fact, a suitable derivative of any stable rational hypergeometric functions is a constant multiple of an explicit toric residue in the sense of [2, 7] associated to A and the parameter vector α ∈ Z 5 .
The following result generalizes, in the case of codimension-two configurations, Lemma 3.4 in [5] . Proof. We may assume without loss of generality that I = {1, . . . , r} and that for j > r, b j = λ j e 2 , λ j ∈ Z, j>r λ j = λ > 0. This implies that C(I c ) = {b 11 , . . . , b r1 } and hence D A(I) is, up to an integer constant, the binomial
where the products run over i ∈ I. On the other hand, it follows from [8, §4] that the discriminant D(A) may be computed, up to a monomial and integral factor, as the resultant (with respect to t) of two polynomials p 1 (t; x), p 2 (t; x) with the following properties: p 1 (t; x) does not involve the variables x j , for j > r, p 1 (0; x) = D A(I) , and
where the products run over k = 1, . . . , n. By assumption, there exists j > r such that b j2 = λ j > 0. Hence, setting x j = 0 we obtain:
Poisson's formula for resultants now implies that the resultant
Theorem 3.3. A codimension-two configuration which contains an unbalanced non-splitting circuit is not gkz-rational.
Proof. This result generalizes [5, Theorem 1.2] whose proof we follow. Let A = {a 1 , . . . , a n } be a gkz-rational configuration of codimension two. Suppose f = P/Q is a rational A-hypergeometric function of degree α ∈ Z d , where P, Q ∈ C[x 1 , . . . , x n ] are relatively prime. Assume, moreover, that D A is not a monomial and divides Q.
We claim that any non-splitting circuit A(I) of A is balanced. We may assume that I = {1, . . . , r}, r < n and, because of Lemma 3.2, that D A xn=0 is not a monomial. Set t = x n ,Ã = {a 1 , . . . , a n−1 }, x = (x 1 , . . . , x n−1 ). We expand the A-hypergeometric function f as
where each R ℓ (x) is a rationalÃ-hypergeometric function of degree α− ℓ · a n . Since D A xn=0 is not a monomial, it follows from [5, Lemma 3.3] that some coefficient R ℓ (x) is not a Laurent polynomial. Hence,Ã is gkz-rational. ButÃ is a codimension-one configuration; indeed, it is a pyramid over the circuit A(I). Thus, it follows from [5, Theorem 2.3] that A(I) must be balanced.
Theorem 3.4. A codimension two, dimension four, gkz-rational configuration is affinely equivalent to an essential Cayley configuration.
Proof. A Gale dual of A is a configuration B of seven lattice vectors in the plane. Hence, we may apply the classification given in Theorem 2.8. If B is as in a), it contains an unbalanced non-splitting circuit and then it may not be dual to a gkz-rational configuration by Theorem 3. Definition 3.5. A rational function f is called unstable if it is annihilated by some iterated derivative. Otherwise we say that f is stable.
Thus, a rational function f is unstable if it is a linear combination of rational functions that depend polynomially on at least one of the variables. Proof. We argue as in the proof of Proposition 4.4 in [6] which asserts a similar statement in case f 1 , f 2 , f 3 are binomials.
By definition, R(c, a) may be computed as the sum of the local residues over V 12 of the form (t a /f
with respect to (f 1 , f 2 ). By the derivative formulae such as (3.6), it suffices to show the result for c 1 = c 2 = c 3 = 1. We may expand the numerator t a /f 3 as a Laurent series of the form
whith c m = 0 for all m = (m 1 , m 2 ) ∈ N 2 . By Lemma 4.2 in [6] , the global residue with respect to f 1 , f 2 of the form t
In this case the residue is equal (up to sign) to the Laurent monomial
Exchanging the residue integral and the sum of the series, we have
, where the sum runs over all m ∈ N 2 for which the equation
has an integral solution ν(m).
Since (c, a) lies in the integer image of A, (3.8) has a solution for one, and a fortiori infinitely many pairs (m 1 , m 2 ). Moreover, the assumption that α and β cannot be both multiples of e 1 or e 2 ensures that there will be infinitely many values of ν 1 (m) and ν 2 (m) as well. Hence, R(c, a) and all its iterated derivatives are non zero. Proof. By Proposition 3.6, it is enough to show that the dimension of the space of rational A-hypergeometric functions cannot exceed 1. In order to prove this statement we need to recall the characterization of logarithm-free A-hypergeometric series of degree (−c, −a). We refer to [16, §3.4 ] for details and proofs.
Let B ∈ Z 7×2 be a Gale dual of A; as before, we also denote by −a) , the plane v + L R may be identified with R 2 via the affine isomorphism
This correspondence maps Z 2 to v+L. Consider the affine arrangement of hyperplanes H in R 2 given by (3.10)
Each H j is oriented by the choice of normal vector b j . The negative support of a vector λ is defined as the set of all the indices j = 1, . . . , 7 for which b j , λ < −v j . The (convex) set of points with the same negative support is called a cell of the hyperplane arrangement. A cell Σ is minimal if Σ ∩ Z 2 = ∅ and the negative support of the elements in this set is minimal with respect to inclusion among the supports of integer points in any other cell. If (−c, −a) ∈ E then all minimal cells are unbounded and correspond to minimal cells in the oriented central arrangement. To each minimal cell we may attach a formal Laurent series φ Σ , unique up to constant, whose exponents are the points in Σ ∩ Z 2 , and which is annihilated by the action of the A-hypergeometric ideal H A ((−c, −a) ).
Recall that we may assume that B satisfies
The central arrangement defined by b 5 , b 6 , b 7 has three minimal cells.
The lines orthogonal to b 1 , b 3 , may intersect at most two of those of cells, hence it is clear that there exists w ∈ R not parallel to any vector in B, for which there is a single minimal cell Σ lying in a half-space w, λ > ρ, for some ρ ∈ R.
To complete the proof we need to show that the rational function R(c, a) has a Laurent expansion with support in Σ. Moreover, since in the Euler-Jacobi cone there are no bounded minimal regions (cf. [6, Proposition 2.6]) it is enough to show that the linear functional w, . is bounded below in the preimage under (3.9) of the support of a Laurent expansion of R(c, a).
Write R(c, a) = P/Q with P, Q polynomials without common factors. Since the discriminant D A divides Q, the Newton polytope of Q, N(Q), must be two-dimensional. Moreover, since Q is A-homogeneous, N(Q) lies in a plane Π parallel to L R . Letw ∈ L R be the unique element such that B·w = w and choose µ 0 ∈ Π. Perturbing w if necessary, we may assume that the linear functional µ ∈ Π → w, (µ − µ 0 ) acting on N(Q) attains its minimum only at a vertex ν 0 of N(Q). This is clearly independent of the choice of µ 0 , hence we may assume from now on that µ 0 = ν 0 . Let ν 1 , . . . , ν a denote the remaining integral points of N(Q); note that, by construction, w, (ν j − ν 0 ) > 0 ; j = 1, . . . , a.
If we expand 1/Q at ν 0 (cf. [12, 6.1 .b]) we obtain
Now, for any monomial x u in P , the exponents of x u /Q are of the form (u − ν 0 ) + α j (ν j − ν 0 ) and clearly, w, . is bounded below in in the preimage under (3.9) of this set. Finally, since the support of P/Q is contained is a finite union of sets of this form, the result follows.
As a Corollary, we identify all stable rational functions for any integer homogeneity, proving in this case Conjecture 5.7 in [5] . Proof. If there is a non-zero rational A-hypergeometric function f of degree α, then α is necessarily in the integer image of A. Moreover, there exists v ∈ N 7 such that α−A·v ∈ E ∩A·Z 7 . Hence, the derivative D v (f ) is a multiple (possibly zero) of a toric residue. Thus, this is a Cayley essential configuration, with A 1 = {0, e 1 }, A 2 = {0, e 2 }, A 3 = {0, e 1 , e 2 } ⊂ Z 2 . Let f 1 (t), f 2 (t), f 3 (t) be as in (3.4), c = (1, 1, 1) , and a = (0, 0). Then R 12 (c, a)(x 1 , . . . , z 3 ) may be computed as a single local residue 1/(t 1 t 2 (x 3 + y 3 t 1 + z 3 t 2 )) (x 1 + y 1 t 1 )(x 2 + y 2 t 2 ) dt 1 ∧ dt 2 = y 1 y 2 x 1 x 2 (y 1 y 2 x 3 − x 1 y 2 y 3 − y 1 x 2 z 3 ) .
Although (3.5) does not hold in this degree, this is the unique, up to constant, stable rational A-hypergeometric function of degree (−c, −a). These four rational functions are linearly independent and the holonomic rank of the hypergeometric system H A (−c, −a) is 4, so in this example all solutions are rational, which is highly exceptional. On the other hand, for c = (1, 1, 2), a = (1, 1), the vector (−c, −a) is in E and there exists a unique, up to constant, rational A-hypergeometric function of this degree:
R(c, a) = Res (− for any parameter β ′ ∈ C \ Z ≤0 .
