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RÉSUMÉ 
Ce mémoire est consacré à l'étude de la modélisation de la dépendance dynamique 
en tarification et en gestion des risques sous modèles GARCH. En effet , la problé-
matique est de concilier à la fois les théories statistiques à t ravers les copules et 
les innovations en modélisation financière via les modèles GARCH. Dans cette op-
tique, nous étudions une approche dynamique de la modélisation du paramètre de 
la dépendance via le tau de Kendall et la comparons à la dépendance statique ainsi 
qu 'à la corrélation condit ionnelle dynamique. Ainsi, la tarification des options du 
type exotique et les out ils de gestion des risques à l'instar du coefficient bêta du 
modèle CAPM (Capital Asset Pricing Model), la valeur à risque (Value-at-Risk : 
VaR) et la TV aR (Tail-VaR) sont aussi étudiés sous l'hypothèse de la dépendance. 
Mots-clés : GARCH, corrélation condit ionnelle dynamique, copule, call , put, co-
efficient bêt a, VaR , TVaR. 

INTRODUCTION 
La modélisation de la variance conditionnelle a conduit à un changement fonda-
mental dans les approches utilisées en finance pour tenir compte d s faits stylisés 
dans les séries financières depuis les t ravaux de Engle (1982) avec le modèle ARCH 
ainsi que sa généralisation par Bollerslev (1986). Ainsi, ce concept int rodui t déjà 
une dépendence temporelle dans la modélisation de la variance conditionnelle 
qui est plus proche de la réalité en ce qui à t rait au comportement des séries 
financières sur une longue période comme l'ont étudié Ding et Granger (1996). 
Les portefeuilles en finance sont généralement constitués de plusieurs actifs. Les 
études empririques mont rent que ces actifs peuvent être corrélés (dépendance li-
néaire) ou dépendants au sens fort (par le biais des copules) . Dans ce mémoire, 
d 'une part, il sera question d'évaluer des options exotiques dont la recette (payoff) 
fait intervenir plusieurs actifs financiers et dont le prix pourrait être affecté par 
différentes fo rmes de dépendance, soit par la corrélation condititionnelle constante 
et dynamique (voir Engle (2002); Engle (2009) ; Rombouts et al. (2014)) ou soit 
par les copules statiques ou dynamiques (voir van den Goorbergh et al. (2005); 
Patton (2006) ; Patton (2012) ; Patton (2013) ; Zhang et Guégan (2008) ; Dias et 
Embrechts (2010) ; Chiou et Tsay (2008)). D'aut re part , nous évaluerons les outils 
de mesure de risque sous l'hypothèse de la dépendance statique et dynamique par 
le biais des modèles GARCH. 
Dans l'évaluation des options , nous allons supposer que la dynamique des prix 
des actifs suit un modèle GARCH, une approche introduite par Duan (1995) 
et également étudiée par Badescu et al. (2008) ; Badescu et al. (2011). Cette 
.------------------------------------------
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approche est une solut ion de remplacement à la dynamique en temps cont inu des 
prix proposée par Black et Scholes (1973) . 
Le premier chapit re de ce mémoire est une int roduction aux modèles GARCH 
univariés où nous étudions le concept de base pour la modélisation des séries 
financières développé par Bollerslev et al. (2010) ; Tsay (2010) ; Francq et Za-
koïan (2010). Nous étudions les propriétés théoriques reliées à l'estimat ion des 
paramètres et à la stationnarité des proces u GARCH proposées par Bougerol 
et Picard (1992) (voir Andersen et al. (2009)) . ous étudions l'approche de la 
t arification des options sous les modèles GARCH univariés int roduite par Duan 
(1995) . 
Le deuxième chapit re se veut une int roduction à la théorie des copules développée 
par elsen (2006) et Joe (1997). Ce chapit re permet de développer le concept 
de dépendance par le biais des copules, on y présente des exemples de familles de 
copules à deux dimensions, les méthodes de simulation et les méthodes d 'inférence 
notamment 'tudiées par Embrechts et al. (2003); Balakrishnan et Lai (2009) et 
Joe (1993) . 
Dans le t roisième chapit re, nous étudions le modèle DCC-GARCH (Dynamic 
Condit ional Correlation GARCH) introduit par Engle (2002). Ce modèle est une 
extension du modèle GARCH univarié qui int roduit la corrélation condit ionnelle 
ent re plusieurs actifs financiers dont les dynamiques individu lles suivent des mo-
dèles GARCH. La méthode d 'estimation et les propriétés asymptotiques du mo-
dèle DCC-GARCH y sont étudiées selon l'approche de Engle (2009) ; Engle et 
Sheppard (2005) . 
Le quatrième chapit re t raite de la tarification des opt ions exotiques sous les mo-
dèles GARCH où nou définissons le concept de dépendance statique et dynamique 
via la modélisation du Tau de Kendall (voir van den Goorbergh et al. (2005) et 
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Patton (2006)) . Cependant , un concept mixte alliant la dépendance au sens des 
copules et la corrélaton condit ionnelle est int roduit et nous l'ut ilisons pour dé-
velopper une extension du modèle DCC-GARCH proposé par Engle (2002). Des 
exemples numériques basés sur la simulation sont étudiés afin de comparer les prix 
des opt ions pour différents types de dépendance. 
Le cinquième chapit re expose le problème de gestion des risques dans le cadre 
d 'un portefeuille dynamique. Les principales propriétés d 'une mesure cohérente de 
risque selon Artzner et al. (1999) seront présentées . Ainsi, les out ils de mesure de 
risque à l'instar du coefficient bêta (voir Engle (2009) ; Cougnaud (2007); Adrian 
et Franzoni (2009) ), de la VaR et de la TV aR (voir Marceau (2013); Andersen et al. 
(2009)) , sous modèle GARCH sont étudiés à t ravers les concepts de dépendance 
statique et dynamique introduits dans les chapit res 2, 3 et 4. Nous int roduisons une 
extension du coefficient bêt a conditionnel étudié par Engle (2009). Nous étudions 
un modèle d 'évaluation de portefeuille sous modèles GARCH afin de quantifier 
les risques financiers (voir Haugh (2004); Chiou et Tsay (2008)) sous l 'influence 
de la dépendance statique et dynamique. 

CHAPITRE I 
MODÈLES GARCH !VARIÉS 
1.1 Généralité 
Dans le présent chapit re, on va étudier une classe de modèles économétriques dite 
GARCH : «Generalized AutoRegressive Conditional Het eroskedastic» (processus 
conditionnell ment hétéroscédastiques) (voir Engle (1982); Bollerslev (1986); An-
dersen et al. (2009) ; Francq et Zakoïan (2010)) ainsi que leurs applications en 
financ (voir Duan (1995); Badescu et al. (2008) ; Badescu et al. (2011) ; Tsay 
(2010)) . En effet , les acteurs financiers sont préoccupés par la modélisation de la 
volatili té associée aux rendement financier . D'une part, il est maintenant connu 
que la volatilité des rendements financiers fluctue au cours du temps et que les 
caractéristique particulières des séries fin ancières (non tationnarité, regroupe-
ment des extrêmes, normalité des rend ments, faits stylisés etc.) font qu 'il est 
difficile de modéli er les série financières. D'autre part, la tarification ous le mo-
dèle de Black-Scholes suppose que la volatilité des rendements est constante au 
cours du temps c qui st contraire aux observations empirique . Par conséquent , 
les mad ' les de type ARMA : «AutoRegressive Moving Avarage» (modèles auto-
régres ifs avec moyennes mobiles) (voir Brockwell et Davis (2002)) sont inadaptés 
pour modéli er la volatilité car il sont c ntrés sur l'analyse des autocovariances 
des processus. Afin de prendre en compte les caractéristiques des série financières, 
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les rendements Yt sont généralement modélisés sous la forme multiplicativ 
(1.1) 
où Yt est la série d s rendements observé , /-tt = Et_ 1 [Yt] est l'espéranc condi-
tionnelle de Yt par rapport à la tribu F t_1 et Zt est un processu indépendant 
et identiquement distribué, centré, de variance unité. Le processus CTt est appelé 
volatilité. On a : 
(i) CTt est me urable par rapport à la tribu F t- 1 ; 
(ii) Zt est indépendant d F t- 1 ; 
(iii) CTt > 0. 
Engle (1982) uppose que !-tt = 0 et que Et se décompose comme suit : 
q 
VaTt- 1(ct ) = ao + L aic;_j, 
j=1 
où a 0 > 0, ai 2: 0, .7 = 1, ... q- 1 et aq > O. On dit que Et rv !IRC T! (q). 
Remarque 1.1 
Pr-emièrement, l'espérance non conditionelle de Et est nulle. En effet, 
Deuxièmement, le processus Et est un bruit blanc, car 
Cov(Et, Et-h)= 0, Vt , h > O. 
Troisièmement, la variance non conditionnelle de Et peut s 'exprimer par : 
Var( Et ) E[E~] = E [Et-1 [Em 
E [ao + t ajE;_j] 
J=1 
q 
ao + L aiE [cLJ . 
j=1 
(1.2) 
7 
Comme Et est un bruit blanc, E [Et] = 0 et Var(Et) = V ar(Et-j) = E[EL1J. Il en 
résulte que : 
q q 
Var(Et) = Œo + L a1Var(Et-j) = Œo + L a1Var(Et) , 
j=l j=l 
c 'est-à-dire que : 
Œo 
V ar(E€t ) = ~q . 
1- j=l Œj 
On en déduit que, comme V ar ( Et) > 0, alors 0 :::; ~~=l a1 < 1. 
Cependant , le modèle ARCH ( q) introduit par Engle (1982) souffre de quelques 
faiblesses (voir Tsay (2010)) : 
1. le modèle ARCH suppose que les chocs Et posit ifs et négatifs ont les mêmes 
effets sur la volatilité, car elle dépend du carré EL 1 des chocs précédents. 
Or, en pratique, les observations empiriques mont rent que le prix d 'un actif 
financier réagit différemment aux chocs posit ifs et négatifs; 
2. le modèle ARCH n 'indique pas les sources de variations dans les séries finan-
cières . Il permet juste de décrire le comportement mécanique de la variance 
condit ionnelle ; 
3. le modèle ARCH peut conduire à une surestimation de la volatilité, car il 
réagit t rès lentement face aux chocs isolés . 
1.2 GARCH(p,q) 
La généralisation du modèle ARCH int roduit par Engle (1982) est due à Bollerslev 
(1986) pour corriger les faiblesses du modèle ARCH. 
Définit ion 1.1 On dit que Et est un processus GAR CH(p ,q) si ses deux premier 
moments existent et vérifi ent : 
(i} Et = O"tZt, Zt "' D (O, 1); 
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(ii) il existe des constantes a0 > 0, aj 2': 0, j = 1, ... , q, /3i 2': 0, i = 1, ... ,p 
telles que : 
q p 
cri = ao + L ajc:Lj + L f3icr;_i· (1.3) 
j=l i=l 
1.2.1 Propriétés des modèles GARCH (p,q) 
Les séries de rendements financiers à haute fréquence constituent le principal 
domaine d 'applications des modèles GARCH (voir Hautsch (2012)). Ces séries 
présentent généralement un coefficient d'applatissement assez élevé et les auto-
corrélat ions des rendements sont t rès faibles cont rairement aux autocorrélations 
des valeurs absolues et des carrés des rendements qui sont plus élevées (voir Ding 
et Granger (1996)) . De plus, la variance des rendements à l'instant t , conditionnel-
lement à l'information disponible à l'instant t- 1, n 'est pas constante. L'équation 
(1.3) montre bien qu 'une forte valeur de crl-1 semble augmenter la probabilité 
d 'observer une forte valeur de crz : propriété dite de regroupement de volatilité. 
Pour mettre en évidence d 'autres propriétés des modèles GARCH (voir Francq et 
Zakoïan (2010); Tsay (2010)) , posons rJt = c:L 1 - crz et observons que l'équation 
(1.3) devient : 
max(p,q) P 
c:; = ao + L (aj + f3j) c:;_j + 'r/t- L f3i'r/t-i· (1.4) 
j=l i= l 
On reconnaît que l'équation (1.4) représente une structure d 'un modèle ARMA(max(p ,q) ,q) 
pour c:l. En remarquant que E [rJt] = E [ c:L1 - a-;] = 0, la variance non condition-
nelle de Et est donc donnée par : 
1 - "'max(p,q) (a . + /3 ·) . 
U J=l J J 
D'où les contraintes sur les paramètres, c'est-à-dire a 0 > 0, aj 2': 0, (3j 2': 0 
et L:~:~ (p ,q) (a1 + f3j) < 1. En particulier , lorsque p = q = 1, on obtient que 
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Et rv GARCH(1 , 1) si et seulement si Et rv ARM A(1 , 1) et l'équation (1.3) se 
réduit à : 
(1.5) 
où ao > 0, a1 ~ 0, /31 ~ 0 et (al + /31) < 1. On t ire que, la variance non 
conditionnelle pour GARCH(1 ,1) est donnée par Var( Et) = 1 _~0_131 . 
À présent, nous nous intéressons à l'une des propriétés des modèles GARCH : la 
stationnarité. Sans perte de généralité, on considère un modèle GARCH(1 ,1). On 
a: 
ao +a (zt-1) 0';_1 
( 1 + t, [a(z,_,) .. . a(Zt-t)] ) ao, (1.6) 
avec a(z) = a0 + a 1z2 + /31 . On a les théorèmes suivants dont les preuves se 
trouvent dans Francq et Zakoïan (2010) pages 25-26 et 27-28 respectivement : 
Théorème 1.1 Stationnarité au sens strict pour Et"' GA RCH(1 , 1) : 
- S2 
(1.7) 
alors la série 
Œ; ~ ( 1+ t, [a(z1_ 1 ) a(z,_,)] ) a0 (1.8) 
converge presque sûrement et le processus Et = O'tZt est l 'unique solution 
strictement stationnaire pour le modèle défini par l 'équation {1. 5) ; 
- si r ~ 0 et ao > 0, il n'existe pas de solution strictement stationnaire. 
Remarque 1.2 L théorème 1.1 a deux conséquences utiles : 
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(i) si l 'équation (1. 7) est satisfaite alors /31 < 1. Réciproquem ent, si 
alors la condition ( 1. 7) est vérifi ée . En effet, par l'inégalité de Jens en on a : 
(ii) si a0 = 0 et r < 0, alors Et = 0 est la seule solution stationnaire strictement 
stationnaire. Par conséquent, la contrainte sur a0 > 0 est nécessaire. 
Théorème 1. 2 Stationnarité au second ordre pour Et "" GA RC H ( 1, 1). On suppose 
que a0 > 0: 
- si a 1 + /31 2:: 1, alors il n'existe pas de solution stationnaire au second ordre; 
- si a 1 + /31 < 1, le processus Et défini à partir de ( 1. 5) est stationnaire au 
second ordre. 
La stationnarité pour GARCH(p,q) est établie par Bougerol et Picard (1992) , 
pour plus de détails (voir Ander en et al. (2009); Francq et Zakoïan (2010)). 
1.2.2 Estimation et propriétés asymptotiques 
On considère le modèle GARCH (p ,q) tel que défini par (1.3). Les résultats suivants 
sont établis dans Andersen et al. (2009) ; Francq et Zakoïan (2010). 
Étant donné des valeurs init iale Eo, ... , E1_ q et o-5 , .. . , o-î_P, on pose: 
q p 
a-;= G-z(B) = ao + L ajE;_j + L (3io-;_i, 
j=l i= l 
pour t = 1, ... , T où a-; est une approximat ion de ŒZ et 
( - - )' e = ao) al ) . . . ) aq) /31 ) ... ) /3p 
11 
On note par 8 c ]O, +oo[ x [0 , +oo[P+q le support des paramètres et par 
le «vrai» paramètre inconnu. 
La quasi-vrai emblance gaussienne pour les observations E1 , . .. , Er e t donnée par : 
T ( 2 ) - 1 Et Lr(e) = II~ exp - 2- 2 · t= l 2 1rŒt Œt (1.9) 
L'estimateur du quasi-maximum de vraisemblance pour e0 est donné par : 
AQMV -
eT = argmax Lr (e ), e E 8 . (1.10) 
Sous certaines conditions de régularité et de stationnarité, on a la convergence 
AQM V 
asymptotiqu de eT : 
(1.11) 
1.2.3 Quelques familles de modèles GARCH univarié 
La littérature économétrique autour des modèles GARCH est très vaste, et ce, 
depuis les contributions de Engle (1982) et de Bollerslev (1986). Et, la liste de 
modèles que nous présentons (voir tableau 1.1) est loin d 'être exhaustive. Cepen-
dant , un lecteur intéressé peut consulter notamment quelques références : Bol-
lerslev et al. (2010) · Andersen et al. (2009) · Rombouts et al. (2014) . Certaines 
extensions du modèle GARCH(1,1) ont la particulari té de s' intéresser à la modéli-
sation de l'asymétrie dans les séries de rendements financiers afin de tenir compte 
de l'impact des chocs négatifs et positifs sur la volatilité future. Par exemples : 
AGARCH (Asymetrie GARCH) , EGARCH (Exponentiel GARCH), VSGARCH 
(Volatility Switching GARCH), TGARCH (Threshold GARCH) etc. Par ailleurs, 
d 'autre extensions du modèle GARCH(11) au sens de Baller lev (1986) n 'inter-
viennent pas directement sur la structure dynamique de la volatilité mais plutôt 
-------------------------------------~----
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sur la loi des innovations Zt qui n 'est pas forcément considérée comme une distribu-
t ion normale standard (voir Tableau 1.2) afin de corriger le problème de normalité 
des rendements financiers. 
Tableau 1.1: Exemples de familles GARCH (1,1). 
GARCH 2_ 2 +fJ 2 Œt -cx0 +cx1ct-I 1Œt-I Bollerslev 1986 
AG ARCH Œt = CXo + CX1 (Et-1 + /) 2 fJ1 ŒÎ-1 Engle 1990 
EGARCH log(ŒÎ) = cxo + cx1 (IEt-I/Œt-11- E [IEt- I/Œt- 11]) Nel on 1991 
+!(Et-dŒt-1) + fJi log(ŒÎ-1) 
NGARCH Œt = cxo + cx1IEt-d + fJ1ŒL1 Higgins et Bera 1992 
GJR-GARCH Œt = cxo + cx1EL1 + / EL1I (Et-1 < 0) + fJ1ŒL1 Glosten et al. 1993 
TARCH Œt = cxo + cxi!Et-II i (Et-1 < 0) + fJ1Œt-1 Zakoïan 1994 
VSGARCH Œt = cxo + CX1EL1 + ! (EL1/Œt_1) l (Et-1 < 0) + fJ1 ŒL 1 Fornari et Mele 1996 
Tableau 1. 2: Exemples de distributions pour l'innovation Zt 1 . 
ormale N(O , 1) 
Student ST(v) 
ormale inverse gaussienn N I G(k, a, s , l) 
Hyberbolique généralisée GH (À, ex , fJ, o, f..l) 
1.3 Tarification ou modèle GARCH (1, 1) 
La tarification des options en finance reste l'un des domaines d'applications des 
modèles GARCH depuis les contribut ions de Duan (1995) . Quelques extension 
ont vu le jour notamment avec Badescu et al. (2008); Badescu et al. (2011). 
1. Sous réserve que Et_1 [zt] = 0 et Vart _1 (zt) = 1. 
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En effet, ces innovations en modélisaion financière offrent aussi une solution de 
remplacement à l'approche de Black et Scholes (1973). 
Considérons St le prix d'un actif financier à t. Le rendement logarithmique à 
l'instant t , noté Yt sous la mesure historique P, peut s'exprimer par : 
St P ( ) Yt = ln-8 = r + ÀCJt- K-z, CTt + Et, t-l (1.12) 
où Et "" G ARCH , r est le taux d 'intérêt (corn posé) sans risque , À est la prime 
de risque du marché et r;,P est la fonction génératrice de cumulant définie par : 
K-~(s) = ln Ei-_ 1[exp(szt)], sE (-u,u),u > O. 
L'approche de Duan (1995) permet d 'étendre, en temps discret, le concept de 
tarification des options sous la mesure neutre au risque Q en temps continu. Cette 
approche est appelée LRNVR (Locally Risk- eutral Valuation Relationship). 
Hypothèse 1.1 Soit Et"" GARCH(1, 1) tel que: 
Définition 1.2 Duan ( 1995). La mesure Q est dite LRNVR si elle est absolument 
continue par rapport à la mesure historique P, et 8
8
' IF t- l suit une loi lognormale 
t - 1 
sous Q telle que 
EQ [~] t- l s 
t-l 
Le théorème suivant est dû à Duan (1995). 
Théorème 1.3 On suppose que Et"" GARCH(1 , 1) est de la forme {1. 5} et vérifie 
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l 'hypothèse 1.1. Alors la dynamique, sous Q, pour le rendement Yt est donnée par : 
Yt 1 2 * r- 2CTt +Et, 
N(O, CT;), 
(1.13) 
Preuve. Voir appendice. • 
Il existe une généralisation de l 'approche de Duan (1995) lorsque Zt est non-
gaussien. Il existe aussi d 'autr approches de tarification sous la dynamique 
neutre au risque telles que l 'extension du principe de Girsanov et la transformation 
d 'Esscher conditionnelle (voir Badescu et al. (2008); Badescu et al. (2011)) . 
CHAPITRE II 
INTRODUCTIO À LA THÉORIE DES COPULES 
Ce chapit re présente une introduction à la théorie des copules et fait référence 
principalement aux ouvrages suivants : Joe (1993); Joe (1997) ; Embrechts et al. 
(2003) ; Nelsen (2006) ; Balakrishnan et Lai (2009) ; Engle (2009) ; Frees (2010) ; 
Marceau (2013) et Charpentier (2014). Dans un contexte à dimensions mult iples 
la mesure ultime de la dépendance est la distribut ion conjointe définie par : 
(2. 1) 
telle que la distribut ion marginale est donnée par : 
Fi (zi) = F ( oo, oo , . .. , zi , oo, ... , oo), i = 1, ... , n (2.2) 
(voir Engle (2009)). La notion de «copule» fait référence à une extension de la 
famille de distributions à dimensions multiples via l'approche de Sklar (1959). La 
copule joue un rôle important en finance notamment elle résume les propriétés de la 
dépendance induite par l s données. Pour simplifier la théorie, la plus plupart des 
propriétés énnoncées dans ce chapitre concernent les copules à deux dimensions. 
Mais certaines propriétés se généralisent à plusieurs dimensions. 
2.1 Définitions 
Définition 2. 1 (voir Embrechts et al. (2003)). On appelle rn-copule ou copule de 
dimension m une fon ction C de [0, 1]m à valeurs dans [0 , 1] qui vér~fie les proprié-
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tés suivantes : 
(i) C est m -croissante sur [0 , 1]m ; 
(ii) pour tout u = ( u 1 , ... , um)' E [0 , 1]m, C( u) = 0 si au moins un élément de 
u est égal à 0 et C( u ) = uk si tous les éléments de u sont égaux à 1 sauf 
(iii) pour tout a,b E [0 , 1]m tels que ai::; bi i = 1, ... ,m, on a: 
Vc([ a; b]) = 6~:; ... 6~~ C( u) 2:: 0 
où 
Lorsque m = 2, C est une copule bivariée de [0 , 1]2 vers [0, 1] et les propriété 
ci-dessus sont réduites à : 
- pour tout u1 , u2 E [0 , 1], 
2.2 Propriétés 
Soit C une copule bivariée. On a quelques propriétés générales indépendamment 
de la classe de copules. 
Théorème 2. 1 (voir N elsen (2006)). Soit C une copule vérifiant la condition de 
Lipschitz, c 'est-à-dire, pour tout u1 , u2 , v1 , v2 E [0, 1] : 
(2.3) 
Alors, C est continue sur [0 , 1]2 . 
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Théorème 2.2 Sklar {1959). Soit F une fonction de répartition bivariée avec mar-
ginales F1 et F2 . Alors il existe une copule bi variée C telle que 
(2.4) 
De plus, si F1 et F2 sont continues, on a l'unicité de la copule C , sinon C est 
défini e uniquement sur le support F1 x F2. Inversement, si C est une copule bi variée 
, F1 et F2 des fon ctions de répartition marginales, alors la fon ction F est une 
fon ction de répartition bivariée. 
Une conséquence de ce t héorème est que la structure de la dépendance peut être 
représentée par la copule C. 
Corollaire 2. 1 Soit F une fon ction de répartition bivariée avec des marginales F1 
et F2 continues et C une copule vé-rifiant le théorèm e 2. 2. Alors, pour tout u 1 , 'u2 E 
[0 , 1] : 
(2.5) 
En particulier, si F1 et F2 sont des distributions uniformes sur [0 , 1], alors {2.5} 
devient 
(2 .6) 
Corollaire 2.2 {Lemme de Hoeffding) 1 . Soit C une copule vérifiant le théorème 
2.2 et (Z1 , Z2 ) un vecteur de loi F. Alors 
Cov (Z1 , Z2) = J l
2 
[F (z1, z2)- F1 (z1)F2(z2 )] dz1dz2 
J .L
2 
[C (F1(z1) , F2(z2))- F1(z1 )F2(z2)] dz1dz2. (2.7) 
Corollaire 2.3 (voir Balakrishnan et Lai {2009} ; Marceau {2013}). Soient f une 
fonction de densité bivariée, fi , h des fonctions de densité marginales et c une 
1. voir Balakrishnan et Lai (2009) 
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fonction de densité de la copule C. Alors, 
où f( zl , z2) 
8C(u1,u2) 
8u18u2 · 
On va noter les dérivées partielles de la copule C par : 
ac( ul) ll2) 
8u2 
8C(u1 , u2) 
8u1 
(2.8) 
(2.9) 
(2.10) 
L'existence de ces dérivées partielles est donnée par le corollaire suivant (voir 
elsen (2006); Balakrishnan et Lai (2009)). 
Corollaire 2.4 Pour tout u2 E [0 , 1] , la dérivée partielle Cu1 ( u2) existe pour presque 
tout ·u1 et 0 ::;. Cu1 ('u2) ::;. 1 pour ·u1, ·u2. De même, 0 ::;. Cu2 (·u1) ::;. 1. 
2.3 Exemples de famille de copules 
Il existe plusieurs class s de copules dans la littératur (voir Joe (1993); Bala-
krishnan et Lai (2009)). On s'intéresse ici à deux classes de copules : les copules 
archimédiennes et elliptiques. 
2. 3.1 Famille archimédienne 
Une famille de copules particulièrement célèbre est la famille de copules archimé-
di nn s, depuis les contributions de Genest et Mackay (1986) (voir elsen (2006)). 
Leur construction obéit à un mécanisme simpl à partir d'une fonction génératrice 
de copule. 
Définition 2.2 (voir Nelsen (2006)) . Soit tp une fon ction continue et strictement 
décroissante de [0 , 1] à valeurs dans (0, oo] telle que tp(1) =O. Le pseudo-inverse 
de r.p, noté r.p[-lJ, est défini de (0, oo] vers [0, 1] par: 
Si r.p(O) = oo alors r.p[- ll(s) = r.p-1(s). 
0 ~ s ~ r.p (O) ; 
r.p(O) ~ s ~ oo. 
Par conséquent, soit C la fonction définie de [0 , 1]2 sur [0 , 1] par : 
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(2. 11) 
(2.12) 
Alors, C est une copule si et seulement si r.p es convexe. La fonction r.p est appelée 
le générateur de la copul . On en déduit le t héorème suivant qui sera t rès ut ile 
pour les simulations. 
Théorème 2.3 {voir Nelsen {2006}) . Soit C une copule générée par r.p et soit 
Alors, pour touts E [0, 1], 
r.p (s) 
Kc( ) = s - - (-). 
r.p' s (2. 13) 
Remarque 2. 1 Kc est appelée la fonction de Kendall : K c est une fonction de 
répartition de la v. a X= C(U1 , Uz). 
Dans ce mémoire, nous nous intéressons aux copules archimédiennes ci-dessous 
(voir Joe (1993); Embrechts et al. (2003) ; Marceau (2013)). Les principales ca-
ractéristiques de ces copules se trouvent en appendice. 
Exemples 2. 1 : {Copules archimédiennes) 
Pour tout u 1 , u 2 E [0 , 1] : 
{i) Copule d'indépendance est définie par 
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(ii) Copule de Clayton (figure 2.1) définie par 
( ) ( -B -B ) - 1/ B c(} u1, u2 = u1 + u2 - 1 ) lorsque e > 0 
" ( ) ( ( - 0 - 0 ) - 1/ 0 ) ve u1 , u2 = max u1 + u2 - 1 , 0 , lorsque 
l _,----,----,l ~-----;--;--l ~,........,..---~, 
g~~--~~--~~ 
0.0 0.2 0.4 0.6 0 8 1 0 0.0 02 o . .c 0.6 0.8 1.0 
,, 
Figure 2.1: Copule de Clayton et ses lignes de niveau pour e = 3. 
e e Ll~· ~ ~ c c .. 0 0 ~ ;; a a 
:; :; 
0.0 0~ o .• 0.6 08 10 0.0 0.2 o.• 0.6 0.8 1.0 
,, 
Figure 2. 2: Copule de Gumbel et ses lignes de niveau pour e = 3. 
(iii) Copule de Gumbel (figure 2.2) définie par 
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2.3.2 Famille elliptique 
Les copules ellipt iques, à l'instar de la copule normale sont des extensions di-
rectes des distributions à dimensions multiples via la méthode de construction des 
copules donnée par le corollaire 2.1. 
Exemples 2.2 : Copule normale (fig·u·re 2.3) définie par 
où <;P - 1 est la fon ction de répartition inverse d'une loi normale N(O,l } et e E 
(-1, 1). Lorsque e = 0, Co est la copule d 'indépendance. 
~ ~ L~ ~ ::! ~ ::l g 
0.0 0.2 0,4 0.6 0.8 1.0 0.0 02 o.• 0.6 
"' 
Figure 2.3: Copule normale et ses lignes de niveau pour e = 0.8. 
2.4 Concept et mesures de dépendance 
La dépendance est aussi une not ion de concordance ent re les variables aléatoires 
qui résume les caractéristiques suivantes (voir elsen (2006)) : 
- les couples de variables aléatoires (Z1i, Z2i) et (Z1j, Z2j) sont concordants si 
Zri < Zrj et Z2i < Z2j ou si Zri > Zrj et Z2i > Z2j; 
- les couples de variables aléatoires (Zli, Z2i) et (Z1j, Z2j) sont discordants si 
Zri < Zrj et Z2i > Z2j ou Zri > Zrj et Z2i < Z2i. 
0.8 1.0 
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2.4.1 Corrélation de Pearson 
La corrélation linéaire dite corrélation de «Pearson» a longtemps été considérée 
comme mesure de dépendance dans les applications. Sans l'hypothèse de norma-
lité, la corrélation de Pearson pose problème (voir Embrechts et al. (2003) ; elsen 
(2006)) . Elle est définie par 
·= (Z z ) = Cov(Z1, Z2) ( ) Pp . PP 1) 2 ) PP E -1 ) 1 . 
· JVar(Z1)11 ar(Z2) 
(2. 14) 
En effet, la corrélation de Pearson traduit la dépendance linéaire ent re les va-
riables Z1 et Z2 . Elle n 'est pas forcément déterminée via une copule, de plus, elle 
dépend des marginales . Il existe d 'autres mesures de dépendance appelées mesures 
d 'association : tau de Kendall, rho de Spearman etc. Ces mesures de dépendance 
sont des mesures de concordance (voir el en (2006)). 
Définit ion 2.3 (voir Nelsen {2006}). Soit K une m esure de dépendance entre deux 
variables aléatoires Z1 et Z2 , associée à la copule C. K est une m esure de concor-
dance si elle satisf ait les propriétés uivantes : 
{i) K est défini e pour tout COUple Z1 et Z2 ; 
{iv) si zl et z 2 sont indépendantes, alors K(Zl) Z2) = 0; 
(vi) Si C1 et C2 SOnt des COpules telle que Cl -< C2 alors Kc1 :S Kc2 ; 
(vii) ( Z1n , Z2n) e t une suite de variables aléatoires continues associée à la copule 
Cn et si Cn converge ponctuellem ent vers C alors K en converge ponctuelle-
m ent vers Kc . 
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2.4.2 Tau de Kendall 
Définition 2.4 (voir Balakrishnan et Lai {2009)). Le tau de K endall T est défini 
comme la probabilité de concordance moins la probabilité de discordance : 
T := T(Z1 , Z2) = Pr { (Z1 - Z1)(Z2 - Z2) > 0} - Pr { (Z1 - ZI)(Z2- Z2) < 0} 
(2. 15) 
où TE (-1 , 1) et (Z1 , .Ï2 ) est indépendant de (Z1 , Z2 ). Le tau de Kendall peut 
s'expimer en termes de copul de la façon suivante : 
T 4 t t C(u1, u2)c(u1 , u2)du1du2- 1 Jo Jo 
4E[C(Ul , U2)] -1 (2. 16) 
(voir Embrechts et al. (2003); Marceau (2013)) ou en termes de générateur : 
T = 1 + 4 t r.p (t) dt (2 .17) Jo r.p' ( t) 
(voir elsen (2006); Balakrishnan et Lai (2009)) 
2.4.3 Rho de Spearman 
Définiti on 2.5 (voir Balakrishnan et Lai {2009}) . Soient (Z1 , Z2), (.Ï1 , .Ï2 ) et (ZL Z~) 
trois couples de variables indépendants de distribution commune. Le rho de Spear-
man est proportionnellement égal à la probabilité de concordance moins la proba-
bilité de discordance à partir des couples (Z1 , Z2 ) et (Z1 , Z~) : 
Ps := Ps(Zl , Z2) = 3 {Fr ( (Z1- Z1)(Z2- Z~) > 0) - Pr ( (Z1- Z1)(Z2 - Z~) < 0)} 
(2 .18) 
où Ps E (-1, 1). 
Le rho de Spearman peut s'exprimer en termes de copule de la façon suivante : 
(2. 19) 
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(voir Embrechts et al. (2003); Balakrishnan et Lai (2009) ; Marceau (2013)) . 
2.4.4 Coefficient de dépendance de queue 
Dans cet te section, nous nous intéressons à d'autres mesures de dépendance locale 
(queue de distribut ions) ent re le couple (Z1 , Z2 ) de variables aléatoires continues 
(voir Embrechts et al. (2003); Balakrishnan et Lai (2009); Marceau (2013)) . 
- Le coefficient de dépendance de queue supérieure est défini par : 
(2.20) 
Il peut s'exprimer en termes de copule : 
, 1. C(u,u) /\ Sup = lill 1 ' 
utl - U 
/\ Sup E (0, 1] (2.21 ) 
où C(u1 , u2) = 1-u1- u2+ C(u1, u2). De même que la copule C admet un co-
efficient d 'indépendance de queue supérieure si À sup = 0 (voir Balakrishnan 
et Lai (2009)). 
- Le coefficent de dépendance de queue inférieure est défini par : 
(2 .22) 
Il peut s'exprimer en termes de copule : 
. C(u,u) 
Àinf = hm , Àinf E (0, 1] 
v..j_O U (2.23) 
(voir Balakrishnan et Lai (2009)). De plus, la copule C admet un coefficient 
d 'indépendance de queue inf'rieure si Àinf =O. 
Nous présenton quelques illustration , table 2.1 et figure 2.4, associées à la notion 
de dépendance de queue (voir Andersen et al. (2009); Frees (2010)) . 
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Tableau 2.1: Exemples de coefficients de dépendance de queue pour les copules de 
Clayton , de Gumbel et normale. 
Ce e ÀJnf Àsup 
Clayton 1 0.50 0.00 
Gumbel 1.5 0.00 0.41 
Normale 0.5 0. 00 0.00 
q 
Copule 
- Clayton 
~ - Gum~l 
0 - Nomul• 
<D 
ci 
~ 
'<1: 
0 
N 
ci 
0 
ci 
0.0 0.2 0.4 0.6 0.8 1.0 
u 
Figure 2.4: Coefficient de dépendance de queue pour les copules de Clayton , de 
Gumbel et normale de paramètres respectivement 1, 1.5 et 0. 5. 
2.5 Méthodes d 'inférence 
Dans cette section, nous présentons quelques méthodes d'estimation des copules 
(voir Joe (1997) et Charpent ier (2014)) . Ces méthodes sont loin d 'être les seules. 
Soient fi (. 81), h(. , 82) les densités, F1 (. , 81) , F2 (. , 82) les fonctions de répart it ion 
des variables aléatoires z1 et Z2 , ce la densité de la copule Ce et e le paramètre 
de dépendance. L'objectif principal est d 'estimer le paramètres 81 , 82 et e. 
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2.5.1 Méthode des moments 
C 'est une méthode classique qui repose sur les équations des moments (moment 
d 'ordre 1,2,3 etc.) de z1 et z2 pour estimer les paramètres 81 et 82 et l'inversion 
de la fonction de lien donnée par la relation e = 'lj;-1(7) (voir l'équation 2.16) . En 
effet , il faut résoudre un système d 'équations du type : 
[ 
M~(61): E81 [Z~L J: 1, 2, . . . , 
M2(82)- E82 [Z2], J- 1, 2, . .. , 
e = 'l/J-1(7). 
(2.24) 
En pratique, l'on se propo e un estimateur du système d 'équations (2.24) par : 
(2.25) 
où le couple (z1 , z2 ) est une réalisation du coupl (Z1 , Z2 ) et fest l'estimateur du 
tau de Kendall à partir de l'échantillon : 
f = ( c - d) 1 ( c + d) (2.26) 
où c le nombre de concordances et d le nombre de discordances sur le couple 
(Z1 , Z2) (voir Balakrishnan t Lai (2009)) . Pour stimer le paramètre B par la 
méthode des moments, on peut aussi utiliser la relation ent re le rho de Spearman 
et B (voir l'équation 2.19) . De plus, on pourrait opter pour une méthode mixte, 
c'e t-à-dire : estimer les paramètres 81 et 61 via la méthode du maximum de 
vraisemblance décrite ci-bas et vice versa. 
2.5 .2 Maximum de vraisemblance exacte 
On considère les échant illons d 'observations associés respectivement à Z1 et Z2 : 
z1 = zu, . .. , Z1n et z2 = z21, ... , z2n · La fonction de vraisemblance e t donnée, en 
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ut ilisant le corollaire 2.3 , par : 
n 
.L: (61, 62 , e, zl , z2) =II Ce (Fl (zli > 61) , F2(z2i , 62)) h (zli > 6l)h(z2i , 62)· (2.27) 
i=l 
Ainsi, la log-vrai emblance est : 
n 
l (61 , 62 , B) = log .L: (<:51 , 62 , B,z1,z2) = .2:=log(ce (F1(zli, <h) , F2(z2i , b"2))) 
i=l 
n 
+ L [log(fi(zli, <51))+ log(h(z2i), b"2)] (2.28) 
i=l 
d 'où 
(2.29) 
2.5.3 Inférence sur les marginales 
Cette méthode appelée IFM (Inference Functions for Margins) dans la littéra-
ture des copules consiste à estimer séparément les paramètres <51, <52 a sociés aux 
marginales h ) h puis le paramètre de dépendance e via la méthode du maxi-
mum de vraisemblance (voir Charpent ier (2014)). Soient l1(51) , l2(62) et lc(B) les 
log-vraisemblances as ociées respectivement à JI(. , <:51) ,f2(. , <52) et ce . On a: 
(2.30) 
Puis, l'on pose 'u1i = F1 (zli , JI) et u2i = F2(z2i, 82) pour i = 1, ... , n. On obtient 
l'estimateur de e par : 
n 
ê = arg max lc(B) = arg max Llog (ce(uli , u2i)) . (2.31) 
i=l 
La démarche précédente est une méthode dite « paramétrique ». La méthode « 
semi-paramétrique » consiste à remplacer les fonctions de répartition F1 et F2 par 
les fonctions de répartition empiriques F1,n et F2,n· 
28 
2.6 Méthodes de simulation 
Dans cette section, nous présentons des algorithmes généraux de simulation des co-
pules (voir Embrechts et al. (2003) ; Balakrishnan et Lai (2009) ; Marceau (2013)). 
Par ailleurs, il existe un algorithme de simulation spécifique à certaines copules. 
2.6.1 Cas général 
Algorithme 2. 1 : Cas général 
Simuler un échantillon ( ulj ), u~J ) )' , j = 1, ... , N , à partir de la copule C en utilisant 
la copule conditionnelle Cu 1 (u2). 
Étape 1 : Générer ulj ) et sU) ,j = 1, . .. , N à partir d 'une loi uniforme U ( 0, 1). 
Étape 2 : Calculer 'uV)= C ( ;>(s Ul ). On a (ulj) , u~j))' rv c. 
ul 
2.6.2 Copule archimédienne 
Algorithme 2.2 : Copules archimediennes 
Simuler un échantillon ( Ulj), u~J) )' , j = 1, . . . , N , à partir de la copule C en utilisa nt 
la fon ction de K endall K c du théorèm e 2. 3 : 
Étape 1: Génér·er (sUl , qUl ) rv U(0 1 1) , j = 1, . . . N. 
Étape 2 : Poser pU) = Kc1 (qUl ) . 
Étape 3 : Calculer Ulj) = <pl- 1l(sU\o(pUl)) et uV) = <pl- 11(1 - s Ul) <p (pUl). On a 
( Ulj) 1 u~j) )' rv C. 
2.6.3 Cas spécial : copule normale 
Algorithme 2.3 : Cas spécial (copule normale) 
Simuler un échantillon (u l1) 1 u~1 ) )' 1 j = 1, ... , N , à partir de la copule gaussienne 
C en utilisant la décomposition de Cholesky 2 de la matrice de corrélation R. 
2. Voir appendice 
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Étape 1 : Trouver la matrice de la décomposition de Cholesky B à partir de R . 
Étape 2: Générer le vecteur sU),j = 1, .. . , N , à partir de N(O , 1) où s = (s1 , s2 ) ' 
indépendantes. 
Étape 3 : Poser xU) = Bs(j) où x= (x1 , x2 ) ' . 
Étape 4 : Calculer u~j) = <.P ( x~1 )), i = 1, 2. On a, ( ui1), u~1 ) )' ""' C. 

CHAPITRE III 
MODÈLES DCC-GARCH 
Ce chapitre traite de la corrélation dynamique conditionnelle ba ée sur l'approche 
étudiée par Engle (2002) ; Engle et Sheppard (2005) et par Engle (2009). Dans le 
chapitre 2, nous avons ment ionné que la corrélation de Pearson est une mesure 
de dépendance linéaire et qu 'elle ne peut être considérée comme une mesure de 
dépendance au même t itre que le tau de Kendall ou le rho de Spearman sans y 
ajouter certaines conditions notamment la normalité. Dans le contexte des séries 
financières, la corrélation n 'est généralement pas constante au cours du temps 
conditionnellement à l'information disponible. Formalisons par p12,t la corrélation 
condit ionnelle, au sens de Pearson , entre deux rendements financiers Yu et y2t , au 
temps t. Elle est définie par : 
(3.1) 
où Yit = log 8
8
jt· est le rendement associé au sous-jacent financier Sit à t pour 
tt - 1 
i = 1, 2 et tel que Et-1 [Yit] = O. 
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3.1 Présentation du modèle de Engle (2002) 
Dans le chapitre 1, nous avons défini la relation entre le rendement financier et la 
variance conditionnelle dans le cadre univarié par 
type - GARCH(1, 1), i = 1, 2, . . . , N. (3.2) 
Le modèle introduit par Engle (2002) fait partie d 'une large classe de modèles 
GARCH multivariés qui ne sont pas abordés dans ce mémoire. Cependant , ce 
modèle est une généralisation naturelle de l'approche introduite par Bollerslev 
(1990) : CCC-GARCH « Constant Conditional Correlation GARCH ». 
3.1.1 CCC-GARCH de Bollerslev 1990 
Le modèle CCC-GARCH introduit par Bollerslev (1990) e t défini comme suit : 
Hypothèse 3.1 On suppose que Et- l [Yt] = 0: 
R (3. 3) 
avec Ht la matrice de covariance condit ionnelle, définie posit ive pour tout t et qui 
se décompose comme suit : 
(3.4) 
où 
(3.5) 
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est la mat rice de corrélation conditionnelle constante, définie positive par construc-
tion. L'estimateur naturel de cette matrice est la matrice de corrélation non condi-
tionnelle à partir de l'échant illon (voir Engle (2002)). 
3.1.2 DCC-GARCH de Engle 2002 
Le modèle DCC-GARCH (Dynamic Conditional Correlation GARCH) est une 
extension du modèle CCC-GARCH qui introduit une flexibilité dans le modèle 
CCC-GARCH tel que proposé par Bollerslev (1990). En effet , la corrélation condi-
tionnelle est dynamique et tient compte de la mise à jour de l'information enregis-
trée par la volatilité condit ionnelle des rendements (voir Engle (2009)) . Lorsque 
les rendements Y1t, ... , YI N sont dans le même sens (croissant ou décrois ant), les 
corrélations augmentent. Et, lorsque les rendements sont dans le sens opposé, les 
corrélations diminuent. Le modèle est formulé sous l'hypothèse suivante : 
Hypothèse 3.2 On suppose que Et- I [Yt] =O. La matrice de covariance est défini e 
par: 
Dt = diag {Ht}. (3.6) 
La matrice de corrélation conditionnelle est simplement la matrice de covariance 
des innovations : 
Rt = Et-1 [ztz~] = diag { Qt} -l / 2 Qtdiag { Qt} - l / 2 , (3.7) 
où 
(3 .8) 
Remarque 3.1 On spécifie les écritures matricielles ci-dessus : 
1. Di = diag{Ht} = diag(O"Ît,· .. , O"'fvt); 
2. R = [Pijh~i,j~N matrice de corrélation non conditionnelle de Zt; 
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3 R - [p ] ou' p ·. - qijt 
· t - ij t l<Ç, i,j<Ç,N tJt - Jqii t Qjjt > 
et où les coefficients </J1, </J2 et (1- </J1 - </;2) sont positifs. La covariance (3 . 9) 
peut aussi s 'écrire 
%t ~ fJ;; ( ) ~ ~;, if>l ) + </>1 t, qJ,-l Z;,t - kZj ,t - k (3.10) 
On voit que si l 'on ignore la mise à jour de l 'information sur les rendem ents, 
qijt ~ Pij et Pijt ~ Pij · On retrouve le modèle CCC-GARCH. 
Proposition 3.1 Engle et Sheppard {2005) . Si les paramètres de GARCH univariés 
et DCC vérifient les conditions suivantes : 
(i) Œoi > 0, i = 1, ... , N ; 
(ii) ai ~ 0 et f3i ~ 0, i = 1, ... , N ; 
(iii) o-5i > 0, i = 1, ... , N; 
(iv) ai+ f3i < 1, i = 1, ... , N; 
(v) </J1 ~ 0 et </J2 ~ 0 ; 
(vi) </J1 + </J2 < 1 ; 
(vii) le minimum des valeurs propres de R est positif, 
alors, la matrice Ht est défini e positive pour tout t. 
Preuve.Voir Engle et Sheppard (2005). • 
3.2 Estimation 
Puisque le modèle CCC-GARCH est un cas particulier du DCC-GARCH, on s 'in-
téresse directement à l' stimation du modèle DCC. L'estimation via la méthode du 
maximum de vraisemblance est celle propo ée par Engle (2002) sou l'hypothèse 
suivante : 
Hypothèse 3.3 On suppose que 
La log-vraisemblance pour les observations E1 , ... , Er est donnée par : 
1 T 
l(B , R, c/J) = - 2 ~ (N log(21r) + log IHtl + E~Ht- 1 Et ) t=l 
1 T 
-2 ~ (N log(21r) + log IDtRtDtl + E~D;1 R; 1 D; 1 Et ) 
t=l 
1 T 
-2 ~ (N log(27r) + 2log IDtl + log IRtl + z~ ~- 1 zt ) 
t=l 
1 T 
-2 ~ (N log(21r) + 2log IDtl + c~D;2 Et ) 
t=l 
T ~ ~ (z~Zt + log IRtl + z~R;1 zt ) 
t=l 
·- lv(B) + lc(B, R, ifJ). 
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(3. 11) 
(3 .12) 
Selon Engle (2009) et Engle (2002), pour maximiser l'équation (3 .12), on peut 
procéder en trois étapes : 
Étape 1 : proposer un estimateur de R par la méthode des moments : 
A 1 T 
R = T ~ZtZ~. (3 .13) 
t=l 
Étape 2 : maximiser la log-vraisemblance relativement aux équations des modèles 
GARCH univariés donnée par : 
lv(B) := 
1 T 
-2 ~ (N log(21r) + 2log IDtl + E~D;2 Et ) 
t=l 
-~ t ( Tlog(2") + t ( log(af,) + ;D). (3. 14) 
En effet , cette étape consiste, en pratique, à estimer séparément les modèles 
GARCH univariés (voir chapit re 1). L'estimateur du maximum de vraisemblance 
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pour e qui contient les paramètres des modèles GARCH univariés est donné par : 
(3. 15) 
Étape 3 : calculer l'est imateur de cp en maximisant la log-vraisemblance reliée aux 
corrélations : 
(3. 16) 
Soit 
(3. 17) 
Remarque 3.2 On a que : 
1. le modèle CCC-GARCH étant un cas particulier du modèle D CC-GARCH, 
l 'estimation du modèle CCC-GARCH est réduite aux étapes 1 et 2 de la 
procédure ci-haut où R = Rt· 
2. l 'équation (3.16) de l 'étape 3 contient la matrice de corrélation Rt. de taille 
l\ x N très difficile à inverser et la convergence n 'est pas garantie. Pour 
simplifie·r ce pmblèm e, Engle {2009 ) , page 14 , pmpose une m éthode ad-hoc 
appelée « Méthode de MacGyver ». En effet, pour chaque paire d 'actif fi -
nanciers i et j dont les innovations sont réduites à Zt = (zit , z1t )', la matrice 
de corrélation conditionnelle réduite est défini e par : 
puis 
~jt = ( 1 . Pijt ) ::::} IRijtl = 1 - Pijt > 
Pijt 1 
(3. 18) 
, _ 1 z ft + z}t - 2pijtZ,tZjt 
zt R tjtZt = 2 (3. 19) 1 - Piit 
Il résulte de {3.18) et {3.19} que maximiser l 'équation {3. 16} de l 'étape 3 
pour N actifs, revient à maximiser la log-vraisemblance par paire d 'actifs 
financi ers i et j : 
c ~ " 1 ~ ( 2 zft + z}t - 2pijtZitZjt ) li1(e, Pij, cp) = - 2 ~ log(1- Pi1t) + 1 _ 2_ · ~1 P~t (3.20) 
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Les étapes 1 et 2 de la procédure précédente sont conservées. 
3.3 Propriétés asymptotiques 
Engle et Sheppard (2005) ont établi les propriétés asymptotiques des estimateurs 
~ = ( e, R, q;) du maximum de vraisemblance sous le modèle présenté par : 
Et i.Ft-1 '""N(O, DtRtDt) , 
Dz = diag( ŒÎt , . .. , Œ'J,Jt ), 
ŒTt "'-' GARC J-f (1, 1); i = 1, .. . > N 
Rt = diag {Qt} - 112 Qtdiag {Qt} - 1/2 , 
Qt = R + 4>1(Zt- 1 Z~ - 1 - R) + 4>2(Q t- 1- R). 
D'après la section précédente, on a : 
où 
(3.21) 
(3.22) 
(3.23) 
Soient 91T, 92T et g3r des fonctions définies par les conditions de premier ordre : 
91r(B) 
1 T 
T L \lolv(B; Et) , (3 .24) 
t=1 
92r (B , R) 1 T T L (R - Zt Z~) , (3.25) 
t=1 
93r(B, R, 4>) 
1 T -
T L \1 1/J lc(B, R, 4> ; Et) · (3.26) 
t=1 
Soit ~a = (Ba, Ra, <Pa) le vrai paramètre à e t imer . Sou certaines conditions de 
régularité (voir théorème 1 de Engle et Sheppard (2005)) on a la convergence 
asympt ot ique des est imateurs du maximum de vraisemblance : 
(3.27) 
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D e  p l u s ,  l e  t h é o r è m e  2  d e  E n g l e  e t  S h e p p a r d  ( 2 0 0 5 )  é t a b l i t  l a  n o r m a l i t é  a s y m p -
t o t i q u e  :  
f T ( € r - Ça)~ N ( O,  A
0
1  
BaA~- r ) ,  
o ù  A a  e t  B a  s o n t  d o n n é e s  p a r  
1  
\ l e g r r ( B a )  
A a  =  E  \leg2r(Ba~ R a )  
\ 7  e . 9 3 T (  B a ,  R a ,  c p a )  
0  
\ 7  R . . 9 2 r ( B a ,  R a )  
\ 7  R . . 9 3 r ( B a ,  R a ,  c p a )  
V  •g , r ( O : ,  R, "  ~o) 1  
[  
T  T  T  l  
B a  =  V a r  ~ . 9 1 t ( B a ) ,  ~ . 9 2 t ( B a ,  Ra) , ~ . 9 3 t ( B a ,  R a ,  c p a )  .  
( v o i r  E n g l e  ( 2 0 0 9 ) ;  E n g l e  e t  S h e p p a r d  ( 2 0 0 5 ) )  p o u r  p l u s  d e  d é t a i l s .  
3 . 4  A n a l y s e  d e s  c o r r é l a t i o n s  d e s  i n d i c e s  b o u r s i e r s  
( 3 . 2 8 )  
( 3 . 2 9 )  
( 3 . 3 0 )  
D a n s  c e t t e  s e c t i o n ,  n o u s  p r é s e n t o n s  l e s  s é r i e s  d e s  i n d i c e s  b o u r s i e r s  d u  N Y S E  ( r- 1 e w  
Y o r k  S t o c k  E x c h a n g e ) ,  d u  N A S D A Q  ( N a t i o n a l  A s s o c i a t i o n  o f  S e c u r i t i e s  D e a l e r s  
A u t o m a t e d  Q u o t a t i o n s )  e t  d u  S & P 5 0 0  ( S t a n d a r d  a n d  P o o r ' s )  s u r  l a  p é r i o d e  d u  
0 3 / 0 1 / 2 0 0 0  a u  0 8 / 1 2 / 2 0 1 4  s o i t  3 7 5 7  o b s e r v a t i o n s  ( v o i r  f i g u r e  3 . 1 ) .  C e s  s é r i e s  o n t  
l a  p a r t i c u l a r i t é  d ' ê t r e  r é p r e s e n t a t i v e s  d u  m a r c h é  b o u r s i e r  a m é r i c a i n  p a r  l e u r  t a i l l e  
e t  l e u r  c o m p o s i t i o n .  D e  p l u s ,  c e s  s é r i e s  p r é s e n t e n t  l a  m ê m e  t e n d a n c e  à  l a  h a u s s e  
e t  à  l a  b a i s s e  d a n s  l e  t e m p s  e n  p a r t i c u l i e r  d u r a n t  l a  c r i s e  f i n a n c i è r e  d e  2 0 0 8 ,  c e  
q u i  e x p l i q u e  é g a l e m e n t  l e s  f o r t e s  c o r r é l a t i o n s  e n t r e  e l l e s  ( t a b l e  3 . 1 ) .  P a r  l a  s u i t e ,  
n o u s  a n a l y s o n s  l e s  c o r r é l a t i o n s  c o n s t a n t e s  ( t a b l e  3 . 1 )  e t  c o n d i t i o n n e l l e s  a u  s e n s  
d e  P e a r s o n  e t  d e  E n g l e  ( 2 0 0 2 )  ( v o i r  l e s  f i g u r e s  3 . 2 ,  3 . 3  e t  3 . 4 ) .  L e s  e s t i m a t e u r s  e l u  
m a x i m u m  d e  v r a i s e m b l a n c e  d e s  m o d è l e s  D C C - G A R C H ( 1 , 1 )  ( v o i r  l e s  t a b l e s  3 . 2 ,  
3 . 3  e t  3 . 4 )  s o n t  o b t e n u s  g r â c e  à  l a  m é t h o d e  d e  «  M c G y v e r  »  p r é s e n t é e  d a n s  E n g l e  
( 2 0 0 9 )  à  p a r t i r  d e s  m o d è l e s  G A R C H ( 1 , 1 )  a u  s e n s  d e  B o l l e r s l e v  ( 1 9 8 6 )  e t  à  l ' a i d e .  
d u  l o g i c i e l  R  ( p a c k a g e  c c g a r c h )  d e  R  C o r e  T e a m  ( 2 0 1 5 ) .  I l  f a u t  r e m a r q u e r  q u e  
l e s  e s t i m a t e u r s  e l u  m o d è l e  C C C - G A R C H ( 1 , 1 )  s o n t  e x a c t e m e n t  l e s  m ê m e s  p o u r  
-- ----------------------------
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Figure 3. 1: Prix des indices boursiers : YSE, NASDAQ et S&P 500 du 03/ 01 / 2000 
au 08/ 12/ 2014. 
les GARCH(1,1) univariés au sens de Bollerslev (1986) que pour le modèle DCC-
GARCH(1,1) en plus des coefficients de la matrice de corrélation empirique du 
tableau 3.1. Ainsi , les corrélations conditionnelles temporelles de Pearson (voir 
l'équation (3. 1) sont obtenues grâce à la méthode d 'estimation par fenêtres mo-
biles de 10 jours, approche étudiée par Zivot et Wang (2003). Cependant, le choix 
de la taille de la fenêtre est important. Nous avons choisi ici la taille n = 10 de 
sorte qu 'en moyenne la corrélation conditionnelle au sens de Pearson Pt coïncide 
avec le paramètre de dépendance condit ionnel Bt de la copule normale (voir cha-
pitre 4). Les mêmes choix de la taille de la fenêtre mobile n sont appliqués aux 
problèmes des chapitres 4 et 5. En conclusion, les graphiques des corrélations ent re 
03/ 01 / 2000 et 08/ 12/ 2014 (voir les figures 3.2, 3.3 et 3.4) montrent bien que la 
corrélation n 'est pas constante à travers le temps pour les séries financières. On 
observe donc des fortes variations par rapport à la corrélation constante. Et le 
retour à la moyenne est plus rapide pour la corrélation conditionnelle dynamique 
du modèle DCC que la corrélation temporelle au sens de Pearson. 
40 
\ 
1.0 
0.5 
0.0 
-0.5 
2000 2005 2010 2015 
Année 
Figure 3.2: Corrélations conditionnelles : YSE- ASDAQ. 
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Figure 3.3: Corrélations condit ionnelles : NYSE-S&P500. 
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Figure 3.4: Corrélations conditionnelles : NASDAQ-S&P500. 
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Tableau 3.1: Corrélations constantes de rendements entre YSE, NASDAQ et 
S&P500 du 03/ 01 / 2000 au 08/ 12/ 2014. 
p NYSE ASDAQ S&P500 
YSE 1.000 0.806 0.976 
NASDAQ 0.806 1.000 0.884 
S&P500 0.976 0.884 1.000 
Tableau 3.2: Estimation d s paramètres CCC-GARCH(1 ,1) et DCC-
GARCH(1,1) : 
Paramètres Estimés Écart-types 
GARCH 
Ü!Ql 1.563130 x 10- 6 4.617858 x 10- 7 
a1 8.931222 x 10-2 1.189620 x 10- 2 
{31 8.989192 x 10- 1 1.003212 x 10- 2 
ao2 1.503415 x 10-6 1.231254 x 10- 2 
Ü!2 1.609051 x 10- 2 4.984173 x 10- 7 
!32 9.139824 x 10- 1 9.463605 x 10- 3 
DCC 
cPl 4.409124 x 10- 2 9.574271 x 10- 2 
cP2 9.500060 x 10- 1 1.222482 x 10- 1 
ccc 
p 0.806 
Log-vraisemblance : - 59299. 18 
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Tableau 3.3: Estimation des paramètres CCC-GARCH(1 ,1) et DCC-
GARCH(1,1) : NYSE-SP500. 
Paramètres 
GARCH 
!31 
/32 
DCC 
Estimés 
1.563130 x 10- 6 
8.931222 x 10- 2 
8.989192 x 10- 1 
1. 545453 x 10- 6 
9.029468 x 10- 2 
8.986189 x 10- 1 
Écart-types 
4.617858 x 10- 7 
1.189620 x 10- 2 
1.154 736 x 10- 2 
1.231254 x 10- 2 
5.098141 x 10- 7 
1.126726 x 10-2 
cfJ1 4.759105 x 10- 2 1.953382 x 10- 1 
cfJ2 9.460726 x 10- 1 2.454361 x 10- 1 
ccc 
p 0.976 
Log-vraisemblance : -64255 .17 
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Tableau 3.4: Estimation des paramètres CCC-GARCH(1 ,1) et DCC-
GARCH(1,1) : NASDAQ-SP500. 
Paramètres 
GARCH 
{31 
!32 
DCC 
Estimés 
1.609051 x 10- 6 
7.915598 x 10- 2 
9.139824 x 10- 1 
1.545453 x 10- 6 
9.029468 x 10- 2 
8.986189 x 10- 1 
Écart-types 
4.984173 x 10- 7 
9.463605 x 10- 3 
1.154736 x 10- 2 
1.003212 x 10- 2 
5. 098141 x 10- 7 
1.126726 x 10- 2 
cP1 4.117217 x 10- 2 8. 013848 x 10- 2 
cP2 9.530560 x 10- 1 1.008527 x 10- 1 
ccc 
p 0.884 
Log-vraisemblance : -60104.81 

CHAPITRE IV 
DÉPENDANCE DYNAMIQUE EN TARIFICATION DES PRODUITS 
DÉRIVÉS VIA MODÈLES GARCH 
Dans ce chapit re, nous appliquons le concept de la dépendance dynamique à la ta-
rification des opt ions bivariées. Cependant, la modélisation des actifs sous-j acents 
est faite sous un modèle GARCH et la notion de dépendance est reliée aux copules 
avec paramètres de dépendance statique et dynamique ainsi qu 'à la corrélation 
constante et dynamique condit ionnelle. Ce chapit re fait principalement référence 
aux auteurs suivants : van den Goorbergh et al. (2005); Chiou et Tsay (2008) ; 
Zhang et Guégan (2008); Patton (2006); Patton (2012); Oh et Patton (2013) ; 
Patton (2013); Fengler et al. (2012); Lee et Long (2009); Engle (2002) et Engle 
(2009). 
On considère le rendement bivarié défini par Yt = (ylt, y2t) ' , t = 1, .. . , T dont 
chaque rendement suit, sous la mesure physique P , la dynamique : 
Yit P,it + Eit) 
type- GARCH (1, 1), i = 1, 2 ( 4.1 ) 
avec Et_1 [zit ] = 0, Vart _1 (zit) = 1 et où o}t est la variance condit ionnelle associée 
au rendement Yit (voir figure 4. 1). 
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Figure 4. 1: Variance conditionnelle sous le modèle GARCH(1 ,1): 1 YSE-NASDAQ 
du 03/ 01 / 2000 au 08/ 12/ 2014. 
4.1 Méthodes d 'estimation du paramètre de dépendance statique 
Suivant l'équation (4. 1), l'innovation (voir figure 4.2) associée au rendement Yit 
pour i = 1, 2 est donnée par : 
q 
a CD 
< 6 0 
(/) 
~ < z 0 
c 
0 '>: 
"" 
0 
"' > 0 N c 6 
_ç; 
0 
6 
0.0 0.2 0.4 0.6 0.8 1.0 
Innovation NYSE 
Figure 4.2: Dép ndance positive ent re YSE et NASDAQ illustrée par les inno-
vations NYSE-NASDAQ du 03/ 01 / 2000 au 08/ 12/ 2014. 
Yit - /-Lit 
Zit = 
O"it 
On défini t le couple de variables aléatoires uniformes Ut= (ult , U2t) tel que 
{ 
Uit = Fi(Zit, c5i), pour i = 1, 2; 
Ut rv Ce , 
47 
(4.2) 
(4.3) 
où f) est le paramètre de dépendance associé à la copule C. Le paramètre f) est 
invariant au cours du temps. P ar conséquent , Ç = (c51 , c52 , ()) est le paramètre à 
estimer dans le modèle défini par les équations (4. 1) , (4.2) et (4 .3). 
4.1.1 Méthode du maximum de vraisemblance 
On se propose d 'estimer le paramètre Ç = (c51 , c52 , ())par le biais de la méthode du 
maximum de vraisemblance discutée dans le chapit re 2 (voir également Dias et 
Embrechts (2010) et Patton (2013) dans le cadre des séries temporelles). Soit 
€r = arg max l(Ç), (4.4) 
où 
(4.5) 
et ce (u1 , u2 ) = 82 ~~;~~':2 ), (u 1 , u2 ) E [0, 1]2 est la densité de la copule Ce. En 
pratique (voir Dias et Embrechts (2010)) on suggère de procéder en deux étapes, 
par la méthode d'inférence sur les marginale IFM : « Infer nee Functions for 
Margins » avec les log-vrai emblance marginales définies par 
T 
l (c5i) = L log f i(zit, c5i), pour i = 1, 2 (4.6) 
t=l 
et la log-vraisemblance finale à maximiser est donnée par 
T 
l (f) ) = L log ce(FI(z1t , 81) , F2(z2t, 82)) . (4.7) 
t=l 
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4.1.2 Méthod d'inversion du tau de Kendall 
L'idée de cette approche est d'estimer le paramètre () par inversion de la fonction 
de lien wc entre () et le tau de Kendall relative à la copule C définie par : 
T = '1/Jc( ()) {::} () = '1/J(/ (T), TE (-1, 1) . (4.8) 
On déduit d l'équation (4.8), l'estimateur de () (voir table 4.1) donn' par: 
ê = '1/J(/(f), (4.9) 
où f est le tau de Kendall empirique défini par : 
f = ( c - d) 1 ( c + d) ' (4. 10) 
avec c le nombre de paires concordantes et d le nombre de pair s discordantes. 
D'autres méthode d 'estimation du paramètre() sont discutée dan Oh et Patton 
(2013); Patton (2013). 
Tableau 4.1: Estimation du paramètre de dépendance statique associé aux co-
pules : Clayton , Gumbel et normale pour les données NYSE-NASDAQ du 
03/ 01 / 2000 au 08/ 12/ 2014. 
() statique 
Méthodes êClayton êGumbel êNormale 
Maximum de vraisemblance 2.992(0.558) 3. 109(0.351) 0.905(0.018) 
Inversion du tau de Kendall 5.044 3.522 0.902 
ous avons considéré les mod ' le GARCH(1 ,1) uni varié au ens de 
Bollerslev (1986) pour les actifs NYSE et ASDAS avec des innovations suppo-
sées gaussiennes centrées et réduite . Les chiffre entre parenth 'ses représentent 
les écart-types pour la méthode du maximum de vraisemblance. 
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4.2 Méthode d 'estimation du paramètre de dépendance dynamique 
L'hypothèse habituelle sur le paramètre de dépendance e est de supposer que e = 
et (voir Bernard et Czado (2013)). Une approche dynamique de et st plus flexible 
et réaliste pour la modélisation des séries financières ainsi que pour l 'évaluation 
des options bivariées (voir van den Goorbergh et al. (2005); Chiou et Tsay (2008)). 
4.2 .1 Tau de Kendall conditionnel dynamique 
On peut modéliser la dynamique du paramètre et en utilisant la relation entre le 
tau de Kendall et et donnée par : 
(4. 11) 
Pour ce faire , van den Goorbergh et al. (2005) ; Chiou et Tsay (2008) proposent 
une dynamique du tau de Kendall conditionnel sous la forme : 
(4. 12) 
où Œit"' (type)- GARCH(l , 1). 
Par exemple, van den Goorbergh et al. (2005) proposent une fonction h définie 
par: 
(4. 13) 
Cette approche met en évidence la relation naturelle entre le tau de Kendall et 
les volatilités associées aux rendements Y1t et y2t· Mais, elle manque de souplesse 
notamment quant à l'assurance que le tau de Kendall Tt soit compris entre -1 et 
1 (voir la figure 4.3). 
Dans ce mémoire, nous proposons une nouvelle dynamique du tau de Kendall 
nommée : tau de Kendall autorégressif conditionnel d 'ordre p (en anglais : au-
toregressive conditional Kendall 's tau of oder p ou AR(p )-CKT) . Cette nouvelle 
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dynamique est basée sur l'approche de Patton (2006) et définie par : 
Tt= L (wo + t WkTt-k + 'f/t ) {:::} L - 1h) = wo + t WkTt-k + 'f/t , 
k=l k=l 
(4 .14) 
où 'fit "' N(O, CJ 2 ) est un bruit blanc gaussien de moyenne nulle et de variance CJ2 
et L est la transformation logistique modifiée (ce qui permet à Tt d 'être compris 
ent re - 1 et 1 en tout temps) donnée par : 
L(x) = 1 - exp( -x) . 
1 + xp( -x) (4. 15) 
Pour estimer l'équation (4. 14), on a recours à la méthode de régression sur sé-
ri s temporelle (voir Brockwell et Davis (2002); Zivot et Wang (2003)). En effet, 
les ré gre urs Tt-k , k = 1, ... , p dan la transformation L -l (Tt) permettent de 
capturer toute la persistance dans la dépendance. De plus, l''quation (4 .14) peut 
être simulée facilement tout en respectant les contraintes sur le support du tau de 
Kendall h compri entre - 1 et 1) sans contraintes supplémentaires sur les para-
mètres wk, k = 0, 1, ... , p. L'idée derrièr ces approches est que le tau de Kendall 
est ob ervable empiriquement , ce qui p rmet de cali br r les équations ( 4. 13) et 
(4. 14) via la méthode de régression (voir table 4.2). Puis, on pourra déduire la 
dynamique de et par la relation décrite par l''quation (4. 11) relativement à la 
copule choisie (voir les figures 4.5, 4.6 et 4.7). De façon simulaire, on pourrait 
établir la relat ion nt re le rho de Spearman et le paramètre de dépendance et si 
c la est explicite pour certaines copules . On not que l'approche AR(p )-CKT est 
plus souple que l'approche de van den Goorb rgh et al. (2005) car elle donne une 
meilleure prévision tout en respectant les contraintes aux bornes (voir les figure 
4.3et 4.4) sur 1 ob ervations historiques du tau de Kendall. Par conséquent, 
nous avons utilisé l'approche AR(1)-CKT pour estimer l'évolution historique de 
différents paramètre de dépendance et pour 1 opule de Clayton, de Gumbel 
et la copule normale. On observe égalem nt qu 1 s r'sultats de la table 4.3 ont 
différents de ceux de la table 4. 1, mai on 'y attendait qu 'ils soient effectivement 
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différents : c'était l'objectif de notre démarche. Par ailleurs, les dymaniques de et 
ou l'approche AR(l )-CKT respectent les contraintes reliée aux différents sup-
ports as ociés aux copules pris en exemples et l'on observe une évolut ion adéquate 
et une meilleure prévision des paramètres de dépendance (voir les figures 4.5, 4.6 
et 4. 7). Par la suite, nous utilisons l'approche AR(l)-CKT dans le contexte de la 
tarification des options et de la gestion des risques pour modéliser la dépendance 
dynamique. 
Tabl au 4. 2: Estimation du tau de Kendall conditionnel dynamique à part ir des 
observations YSE- ASDAQ du 03/ 01 / 2000 au 08/ 12/ 2014 selon les différentes 
approches. 
van den Goorbergh et al. (2005) , éq.(4.13) 
Paramètres Estimés Écart-types 
la 
/ 1 
1.834 
0.123 
0.224 
0.023 
AR(l)-CKT, éq.(4.14) 
Paramètres Estimés Écart- types 
wo -0.36767 0.094 
3.14019 0.136 
Tableau 4.3: Moyenne du paramètre et conditionnel dynamique à part ir des obser-
vations NYSE- ASDAQ du 03/ 01 / 2000 au 08/ 12/ 2014 selon l 'approche AR(l )-
CKT. 
Moyenne de et conditionnel dynamique 
Copule Hi t. Borne inf Prédit Borne sup 
Clayton 6.001 1.622 5.388 14.555 
Gumbel 4.001 1.822410 3.694 8.277 
or male 0.845 0. 546 0.853 0.964 
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Figure 4.3: Tau de Kendall dynamique entre NYSE- ASDAQ sur 250 jours de 
marché du 10/ 12/ 2013 au 08/ 12/ 2014 selon l'approche de van den Goorbergh 
et al. (2005). 
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Figure 4.4: Tau de Kendall dynamique entre NYSE-1 ASDAQ sur 250 jours de 
marché du 10/ 12/ 2013 au 08/ 12/ 2014 selon l'approche AR(1)-CKT. 
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Figure 4.5 : Paramètre Bt de dépendance pour la copule Clayton entre YSE-
ASDAQ sur 250 jours de marché du 10/ 12/ 2013 au 08/ 12/ 2014 selon l'approche 
AR(1)-CKT. 
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Figure 4.6: Paramètre Bt de dépendance pour la copule Gumbel entre YSE-
NASDAQ sur 250 jours de marché du 10/ 12/ 2013 au 08/ 12/ 2014 selon l'approche 
AR(1)-CKT. 
4.3 Tarification des options bivariées 
Soit Sit le prix du sous-j acent i = 1, 2. Alors, sous la mesure risque-neutre Q, la 
dynamique de siT à la maturité T est donnée par : 
T 
SiT = SiO exp(2= y~) , i = 1, 2. (4. 16) 
t= l 
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Figure 4.7: Paramètre Bt de dépendance pour la copule normale entre TYSE-
NASDAQ sur 250 jours de marché du 10/ 12/ 2013 au 08/ 12/ 2014 selon l'approche 
AR(1)-CKT. 
Le principal objectif est d 'évaluer les options dont la recette est une fonction 
g(S1r , S2r) de deux actifs financiers (voir van den Goorbergh et al. (2005) ; Chiou 
et Tsay (2008) et Zhang et Guégan (2008)). Dans ce mémoire, nous proposons 
d 'étudier les options dont la recette est définie par : 
g(S1r , S2r) = max {X [(S1r + S2r )/2 - K] , 0} , ( 4.17) 
où K est le prix d 'exercice de l'option. Nous appelons ces options : option d 'achat 
sur la moyenne ( call-on-mean) ou option de vente sur la moyenne (put-on-mean) 
selon les valeurs de x 
x= { 1, 
-1, 
pour option d'achat 
pour option de vente. 
(4. 18) 
La valeur présente de l'option, sous la mesur neutre au risque Q, à la date Lest 
donnée par : 
(4. 19) 
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Proposition 4.1 (Parité call-put). Sous l 'hypothèse que les rendements y~ suit 
un modèle GARCH(1, 1) sous Q au en de Duan {1995) , avec les innovations 
zit i = 1, 2 supposées gaussiennes centrées et réduites, on considère les options 
définie par : 
avec 
où 
g(S1r, S2r) =max {X [(S1r + S2r )/2- KJ , 0} 
{ 
1, pour option d'achat 
x= 
- 1, pour option de vente, 
( 
1 r r ) 
Sir = Sio exp rT - 2 L o}t + L O"it z;t 
t = 1 t=1 
est le prix de l 'actif i = 1, 2. On note le prix du call européen par Call (T, K) et le 
put européen par Put(T, K) à t = 0 c 'est-à-dire : 
Call(T, K) 
Put(T, K) 
e- rr EQ [max(S12,r- K , O) IFo], 
e- rr EQ [max(K- S12,r O)IFo] , (4.20) 
où s12,r = Str~S2T. Alors, la relation suivante (appelée parité call-put) est vérifiée : 
Call(T, K)- Put(K, T) = S12,o- Ke-rr, (4.21) 
S _ Sta+S2o 12,0 - 2 . 
Preuve. 
Le contrat à terme en position longue (payoff du forward ynthétique) peut s'ex-
primer en fonction du call et put européens : 
max(S12,r - K , 0)- max(K- S12,r, 0) = S12,r- K. (4.22) 
En multipliant l'équation ( 4.22) par e-rr , puis en prenant l'espérance condition-
nell sous Q, on obtient : 
e- rr EQ [max(K- S12,r , O) IFo] 
e-rr EQ[S12,r- KIFo] . 
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Mais : 
D'où : 
• 
1 2 { EQ [S1TI F oJ + EQ[S2,TI F ol} 
1 { S ,.T S rT } 2 10e + 2oe 
T-
er s 12,0 · 
S- K -rT 12,0 - e · 
( 4.23) 
Il est en général impossible d 'évaluer l' · quation ( 4. 19) analytiquement , on a re-
cours aux méthodes numériques notamment la simulat ion Monte Carlo sous l'une 
des approch s ci-dessous. 
4.3. 1 Approche copule-GARCH 
Sans perte de généralité, nous considérons l 'approche de tarification de Duan 
(1995) sous le modèle GARH (1,1) afin d'évaluer le prix de l'op tion définie en 
( 4. 17) (voir théorème 1.3 du chapit re 1). 
Hypothèse 4. 1 Soit Yt = log( s;~) , sous la m esure neutre au risque Q, on a 
Q 1 2 * Yit r - 2crit + Eit> 
E7t CTit Z;t, z;t rv N(O, 1), 
·i = 1, 2; ( 4. 24) 
( 4.25) 
Avec : 
- et = e pour tout l } on a la dépendance statique; 
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- et= '1/J(/h) où Tt= L(w + W1Tt-1 + TJt) , avec TJt "'N(O, cr2) , on a la dépen-
dance dynamique. 
Soient T la maturité de l'option et N la taille de la simulation, nous utilisons la 
procédure de simulation suivante pour évaluer l'équation (4.19) : 
Algorithme 4.1 : Simulation du prix de l 'option sous copule-GARCH 
Étape 1 : Calibrer les paramètres des modèles GARCH univariés, sous la mesure 
historique P, ainsi que les paramètres de dépendance e et Bt respectivement via 
l'équation (4 .8) et les équations (4. 11) et (4. 14). 
Étape 2 : Si Bt =f. 8 alors simuler B}j ) pour i = 1, ... , T et j = 1, . .. , N. 
Étape 3 : Simuler ( uW ' uW)' "' ce(j) pour t = 1, .. . ' T et j = 1, ... ' N à l 'aide 
t 
des algorithmes 2. 1, 2. 2 et 2. 3 introduits au chapitre 2. 
E- . c l l *(j) - ..n - 1 ( (j)) 2(j) - 2(j ) ( *(j) ') 2 (3 2(j) tape 4 . a cu er zit - '±' uit et crit - aiO + aicrit- 1 zit- 1 - A + i CTit - 1 , 
pour t = 1, . .. , T et j = 1, ... , N où la valeur initiale cr}0 = 1 _ ~;':._ .8; (voir van den 
Goorbergh et al. {2005) et B ernard et Czado (201 3)). 
Étape 5 : Simuler le prix à la maturité T , ·i = 1, 2, 
sg! ~ S;oexp (rr- ~ t,a;,w + t,aH)z;,lj) ) 
pourj=1 , ... , N. 
Étape 6: Calculer le prix l 'option : 
4.3.2 Approche DCC-GARCH 
Le modèle DCC-GARCH int roduit au chapit r 3 induit une not ion dépendance 
dynamique via la corrélation conditionnelle dynamique (voir Engle (2002)). Ainsi 
dans le cadre de l'évaluation des options bivariés sous l 'extension de l'approche de 
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Duan (1995) pour GARCH à dimensions mult iples (voir Rombouts et al. (2014)) 
nous considérons l'hypothèse suivante : 
Hypothèse 4.2 Sous la dynamique Q, on a : 
Q 1 2 
Yit r - 2 CJit + Ea, 
Cit CJit z ;t, i = 1, 2, 
CJit ŒiQ + Œi CJ~- 1 ( z ;t- 1- À) 2 + /3i CJ~- 1 > 
(4.26) 
où Rt est la matrice de corrélation conditionnelle dynamique définie par 
où le modèle est : 
CCC-GARCH si p12t = p12 pour tout t (voir chapitre 3); 
DCC-GAR CH si p = q12 ' où 12 t ..jQll t Q22t 
( 4.27) 
Algorithme 4.2 : Simulation du prix de l 'option sous CCC/ DCC-GARCH 
Étape 1 : Estim er les paramètres, sous la m e ure P , des modèles GARCH univariés 
et de la corrélation conditionnelle dynamique (DCC) via la méthode d'estimation 
étudiée au chapitre 3 (voir aussi Engle {2002) et Engle {2009)) . 
Étape 2 : Si P1 2t =/= P12 simuler PWt pour t = 1, . .. , T et j = 1, .. . N , grâce à 
l 'algorithme de simulation DCC-GARCH de R Core Team (2015) et calculer 
~j) = 1 P1~t . ( (") )P(J) 1 12t 
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Étape 3 : Simuler ( z~~:: ) r-..J N(O, ~j)) (voir l 'algorithme 2.3 du chapitre 2} 
Z2t 
. 2(j) 2(j) ( *Ul \) 2 (3 2(j) 1 T . . N puzs CJit = aiO + aiCJit-1 zit-1 -"' + iCJit-1 pour t = , ... , et J = 1, . . . , 
où la valeur initiale CJ 2 = a;o (voir van den Goorbernh et al. (2005) ,· B ernard tO 1-a;-{3; ::J 
et Czado (2013)). 
Étape 4 : Simuler le prix à la maturité T, i = 1, 2, 
sgJ = Sioexp (rT- ~ t (J:t(j) + t (JH)z;?) ) 
t=1 t=1 
pour j = 1, . . . N. 
Étape 5: Calculer le prix l 'option : 
4.3.3 Approche mixte: copule-CCC/ DCC-GARCH 
Nous étudions une extension de l'approche DCC-GARCH au sens de Engle (2002) 
dans le but de donner une nouvelle structure à la corrélation dynamique condi-
tionnelle où l'on a affaibli certaines hypothèses de Lee et Long (2009) pour pouvoir 
appliquer l'approche neutre au risque de Duan (1995). Il s'agit d 'exprimer la cor-
rélation au sens de Pearson en fonction des copules : on obtient une corrélation 
qui n 'est plus linéaire appelée pseudo-corrélation par Engle (2009). Sous certaines 
hypothèses , on a la proposit ion suivante : 
Proposition 4.2 Soient Ziti F t "' Fi(. , 8i ), i = 1, 2 telles que Et-dzit] 0 et 
V art-1 (zit ) = 1. On suppose que zlt et z2t sont dépendantes, alors : 
Covt-1 (z1t , Z2t) 11
2 
[Got (F1(x, 81), F2(y , 82))- F1(x , 81)F2(y , 82)] dxdy , (4.28) 
L__ _____ ----------- ----------- ----------
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où Ce, la copule associée avec paramètre de dépendance e1. 
Preuve. La preuve de cette proposition découle du lemme de Hoeffding (corollaire 
2.2) et du fai t que les innovations sont supposées dépendantes, centrées et de 
variances égales à 1. • 
Remarque 4. 1 Si zlt et z2t sont indépendntes alors, l 'équation (4 .28) se réduit à 
P12t =O. 
Corollaire 4. 1 Patton {2013). Soit zit iFt,......, Fi(., 8i), i = 1, 2 telles que Et- d Zit] = 0 
Et-1 [z1tz2t] 
Et-1 [F1- 1(Utt,81)F2- 1(u2t , 82)] 11 11 F1- 1(u, 81)F2- 1(v , 82)ce, (u, v) dudv, (4.29) 
OÙ Ce, est la densité de la COp'ule avec pammètre de dépendance et· 
Afin de calculer le prix(4. 19) de l 'option défini e en (4 .17), nous considérons l 'hy-
pothèse suivante : 
Hypothèse 4.3 Sous la dynamique Q, on a : 
Q 1 2 Yit r - 2crit + Eit , 
Eit critz;t , z;t,......, N(O, 1) , 'i = 1, 2; 
crzt o:iO + o:w?t-1 (Z:t-1- À) 2 + /3i crZt-1> 
(4 .30) 
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où Rt est la matrice de corrélation conditionnelle dynamique défini e par : 
et où le modèle est : 
Copule-CCC-GARCH si et= e ==> Pl2t = p12 pour tout t où 
et OÙ e est défini par l'équation (4. 8); 
Copule-DCC-GARCH si et =/= e ==> P12t =/= p12 pour tout t où 
où ci>1 et ci>2 fonctions de répartition d 'une normale centrée réduite et où et 
est défini par les équations (4 .11) et (4.14) . 
Sous l'hypothèse 4.3, nous proposons l'algorithme de simulation du prix de l'option 
donné par (4. 19) : 
Algorithme 4.3 :Simulation du prix de l 'option sous Copule-CCC/ DCC-GARCH 
Étape 1 : Calibrer les paramètres des modèles GARCH univariés, sous la m esure 
historique p ' ainsi que les paramètres de dépendance e et et respectivem ent via 
l 'équation (4.8) et les équations (4 .11) et (4.14) . 
Étape 2 : Si et=/= e alors simuler e~j) ' via l'équation (4.14) pour t = 1, ... , Tet 
j = 1, . .. , N. 
Étape 3 : S imuler PWt pour t = 1, .. . , T et j = 1, . . . N , grâce à la proposition 
( 4. 2) et calculer 
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Étape 4 : Simuler ( z~~:: ) "' N(O, Rti)) {voir l'algorithme 2.3 du chapitre 2) 
Z2t 
. 2(i) - 2(j) ( *(i) À) 2 (3 2(i) - T . - N pms CJit - aiO + aiCJit-l zit_ 1 - + i CJit- 1 , pour t- 1, .. . , et J- 1, ... , 
où la valeur initiale CJlo = 1 _~:~/3i {voir van den Goorbergh et al. {2005) et B ernard 
et Czado {2013)). 
Étape 5 : Simuler le prix à la maturité T , i = 1, 2, 
S(j) = S exp ( rT- ~ ~ CJ 2(i) + ~ CJ(i ) z*U) ) 
tT tO 2 L tt L tt . tt ) 
t=1 t=1 
pour j = 1, . .. , N. 
Étape 6 : Calculer le prix l 'option : 
4.3.4 Résultats numériques et commentaires 
Le modèle GARCH au sens de Bollerslev (1986) est choisi pour calibrer, sous la me-
sure historique P , les paramètres du modèle GARCH(1,1) avec les rendements des 
indice NYSE et NASDAQ sur la période du 3 janvier 2000 au 8 décembre 2014, 
table 4.4. Ainsi, les dynamiques (rendements) historique et risque-neut re suivent 
l'approche de Duan (1995) où l'on a suppo é que les innovations zit, i = 1, 2, 
sont gaussiennes de moyenne nulle et de variance unitaire. Les paramètres as-
ociés à la corrélation conditionnelle dynamique au sens de Engle (2002) sont : 
</J1 = 0.041 et </J2 = 0.952 (table 4.5). Les paramètres de dépendance statique 
(table 4. 1) et dynamique au sens des copules sont estimés à l'aide des équations 
(4. 11) et (4.9) où le tau de Kendall condi tionnel dynamique est modélisé selon 
l'approche AR(1)-CKT, voir équation (4. 14) . Le taux sans risque annuel est fixé 
à 1% ce qui l rend proche de 0 après normalisation par rapport au nombre de 
jours de marché (on a pris 252 jours) . Les valeurs initiales à la date du 8 décembre 
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2014 sont 10863.54 pour l'indice NYSE et 4740.69 pour l 'indice ASDAQ. Par 
exemple, l prix d'exercice K = 7780 est une valeur autour de la moyenne des 
valeurs initiales des indices YSE et ASDAQ à la date du 8 décembre 2014. 
Nous avons utilisé la simulation Monte Carlo, sous la dynamique risque-neutre 
à partir d s algorithmes 4. 1 4.2 et 4.3 pour 10000 itérations afin de calculer les 
prix des options sous différentes structures de dépendance (voir les tables 4. 7 et 
4.8). Les r ' ultats numériques des tables 4.7 et 4.8 et les graphiques renforcent 
notre intuition et vont dans le sens d la littérature quant à l'impact de la dé-
pendance, en particulier de la dépendance dynamique sur le options bivariées 
notamment av c le prix de l'option d'achat (call) (voir van den Goorbergh et al. 
(2005); Zhang et Guégan (2008) ; Chiou et Tsay (2008) ; Bernard et Czado (2013) 
et Fengler et al. (2012)). À titre d'exemple, le prix de l 'option d'achat (call) de 
mat urité T = 20 jours et de prix d'exercic (strike) K = 7780 est 140.8769 sous 
l'hypothèse d'indépendance (Indép-GARCH), 181.5174 pour la copule de Gumbel 
statique sous un modèle GARCH (GS-GARCH) et 183 .2507 pour la copule Gum-
bel dynamique sous un modèle GARCH (GD-GARCH). Ainsi, le écarts entre les 
prix sous l'hypothèse d 'indépendance (Indép-GARCH) et la d'pendance statique 
(GS-GARCH) et dynamique (GD-GARCH) pour la copule de Gumbel reflètent 
bien la forte dépendance entre les indices NYSE et ASDAQ analysée dans les 
tables 4.1 et 4.3. 
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Tableau 4.4: Les paramètres GARCH(1 ,1) associés aux indices 1 YSE et ASDAQ 
ous l'approche de Duan (1995). 
Estimateurs GARCH(1 ,1) approche de Duan (1995) 
Paramètres NYSE NASDAQ 
aoi 1.603 x 10- 6 1.778 x 10- 6 
Qi 8.896 x 10- 2 7.899 x 10- 2 
(3i 8.993 x 10- 1 9.143 x 10- 1 
Ài 5.830 x 10- 2 6.249 x 10- 2 
Tableau 4.5: Les paramètres CCC et DCC associés aux indices NYSE et NASDAQ 
au sens de Bollerslev (1990) et Engle (2002). 
Paramètres DCC CCC 
c/Jl 0.952 -
c/J2 0.041 -
P12 0.806 
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Tableau 4.6: Sommaire de modèles GARCH bivariés. 
Modèles 
Copule GARCH 
Indép-GARCH 
CS-GARCH 
CD-GARCH 
GS-GARCH 
GD-GARCH 
8-GARCH 
D-G ARCH 
CCC/ DCC GARCH 
CCC-GARCH 
DCC-GARCH 
Copule CCC/ DCC GARCH 
CS-CCC-GARCH 
CD-DCC-GARCH 
GS-CCC-GARCH 
GD-DCC-GARCH 
8-CCC-GARCH 
D-DCC-GARCH 
Description 
Copule d 'indépendance GARCH 
Copule de Clayton GARCH avec paramètre statique 
Copule de Clayton GARCH avec paramètre dynamique 
Copule de Gumbel GARCH avec paramètre tatique 
Copule de Gumbel GARCH avec paramètre dynamique 
Copule normale GARCH avec paramètre statique 
Copule normal G ARCH avec paramètre dynamique 
Corrélation condit ionnelle constante GARCH 
Corrélation Conditionnelle Dynamique GARCH 
Copule de Clayton CCC-GARCH avec paramètre statique 
Copule de Clayton DCC-GARCH avec paramètre dynamique 
Copule de Gumbel CCC-GARCH avec paramètre statique 
Copule de Gumbel DCC-GARCH avec paramètre dynamique 
Copule normale CCC-GARCH avec paramètre statique 
Copule normale DCC-GARCH avec paramètre dynamique 
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Tableau 4. 7: Prix des options bivari' es 'chéance de 20 jours. 
Modèles Put(T = 20, K = 7780) Call(T = 20 , K = 7780) 
Copule GARCH 
Indép-GARCH 118.7374 140.8769 
CS-GARCH 153.8301 175.9696 
CD-GARCH 156.0147 178.1542 
GS-GARCH 159.3779 181.5174 
GD-GARCH 161.1112 183.2507 
S-GARCH 136.9836 159.1231 
ND-GARCH 137.3477 159.4872 
CCC / DCC G ARCH 
CCC-GARCH 135.9646 158.1041 
DCC-GARCH 135.3404 157.4799 
Copule CCC/ DCC GARCH 
CS-CCC-G ARCH 136.0442 158. 1837 
CD-DCC-GARCH 138.3514 160.4909 
GS-CCC-GARCH 136.7831 158.9226 
GD-DCC-GARCH 138.7516 160.8911 
NS-CCC-GARCH 136.9836 159. 1231 
D-DCC-GARCH 138. 463 160.9 58 
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Tableau 4.8: Prix des options bivariées échéance de 30 jours. 
Modèles Put(T = 30 , K = 7780) Call(T = 30, K = 7780) 
Copule GARCH 
Indép-GARCH 150.2459 172.3977 
CS-GARCH 200.1482 222.3000 
CD-GARCH 202.7981 224.9499 
GS-GARCH 197.8930 220.0448 
GD-GARCH 200.1552 222.3070 
NS-GARCH 195.1715 217.3233 
ND-GARCH 204.6729 226.8247 
CCC/ DCC GARCH 
CCC-GARCH 189.2873 211.4391 
DCC-GARCH 188.8043 210.9561 
Copule CCC/ DCC GARCH 
CS-CCC-GARCH 189.7305 211.8823 
CD-DCC-GARCH 202.3626 224.5144 
GS-CCC-GARCH 193.9729 216.1247 
GD-DCC-GARCH 207.9427 230.0945 
S-CCC-GARCH 195.1715 217.3233 
D-DCC-GARCH 209.6761 231.8279 
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CHAPITRE V 
MODÉLISATIO DES MESURES DE RISQUE DY AMIQ ES AVEC 
MODÈLES GARCH 
Ce chapitre est consacré à la gestion de risques financiers à travers des m sures de 
risque standard : Bêta, VaR et TVaR. À ce titre, ces mesures de risque sont uti-
lisées par 1 opérat urs de marché pour la gestion quotidienne de leurs positions. 
Comme au chapitre 4, nous appliquons le concept de dépendance dynamique sous 
GARCH aux différentes mesures. Cc chapitre est divisé en deux cctions. Dans 
la première section, nous étudions le coefficient de risque bêta condit ionnel dans 
le cadre dynamique (voir Engle (2009)) ainsi qu 'une extension à la théorie des 
copules. Une analyse des actions individuelles par rapport à la dynamique du 
marché de référence y est abordée. On 'tu die dans la deuxième section les me-
sures de risque VaR et TV aR reli ' es au portefeuille dynamique sous les hypothèses 
4.1 , 4.2 et 4.3 de la dépendance dynamique introduites au chapitre 4. 
5.1 Coefficient bêta 
5. 1.1 Définitions et généralités 
On considère le modèle d 'évaluation des actifs financiers à un facteur (en anglais 
CAPM) basé sur la relation entre le risque individuel et la dynamique du marché. 
70 
On suppose que c modèle est défini par : 
(5. 1) 
avec: 
- Yit : le rendement de l'action i à la date t; 
- Ymt : le rendement du marché de référence ( « benchmark »); 
Œi : est vu comme le taux sans risque en théorie proche de 0 condition 
de l'effi ience du marché (voir Zapatero et Cvitanic (2004); Engle (2009); 
Adrian et Franzoni (2009)); 
- si ai > 0 : le prix de l'action i est sous-évalué et ; 
- si Œi < 0 : le prix de l'action i est sur-évalué. a i est aussi appelé l'indice de 
Jensen (voir Zapatero et Cvitariic (2004)) ; 
- f3i : représente le facteur de risque infiuançant le rendement de l'action in-
dividuelle. Il est supposé capter le risque spécifique de chaque action (voir 
Cougnaud (2007)). 
En général, l'estimation du coefficient f3i peut être effectuée grâce à la méthode 
de régression basée sur les séries historiques (voir Zivot et Wang (2003)). Cette 
méthode peut s 'avérer problématique si les données manquent de profondeur . 
Cependant , une approche condit ionnelle via les modèles GARCH peut être utile 
en tenant compte de la corrélation conditionnelle entre le rendement de l'action 
individuelle et le rendement du marché de référence. À ce titre, nous proposons 
d 'étendre la modélisation du coefficient f3i à la dépendance dynamique induite par 
les copule . 
L'équation (5 .1) conduit à: 
{ 
V(Yit) = {3f V(Ymt) + V(17it) , 
Cov (Yit , Y]t) = /3i /3j V(Ymt) , 
(5 .2) 
..------------~------- ----- -~~------~--
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où les indices i, j représentent les actions individuelles et m le marché de référence 
(voir Engle (2009)). Par con équent, la corrélation ent re deux actions i et j cotées 
sur le marché de référence m peut s' xprimer par : 
(5 .3) 
5.1.2 B~ta condit ionnel dynamique 
On note le coefficient bêta condi tionnel pour l'action i à la date L par f3it · La 
version dynamique de l'équation (5 .3) est donnée par : 
(5 .4) 
Théorème 5.1 (voir Engle {2009}) . On suppose que les rendem ents Yit""' GARCH 
et Ymt ""' GARCH tels que V't- 1 (Yi ,t) = O"~ et V't-1 (Ymt) = O"~t. Alors, le coeffi cient 
bêta conditionnel est donné par : 
( 
O"it ) f3it = Pimt - , 
O"mt 
(5 .5) 
avec Pi mt la corrélation conditionnelle entre l 'action i et le marché de réf érence 
m. 
Hypothèse 5. 1 On peut supposer que : 
1. Pimt ""' CCC par Bollerslev {1990} (voir chapitre 3) telle que 
Pimt = Pim; 
2. Pimt ""' DCC par Engle {2002} (voir chapitre 3) telle que 
P - 9imt avec imt - v'9iit9mmt 
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Preuve. : (théorème 5.1). Par les équation (5. 1) et (5.2) , on a: 
f3i t = 
• 
Lemme 5. 2 Soient X et Y deux variables aléatoires et soient 
X * a+ bX, 
Y * c+ dY. 
Alors, Corr(X* , Y*)= Corr(X , Y). 
Pr uve. On a: 
- Cov (X*, Y*) = bdCov(X, Y) ; 
- V(X*) = b2V(X) ; 
- V(Y*) = d2V(Y). Alors , 
Corr(X *, Y *) 
• 
bdCov( X , Y) 
Jb2V(X) Jcl2V(Y) 
Cov(X , Y) 
JV(X)JV(Y} 
Corr(X , Y) . 
À l 'image du chapitre 4, nous proposons une nouvelle dynamique du coefficient 
bêta conditionnel basée sur les copules par le théor ' me suivant : 
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T héorème 5.3 On suppose que les rendements Yit '"" GARCH et Ymt '"" GARCH 
tels que V't-1 (Yi,t) = CJ}t et V't-1 (Ymt ) = CJ!.t . De plus, on suppose que les innova-
tions Zit '"" N (O, 1) et Zmt '"" N (O, 1) associées respectivement à Yit et Ymt sont 
dépendantes. Alors, le coeffi cient bêta conditionnel est donné par : 
f3it = 1fim (et) - . ( CJit ) O"mt (5.7) 
avec 1fim(et) = Pimt := Corrt- 1(Yit, Ymt ) la corrélation conditionnelle entre l'action 
i et le marché de référence m et où 1fim (et ) est définie par 
où et est un paramètre de dépendance dynamique et où Fi et Fm sont les fonctions 
de répartition de Zit et Zmt respectivement. 
Preuve. Comme Yit'"" GARC H et Ymt'"" GARC H , on peut écrire : 
Yit P-it+ CJitZit, Zit '"'-' N (O, 1) 
Par le lemme 5.2, on obtient : 
• 
Hypothèse 5.2 On choisit la dynamique de et telle que défin ie par les équations 
(4.11) et (4.14). 
5.2 Analyses du coefficient bêt a 
Le coefficient bêta est une mesure de sensibilité pour le couple risque/ rendement 
d 'une action individuelle par rapport au mouvement du marché. Il mesure la 
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contribution marginale de l'action individuelle sur le risque de l'indice de référence. 
L'expression du bêta définie par les théorèmes 5.1 et 5.3 montre que le bêta est 
proportionnel à la corrélation entre l'action individuelle et l 'indice de référence. 
Remarque 5. 1 On a: 
- -1:::; Pimt:::; 1 alors 
Œit Œit 
-- < f3 ·t < - . 
- t -
Œmt Œmt 
(5 .8) 
La prévision du coefficient bêta à la période t + 1 sachant l 'information dis-
ponible à la période t est donnée par l'équation : 
a-i ,t+ l lt f3i, t+l lt = Pim,t+ llt ' 
Œm,t+llt 
(5.9) 
ou par l 'équation : 
(5. 10) 
Les conséqu nees de la remarque 5.1 sont : 
- si f3it est pro he de 1, la volatilité de l'action individuelle est proche de celle 
du marché de référence à la dat t ; 
- si f3it st supérieur à 1, l'action individuelle est plus volatile que la dynamique 
du marché de référence à la date t ; 
- si f3i t est inférieur à 1, l 'action indivuelle est moins volatile que la dynamique 
du marché de référence à la date t et ; 
- si f3it est négatif, l 'action indivuelle et la dynamique du marché de référence 
sont corrélées négativement. 
En pratique, la plupart des investisseurs s'intéressent au coefficient bêta pour di-
ver ifier le portefeuille ou pour évaluer le coût du capital. Ainsi, un portefeuille 
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diversifié investi dans des actions avec un bêta égal à 2 est deux fois plus risqué 
qu'un portefeuill diversifié avec un bêta égal à 1 (voir Brealey et al. (2011)). Ce-
pendant , il n 'existe pas une méthode unique pour déterminer le bêta d 'autant que 
certains intervenants s 'appuient sur les bêtas estimés par des agences de notation 
à l'instar de Standard and Poor 's ou Moody's qui ont des recettes internes pour 
calculer le bêta. Toutefois, la littérature économétrique est aussi variée autour de 
la question avec notamment Engle (2009); Adrian et Franzoni (2009); Lewellen 
et Nagel (2006) . 
5.2.1 Analyse du bêta de l'action de Boeing sur l'indice NYSE 
Les bêt as calculés via la méthode de régression pour les différentes sous-périodes 
(voir table 5.1) mont rent la variabilité du bêta au cours du temps. Donc, l'approche 
dymamique du bêta est plus réaliste comme fut la corrélation dynamique. Et , 
les graphiques des bêtas condit ionnels dynamiques avec la méthode CCC/ DCC-
GARCH et Copule-CCC/ DCC-GARCH vont dans ce sens. La nouvelle méthode, 
c'est-à-dire bêtas estimés avec copule-CCC/ DCC-GARCH permet de détecter fa-
cilement si bêta est autour ·de 0 voire même négatif dans certains cas. Tandis 
que la méthode avec CCC/ DCC-GARCH donnent toujours des bêtas strictement 
positifs dans l'exemple que nous avons pris. 
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Tableau 5.1: Estimation du bêta journalier et int ervalle de confiance à 95% par 
la méthode de régression de la compagnie Boeing sur l'indice YSE. 
Méthode de régression 
Période Bêta IC à 95% Corr(Boeing, YSE) 
03 Janv. 2000 au 08 Déc. 2014 0.956 [0.917 ; 0.995] 0.618 
04 Janv. 2010 au 08 Déc. 2014 1.053 [0.998; 1.109] 0.726 
03 Janv. 2012 au 08 Déc. 2014 0.979 [0 .884 ; 1.075] 0.594 
10 Déc. 2013 au 08 Déc. 2014 1.055 [0 .878; 1.233] 0.595 
Tableau 5. 2: Statistiques du bêta condit ionnel journalier de la compagnie Boeing 
sur l'indice YSE du 10/ 12/ 2013 au 08/ 12/ 2014. 
f3t conditionnel 
Méthode 
CCC/ DCC GARCH 
ccc 
DCC 
Copule CCC-GARCH 
Clayton statique 
Gumbel statique 
J or male statique 
Copule DCC-GARCH 
Clayton dynamique 
Gumbel dynamique 
Normale dynamique 
Minimum Maximum Moyenne 
0.717 
0.625 
0.712 
0.722 
0.722 
-0.284 
0.000 
-1.055 
1.093 
1.005 
1.352 
1.371 
1.372 
2.091 
2.155 
2.165 
1.481 
0.974 
1.086 
1.102 
1.102 
0.726 
1.042 
1.012 
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5.3 VaR et TVaR conditionnelles dynamiques 
La régulation financière, suit aux accords du comité d Bâle, a rendu les mesures 
de risque à l'instar de la VaR incontournables et populaires auprès des intervenants 
du marché financier. Nous allons donner la défini t ion formelle de la VaR : Valeur 
à risque (en anglais : Value-at-Risk) et TVaR (en anglais : Tail-Value-at Risk ) 
(voir Marceau (2013)) ainsi que les propriètés d 'une mesure cohérente de risque 
au sens de Artzner et al. (1999). 
5.3. 1 Définit ions et propriétés 
Défini t ion 5.1 . Soit 1'\, E (0, 1). La VaR avec un niveau de confiance 1'\, associée au 
processus Xt est définie par : 
(5. 11) 
où Fx,1 est la f onction de répartition inverse de la distribution conditionnelle de 
Xt. 
La VaR n 'est pas une mesure cohérente de risque au sens de Artzner et al. (1999). 
En effet , la VaR fournit une information locale de la queue de distribution et ne 
fournit pas d 'information sur l'épaisseur de la queue (voir Marceau (2013) ). Une 
mesure cohérente de risque en remplacement de la VaR est donnée par : 
Défini tion 5.2 Soit 1'\, E (0, 1). La TVaR avec un niveau de confiance 1'\, associée au 
processus X t est définie par : 
t = 0, ... ,T. (5. 12) 
La TVaR est la VaR moyenne pour des niveaux de ri que supérieurs à 1'\, . La TVaR 
est au i appelée « Expected Shortfall » dan la littérature financière. Cependant , 
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la TVaR a la réputation d 'être une mesure cohérente de risque (voir Jondeau et al. 
(2007) ; chapit re 8) : 
Définit ion 5.3 Soit E l 'espace de variables réelles . La fonction p, définie sur E à 
valeurs réelles R , est une mesure cohérente de risque i elle est : 
(i) invariante par- translation :X E E, a ER, alors p(X +a) = p(X) +a; 
(ii) sous-additive :X, Y E E, alors p(X +Y) ::; p(X) + p(Y) ; 
(iii) positivement homogène : X E E, À ~ 0, alors p(ÀX) = Àp(X) ; 
(iv) monotone : X , Y E E, avec X::; Y , alors p(X) ::; p(Y). 
5.3.2 Gestion des risques du portefeuille 
Il existe plu ieur approches en matière de gestion des risques du portefeuille ba-
sée soit sur les rendements des actifs ou soit sur les prix des actifs financiers 
(voir Chiou et Tsay (2008) et P atton (2013)) . L'approche développée dans cette 
ection e t basée sur les prix de actifs financiers d 'autant que les prix ont sup-
posés toujours positifs ce qui offre à la fois une vision actuarielle et financière de 
la quantification du risque associé au portefeuille (voir Haugh (2004)). 
Consideron Slt, S2t, ... , SNt les prix de N actions à la date t. Un investisseur 
décide de construire un portefeuille d 'actions à la date t en investissant Pi, i = 
1, ... , N unités dans chaque actif . On note Wt , la richesse de l 'investisseur à la 
date t définie par : 
{ 
WtN= '2::=1 PiSit, 
l:i=l Pi - 1, 
t = 0, ... ,T; 
où Test l'horizon d 'inve tissement. Définissons Rt par : 
R = Wt 
, "1; Wo , t = 0, ... , T ; 
(5 .13) 
(5 .14) 
où Wo est la richesse init iale de l'investisseur. Pour un horizon d 'investi sement 
T , on a: 
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- si Rr ~ 1, la valeur du portefeuill diminue car la richesse init iale est supé-
rieure à la richesse finale, donc l'investisseur s'appauvrit ; 
- si Rr > 1 la valeur du portefeuille augmente car la riches e init iale est 
inférieure à la richesse finale, donc l'investisseur fait des gain ·. 
Afin de quantifier en termes probabilistes , on s'interesse à l'évènement : 
(5 .15) 
Ainsi, la probabilité que le portefeuille perd plus de a% de sa val ur (voir Haugh 
(2004)) est donnée par Pr(8 !;)) = E [Ie~> ] où 
{ 
1, 
Ie("J = 
T 0, 
s1 Rr ~ 1 - a; (5.16) 
in on. 
De manière équivalente, on définit la variable aléatoire Lrr (la perte en pourcetage 
de la valeur du por tefeuille à l'horizon T ) par 
Lrr = Ro- Rr. (5 .17) 
telle que 
Lrr ;::: 0 <=> Rr ~ Ro <=> Rr ~ 1; 
Lrr < 0 <=> Rr > Ro <=> Rr > 1. 
Ainsi, on 'intéresse aux mesures de risque V aR(Lrr; "') et TV aR (Lr·r; "') pour 
un seuil "'E (0, 1) afin de quantifier le niveau des gains ou pertes du portefeuille. 
Mais Lr·r et Rr ont des fonctions de S1r, . .. , SNT· Il faut donc des hypothèses 
supplémentaires sur Sir , i = 1, . . . , N afin de déterminer leur distribut ion éven-
tuelle. 
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5.3 .3 Exemples numériques et interprétation des résultats 
Un investisseur investit à t = 0 p1 = 0. 5 dans l'indice N ASDAQ et p2 = 0.5 dans 
l'indice NYSE la valeur initiale du portefuille est 
avec SNYSE,o = 10863.54 et SNASDAQ ,o = 4740.69 au 8 décembre 2014 soit W0 = 
7802.115 et la richesse finale à l 'horizon T = 30 jours est 
où on définit le rapport Rr = ~ et Lrr =Ra- Rr. 
Hypothèse 5.3 On suppose que SNASDAQ ,T rv GARCH( 1, 1) et SNYSE,T rv GARCH (1 , 1) 
au sens de l'équation (4.16) et des hypothèses 4.1 , 4.2 et 4.3. 
Le but est d 'évaluer par simulation les mesures de risque VaR(Lrr; K.) et TVaR(Lrr; K.) 
pour un seuil "" E (0, 1) sous l'hypothèse 5.3. La distribut ion explicite de Lrr est 
très difficile à trouver dans le contexte de GARCH. Donc nous procédons par simu-
lation Monte Carlo grâce aux algorithmes de simulation int roduits aux chapitres 
2 et 4. 
Comme pour les options au chapit re 4, l'impact de la dépendance est visible avec 
notamment: 
- la probabilité de perte de 1% de la valeur du portefeuille dans 30 jours se 
sit uant à Pr ( 8~~%) ) = 0.4284 sous l'hypothèse d'indépendance GARCH 
(Indép-GARCH) contre Pr ( 8~~%) ) = 0.4458 pour la copule ormaie sta-
tique GARCH ( S-GARCH) et Pr ( 8~~%) ) = 0.4477 pour la copule normale 
dynamique (ND-GARCH) (voir table 5.3) ; 
- la VaR(Lr30 ; 0.99) = 12.62%, sous l'hypothèse d'indépendance GARCH, 
s'interprétant comme avec 1% de chance, la richesse ini tiale baisse de 12.62% 
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(984.63) dans 30 jours, cont re V aR( Lr30 ; 0.99) = 15.34% pour la copule 
normale statique GARCH ( S-GARCH) et VaR(Lr30 ; 0.99) = 15.72% pour 
la copule normale dynamique (ND-GARCH) (voir table 5.4) ; 
- la TVaR(Lrr ; /\:) , sous l'hypothèse de la dépendance dynamique, majore 
globalement la dépendance statique quelle que soit la copule choisie (voir 
table 5.4). 
Ces résultats nous rassurent en ce sens que la TVaR est une mesure cohérente de 
n sque. 
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Tableau 5.3: Probabilité de perte de plus de a% de la valeur du portefeuille sur un 
Modèles 
Copule GARCH 
Indép-GARCH 0.0302 0.1567 0.4284 
CS-GARCH 0.0674 0.2186 0.4432 
CD-GARCH 0.0702 0.2230 0.4453 
GS-GARCH 0.0721 0.2284 0.4576 
GD-GARCH 0.0758 0.2305 0.4562 
NS-GARCH 0.0544 0.1989 0.4458 
ND-GARCH 0.0574 0.2011 0.4477 
CCC/ DCC GARCH 
CCC-GARCH 0.0514 0.1948 0.4444 
DCC-GARCH 0.0507 0.1929 0.4446 
Copule CCC/ DCC GARCH 
CS-CCC-GARCH 0.0514 0.1953 0.4444 
CD-DCC-GARCH 0.0556 0.1992 0.4464 
GS-CCC-GARCH 0.0537 0.1984 0.4448 
GD-DCC-GARCH 0.0570 0.2012 0.4469 
TS-CCC-GARCH 0.0544 0.1989 0.4458 
ND-DCC-GARCH 0.0572 0.2023 0.4481 
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Tableau 5.4: Valeur à risque (Value-at-Risk ) sur la perte en pourcentage de la 
valeur du portefuille sur un horizon de 30 jour sous différentes structures de 
dépendance via GARCH(l,l). 
Value-at-Risk : VaR(Lrr ; "-) 
V aR(Lr3o; K-) K, = 0.50 K, = 0.80 K, = 0.90 K, = 0.95 K, = 0.99 
Copule G ARCH 
Indép-GARCH 0.09% 4.21% 6.52% 8.63% 12.62% 
CS-GARCH 0.07% 5.39% 8.45% 11.26% 17.06% 
CD-GARCH 0.09% 5.51% .51% 11.33% 17.29% 
GS-GARCH 0.31% 5.65% 8.62% 11.49% 17.07% 
GD-GARCH 0.29% 5.71% 8.75% 11 .70% 17.25% 
S-GARCH 0.30% 4.97% 7.78% 10.27% 15.34% 
D-G ARCH 0.33% 5.02% 7.94% 10.53% 15.72% 
CCC/ DCC GARCH 
CCC-GAR H 0.27% 4.90% 7.70% 10.08% 15.05% 
DCC-GARCH 0.25% 4.88% 7.67% 10.06% 14.87% 
Copule CCC/ DCC GARCH 
CS-CCC-G ARCH 0.27% 4.91% 7.71% 10.10% 15.05% 
CD-DCC-GARCH 0.30% 4.99% 7.77% 10.34% 15.42% 
GS-CCC-GARCH 0.30% 4.96% 7.78% 10.21% 15.25% 
GD-DCC-GARCH 0.30% 5.02% 7.87% 10.47% 15.71% 
TS-CCC-GARCH 0.30% 4.97% 7.78% 10.27% 15.34% 
D-DCC-GARCH 0.31% 5. 05% 7.93% 10.52% 15.76% 
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Tableau 5.5: « Tail Valu -at-Risk» ur la perte en pourcentage de la valeur du 
portefuille sur un horizon de 30 jours sous différentes structures de dépendance 
via GARCH(1 ,1). 
Tail Value-at-Risk : TVaR(Lrr ; K) 
TVaR(Lr3o; K) K = 0.50 K = 0.80 K = 0.90 K = 0.95 K = 0.99 
Copule G ARCH 
Indép-GARCH 4.14% 7.26% 9.30% 11.13% 14.97% 
CS-GARCH 5.35% 9.52% 12.24% 14.78% 19.93% 
CD-GARCH 5.42% 9.62% 12.35% 14.91% 20.23% 
GS-GARCH 5.59% 9.75% 12.52% 15.11% 20.94% 
GD-GARCH 5.66% 9.90% 12.71% 15.35% 21.26% 
S-GARCH 4.94% 8.66% 11.10% 13.31% 18.01% 
D-G ARCH 5.04% 8.87% 11.40% 13.71% 18.58% 
CCC / DCC G ARCH 
CCC-GARCH 4.87% 8.53% 10.91% 13.05% 17.67% 
DCC-GARCH 4.85% 8.50% 10.89% 13.05% 17.65% 
Copule CCC/ DCC GARCH 
CS-CCC-GARCH 4.87% 8.54% 10.92% 13.07% 17.69% 
CD-DCC-GARCH 4.97% 8.71% 11.18% 13.42% 18.16% 
GS-CCC-GARCH 4.93% 8.64% 11.06% 13.26% 17.95% 
GD-DCC-GARCH 5.02% 8.82% 11.34% 13.63% 18.44% 
S-CCC-GARCH 4.94% 8.66% 11.10% 13.31% 18.01% 
D-DCC-GARCH 5.04% 8.85% 11.38% 13.68% 18.49% 

CONCLUSION 
Dans ce mémoire, nous nous somm s penchés sur l'évaluation de produis dérivés 
et la gestion des risques financiers sou la dépendance : statique et dynamique. 
Pour ce faire, nous nous sommes ba é ur deux approches statistiques représentées 
par la notion de corrélation au sen de Engle (2002) et la notion de copule au sens 
de Sklar (1959). 
Aux chapitres 1, 2 et 3, nous avons étudié un cadre théorique avec quelques 
illustrations à l 'appui permettant d saisir la problématique de la dépendance 
pour les séries financières. 
Au chapitre 4, nou avons étudié et développé une approche dynamique de la 
modélisation de la dépendance en rapprochant deUx: visions celle de van den Goor-
bergh et al. (2005); Chiou et Tsay (2008) et celle de Patton (2006) et Patton 
(2013). La pr mière est basée sur la modélisation de la dépendance via le tau de 
Kendall Tt avec la méthode de régression dont les régresseurs sont les variances 
conditionnelles sou un modèle GARCH et la seconde basée directement sur une 
approche autorégressive des paramètres Bt des copules au cas par cas. otre pre-
mier objecif a donc consisté à montrer que l'on peut généraliser les deux concepts 
d'autant que les avantages associé à l'approche de Patton (2006) et Patton (2013) 
permettent de contrôler les supports des paramètres Bt de la dépendance pour une 
copule donnée et les avantages associ 's à l'approche de van den Goorbergh et al. 
(2005) permettent d 'utiliser la relation ent re le tau de Kendall Tt et les paramètres 
de dépendance Bt pour une copule donnée afin de retrouver la dynamique de Bt· À 
cette fin , nous avons introduit le modèle AR(p )-CKT Autoregre ive Conditional 
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Kendall 's tau : t au de Kendall autorégressif conditionnel d 'ordre p. Et, nous avons 
observé que ce mod ' le, en plus de permettre au tau de Kendall Tt d 'être compris 
ent re -1 et 1, donne une meilleure prévision du tau Kendall. otre second objectif 
a été d 'étendre la notion de p eudo-corrélation conditionnelle (DCC- GARCH) 
int roduite par Engle (2002) aux copules. Tous nous ommes inspir' de l'approche 
de Lee et Long (2009) avec des hypothèses suppl'mentaires pour permettre l'ap-
plication aisée de la tarification des options ous la probabilité neutre au risque 
avec l'approche de Duan (1995) (voir proposition 4.2). Ensuite, nou avons adapté 
et développé des algorithmes de simulation par rapport au nouveau contexte de 
modélisation décrit ci-des us (voir algorithmes 4.1, 4.2 et 4.3). Ainsi, les résultats 
obtenus sur la tarifi cation des options ( call et pu t) étudiées dans ce mémoire dont 
les ou -j acents sont les indices bou ier améri ain NYSE et ASDAQ montrent 
bi n la pertinence de l'utilisation de l 'approche de la dépendance dynamique re-
fiètant bien la réalité pour les séries financièr s. Cep ndant , la corrélation linéaire 
au sens de Pearson n 'étant pas une mesure de d ' pendance au sens fort , alors nous 
nous sommes intéressés à la notion de pseudo-corrélation au sens de Engle (2002) 
qui ne nou a pa p nni d marquer la différ nee sur les prix de options quant 
à l'impact de la modélisation d la corr ' lation av c CCC-GARCH de Bollerslev 
(1990) et DCC-GARCH de Engle (2002). C'e t une des raisons pour le quelle 
nous avons étudié des pseudo-corrélations en fonction des copules (proposit ion 
4.2) pour marquer cette différence dans les prix des options étudiée . 
Au chapitre 5, nous nous sommes intéressés aux outils standards de mesures de 
risque en finance avec une approche dynamique. Par la suite, la not ion de pseudo-
corrélation au s ns d Engl (2002) a été ét ndu aux copules ici aussi lors de 
l'étude du coe:ffici nt bêta conditionnel (théorème 5.3). ous avons remarqué que 
l'approche dynamique du coefficient bêta f3t (voir table 5.2) est plus réaliste que la 
méthode traditionnell incarnée par la méthode de régre sion (voir table 5.1). De 
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plus, une gestion dynamique du portefeuille d 'actifs (indices NYSE et ASDAQ) 
nous a permis d'étudier le risque financier relié à la détention d 'un tel portefeuille 
(car les indices YSE et ASDAQ ont fortement dépendants, voir figure 4.2). 
Ainsi , les mesures de risque VaR et TVaR nous ont permis de quantifier ce risque 
avec une différence nette entre la dépendance statique et dynamique (voir les 
tables 5.4 et 5.4) . 
Cependant , le limites de l'approche de la modélisation de la dépendance dyna-
mique via le tau de Kendall peuvent se manifester très rapidement lorsque l'on 
s'intéresse à plus de deux actifs financiers . En perspective, il faut penser égale-
ment à étendre ces concepts aux copules bivariés et multivariés avec plusieurs 
paramètres de dépendance elt , ... ) eNt. 

APPENDICE A 
PREUVE DU THÉORÈME DE DUA 
Preuve. (théorème 1.3). Comme 8;~ 1 IFt-1 suit une distribut ion lognormale sous 
la mesure risque-neutre Q alors on a : 
l ( St ) * * n -5 =f-it + Et , 
t - 1 
(A.l ) 
où f-i ; est la moyenne conditionnelle et E; suit une distribution normale sous la 
mesure risque-neutre Q. D'abord, on cherche à prouver que 1-i; = r - ~ CT;. En effet, 
EQ [__§!__] 
t-1 s 
t- 1 
où CT2 = VarP (ln( _§;,_ )) = V arQ (ln(_§;,_)) d 'après la définition 1.2. De t t-1 St.- l t - 1 St- l 
même, E~ 1 [ s;~J = er, il s 'ensuit que f-i ; = r - ~CT;. En égalisant les équa-
tions (1.12) et (A.l) , on a: r + ÀCTt - ~ CT;+ Et = r - ~CT;+ E; . On en déduit que 
Et = E; - ÀCTt . En remplaçant Et dans l'équation de la variance condit ionnelle, on 
obtient le résultat souhaité. • 
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APPE DICE B 
DESCRIPTIO r ET EXEMPLES DES COPULES DE DIMENSION 2 
Cette section de l'appendice s'appuie sur les ouvrages suivants: elsen (2006), Joe 
(1997) et Embrechts et al. (2003). Cependant, certain s propriétés sont spécifiques 
aux copules de la famille archimédienne. La copule normale ne fait pas part ie de 
cette famille. 
Tableau B.l: Fonction de répart ition pour les copules : Clayton, Gumbel et nor-
male. 
Copule 
Clayton 
Gumbel 
ormale 
(u:;O + u2_0 - l rl/0 
exp [- ( (-log u 1)0 + (-log u2)0) 110] 
J <I> - 1 (ut) Jcp-l (u2) 1 x2 -20xy+y2 -oo - 2nvr=B exp - 2(1- 02) dxdy 
Tableau B. 2: Fonction de densité pour les copules : Clayton , Gumbel et normale. 
Copule 
Clayton 
Gumbel 
ormale 1 
(1+0)(uïo+uïo-l) 1 
(u1u2)0+l 
C8(ut ,u2)(Iogutlogu2) 0 - 1 { [(- logut)8+( - logu2)8r10 +0- 1} 
Ut u2 [( - logut) 0 +( - logu2)0t l /O 
IR~1 ;2 exp ( -~Ç'(R- 1 - I )Ç) 
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Tableau B .3: Espace de paramètre () pour les copules : Clayton, Gumbel et nor-
male. 
Copule Espace paramètre 
Clayton - 1 ::; () < oo 
Gumbel 1 ::; () < oo 
Normale - 1 < () < 1 
Tableau B.4: Tau de Kendall pour les copules : Clayton, Gumbel et normale. 
Copule Tco 
Clayton 0 0+2 
Gumbel !:i-l 
-0-
ormale ~ arcsin(B) 
Tableau B. 5: Générateur pour les copules : Clayton et Gumbel. 
Copule 
Clayton 
Gumbel 
<p(s) 
s - 0-l 
-0-
( -log s )0 
1. où Ç = (<P- 1 (u1 ), <P- 1 (u2 ))' et <P-1 est la fonction de répartition inverse d 'une normale 
(0 , 1) et R est la matrice de corrélation défi nie par : 
Tableau B.6: Fonction de Kendall pour les copules : Clayton et Gumbel. 
Copule K(s) 
Clayton ~[(1 + B)s- s8+1] 
Gumbel s- ~ log s 
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Tableau B.7: Coefficient de dépendance de queue (inférieure et supérieure) pour 
les copules : Clayton, Gumbel et Normale. 
Copule 
Clayton 2- 1/ 0 0 
Gumbel 0 
Normale 0 0 

APPE DICE C 
MÉTHODE DE CHOLESKY 
La méthode de Cholesky ne s'applique qu 'aux matrices ymétriques réelles et 
défini s posit iv s (voir Allaire et Kaber (2002)). 
Définition C.l Soit E une matrice réelle symétrique de dim ension n x n , c'est- à-
dire E = L_;T 1 . On dit que E est définie positive si xT Ex 2 0 pour tout x E IRn. 
Soit E une matri ce symétrique réelle définie posit ive alors E peut 'exprimer par : 
(C.l ) 
où D est une matrice diagonale et L une matrice t riangulaire inférieure. Il vient : 
où l'on a posé B = L..Ji5. 
E LDLT 
( LVD) ( vfJ5 LT) 
(LVD)(VDL)r 
BBT 
' 
(C .2) 
Théorème C.l (Décomposition de Cholesky) . S oit E une matrice réelle, définie 
positive. Il existe une unique m atrice réelle B triangulaire inférieure, telle que 
1. TI:anspo é de E 
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tous ses élém ents diagonaux soient positifs, et qui vérifie 
(C.3) 
P reuve.Voir Allaire et Kaber (2002) • 
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