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Computerized data procession applications have orovn
over the oast, thirty years to a point where th p v have now
become a pervasive influence in our society. ^arly data
rrocessina systems used magnetic tane as the nrinci^ai
storaoe medium for laroe data files. The processim was
batch-seauent ial on a joh-by-ioh basis and the application
was -nainiv accnuntino. These systems had only secondary
impact on the operational asnects of the business, T^s
early computers were in sharp contrast to f ^ d a r a
processing systems of today,
Tn modern data nrocesslno systems manv different jobs
can run concurrently with the verv larqe capacity on-line




processina, and application on *»very operational a s o *» c t of
tPe business.
Over the oast thirty y * a r s , since the first
vacuum-column maqnet i c-tape transport in 1953 and the first
movable-head disK drive in J9S7, tane and disk' devices in
many conf iourations have been the Principal fieans for
storaqe of the large volumes of data required *y this
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Phenomenal aggrandizement of data processing systems.
Magnetic drums and other device geometries have also neen
important system comDonents, but to a lesser extent.
Improvements in the cost, caoacity, performance, and
reliability of on-line storage devices fueled these iro*im
systems and their application capability.
As the ranqe of applications has g r w n , a continuing
concern ^as been the cost and access time of data storage,
A wide ranoe of technologies havp b*»en investiqateT to
address this challenge. As ranid as pronress in
storaoe technology has been, the need for more capacity
with iiflproved access has increased even faster. The use of
storaoe technologies depends on t h r « e principal factors:
cost per nit, access time and unit-device cost. The reduced
cost ner bit in ail technoiooies derives primarily tro-
an Increase in the density of the material being used for
recording. The lower cost per bit is also *ssoci*r<?d «itn
an increase in the Physical size of the oasic storaue
unit. In t o w - e n d systems, tne unit-product cost is crucial.
while the conventional record j no, (i.e., tne magnetic
recordino) is entering yet another ohase ct exolosivo
growth in applications and technoloay in order to meet
these stringent requirements, the optical -i i s < s nave
begun to challenge the magnetic media. There ^r?
pressures to brea< free of the limitations of magnetic
storage where larae volumes of data are involve^, mese
lb
pressures come from the continuino growth of conventional
storaae, existing reauirements of larae corporate
and Governmental databases, and the development of new
aDPlications such as storage of digitized documents where
larae volumes of data must be stored at lo.v cost. Sucn
applications often demand a cost, capacity and performance
that is difficult to achieve maqnetica llv , Optical
storane Is able to provide performance that is
competitive with the performance of maqnetic recording. In
fact, emeroina optical technoloaies are already caoaoie of
replacing m a a n e t i c disks in certain apoli cations, however,
there is no sinale tecnnology that is riant tor all
applications. Thus, data processing installations often
have available a wide ranne of different storage
technologies. The individual needs of eacn application
must oe analyzed to determine the appropriate technoloay to
utilize.
b, THE ORGANIZATION Of- THE THESIS
The ournose of this tresis is to ** x a m i n r* nign-volume,
on-Unp storage media of current and er-erair<j technologies
ana software tecnniaues for supoortinn these or, -line, nigh
capacity storaqe media. This thesis has t o major ^ar^s.
in tne first part, we analyze such media as vertical
maanetic recording, tnin film media, optical data dis»-s,
maoneto-ootic dls^s, bubble and Bernoull i-ef feet c\is<s.
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Then, comparisons and evaluations of products and oroduct
cateqorles are Illustrated, In the second oart, we review
the modern software techniques for on-line aataoase storaue
and access. Thus, this thesis is orqanized into t*o oarts:
Part I: Modern Hardware Technologies for T n - L i n e
Database storaae ana Operation, and,
Fart: II: "odern Software Techniques for On-line Database
sroraoe and Access,
on the hardware, tnis thesis consists of sever cnabters.
Chanter II is on -^aqnetic recordinq. Chapter tii js on
bubble-memory recording anci Chanter IV is on vertical
recordinq. Chapter V Is on ootical recording. Chanter v
I
is on magneto-optic recordino. Chapter VTT is on two other
record ina tecnnolooies, ran dor, -access ^eniorv and the
Bernoulli box. The final chapter, Chapter VIII, is on rnp
technoloqy comparisons.
c n the software, this thesis consists of six chapters.
Chapter X is on data abstraction, Crapter X] is on data
access and retrieval methods. Chanter XII is on data
compaction. Chapter XTII is on d * t a rn o d e 1 s for s t o r a q e
.
The final chapter, Chapter XIV, is on differential files.
The last chanter of the thesis, Chanter \V , is th*
conclusion for the hardware portion and the software portion
ot the thesis.
lfl
II. ZHE SAGUEXXC ££C2fcCIJC
The maanetic recording consists of trie conventional
recording, bubble memory recording, and vertical recording.
The last two recording technolooies are to be discusser 1"
considerable details in the chanters followed.
A. THE CONVENTIONAL RECORDING
"Conventional recording is enterinq yet another rh^sp
of explosive nrowth both in applications ani in
technology," [Ref, 4]
For the past thirty years the conventional magnetic
recording has, almost exclusively, fulfilled toe data
storaae reguirements of the data processino community.
During that period of time significant advances in all
aspects of conventional storage technology rave
resulted in very significant operational aams«
In this section, conventional recordina as a surface-
area tpchnoloay is discussed, First, conventional
recording's operation is examined. Secondly, ooth tlxea-head
and movable-head disks of conventional r p cor^3ina 3 r »
invest iaated. Then, their technological implications ar*»
scrutinized. These implications include tneir storaie-aevice
capacity, which is a direct function of the areai density of
recording, the surface area provided by the storaae m e n t a
,
19
and the efficiency of their utilization. The nigher
storaqe densities have required improvement in conventional
recording resolution, which has been achieved tnrouah
reduction in, head-disk spacing ana in medium tM'c<ness.
Proqress in reducing the head-to-surface spacinq has oeen
the key factor in increasina the linear density of disk
storaqe. A boundary layer of air is used to provide an
air oearinq which in turn determines tre soacing. fne
proqress in air bearinq technoloqv (bearina design dna the
surface finish and material properties of head and -n e a i u r,
)
has reduced soacinqs to ,2b microns with laboratory studies
at sDacinqs as low as ,1 micron (one micron = to to the -4
inches )
,
The track density Ctrack density * lineal density =
areal density) of conventional disks is determine-) by the
accuracy and tolerance of tne head positioning mechanise
and tne transverse resolution of the read-write near, as
]onq as an adequate sianal-to-noise ratio is available cs
the track width is reduced. Over the same time period
the track density has increased from 20 to almost 1 100
tracks per inch. The placina of the servo information -.itn
the data and the utilizinq of better head-dis* assembly
pacKaqing will lead to further advances.
To date, advances in dis< media nas been made by ooina
to thinner and smoother coatinqs to iniDrove resolution and
to reduce demaqnetization. These advances are elaborates
20
later in the chapter. Thin films are heinq pursued. *'ttn
tnese films, it is easily possible to produce medium layers
of less tnan 25 nanometers (a nanometer = one billionth of a
meter)
•
In respect to conventional recording's efficiency, most
of the improvements durinq this decade * i 1 1 continue to cone
from the increased areal density. The track density can re
increased oy reducinathe track widths and the linear lensity
can he achieved throuan continuing improve tents in record i-na
resolution, as a result of the decreased -* e * i u m thicxness,
the reduced head-gap and nead-disK spacing, and tne
increased use of sophisticated signal processing and
error-correction codes,
l • Qaecaliaos
The Danish engineer valdemar Ponlspn exhibited the
first magnetic recorder at the Paris Exposition of 1900, it
came 23 years after Thomas Edison had built t n e phonograph.
In Poulsen's device a steel piano wire was coileo on top
sriral qroove around the surface of a orum. An eiectromaonet
^ade tre contact v 1 1 h the wire and ms f r e «° to slide =3 1 o n
o
a rod Deinq positioned parallel to the axis nt the drun»,
Tne drum's rotation pulled down tne electro n a a n * t . when the
current from a micropnone passed tnrouon tne
electromaqnet , a seoment of tne wire Cohere tne contact was
made) was maqnetized in proportion to the current, Although
Poulsen's invention created a sensation, the recorded
21
signal was weak. It was not until the invention of the
vacuum-tube amplifier in the 1920's that magnetic recordina
began its steady evolution. The piano wire evolved into
Plastic tape with a certain amount of maanetic material. In
another configuration a rotatino drum was coated with a
magnetic medium on which signals coulo be recnr-ied .on
numerous circular tracks, Rach trark had its own
electromagnet. Such devices became memories for the first
modern computers CRef, 13,
a. The Maanetic writing
The magnetic writing, the recording of ^ata In a
magnetic medium, is based on the same prlnciole today
that applied in Poulsen's device. If a current flows
in a coil of wire, it produces a magnetic fielu. Thus,
the magnetic writing occurs as follows: The electric
current supplied to the head flows through a coil around a
core of magnetic material. The core throws a magnetic
field into the disk, thereby magnetizinq the m e d 1 u «\ lying
or the disK, i.e., wrl'tlngthe data [kef. 1 J .
b. The Maanetic Reading
The head that writes the data can also oe use-*
to read it, one way this is done is cased on tne
principle of induction, formulated by Michael Faradav
in 1 R31 • In the principle of Induction, a voltage is
induced in an open circuit, such as, a loop of "*- ire, hy the
presence of a chanaing magnetic field. In the case of a
22
head positioned above a spinning magnetic disk of which data
have been written, the magnetic fields are originated fro*
the magnetized regions on the disk. During the time the
head is over a single magnetized region the field Is more
or less uniform. Hence no voltage develops across the
coil that is a part of the head. When a region passes
under the head in which the magnetization of the medium
reverses from one state to the other, there is a rapid
change in the field. Hence a voltage pulse develons, m
this way the digital data in storage are reap as an analogue
signal, which can oe readily converted bark into aidital
form [Ref, 1J.
2. Eixed-Uead aai aaiiatole-aead Cls£&
a magnetic disk is a direct access device which
has read-write heads that can both read and write data "n
the surface areas of platter-shaped magnetic disks. as
illustrated in Figure 1, access arms are used to Diaco the
read-write heads over the surface areas of the rotating
disks. Magnetic disks are available in both ftx»a-head
and movahle-head form,
Flxed-nead disics are not removed from a disk drive
unit. Fiaure 2 depicts a side view of a fixed oisk,
which consists of six platters vitn 10 surfaces ano 10
read/write heads per surface. Each surface is divided into
concentric rings, called tracks, formally, the











Figure 1. A Magnetic Disk Drive
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PiMirr or Magnetic Disk
Stationary
Figure 2. Side View of a Fixed-Head Disk
25
used for storina data since they can be easily damaged.
Data is recorded on the tracks by the read/write heads which
are arranged on a read/write head comb assembly that is
fixed in place. Since there is one read/write head oer
track, no seek time (i.e., the time associated *itn tne
shifting of a read/write head over a trac* of aata) is
reguired to move a read/write r)ead to the proper track on a
surface. This leaves only the time for rotational delay.
The rotational delay is the time reguired to wait tor tne
desired data to rotate under the read/ write head once tr.e
read/write head is positioned over the desired trac<.
This provides faster access tine since access time is the
sum of the seek time and the rotational delav.
Kixed-nead disks are normally used in systems t hat-
are either aedlcated to one or a few applications or when
files are reguired to be on-line with a low access ti*e.
Characteristics of some of the commercially avsilanm
fixed-head disic units are illustrated in Kiuure 2a.
M ovable-head disks are more common than tixed-h*a^
disks because tne disk oacks are removaole ana; since
there is only one read/write head ner disk surface, tne
cost per bit of storane is less. Figure 3 depicts a si^e
view of a movable-heao disk with 10 surfaces. The
read/ write head comh assembly is moved in and out in order
to access all of the tracks on each surface, since there is
only one read/write head per disk surface. The
2b
Manufacturer Burroughs DEC IBM Amcomp
Model B9370-2 R503 2305 8530/256
Surfaces/unit 2 1 12 4
Tracks/surface |(K) M 32 128
Sector size 100 bytes 64 b} tcs variable —
Sectors/track 100 64 Vittiable —
Track capacity 10.000 bytes 4(W, bvtcs 14.136 bytes IM1K bits
Total capacity 2M bytes 262K bvtcs 5.4M bytes 76 RM bits
Average latency 17 ms 8 5 ms 2.5 ms 8 3 ms
Transfer rate 300K 250K 3M 9M hits second
bytes/second bv les'seccnid bytes second










Figure 3. Side View of A Movable-Head Disk
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read/write heads usually move toqetner as a unit, and
only one head can transfer data at a time, Tnus, sine?
tne comb assembly xechanism moves, a laroe recordina
surface area can be covered with only a few read/ w rite
heads. The characteristics of some movahie-neaa disks
units are illustrated in Pioure 3a,
There is yet another cateuory of magnetic -Hsks
which is a hvorid of the above two. The rflnchester-tvpe
disks, are called fixed-media direct-access storage dls^s.
Tnese are fixed disks, meanina that it employs a
nonremovable sealed head-disk assembly, with movaole-hea^
aisk units. In other words, the comb assembly, aithouqn
movable, is an inteoral part of the disk clatters, Tnus, one
can replace one assembly and its niatters with another
assembly and another set of platters. These fixed-media
disks were introduced by I3M in the earlv is»7u's witn the
IBM 3344, followed by the IBM 3350, and in 1970, ^n* 30'',
3370, 337S and in 19&0 the 3 3«0,
3. iccfcaolacical litiicatiQas
Technolooical implications of conventional ri i s *
systems encompass tne followinq tnree salient features:
CI) Material requirements,
(2) Features and benefits, and
(3) f, imitations.
29
Manufacturer HP IBM IBM CDC
Model 2100 3330 3340 33801 AZ
Surfaces unit 4 19 12 19
Tracks/surface 200 404 696 808
Sector si/c 256 bytes variable variable —
Scctorstrack 24 vaiiable variable —
Track capacity M44 bytes 13.030 bytes 8368 bytes 13.030 bytes
Total capacity 4.9M bytes I0OM bytes 69.9M bytes 400M bytes
Average latency 12.5 ms 8.3 ms 12.5 ms 16.7 ms
Transfer rate 3I2K K06K 885 K I.2M bytes/
byres/second bytes second bytes/second second




The materials for the maqnetlc recordino
medium are arranqed from the top to the bottom In figure 4
for the oldest to the newest materials available today. Of
course, the writinq and readlnq of data depend on the
maqnetlc properties of the media In which tne oata is
stored. The most common of these Is the gamma form ot the
iron oxide, which is currently in use today. Iron oxide is
desirable because Its properties are best suitoo for
maqnetlc recording and Its cost Is very reasonable.
Moreover, its surface is uniform and homogeneous, which
makes the iron oxide ideal for recording.
To use this medium in the manufacturing of a
disk, the "chemical plated" process is utilized, T he
chemical elated process is a process pv which paint-15ke
coatinqs of Iron-oxide particles are susoenoed in a nolymer
binder, such as tne aluminum. This aluminum disk is coated
with a slurry containing tne iron oxide. The oxi-Je in tne
slurry consists of needle-like particles approximately ^
micrometer (10 to the -4 centimeter) in lenath a n i a tenth
of a micrometer wide. The iron atoms in each particle nave
their own minute maonetic fields, hut the elonaated s n a p
e
of the particle forces the fields into an alignment
alonq the oarticle's long axis. Each needle is
therefore a magnetic bar, and nas a dipole magnetic field.
The only possible change in the field is a reversal of tne
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north and south poles at the ends of the needle. The overall
magnetization In anv oiven reqlon of the disk Is the
sum of the fields of the needlelike particles within it.
Plainly, the magnetization of a reqion of the
disk would he maximal if its needles were ali^nea and if
they all had their north (or their south') Poles faeinq
In the same direction. The alignment of the needles
is achieved * h e n the disk is manufacture-}, by
rotatlno the d i s k in the presence of a maonetic field nef^rp
the slurry has dried. The needles come to lie in the m.ane
of the disk and more or less perpendicular to a radius of
the disk-. In an ooeratina disk, the needles are .n o r o or
less aligned with the direction of motion of toe iis<.
The alignment of tne poles is acnieved ^en
the data is written. Specifically, it is achieved *hen the
head applies a maanetic field to the medium. The magnetic
particles are sufficiently far apart, so that tn«»ir o *< n
fields do not interact appreciahly with one anothrr.
However, as the strength of tne applied field increases,
some of the maunetic particles wnose oiooles ^re
opposite to the direction of the applied magnetic fieii
reverse their dipole field. Ultimately, t^e applied field
becomes strona enoudh to polarize all of the particles. Tvo
complications must be noted. First, the field of tne
nead falls off raoidly as the distance from fn*» nead
Increases. Second, the medium is moving, and it tnerefore
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Fe O (Uniform and Homogeneous)
Cr O (Unsmooth Surface)
Cobalt-Iron Oxides (Temp Dependent)
Barium Ferrite (Temp Dependent)
Metals (Unsmooth Surface)
Figure 4. Magnetic Recording Materials.
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passes out of the reqlon in which the field is strona
enough to polarize the medium. It is the trailing edge of
the field that ooverns t p e final orientation of tne
maonetization. When the field of the hear! Is removed, en?
region of polarized medium remains. That is wnv the
data can be stored. The maonetization can oe ariven
back to zero, by reversing the flow of the current,
throuan the coil in the head and thereby applying to tne
magnetic medium a reversed magnetic field. Since
the maonetization persists in the medium, the reversal
of the magnetic field does not immediately reverse tne
dipoles by which the medium was magnetized in trifa first
place until the field reaches the efficient strendt^.
For a maanetic medium it is oeslraole that the
remanent maanetism r i , e , , the magnetism that Persists *: ^ e n
the macnetic field is absent) be laroe, Tt also is
desirable that a moderately larne field strength be
present to demagnetize the medium. Both ot these
requirements help to ensure the permanence of the store-i
data. In addition it is desirable that the reversal o i tne
maonetization of this medium be accomplishes over a small
range of applied field strength. This helps to ensure
that the states of the medium t h at are used for data
storaoe will be well defined. All four of these criteria
are summarized by the requirement that the hysteresis
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looo for the magnetic medium be laroe and nearly square
[Ref. 1].
In addition to the iron oxide, there are four
materials on the horizon as candidates for magnetic mediums,
chromium oxides, cobalt-iron oxides, barium ferrites, and
metals. See Fiqure 4. The four medium materials, altnonoh
very hiqn potential for the near future, are very limited
for current usaqe due to tneir innerent disadvantages and
hloh manuf actur inq cost, Disadvantaqes for chromium
oxides include difficulty in obtaininq smooth surface
and oood orientation. Disadvantages tor cobalt-iron oxides
and barium ferrites include the temperature dependence of
the coercivity. Coercivity is tne ability of. the material
to resist accidental and sel f-maqnetizatien. Of course,
the higher the coercivity the better tne medium is for
mannetic recording. Althouqh this deoendence can ne
reduced by varyinq the composition of its components. the
last medium, metals, are tne most pro'.iisina , due to their
excellent coercivity. However, metals are currently t r^
most expensive. Metals also nave other
disadvantages, sucn as a reduction in magnetism wnen exnose/i
to elevated temperatures ani numidity.
Further, the four materials must be manufactured
by utillzinq the "sputterina" orocess, whicn is the
process by which atoms or qroups of atoms are ejected frnn
a metal surface. The iron oxide does not need this process,
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since it utilizes the platted orocess. Although the
SDutterinq process aenerates a very clean surface and ^as 3
to 8 times the capability of the platted orocess, it aoes
cost approximately 60% more,
Fiaure 5 depicts the maximum coercivlty of
each of the above materials, along with the three most
common anisotrophic structures of medium materials.
Anisotroony is the ohenomenon of a material in */nlch tnern
exists preferred directions for the magnetization, Metals
are not included In the figure because there does not vet
exist sufficient information for comoariscn,
b. Features and Benefits of Conventional Disk
The features of conventional dis<* *re>
illustrated in Fiqure 6, Benefits are listed below:
CI) lowest cost oer bit as a read/write on-line
storage medium,
(2) a competitive marketplace based on numerous
suppliers ani a large choice of orocuct offerinas,
(3) caoacities up to gioabytes,
(4) read/write capability and nonvolat 1 1 i ty
,
(5) broad environmental tolerances,
(b) relatively modest entry cost,
(7) multi-billion dollar industry,
(8) established production processes,
(9) Increase demand for capacity occurrino faster than
storaoe density,
CIO) density still far from ultimate limits,
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Iron Cobalt Nickel Fe O
Crystaline 250 3000 70 230
Strain 300 300 2000 10
Shape 5300 4400 1550 2450
Figure 5. Maximum Coercivity.
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Development of technologies in key areas of magnetic head and Its air bearing support, disk substrate and Its coating, hemrl-
positioning actuator, ind read/write electronics.
Year of first snip l°}7 1961 1962 196J I96t> 1971 1971 1976 1979 /979 19*1
Product 330 1405 1301 1311 2314 3330 3340 3350 3310 3370 3380
Recording density
Area! density (Mb/in. *) 002 009 0.026 0.051 0.22 0.78 1.69 3.07 38 7.8 >I2
Linear bit density Ibpi) too 220 520 1023 2200 4040 5636 6425 8530 12134 15200
Track density dpi) 20 40 50 • • 100 192 300 478 430 633 >800
Key geometric parameters
(microns.)
Hend-lo-disk spacing 800 650 250 123 85 50 18 • • 13 • • <13
Head e^p length 1000 700 500 250 105 100 60 50 40 23 • •
Medium thickness 1200 900 543 250 85 50 41 • • 23 41 <23
Air beannt & magnetic element
Bennnc. type hydrostatic hydrod'rnamic • * •• • •
Surace coniour Hal • a cylindncaj • * • • taper Hat • C • • • «
Slider material Al • • stainless steel ceramic • • femtie *• • • ceramic •*
Core materia/ laminated
mu-metaj
• • • • femte • • »• • • • • film ••
Slider/core bond epoxy • • • • • • •• glass Integral • •• deposited • •
Disk
Diameter (in.) 24 •• • • 14 •• •• • « • • 83 ' 14 • •
Substrate thickness (in.) too • • • 0050 * 0075 • • • « • • • >0 Q75
Rpm 1200 • • 1800 1500 2400 3600 2964 3600 3123 2964 3620
Fixedremovable fixed " •• removable pack •• module fixed • • • • • •
Djia surfacevspindle 100 • • • « 10 20 19 6 15 II 12 • 15
.4cruu»or
Access geometry x-y *• linear radial • • • • • • • • rotary linear *•
Heads 2 heads/acruator 1 head/ surface • • • • 2headiAurface 1 h/s 2 h/i • •
Positioning motor-clutch hydraul ic •• • « voice coil motor • 41 • • • •
Final position detent • • •• • • • • servo vi rface (sector! 1 servo surface
Acruatorvspindle (ma*, no.) 3 • • 2 1 • • • « • • •• 1 2 «•
Avg. seek lime imsl 600 • • 163 150 60 30 23 *« 27 20 16
Readlnrite electronics
Dala rate (Kbyles/s) 8 8 17.3 68 69 312 806 883 1198 1031 1859 3000
Encoding NRZI • • • • • • 2f mfm • * • « mfm 2.7 • •
Detecdon ampl »• • • • • peak delta *• • 41 •• delta clip
Clocking 2 osc *« cIV trk osc vfo • • • • • • • • • • • •
*t*mt it in prrc(-din« column.
Figure 6. Features and Characteristics of IBM Disks
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(11) a wide choice of materials, and
(12) completely reversible, inherently stable Drocesses,
As a recording tyre of storaae, conventional
disks have the advantaqes of non-volatility, lower cost,
direct access, allocation flexibility, a simple and reliable
recording process, and allowing update in Place. Treir
major disadvantages are two: The movable-nead -iisxs involve
the mechanical motion of access a s s e m t? 1 v and long access
times, the fixed-head disKS incur higher production cost,
c. Limitations of the Conventional Pecordiry
The conventional recording is limited by its
physical density as depicted in Figure 7. Figure i sho^s
that the current density eguates to 1.2 gigaoytes tor tne
IBM 3380, with the ultimate density eguatina to 22.5
gigabytes. The Patty II disk system, manufactured by
rational Telegraph and Telephone Co., is a prototype and is
to be discussed later.
The Key parameters which limit tne 1 i n p a r
densitv are (1) the flying heiaht of the head aoove tn«»
m e a I a , and (2) the Dnysical width of the transition
between neighboring, oppositely magnetized fields, Tnp
increased linear density requires a balanced reduction in
these two Parameters, and is ultimately limited by the
failure to maintain the minimum bit-error-rate (br*)
requirement for the storane device. As the linear
density is increased the BER grows due to systematic
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IBM 3380 ULTIMATE PATTY II
LINEAR DENSITY " 15 K bPI 40 K bPI 25.4 K bPI
TRACK DENSITY " 800 TPI 3K TPI 1800 TPI
AREAL DENSITY " 12 Mb/sq in 120 Mb/in3 40 Mb/sq in
Figure 7. Limitations of Conventional
Recording.
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peak shift associated with transition crowriino alono
the track, and/or reduced playback sianal-to-nolse ratio
CSNH). The SNP falls due either to increased noise arislna
from media granularity and surface roughness, or signal
loss resulting from demagnetization, combined *itn the
need to resort to tninner layers of material In order to
reduce the transition width.
At a given linear density, tne track
density achievable in maanetic data storage Is
fundamentally limited by the inductive nature of tne
magnetic read process. As the trac* widtn is reduced,
the read signal voltage falls proportionately ana the
limiting track density is reached wnen the PiaybacK Sivh
falls to the critical value reguired to sustain
acceptable &F&, in nractice, the achievable trac<
aensity is limited by the guallty of the radial
positloninq servo mechanism, and the dearee of cross-talk
due to the frinainq fiela of the re ad /write head coupling
to adjacent tracks. The highest track densities requires
developments in all of these areas.
The linear density and track density * r e
fundamentally linkeq throuoh the SMR reguirement
mentioned above, with the highest trac< -iensitv
corresponding to reduced linear density (compared co its
limit) and vice-versa. The maximization of the overall
areal density requires an optimum trade-off between
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these two parameters, depending on the media type and the
magnitude of the magnetization of the storage layer, as
well as the detailed performance achieved by the radial
tracking servo-mechanism [Ref. 23.
4. laaads aad Saaaieas la 2i££a£aa& Zaxaaaaias
Fioures ft and 8a illustrate conventional disk
trends. Note that in Figure ft, the current dis< capacity
of 12000 bits per inch eouates to 1.3 gitfanytes, and that
by 1990, 5 gigabytes. This is far greater man the
established doubling of storage capacity every 3d months,
as been the case for the last forty years.
In Figure Qa [Ref. 3], note tnat IBM is
experimenting w i t n the 3 3 ft enhanced ( F. ) , vhicn has a
storaae capacity of 2.5 oiaaoytes ner soinole, *hic*>
doubles the 3 3 ft o ' s capacity, but is far short ot National
Telephone and Telegraph's (MTT) Patty II capacitv, wnich
enuates to 1.07 gigaoytes per head dis< asse^oly (HOft), or
fc
.
ft giganytes per unit, which nas ft KD A * s . Moreover, t n e
NTT driver operates at a rate qreater than 40 million bits
per souare lncn, and has a track density of i S n tracer,
oer inch (TPI), as *ell as a linear density of 2*5,400
bits ner inch. The data rate is 4.5 megabytes ner seconq,
and tne seek time is 12 milliseconds. Ihis level o*
performance exceeds that of the IHM 33ft0 (E) in storage
density by almost a factor of two and in data rate bv 50%.
Innovations include a sealed head disk assembly (H0A),
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£7,000
7970 7975 1980 1985 1990
Year




1956 IBM 350 100 20
1961 IBM 1301 500 50
1964 IBM 2311 1100 100
1965 IBM 2314 2200 100
1970 IBM 3330 4040 192
1973 IBM 3340 5600 300
1975 IBM 3350 6425 476
1978 STC 8650 6425 952
1979 IBM 3370 12134 635
1980 IBM 3380 15000 801
1981 NTT PATTY 13970 1092
1984 NTT PATTY 25400 1800
1985 IBM 3380(E) 15000+ -1400
Bits/in 2 SPAC I NG GAP Itil£KN.E£S
2000 1000 800 1200
25000 500 500 500
110000 125 200 250
220000 85 105 85
775680 50 100 41
1.68 x 10 6 17 60 41
3.06 x 10 6 17 60 41
6.12 x 106 17 60 40
7.71 x 106 15 24 35
1.20 x 10 7 11 2k 26
1.53 X 107 8 32 7
4.57 x 10 7 6 20 7
2.0+ X 107 *
Figure 8a. Rigid Disk Trends
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with a helium atmosphere, a thin film sputtered ferrite
disk, a flying height of 0,15 microns, and a unique
rotarv multlactuator assembly. Both the I8M 33«u (F) and
the wTT Patty II are still only prototypes.
Some of the problems that must be overcome in or^er
to achieve the anticipated conventional recording
performance are tetter tracking error, Dositionins and
servoing svstems developments. They are currently verv
poorly developed, a very nigh deoree of accuracy is
required between the position of the read/write head
and the location of data on tne media surface. *Uso, the
track densities appear verv unlikely to exceed 2000 TPt,
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III. IUE CUaULE UE^Cfii
"Bubble memorv, initially touted as a universal
replacement for disk tecnnoloqv is today regarded as a
technological flash in the can," TPef, 7]
The maqnetic-oubnie memory (MBM) is a solid-state
maanetic memory which employs shift reqiste^s. rnese
shift registers move magnetic domains which represent binary
data.' The rotating magnetic fields nf the domains are used
for the binarv orientation of the data. Unlike convent i on*l
semi-conductor memory devices •-•/hich are pro-meed fro^
silicon materials, mbm utilizes synthetic garnet or
amorphous materials.
The ingenious technological discovery of kbm dates
back to 1966 when Bell Laboratory scientists
discovered that magnetic bubbles could he nsea to rficori,
store, and read data by applvinq and manipulation
external magnetic forces. The folio wina features of tne
bubble pnenomena aideo its development as potential memorv
devices :
CI) Bubbles were stable over a range of the
maanetic bias field (i.e., stable
storaae)
;
(2) Bubbles could be elonaated by lowerina
the maanetic bias field for further
manipulation, and
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(3) Bubbles could be annihilated by ralslna
the bias field,
A. CONCEPTS
Bubbles are microscopic magnetic cylinders of
reverse oolarization to that of the thin magnetic
film substance surroundina the bubbles on a memorv chip.
The bubbles are the individual memory cells, only smaller,
and hence, more densely packed than conventional
semiconductor memory. The presence of a nubble Indicates
a logic diult of "l" and tne absence indicates a iodic digit
Fioure 9 depicts the technique for creating cubbies. rn»
bubbles are created in memory cniDs maae ot two
layers. The first layer is a nonmagnetic supstrate of
gadolinium gallium garnet about 0,015 incnes thick. Tne
second layer is an extremely thin 3 micrometer terro-
maanetic sinale crystal of garnet grown on the substrate.
The sinale crvstal completely covers a 3 inch diameter
wafer vleldina up to 44, 1/4 square-inch hunoie memory
cMos, The maqnetic film crystal is magnetized at risht
anqies to the surface so that Magnetic equilibrium occurs.
Wavy interspersed areas of north and south poles ar*1
created in total equal proportions. ^-hen an external
magnetic field, or "bias" field as it is usually called, is
imposed on the chins, magnetic regions with polarit"
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Figure 9. Bubble Creation.
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reverse polarity shrink until they form tiny magnetic
cylindrical bubbles. These bubbles are like small islands
in an ocean of opposite magnetism. In other woras, the
polarity of bubbles can be either north or south poles, but
are always opposite in polarity to the bias field used in
the manufacturing process,
B, OPERATIONS
Figure 10 illustrates the operation of bubble memorv
recording. Maintaining and manipulating the bubbles
around laterally throughout the filn is a delicate
operation. The bubbles are stable within a certain
intensity range of the bias field created oy two rectangular
permanent maonets, one above and one ne]ow the cnip to
develop the perpendicular magnetic field which oenerates
and maintains the bubbles. Above a certain range tne nub Dies
collapse and disappear, and below this ranee the bunoles
expand once again to form the wavy, sta s l*» , and
oppositely polarized magnetic regions. A varyinn
electromagnetic field created by a pair of electromagnetic
or orthogonal coils wound around the chio at right" angles
to eacn other provides a rotating electromaanetic field
that moves the bubbles laterally alonq a oermall^Y tracx
whenever 90 degrees out-of-phase current is tea to the
two coils. The permalloy tracks are laid out on tne

















Figure 10. Components of a MBM Chip and Fil m
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T-bar, or semicircle patterns. As the rotatina magnetic
field changes tne instantaneous polarity of the trac<
elements, the bubbles move around the trac<. The
changes in oolarity pull the bubbles through the cnevron
areas and down the path. A bubble moves one stage Cone
chevron, T-bar, or semicircle) along the track for eacn 360
degree revolution of tne magnetic field. The oubole stream
is Kept in rnotion Dy passing "write" and "read" hpa<is at
different points with data being read as the buboles ^ake *
full revolution around the trac*,
A mbm cnip must, also contain structures capable of
Generating, annihilating, detecting, and replicating
bubbles. with such mecnanisms, the basic functions tor a
memory can be emulated by the maanetic bubble device. This
device is the controller.
Bubbles are Generated by a nonmagnetic conductor looo,
called the "halroln", which is inserted between tne a^met
f i In and the SDecial M picl«rax-shaoed n nermallov
profanation track; element (chevron, T-oar, or semicircle).
Ahen a pulsed current passes tnrough tne loop, a magnetic
field opposite to the bias field creates a bubble *nich
is then passed onto the track- by tne effect of tne rotating
magnetic field. Changing bubble direction involves using tne
same "hairpin 11 and "pickax" arranoement to create field
polarities which momentarily block bubble movement caused ny
the rotating electromagnetic field and divert it
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Into other propagation tracks. Erasing old Puppies is
accomDlished similarly to the method of changina bubble
direction except that instead of channeling a oubole to
another storage looo track, a ouoble is removed fro* the
track, isolated, and erased Py another pulse of prooer
polarity strong enough to to cause a bubble to collapse.
Bubble detection is either destructive or
nondestructive. In destructive detection, tne nubble is
detected and read, put is destroved by the read process
and does not remain in memory storage. In nondestruct 1 vp
detection, the ouPble is detected and replicated? tne
replication is diverted to a "read" detector *nere that
bubble is read and then erased, and the original oubole
remains in storage. In the nondestructive read process, tbe
replicator basicaiiv splits a stretched bubcie created oy
the "hairpin" and separates the two clones, as tne
rotatina field operates, the t*o identical bubbles folio*'
separate paths, one to remain in ne ra o r y and the other to
pass on to the detector and eventual erasure. rnp oubble
oassino to the detector 1s stretched hundreds of tii.es in
diameter and passed under magnetoresistive material.
This conductive material has a resistance wnicn varies
with the strength of tne surrounding magnetic field. A
small mliiia^pere current is sent through tnis material
normally in the chip, when the bubble Passes this
material in the detection device, the resistance of
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the material droos sharply and enouqh current flows to
produce a pulse announcing the presence of a pUDhle Cnef.
8].
C. THF ARCHITtCTUPF
Tnere are basically two categories of architecture for
*Bm: the serial loop system or the major-minor loop system.
The major-minor loop system has three imolementat ior
variations: transfer gate, block, replicator transfer -*p~
block replicator swap,
f-'ach of these four architectures uses function cates to
generate, replicate, detect, and erase data ani a oair of
detectors to eliminate the effect of tne rotatlna
magnetic field. The serial loop scheme will oe mentioned
onlv briefly since it is seldom employed (see Figure 11a),
The serial loop scheme consists of a single serial loon
which forces tne bubble stream to circulate throughout the
entire loon oefore a bubble can he read or aestroyeo.
Access times are typically high at around 370 ms, Detection
can be destructive or nondestructive.
The first scheme of major-minor Iood d u b b l e m e m n r v
architecture is the transfer aate svstem (see Figure 1 1 f )
.
The transfer gate system major-minor looo architectures
are constructed with a major loop which directly connects
to the generation, detection, replication, and
annihilation devices for reaaino and writing on one side and
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Figure 11a. Serial Loop Memory
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Figure lib. Transfer Gate Major-Minor Loop.
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to a parallel series of minor loop. This svstem has serial
innut, parallel storage, and serial output. Minor loops
are connected to alternate oit oosltions along the najor
loop which are all enclosed in a transfer gate. Data is
written into the major loop in alternate hits, shifted
around the major looo until the first hit arrives at toe
first minor loop, the second data bit at the second minor
loop and so on until each minor gate entrance holds a bit.
Then the transfer gate is pulsed to enter data into storaae.
Old data must he read out serially from each minor loop at
the respective minor loop exit before new data bits ca^
occupy memory previously occupied ny old data.
There is no "write-over" procedure available. Rather,
old data must be destructively read before new data car. dp
entereo into the same address. Control circuitrv ensures ne*
data is inserted only into the previously vacate t4 memory
slot occupied ny the old data. when data is only to he read
and not replaced, it must be replicated so that one copy
returns via the malor loop to the minor loon storaqe and tr.e
other cony is read by the detector and then annlnilatea.
As it may be surmised, the transfer qate architecture Is
not fast enoucih for some applications because of the
alternate spacing between minor loops.
The second scheme of major-minor loop bubble rremorv
architecture is the olock replicator transfer system (see
Figure He). ^ore organizational seoaratipn of function
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Is utilized, resulting in a scheme wnich is twice as fast as
the transfer oate version. The major loop is divided into
two write lines at one end of the minor Iood ban* and two
outDut read lines at tne other end. The minor loop bank
is divided into even-bit and odd-bit storage oan<s *ith
each bank having its own qenerator and major loop write
line. The oad ban< has an extra bubble oosition so that
identical data bits are offset from those in the ev»n bank..
Old data is destructively read out the same oasic *ay ss
the transfer qate system; however, in this arcnitecture
,
auxiliary control circuitry times the rotation of minor
loops and the transfer and replicate gates so that new
data properly renlaces old data. That is, new data is
written only where old data vacant slots are located. The
advantage of having the read and write functions senarated
is that they have their own dedicated loop connections, as
soon as a vacant memory spot is available on a -ninor loop,
new data from the write end of tne minor loops can on
entered into the vacancy. Consequently, there is no need
to wait for outgoing data to clear the naior looo
before the arrival of new data. This is in direct contrast
to the corresoonoinrj actions in the transfer oate scneme,
TO simniify data read-out, the control circuitry
collects a bubble from each Moor loon at the read end
of the minor loop banks where the replicator gate for each
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Figure lie. Block Replicator Transfer System.
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resulting in the replicated copies being Kept in the
minor loop storage. As with the transfer qate
architecture, the block replicator architecture emnioys
nondestructive detection for only reading data.
The third and final major-^inor loop bubble memory
architecture scheme is the swap gate scheme (see Figure
lid), wnich replaces the bank of transfer aates at the write
end of the minor loop' banxs with a bank of swap gates, tiis
bank allows old data to be transferred to write/swap exits
at the same time new data is available at the s*dn/*nte
entrances to the minor loops. when tne swap aate is
energized, new and old data merelv swap places, New
data is stored in the minor loops and old data is whisked
away by the major write' lines to be erased by the
annihilator, Ihe obvious advantage of this scheme Is that
a lot of data does not have to be erased betore ne* lata is
written. This architecture also uses nondestructive
detection for only reading data,
D. BUBBLE MATERIALS
Certain elements arid their alloys (Fe, Co, Mi, f?d)
alona with other substances exhibit the well-Known property
of magnetism. This proDerty permits a material's atofs
to achieve a high degree of alionment desoite the
atoms' tendency towards randomization due to some type
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direction of magnetization Is alonq a particular
direction. Several important properties of magnetism are
exhibited when a maanetic substance is subjected to an
external field. First, a relative increase in the excernal
field will cause a relative increase in the substance's
magnetic field. Secondly, if a single, thin, crvstai
film of certain, maanetic materials is shaped Perpendicular
to the axis of tne original magnetism, the results are
wavy strips of matter navina alternating directions of
magnetization *hich are perpendicular to tne surface
of the film. Thus, It is tne comoination of these two
proDertles which supplies an environment for a P 8 M
,
Of the availaDle bubble materials, the most common and
currently most utilized is a cubic structure oarpet, which
include rare earth (Re), and iron (Fe), ."aonetic garget
films can easily be tailored to produce specific nagnetis*
alono a desired direction, as well as to enable tne
coerclvlfv to be better controlled. Also, satisfactory
operation can he sustained w 1 1 n these aarnPts over ^
temperature range extending from roon temperature up tc
70-100 dearees centigrade, moreover, the CurJe temperature,
which is the temperature at which demaqnet-izetio" occurs,
is fairly constant. This of course provides useful buonies.
The size of bubble created can vary from sunstanc^s for ft'* a,
other films include nexaferrites (such as BaFeQ),
amorphous materials (such as ReTu alloys), and
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orthoferr.t tes. Hexaferrites are hexagonal, and thereby
f)sv& a crystalline anistroDhy, which Is adequate for
bubbles. They represent a class of materials with a
higher coercivity than aarnets and the capability of
creating smaller bubbles (<,5 um). But, the structure
tends to grow more raoidlv perpendicular to the axis,
tnereby ma King good films more difficult. Aitnouuh, its
velocity is faster than aarnets, its Curie temperature is
More varied. Also, at tnis ti^e, since only small bubbles
can be created, its uses are uncertain and limited.
Amorphous films being amorphous are not sinale-
crvstals-like ciarnets. They art? less expensive tnan
other materials, out are too sensitive to variations in
temperature. Also, its velocity is slower than thp other
materials. The size of butoles is slight ly cetter c n d n
hexaferrites (.2 to .6 urn), put still rruch less than
garnets
.
The orthoferrites v; e r e the first materials to op
utilized for KBM, Its magnetization is much r o low to t a
v^rv useful and only larae nubbles can he created, in tne
ranae of 50-100 urn [Pef, ill.
R. ADVANTAGES
The followino are some of the advantaqes of buohi^
memorv over conventional semiconductor technologies f^ef.
10] :
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(1) non-volatility of memory (if there is a power loss
to the bias field generating colls),
(2) high robust reliability and ability to ensure data
Integrity,
(3) non-mechanical aspects,
C4) ease of oroarammabillty ,
(5) simDler interfaces than with disks,
(6) versatile technoloay in terms of architectural
options
,
(7) highly portable without the need of po*er of refresh
technigues,
(fi) high relative yield in major-minor Iood chio
manuf acturino which can tolerate a degree of
defect In manufacturing, and
(9) more resistant to the effects of electromagnetic
pulse effects fslmpie magnetic snields can oe




Some of the disadvantages include:
(1) high cost of technology,
(2) siower access rate (in the range of 4 to 10 m s )
,
(3) slow data transfer rates (in the ranoe of 4 n -lon
Kbits/sec)
,
(4) not too resistant to tenrerature variations
(typical operating range to 5b decrees
in C) , and
(5) non-ooerating storage temperature ranoing only from
-40 to +100 dearees in c.
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G. BUBBLE PRODUCTS
Almost every major electronics company In the world was
initially involved with magnetic bubble research, Either
the technology was too complex or the bubble device did not
hold enough business potential, many development Pro crams
were abandoned. Thus, it is no wonder that many companies
drooped msm altogether. Only Intel remains in The DUbole
development field.
Figure 12 compares some of the existino Duonle
products. The first commercially offered product was Texas
Instrument's TI 92 Kbit memory module, the II60203,
in 1978, It employed a major/minor looo architecture
with 157 loops, 13 of which were redundant, il followed
this *ith three higher capacity units which employed *
block replicate architecture, 3oon Rockweli and Fujitsu
also entered the market with bubble devices of their o*n.
Early in 1979 Intel Introduced the first 1-Mbit device
on the market. This device also included all tne support
components to turn the magnetic buoble device into ^
magnetic bubble system. These support elements included s
controller, a formatter/sense amplifier, a coil pre-driver,
a coil driver and a current pulse aenerator. The
controller interfaces with the microprocessor system ana
converts microprocessor rea^/wrlte commands into tne
necessary control signals to carrv out the tne selected



























































































































Figure 12. Comparison of Magnetic Bubble Memory 1983
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amolifier has several functions. First, it contains two
sense amDlitiers for the detection of bubole sionals
produced at the detector output. Second, uoon system
initialization it stores the redundant loop information
In an internal loop register and Insures tnat the sense
amplifiers identify the correct bits at tne detector
output. Third, this element contains an *rror
correction mechanism which improves reliability ot input
and output. The current-pulse uenerator cause the control
signals to enable the correct current sources for tne
desired operation. It also includes a power-tail circuitry
to preserve tne integrity of the oata if power is suddenly
lost. Finally, the coil driver produce the high-value
currents to create tne reguired magnetic fields, Intel was
followed by National .Semiconductor witn a 25o-Khit device
and it too had all the necessary suDDort elements.
Today, the only US company that is still involved in
tnis field is Intel, Intel has recently announced an
enhancement of its nianly sophisticated ouoble memory
controller ( B n c ) , fine can support ud to an entire
meaabyte, and the other up to four megabytes tRef, 93,
ri. FUTURE TRENDS
Altnouqh to&# Danacea has disintegrated, its future is
not as bleak as expected. Today, military aDDlications
provide the major need for mbm, Intel has recently
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announced a 4-Mbit chip with the capability of storina l
megabyte, and a 4-megabyte capability is in the near
horizon. Figures 13 and 13a depict actual and anticipated
trends in the chip caoacity vs. the year, and the orlce/oit
vs. the year, respectively. In Figure 13, *e note that the
projected chip capacity for 19B5 fells short oy 6 Mhits. Tr.e
new prolection for 10 wpits is In the 1990 time frame. *<=>
also note that Fiqure 13a illustrates that tte orlce oer hit.
nas not decreased as expected. For 1 U P5, che price is
approximately s.03 oer bit, wnich Is $.02 .nore than
projected; however, the trend is for lower costs.
As the technology progresses, the cost decreases, the
access time (currently, 9b Mbits/sec) reduces, and capacity
increases, MBM can play a vital role as a supoiem.ent to
other technologies. Since numerous Japanese companies
nave taken up where JS companies dropped oif, toe
future remains optimistic for this technology,
T, SUMMARY
B noble memory technoloay, although it would not be
the panacea that many have thought, is suited for certain
tasks. Its portability and reliability make It an ideal
candidate for those tasks where the tremendous soeeo is
not required, but rather the durable service over a lonq
period of time is required, such uses include in control

































Figure 13a. Bubble Memory - Price/Bit vs Year
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Places where minimum maintenance costs are desired, in
instances where vital information cannot be risked, and in
memory cassettes or devices *hlch rust be transferred
over distances.
Military uses of mbm do exist, Intel is devotjna
considerable research and develooment effort in hftM, for
military usage. It has experimented with ennancinn
temperature variations from 2^ to 35 degrees in centigrade
for operational uses, Moreover, w n e n the cost Is reduced
and tne access time is improved, many industrial uses m*v
result. Thus, MBM is still a viable suoclement t-o other
sforaae technoloaies ,
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The development of the magnetic recordinq has seen *
history of pursuing hioher recording density. The high
density recording is precisely the goal of vertical
recording. Several researcn efforts toward the vertical
recording tooK olace durino the late 19 5 ' s , Since the
desired performance had not Peen achieved, (i.e., to?
performance of the vertical recording could not match or
exceed the conventional recording), the vertical research
was abandoned.
In the early 1970's Professor IwasaKi ami Ms
coworkers at Tohoku University discovered that the hloh
density recording is inhibited by the well»Known effects
of the recordinq demagnetization. This lead to the
renewal of research of a practical method of vertical
recordinq. Systematic research on the vertical recordinq,
however, did not start until 1^75, and by 19 S 3,
aonroxir.iately 140 reports on vertical reroralna have
been Presented in the related field. This eiqht-year period
t)a\;e seen a slow, but steady, elevation of this s u b 1 e c t t o
the ranK of major research on magnetic recoroina, rhis trend
is expected to intensify in the future tRef, 121,
A. CONCEPTS, OPERATIONS AND CHARACTERISTICS
The concepts and operations of tne vertical recording
are similar to the conventional recording. Tne only
difference is that, tne Key to this new method lies in
maanetizinq the disk surface material at rinht angles, i.e.,
at angles vertical to tne surface. in contrast, the
conventional recording creates maanetized zones *lona
the surface. *lth the vertical recordinq, nianer
recording densities now span the dpnth ratner than tne
length of these mannetized regions. Conseauentlv, the
raising of tne recordinu density no longer worsens to"
demagnetizing effect. In fact, the opposite is true. This
effect is explained in the following sections, because tne
recorded magnetic zones are vertical to the aisK surface,
higner densities now squeeze their »'alstline
dimensions, rather than tneir length (see Figure 14),
6, TH£ ARCHITECTURE
Fiaure 15 depicts the vertical head heina utilized to Day
in the vertical recording. It consists of a main noie ^rir
of a tnin magnetic film, &hich is less than 1 um thicn.
Placed vertical to tne disk surface, and an auxiliary pole
mane of a thick ferrite film and located on the other sloe
of the recording medium. On the tip of the auxiliary oole is
a coil, which is used for reading am w r i t i n n . The a an
between the these two magnetic poles is less tnan too um.
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Reading is performed as the current in the coil
induces a concentrated maqnetic flux on the main Dole.
This flux is shown by dashed lines in Figure 15. in the
writing process, meanwhile, the magnetic field of tne
medium magnetizes the main pole and induces a voltaoe in
the coil.
This head is characterized by a stronq interaction
between the main Dole and the maanetic layer of tne medium.
This operation is carried out by the concentration ot the
magnetic flux from the main pole into the magnetic layer
of the medium. Consequently, only the vertical Magnetic
field on the tip of the main pole becomes s iqnif Icantiy
strong. In addition, as the width of tne vertical flel-i
is governed only by the thicKness of the main pole, a
purely vertical magnetic field is always applied to the
medium reaardless of the recordinq level.
In conjunction with the above vertical head a double
layer medium is usea, Tnis is done to enhance the readinq
and Tlting process tenfold. The ^aaretic interaction
between the main pole ana the magnetic layer of the ir.sdium
is therefore much enhanced,
C. THE VERTICAL MEDIUM
Althouuh the same medium materials as in the
conventional recording can be utilized, cobalt chrome




















Figure 14. Concepts of the Vertical Recording
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AuadKjry ^tf
CV^cfoo of Mediums Mot >on
Figure 15. Construction of Vertical Head
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Cr film has a wide range of variations, which are not found
In the other materials. First, Co-Cr film has the largest
vertical anisotropy. Secondly, both Co and Cr are soluble in
a composition where the f erromagnetism may aDpear, maKino
them more controllable with a cohesiveness fro* 100-2200
Oe. finally, the Co-Cr film has the distinctive feature
that it is composed of closely packed columnar particles.
These particles are physically smalL enough and
sufficiently independent of one another magnetically to
oernit the ultra-ninh density recording, this columnar
structure is not found in other medium materials. Thus,
Co-Cr double layer film Is currently the leadina candidate
for the vertical recording medium [Ref, 12],
D, PROPERTIES OF THE VERTICAL RECORDING
In the vertical recording, the adjacent magnetized
regions are in anti-oarallel states; thus, an attractive
force exists between each pair of residual magnetization
regions, maxing them stable. Therefore, s snaro
•nagnet 1 zat ion transition (that reaion tnat is subject to
demagnetization) can be obtained even in the high-density
recording without being affected by the demagnetization.
There is no limitation due to the demagnetization imposed
on the recordina density for the vertical recordlna CRef,
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133. This high-density recording can be achieved simoly by
using a thinner main Dole.
E, ADVANTAGES OF THE VERTICAL RECORDING
with the prosDects of the vertical recording becoming -3
reality, there is a great deal of discussions on tne future
of the conventional recording. The vertical recording
offers the following advantages as compared to tne
conventional recording;
(1) greater linear density (the vertical recording
has 100,000 flux reversals per inch, as compared
to 15,000 flux reversals per incn, for the
conventional recordina),
(2) greater areal density (the vertical recording
has 10 to the 10th flux reversals per square Inch,
as compared to 16b times 10 to the 6tn flux reversals
per sou are inch for the conventional recording),
M) thicker medium (for vertical recordina, the medium
may be thicker than tne ones for tne conventional
recording, since bits are recorded verticallv to the
medium)
,
(4) reduced demagnetization (as the lambda gets snorter
for the vertical recording as depicted in Figure 14,
the adjacent regions are in close, opposed fields,
making demagnetization difficult, whereas In the
conventional recording, the adjacent regions are still
far apart in onposed fields, making demagnetization
easy), and
(5) small transition lenath (it is so small tnat it is
close to zero, for vertical recording).
F. DISADVANTAGES OF THE VERTICAL RECORDING
The future development of the vertical recordina
will reguire extensive Investigations on new heads and
media. Only by developing new neads and decreasing the
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cost to manufacture media for the vertical recording, can
we fully exploit tne successful application of this
technology,
G, FUTURE TRENDS
Vertical recording is beina developed mainly oy an
alliance of Japanese industry and universities, Tn this
country* the *'agnetics Research Laboratory at the
Universitv of Minnesota is seriously pursuing tne
potentials of this new technology. The Vertimag Systems
Corporation is the only company in the United States
reportedly involved in the vertical recording. The Japanese,
on the other hand, have a massive effort aoim on in the
vertical recording. In 19H2, the first International
Symposium on the Vertical Recordina was sponsored in Japan,
Of the 23 papers presented on this tonic, only tnree were oy
U.S.A. authors and all three were fro* Vertimag, Fne other
20 were oy Japanese authors,
virtually, every well-known Japanese electronics
com many is wording on this technoloay. These companies
include: Hitachi, Toshiba, Fujitsu, Nippon electric
Company, Sony, Matsushita, and a number of smaller
organizations. The announcement of a 3 i/2-incn,
vertically-oriented prototype floppy oisK in 1933,
represents tne level of Japanese achievement and do-ni nance
in this field. They anticipate production now.
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Once a medium is available at a mass-production
price and the technology is well understood, t^ere will
be a rapid movement into this field by companies in the
U.S.A.. The rate of development and market oenetration
is likely to be constrained for the near future,
oecause of the slow and expensive process to fabricate
the media, the large capital investment for the sputter
system, and requirements for a new tyoe head. It is expccte i
that the vertical recording may complement the conventional,
recording for at least the next ten years. T he
vertical recording, as the Japanese have already realizea,
represents the next level of maonetic recordina tecbnoloav
for the not-too-distant future.
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V. IUE CEIICAL SECQSCItoC
A, AN INTRODUCTION
Tn today's society* the expansion of our knowledge has
Generated aata in ever-increasinq volumes and qiven rise to
the need for their efficient lonq-term storaqe, storing
(writing) these data reouire economical, compact, ^r.i
hiqh-speed mass memory systems. Retrieval (rcadlngj of these
aata require the random-access capability to the selected
aata.
Over thp years, the manufacturers of conventional
storaqe devices have been able to increase storaqe
capacities to keen pace with the growth in aata storage and
retrieval requirements. However, even more dramatic
advances in storage capacity are needed to satisfy these
newly emerqinq requirements, although, the conventional
recording has much room for future arevto, i.e., doubling
its capacity every 30 months, it is an evolutionary
developments, rather • tnan dramatic leaps in increas1.no
storaqe capacity.
An attractive new technoloqy to satisfy tnis hign-
capacity data storaae needs may be the optical recording,
which makes use of a highly focused laser beam. Research
and development of this high-density optical data storage
80
actually began over 20 years ago, with the invention of the
laser. The term laser is an acronym for light amplification
by stimulated emission of radiation, or a light
amplifier. The Drocess of stimulated emission can oe
described as follows: when atoms, ions, or molecules
aosorb energy, they can emit light spontaneously, as in the
case of an incandescent lamp, h light wave may oe used to
stimulate the emission. Thus, the stimulated emission is
the opposite of stimulated absorption, where unexcited
matter is stimulated Into an excited state ov the light
wave. If a collection of atons is orepared so that more
are initially excited than unexcited, then an incident
light beam stimulates more emission than absorption, anri
there is the net amplification of the incident light beam.
This Is the way that the laser amplifies t«ef. 14J.
Mke the conventional recordina, tne optical recording
encompasses a family of configurations that address tne
many reauirements of data storage users. in the optical
storaqe technology three configurations exist: read only,
write once, and erasable recording. Principles of
operations, the architecture, applications, technoloatcal
implications, media types, the capacity, the cost, future
trends and problems of tne optical recording Mil be
discussed in the followinq sections.
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B. PRINCIPLES OF OPERATIONS
Figure 16 depicts the write and read operation for
optical recording. First, the process for the write
ooeration is reviewed. In the write operation, the drive
focuses a nigh-power laser beam on the underside or. the disk
and into the preformed track (pre-emoossed data Pits). The
beam passes through the disk substrate (i.e.,
polymethylmethacrylate, PMMA, which is an absorbing layer),
and strikes the tnin metal coatina (i.e., aluminum
reflective layer), and heats the coating. The coatina
conseguently becomes soft. The heat energy is then
transferred to the PMMA substrate which generates gases when
the substrate has been heated. These oases push up on the
metal layer to create ouooles, whicn are aporoxi^ar.eiy ,o
uro. Thus, data is recorded.
The process for reading data is more straightforward and
simple. In the read operation, a low-power laser cpam
detects the Presence of bubbles by measuring the changed
intensity of the reflected lignt from the disk surface.
Thus, data can be read,
C. THE ARCHITECTURE
Figure 17 illustrates a simple optical disk memory
architecture. It emDloys the laser liaht to v«rite data bv
burning holes in the mediutr on a spinning disk. The laser
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Is used both for reading and writing. Only the intensity of
the laser beam is different.
The optica] disk architecture works as follows, first,
the laser emits a beam of coherent light that is oroken bv
a diffraction grating into essentially three parallel oea-ns.
Two of the three beams are later used for detecting
tracking errors. The third beam, which is the strongest of
the three, is the main reading beam. These c"»ree oea^s,
moving alongside each other, are then focusea oy *
collimatlng lens, Tne oeams then pass thro u an a special
wollaston prism or polarizina beam splitter (P6S) , wnich
allows the vertically polarized projection near.is to o^ss
directly through, out, separates the reflected liont, rne
projected beam continues throuah a quarter wavelength
retardation plate, wnich brings the light oack into
focus. This chanaes the polarization characteristics of
the beam which is then directed by a trac^ino mjrror
and finally focused onto the disk by tne oojectivp
lens, thereby allowing writing or reading to occur.
If the process is to read, on the return trio, the
reflected light retraces the path to tne retardarion plate.
This modifies the polarization, allowina the prism to
bend it at right angles to the projected beam ani orevent
any type of feedback into the laser, Tnen, the cylindrical
lens focuses this separate reflected beam, which falls on a














Figure 17. The Architecture of an Optical Disk
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diodes. The function of the photo receotors, which
control tracking and focus, is to read directly tne
variation in beam intensity, which encodes the diaital
data on the disk.
The two weaker tracking beams and the primary laser are
focused by tne objective lens on three different spots on
the disk (see Figure 17a), The intensity of the two
reflected tracklna beams is compared by separate areas of
the receptor array. Differences between their are
interpreted as tracking errors,, which are corrected by
the tracking mirror. On t h *» other hand, the toe us is
controlled by detecting channes in the shaoe of tne orimary
beam. When the disk is in focus, the cylindrical lens *iil
project the reflected beam as a circle on the array of f<"»ur
photo diodes (see Figure 17b). /.hen the disk moves closer or
further from the objective lens, the prelection heco-nes
elliptical, with more Light falling on one diagonal p^ir of
receptors. This difference is detected as focus error h n d h
servo mechanism adjusts the objective lens C^ef, 151.
P. APPLICATIONS OF OPTICAL Ht'CPRhlMG
Applications for ootical recording are similar to
tnose of the conventional recording. The difference is
that the optical recording has areater capacity and 1o*pr
cost. However, tne ootical recording has a longer access
time. Also, there are other advantages and disaavant^ces ,
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which are discussed later. The following are some
aopllcations of the optical recordino:
(1) archive applications,
(2) reference-file applications,
(3) backup for conventional disk files,
(4) collections of large sets of raw operational
data,
(5) larae relatively stable conventional files
previously saved on conventional disks,
(6) file versions or snapsnots of files,
(7) very high-density storage,
(R) removable media,
(9) larae capacity oer media unit,
(10) oermanent, nonerasable, nonmodif iable storage,
(11) fast seguential data recording carabilltv,
(12) fast sequential data retrieval capability,
(13) moderately fast direct-access data retrieval
capability,
(14) high level of lata lntearity, and
(15) low cost of on-llr<* storage.
Figure 1* illustrates five specific applications of the
ontical recording [fief. 161.
E. CURRENT OPTICAL-RECORDING STA T US
Figure 19 deoicts the three categories of ontical
recording as well as their capacity, apnllcat ions , and









Figure 17a. Tracking Error Detection.
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Figure 17b. Focus Error Detection,
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two types of read-only optical data storage disks currently
available, along with their characteristics.
The CD-ROM (compact-disk, read-only-memory) disk can
now oe manufactured in quantity, and thus, can become a
medium for the use of larqe textual databases, Tneir >ise can
obsolete such references as telephone directories, law
libraries, medical histories, book references, and librarv
catalogs. Archival dataoase services can sell their complete
historical data on a few CD-ROM disks.
Unfortunately, applying compact disk technology to
comDuters is not as simple as one may think, Jne of the
greatest hurdles is standardization. Although the aata on
CO-RO^s is organized in a standard way, a standard
hardware interface between the players ano personal
computers has yet to emerge, A hardware interface
standard is essential, because audio CD Players are
designeo to transfer data seriallv, *hile most Personal
computers use a parallel scheme for communication aitr
disk drives. Settling on a standard hardware interface will
also allow the creation of the operating system for CD- l, i;">.
The Small Computer Systems Interface (SCSI) is o^o,
though not the only, proposal for standardization, \.t
is based on the Shuggart Associates System Interface
(SASI), which is already used for hard oisks in
personal computers. Other proposals include the IEEE-
488 bus and high speed RS-232 serial transfer.
89
The fallowing applications are morr bulled to
optical storage than to magnetic because:
Magnetic 01sk - 1/megabyte too high
- volume of data too large
- Not portable
Magnetic Tape -Physical storage space too
large
-Capacity per reel too low
-No direct access
-Media life too short
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APPLICAT ION 2
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produced by nuclear and
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- Diagnostic procedures
- Protect data; X-rays and tests
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cost store lor small
systems
Media Cost ") 52-10/GB J10-50/GB 510-50/G8
Drive Cost '" S0.5-5K $5-20K J5-20K
*12 cm disk. 1 side
Figure 19. Classification of Optical Data Storage
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1. Digital-Audio Disk (DAD. 1983)
... 120 mm Diameter Disk - 1 Hr. Play
... Sony / Philips Format Standardization
... First High Volume Product for Optical
Technology
... BER < 10
2. Digital-Data Disk (CD-ROM. 1984)
... Based on Digital Audio Disk Technology
550 MB Disk Capacity
... Sony / Philips Format Standardization
... Playback Unit Price : $1500.00
... Access Time < 3s. BER 10
... Extendable to Low-End Read/Write
Systems
Figure 19a. Two Types of Read-Only Optical Data Storage
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Flaure 19b Illustrates the current write-once optical
data storage products, along with their characteristics anl
the companies who manufacture them, in January of \*t*b,
Optotech, Inc., of Colorado, will intronuce WQRrt (write
once, read mostly memory), for personal computers. The
ability to write data on the disk, once more within tre
computer is the difference oetween worm and CD-sow. Thus,
once data has been written, the device necomes a read-only
device. These devices are currently unner develooment , and
are to be introduced in the near future into the
marketplace,
wppm will be used for internal databases such as enn-
of-year financial data, inventories, customer lists,
parts lists and other laroe collections of iat^
developed within a personal computer. Tne Uototech
5984 is the WORM drive designed to interface to tne
oersonal computers. Its aouble-sided 4oo-meaaovL* nts<
offers 800 megabytes of on-line storage. The cost of *Of '
when volume production begins is about the same as * ;o-
megabyte Winchester drive, representing a five-fold uecf^s*
In the cost per stored bit of data CaDproxi^ately , S , 1 -J ner
megabyte) [Ret, 1.9]
,
This write-once data storage disk is approximately on?
and one-half years ahead of the multiple-write oDtical data
storage disk. Recently, verbatim Inc. of Sunnyvale,
California, announced the successful completion of the first
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of three development phases of a muitiole-wri te
ODtical data storage disk. The development of
acceptable media could lead to relatively rapid
introduction of this type disfc. The anticipated
introduction date is early 19R7. The major candidate is
maaneto-ODtic recording, which is discussed in tne next
chapter.
F. MATERIAL REQUIREMENTS
The desian and fabrication of optical data st<">raoe media
are seen as the most critical factors In determining the
ultimate usefulness of hiqh-density optical data
storaae. For data-processing apolicat ions , this fact
reflects tne current status of all tnree ^eii'i
classification, although to different degrees.
This optical media must deal not only with the generic
Issues of high-density media characteristics such as media
resolution, noise, micro defect and Integrity, but must
also meet so^e basic requirements of material properties
that are unique to optical data storaae, such as g o o
d
reading and writing capabilities, and an acceotaole data
rate. Finally, of major importance, there are media lifetime
and fabrication cost.
Glass was the first substrate that could be prepared
with a quality of good surface, hiah stability snd lo* lit'R
(bit-error-rate). However, this quality was overshadowed ov
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COMPANY DISK DISK DATA ACCESS SYSTEM
CAP.* PRICE RATE TIME PRICE
STC 4 GB S140 3MB/s 85 ms $130K
HITACHI 1.3 GB S300 0.44 MB/s 250 ms $1000/mo.
NEC/3M 1.3 GB S250 0.8 MB/s 450 ms S13.500
GPTIMSM 1 G3 S100* 0.53 MB/s 150 ms S6000**
* Per Side
** OEM Quantity
Figure 19b. Current Write-Once Optical Data Storage Products
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its cost, bulk, and fragility. Glass is an excellent
candidate for archivability.
Polymers, on tne other hand, low surface quality 1ue
to tne molded surface's design. Therefore, a careful desiqn
and process control are needed to achieve good surface
duality. The ability to directly pattern the surface with
positional reference data as wellto Drovide low cost and
high stability, present significant motivation to develoo
the required fabrication technique and control. Tne mass
production is already underway.
The aluminum dis< substrate used in "incnester drives
represents an intermediate cost alternative to alass
and polymeric substrates, while offering excellent-
dimensional and cnemical stability. However, * spin
coated surface layer must be used to achieve aood surface
quality. Also, the format and positional reference cjata
must be "burned in" after the disk fabrication, wnicn is a
time consuming and potentially costly procedure. AluminiM
alloys are the nest candidates for hian performance
t R e f . 2 0).
Currently, the tellurium-based alloy arrears ro offer
the best combination of aforementioned properties, * h i 1
e
includina sensitivity adequate to meet tne necessary
requirements. Chen et al. (Ref. 21] nave reporte-i a 2"3%
Improvement in writing sensitivity for tellurium-oased
(Te) materials relative to polymers. Te-based alloys are low
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melting materials, that are easily sublimable, decomposable
or vaporized by the laser heat. Also, the Te alloys has
adequate archivabili ty (over 10 years). However, due to the
high cost of fabricated Te-alloy film (sputterino is
employed), and the nature of its properties, (i.e., it must-
be handed very carefully, since it is poisonous), Polymers
are goinq to be the leadina candidates for optical recordina
media.
G. FEATURES AND BENEFITS OF OPTICAL PECOKDING
Figure 20 illustrates features and benefits for
optical data storage recording [Ref, 53, A vej-v imDortanr
feature not depicted is that the media in ootlcai recording
is encapsulated; that is to say, it is protected fro-,,
contamination. The main function of encapsulation is to
keep particulate matter away from the plane of focus at
the information storaoe layer in order to minimize its
effect on reading quality, particularly BE8, a second
function is to shield the storaoe layer from
potentially corrosive materials, such as water vapor In the
surrounding of the disk, a third function is to Protect it
from user abuse, whether the abuse is intentional or not,
H. LIMITATIONS
T^e total data storage density (the areal density) is
the product of the lineal data density along the recorded
track and the track density in the radial direction.
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Optical recording has the followlnc inherent limitations:
lineal density - 300K bits per inch (3PI), track density -
24K tracks per inch (TPI), and hence areal density of 9 *
10 to the 8th track revolutions per square inch CTRP1),
the lineal density is limited oy the readout or
Diayback step of the optical recording, since the finite
resolution of the reaa bean results in rac-idly iiTinisnina
plavback signal amplitude. In order to accomplish the
above lineal density, the demands on disk flatness and
focus servo performance can indeed be very challenging. Tne
track density is limited oy tne finite diameter of tne read
beam, which results in an increased crosstalk siunal
(external noises) from the adjacent tracks as tne tracK
separation is reduced [Ref. 22],
I. FUTURE TRENDS
The trends in the optical recording are three. The first
trend is to imorove the areal density. This can b *
achieved by the development of an enhance 1 servo
control system. Tnis is essential, since a nian decree
of accuracy is renuired between tne position of the nead am
the location of tne data on the media surface.
The second trend is to improve the data transfer rate.
This can be accomplished by the use of integrated arravs of
lasers. The multiple, independently modulated output beams
of the array are focused within the field of view of a
9H
Features Benef its
Increased on-line capacity for optical
designed applications








Lower cost per on-line MB
Justifies keeping must larger amounts of
data on-line
Have files on-line for applications which
have a high payback but which are not now
computerized
Lower cost per off-line MB of media storage
Store data that is presently not machine
readable
No staging
Portability of large amount of data from
on-line to off-line and vice versa
Remote distribution of large files
Reduced handling and exercising costs
Fewer media errors in stored data
Because of density and removability, now
able to access randomly files that were
cost prohibitive on magnetic disk
Improved information retrieval
Protection of permanent data; no chance of
accidental erasure or change
Reduced physical storage costs - 93X
Reduced Number of mounts at least 40:1
Reduced floor space per on-Une MB for drives
Hardware
- 3MB/SEC Oata Transfer Rate
- Outboard Indexing
- Track buffer
- One control module per drive
- RAS
- Error checking when data written
- Error checking when data read
- Optical heads positioned a thousand times
higher than magnetic heads












Know when to copy platters for data integrity
Figure 20. Features and Benefits of Optical Storage
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single objective lens, and the data are recorded and
retrieved in parallel from several adjacent trac<s at
the same time. The use of the laser array should permit
an extremely hiqh data rate (> 10 mb/s) to be achieved
without placing excessive demands either on dlsfc rotation
velocity (and therefore servo oerf ormance) or on the output
power levels of each Individual laser within tne arrav.
The third trend is to increase the siqnal-to-noise-ratio
(SNR). This can be accomplished by increasina tne read oea^
power proportionaiiv to the critical threshold power that
may damaoe the tractc. This increase in the reai po*er
results each time that the data rate is increased.
Increasing the data rates requires a corresponding increase
in the read beam to maintain SNR, Tnis can op
accomplished by utilization of more suitable storaae medium
CRef. 22],
Figure 21 depicts the future trends for the optical
recording, and includes hard and soft magnetic dis* storaap
technoloqy for comparisons. For each tecnnolooy, t^ere are
two columns of data. The left column of fioures represents
the maximum, while tne right column of figures Is the
minimum.
J, THF SUMMARY
The prospects of the optical data storaoe have continued
to strenqthen and qrow durino the past fe* years , as
significant develoDments occurred in almost every facet of
this technology, ODtical storaoe has received a tremendous
impetus from the introduction of the Sony CD, digital, audio
disk. This consumer Item not only has created a broad
acceDtance of optical disk devices, but, beina a hian volume
product, has created mass-Droduction components applicanle
to dioital storage devices.
The ootical data storage continues to demonstrate the
potential to become an important factor in the field of
high-capacity on-line storage for databases. Reai-only and
write-once technologies, which are laroeiy complementary to
the existing conventional storage, are already emerging into
the marketplace. 7ne erasable disk technology systems
continue to demonstrate progress, and may one day oe an
alternative to conventional magnetic recording devices.
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Hard Mag Disk Soft Mag Disk Optical Disk
Data Transfer 100 24 100 24 100 24
Rate (MBit/Sec)
RPM 19000 4700 9500 2400 9700 2400
TPI 3000 1200 1500 750 38000 38000
Platters 4 4 1 1 1 1
Access Time (ms) 7 15 20 40 15 30
Capacity (GBits) 5 2 1 .5 15 12
Removable No No Yes Yes Yes Yes
Cost 24 4 5 1 30 12
5 1/4 - INCH DISK
Figure 21. Future Trends of Optical Disks vs. Magnetic Disks,
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VI, IUE t!AGKEXU-Q&XIC 2SCQ&B122
A. AM INTRODUCTION
The main developmental thrust in mint inle-write
data storage (i.e., erasable oDtical data storage) is the
magneto-optic recording (MOR), As its name implies, the
magneto-optic recording is a combination of conventional
magnetic and optical technologies . This recording nas been
around for over fifteen years; but due to unsultaole
media, it has remained dormant until recently. However,
tne introduction of newer, rare-earth transition metal
(RE-TM) films, which possess vertical anisotropy (ana nence,
the maanetic domains are normal to the film Diane), nas
placed tne maoneto-optic recording research and ieveionment
into the forefront.
The MOR Process is nased on two *el)-known Physical
Phenomena, the Curie effect and the Faraday effect.
The Curie effect Involves raising the magnetic material to
a specific temperature, where the material is most
susceptible to magnetic cnanae (i.e., it is demagnetized )
,
The Faraday effect is the change of rotation of oolanzei
light as the light passes tnrough a maanetized medium. Tne
light can rotate left or right, accoraing to tne direction
of maanetization. In effect, when the light is reflected
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from a magnetic surface its polarization Is chanqed to
reflect the magnetization of the surface,
MDR has advanced to a stage where it has created a
surae of enthusiasm. This chapter Includes its principles
of operation, its architecture, and its technological
implications, which include media, features, benefits,
limitations, arid future expectations,
B, BASIC OPERATIONS
The recording process in magneto-optic filns requires
the simultaneous application of a bias (externally aoolied)
magnetic field ti oe directed oppositely to the initial
film magnetization, toaether with a localized neat Dulse
to be supplied by the focussed recording laser beam,
Fioure 1.2 shows schematically how mor work's [Ref. ?3), A
beam of light from a laser is focussed onto the surface or.
the perpendicularly thin film causlna the film to
increase in temperature, to the Curie point, in tne area of
the laser oeam, Tne localized increase in temperature causes
a localized decrease in coercivitv, thereby allowing tne
bias field, which is applied antiparallel to the original
maqnetization direction, to reverse the direction of tne
magnetization in the neated region. On cooling, tne reverse
magnetized domain persists. Thus, the writing occurs.
The same nagnetlc nead is used both for the writing and
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(In) A locussed lfUK»r honm raises Hie local
temperature of the medium so thai the applied
magnetic Hold Is nlile to wrlto a reversed domain,
(lb) The domnm is erased by llio same, process, now
nldod by an oppo3itcly-diroclod magnetic Held.
Figure 22. The Magneto-Optical Recording Basic Operations
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laser beam utilizing the Kerr effect. The Kerr effect
results In a small rotation and some ellipticity beina
introduced into the reflected component of the read beam.
Thus, when light is directed to a maqnetizea surface, the
Dolarity of the light beam changes sliohtly, upon *eing
reflected back, the light whose polarity has changea due to
the effect of the magnetization of the magnetized area,
rotates sliohtly. This rotation is nearly undetected from
,05 to ,3 of a sinole degree, but it Is enouqn to oe read ov
an optical device.
The erasure process is essentially equivalent to that of
the writing process, except that the direction of tne
externally applied bias field is reversed. Due to
soeed limitations on switching Ci.e,, changing direction
of the current) the relatively large magnetic field, one
revolution is used to erase the sector (i.e., set tne
magnetization to the zero direction) and a second
revolution is used to *rite the ones on the disfc,
C, MATERIAL REQUIREMENTS
Amorphous, rare-earth, transition-metal tRE-I' 1 ) thin
films are the most widely used media for W0R, *OF
storage technigues in these amorphous PE-Tm films have tne
advantages of hiqh-bit density and contactiess *rite,
read, and erasure operations. High-bit density is
accomplished via the storage of data in a sequence of
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magnetic domains, while writing and erasure is performed bv
a local temperature rise in conjunction with a low external
magnetic field. Although such materials are erasable and
rewritable, they can still achieve recording densities
comparable to those of write-once optical oisks. These
materials are f errimagnetic in behavior, that is, the
magnetization persists even when the aopllea field is
reduced to zero (i.e., it possesses a spontaneous magnetic
moment). In gadolinium-cobalt (GdCo), Gdf e , and terbium
iron (TbFe), for instance, the magnetic moment of the
rare-earth atoms (Gd or rb) aligns antiparaliel to the
magnetic moment of the transition metal (Co or Fe), Since
the temperature dependence of the two rare-earth and
transition-metal magnetizations are different, it is
possible to Droduce alloys which exhibit a temperature
where the rare-earth and the transition-metal
magnetizations are egual and opposite so that t*e net
magnetization goes to zero CPef, 24],
These RE-TM materials are also quite staple aaainst
applied fields and at moderate temperatures. They havn
nigh cohesivity, and they can be used for archival storage,
although more testing is necessary to ensure yreat a r-
than-f ive-year archival storage.
There are various combinations of RC-Tm elements
suitable for mop. Gadolinium-cobalt films were studied
early on for this application but Imamura determined that
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it was easier to stabilize magnetic domains in GdTbFe
(Gadolinium Terbium Iron) films [25J, This marked the
beginning of the use of ternary alloys in order to
optimize the magnetic and magneto-optical properties,
GdTbFe films nave remained the most popular films for mjb.
The advantages of GdTbFe films are that they are amorphous,
f errimagnet ic , have good Kerr rotation, and moderate
Curie temperature. Thus, RE-TM films nave the performance
and stability required for vor.
There are also other classifications of films which are,
although suitable, not entirely optimum for toOft,
These are the polycrystalline films, of which Coee is
the most comrnon. These films have higher conesivltv
tnan the RE-TM films as well as better SNR (35 decioels
a decibel, dB, is a unit for measuring the relative loudness
of sounds, from a range of 1 to 130, for CoFe as compared to
45 dP for GdTbFe - The optical media storage guidelines is
45 dB), T hi s results in lo*er BCR, But these films nave many
problems of which stability is the major, ou e to their
intrinsic properties, these media are relatively
unstable,
D. FEATURES AND BENEFITS OF HUR
The N'QR technology is an attempt to abstract from the
conventional recording the experience and Know-now and
from the optical recording the high-density capacity and low
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cost. The following are some of the major features and
Deneflts of mor:
(1) as media RE-TM alloy are the leading candidates,
(2) multilayer interference coatings are important
to achieving adeguate SNR,
(3) the cyclability is good, oreater than 10 to the
7th cycle reoorted,
(4) the data retention is good,
(5) the drive technology is in place today,
(6) an overwrite requires a sequential erasure,
followed by a re-write,
(7) tne stability of the RE-TM films is adequate,
(R) it nas the similar performance of the optical
recordina and the erasability of the
conventional recording,
(9) it has removable/portable caoabilitv, and
(10) the nondestructive readout is achieved ov the Kerr effect
Figures 23 illustrates three of the major companies
who are developino MUR products, alona with its salient
characteristics. Although IBM is no^ included in Figure 21,
it has recently joined tne nuest in the development of
maaneto-opt ic disKs. The leading contenders are currently
Sharp/verbatim, 3«, and Matsushita IRef. 20],
E. LIMITATIONS
Experiments nave shown that the performance of the
magneto-ODtic recording media is currently limited bv
system parameters, such as laser wavelengtn, and the
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Sharp 3 M Matsushita
Reao/Wr i TE
Wavelength 780nm 820nm 830nm
Media GdTbDyFe - GdTbFeGe
quaorilayer quaurilayer bllayer
Disk
R T A T ION
RATE 900 RPM 1860 RPM 1800 RPM
Data Rate 4 M b / s 16Mb/s 4 M b / s
Record Power 4.8 mW 10 mw 9 mW
Read Power 1,8 mw 1.5-3 mw 1,8 hW
Playback CNR
(30 KHZ) 4 D B 50 DB 49 OB
No. of Cycles - - >10 7
Figure 23. Performance Characteristics of Magneto-Optic Media,
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numerical aperature (size of the openinq) of the focus
lens. Since the size of the pits on the media is
determined by the division of the wavelenath ov the
numerical aperature and the multiplication of a constant
(.56), the best that can be achieved is a wavelength of P2C
nanometers, and a numerical aperature of micrometers to l
micrometers. Hence, oDtimum values are not utilized [Pef.
23]
.
Moreover, since the size of the pits, which is one
primary factor that determines the oit density alonn the
track, is limited, the density capacity, unic^ Is
equivalent to write-once optical aensity capacity is also
limited. The other primary factor that determines the
bit density is the number of bits per recorded oit, re
total disk capacity of an optical disk depends on the number
of bits that can be stored on a sinole revolution (track) of
the disk and the total number of revolutions (traces), The
malor factors that determine the total number of tracks ar?
the size of the disk and the track-to-track soacina, which
must be sufficient to reduce crosstalk oetween t h e trac<s
to an acceptable level, since Simp does limit larqe oit
length.
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F. FUTURE TRENDS AND POTENTIAL PROBLEMS
The future trend of the magneto-optic recording is to
increase the areal density, which is similar to *rlte-once
and read-only technologies, and ennance SNK. Rothcnild,
president of the Rothcnild Consultants Research Fir*, claims
that SwR can be easily enhanced by utilizing error
detection procedures similar to formattino a hard disk.
Hence, high error rates, due to lo* S*R can be eliminated.
w ost of the technical difficulties encountered with the
MOR technology reside at the media level, A process used
to create lo* volumes of distcs in tne laboratory under
ideal circumstances is not easily adacteo for mass
production of thousands of disxs per hour. Probably, tne
two major difficulties in mass production is controlling the
thickness of the recordina layer and quaranteerina tne
integrity of the written data for a minimum of 10 years.
Therefore, a better amorphous suostrate material is
required, until the introduction of a better neilum, the
only way of ensuring data integrity that once nat'j is
recorded is to protect the layer from oxidizing. "oreover,
a question to oonder is the importance of a greater than in
year arcnivability CRef. 26],
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Figure 24 depicts the MOR status. Figure 24a illustrates
aDPlications for this technology in comparisons with other
technologies,
Kagneto-opttc drives win be used in a large
variety of applications, from memories for small
portable computers to mainframes with large on-lir>p
databases. Some possible uses include:
(1) an inexDensive replacement for mainframe
peripherals (1 to 2 GByte),
(2) an archival back-up for those peripherals,
(3) a replacement for small wincnester
drives (,0b to ,3 GUyte),
C4) an archival bactc-up for Winchester or for
magneto-ootic drives, and
(5) an on-line mass storage system that combines
removability with random-access and
terabyte caoacity,
G, SUMMARY
Magnetic-optical memory products are expected to he
introduced into the marketolace in 19So. **en this
does happen, the mof. technolooy will have an enormous
impact on the desion of future digital data storage
systems, especially personal computers,
magneto-optic drives will combine large storaae density,
low cost, random access and erasafcility with removability,
Pemovability is particularly important because it win
enable a drive to be used with anv medium, wnether it be










CANON GdTbFeCo - - 45 7/2
DAICEL GdlbFc - - 50 5/1
MEI GdTbFeGe (P)(rM) 250 0.3 49 9/1-8
NUK GdlbCo (P)(G) - 0.75 40-43 10/1
NIKON TbFe/GdFeCo (G) - 1.25/0.3 48/55 8.7/3.7
OLYMPUS/K.DI3 GdlbFc (P)(PM) 250 0.3 48 7/1.1
PHILIPS GdlbFc 258 0.125 44 8/1
RICOH TbFcCo - - 45 -
SHARP GdTbDyFe (P)(G) MO 0.50 50 5/1
SONY/KDD TbFcCo (l')(PM) 320 0.25 52 7/1
3M RF-IM 300 2.0 >50 12/3
XEROX RF-l'M (A) - 1.25 56 8/1
P - Prcgroovc: Pm-PMMA: O-Olass: A-Aluininuin Substrates
Figure 24* The Magneto-Optic Status
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Figure 24a. Applications for Magneto-Optical
Storage in Comparison with Existing
Magnetic Systems.
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MOR drives will be multifunctional, thereby allowing
software to be sold on read-only disks, back-up to dp
performed on either erasable or non-erasable dis<s, ani
erasable disks to oe used on-line for system functions.
Inexpensive MOR drives are now practical because of
advances in amorphous RK-TM films.
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VII, liiC 3m£E ESCQECIfclC lECaiiGLCCIES
Two other recording technologies which are not as
prevalent as conventional and optical recording
technologies are the kAM (random-access memory) and the
Bernoulli cartridge. These technologies, esueciallv c am, do
not have the high-capacity potential and low cost of tne
conventional and optical recording, However, they do have
other superior characteristics. This chapter introduces
these two technologies and their operation, characteristics
and useds.
A. RAM
In early computer systems, memory technolooy was very
limited in speed and hioh in cost. Since the 197u*s, the
advent of high-soeed random-access metnory (nAM) cnlns has
significantly reduced the cost of computer main memory
by more than two orders of magnitude. Chips no ian a r
than 1/4 inch square contain all of the essentia]
electronics to store hundreds of thousands of Dits of data
or instructions.
Although the PA" acronym indicates the random-access
capability, it is actually a misnomer, since almost
all semiconductor memories except for a few special types
can be randomly accessed. A more appropriate name for
117
this memory would be a read/write RAM to indicate that
data can be written into the memory as well as be read
out of it randomly.
There are two basic tyoes of rams, static and
dynamic. The differences are significant:. The HAM type
refers to the structure of tne actual storaae circuit use'i
to hold each data hit within the memory chip, A dynamic
memory uses a storaae cell based on a transistor and
capacitor combination, In *hich the data is represented
hv a charge stored on each of the capacitors in tne
memory array. The memory qets the name dynamic from
the fact that the caDacitors are imperfect and *ill lose
their charae unless the charae is repeatedly reolenisned
(refreshed) on a reaular basis (usually every 2 ms). If
refreshed, the data will remain until intentionally crianqe-1
or the power to the memory is snut off, I h e y reiuir**
supplementary circuits to do the refreshing ani to assure
that conflicts do not occur between refresh inq and normal
read/write operations, Althouqh they do have to contend -* i r. t^.
these extra supplementary circuits, dynamic *A"5 still
require fewer on-chip components rer bit than do static
RAr*s, which do not require refreshina, Since dynamic KV's
do require fewer components, it is oossiole for men to
achieve higher densities tnan static RAMs. Tnese nlgher
densities also lead to lower costs per bit. static HA^s, in
contrast, do not use a charge-storage technique; instead,
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they use either four or six transistors to form a flip-floo
for each storaqe cell. Once the data is loaded into the
flip-flop storage elements, it will indefinitely holi this
data until it is purposely changed or the power is shut
off. Static RAMs are easier to design, Tnev compete well in
aoplications where the memory requirement is not too qr^at,
since the cost of the smaller memory is not overwhelming.
There is another trade-off to be made with random-access
memories. In addition to the choice of dynamic vs. static
types, there is the choice of VOS ("etal oxide
semiconductor), and oirolar Chios. Bipolar -fevicps
are faster, and provide better oerf ormarce , but rx&ve
not yet achieved the hiqher densities and nerc*» tne lower
cost of mos, as well as its lower power consumption.
In order for the R A a technoloay to bp v i a o l p as an
alternative to on-line hion capacity media storane, this
technolooy must have the caoanility of niah caoacity. In
terms of capacity, since the early 1970s, *nen a rtA M
oensity of IK (1024 bits) per chip were introduced,
improvements in semiconductor processinc an^ circuits
desian nave made Practical an increase in density. This
increase went to 4K bits on a chip to LbK bits, an'i in 1980
to 64K bits. Limited production of dynamic PAMs 25b* bits
began in 1903,
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Samples of dynamic and static RAM devices ana prices are
as follows CRef . 27]
:
(1) Fairchild has introduced a 45 ns KOS 64« x 1-bit
static Ram for $ 90,00;
(2) Integrated Device Technology states that its
64K x 4-blt static Ram will deliver access times
on the order of 45 ns end cost less than $ 1000.00;
(3) Hitachi states that its 25 ns MOS 64K x 1-bit
static RAM is the fastest available and will
cost $ 6R.50 Cin bulks of 10,000);
(4) electronic Designs' 16K x 4-blt mos static ram
has an access time of 55 ns and costs
$245.00 (in bulks of 100);
(5) Ioshiba intends to market its 45 ns,
64K x 1-bit mos static ram in Nov 1085
for S 30,00 each;
(6) Toshiba and vitelic are both introducinn
1 M x 1-bit mos dynamic RAM at the end of
tnis year. These devices employ geometries
of less than 2 microns to attain access tiTies
less than 100 ns,
B, RAM CHARACTERISTICS
Some of the characteristics of MOS*»based RA*1 are;
(1) Consumes little Dower;
C2) hoes not usually reguire back-uo;
(3) Very fast, with access speeds below loo ns;
(4) Ideal for systems that write a lot, but stores
little;
(5) Very expensive;
(6) Areal density is 10 to the 4th bits oer snuar? inch
for 64K bit RAM, and
(7) 256K bit density, with 1M bit density in the wings,
A new type of RAM that Is gradually making its mark on
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the market Is the nonvolatile RAH. Nonvolatile memories are
a most Interesting and active segment of memory
technology. These devices retain their contents even when
the system loses power. This type of nonvolatile SA W Is
actually nothing more than the combination of the
flexibility of the RAM with the permanence of the RDM (rea^
only memory), when power is removed. The result is that, for
every stored bit there are two memory cells, on? of which
is volatile and the other nonvolatile, Durina normal system
operation, the nonvolatile RAM uses the volatile memory
array, but when it receives a special store signal, data
held in the RAM area is transferred into the nonvolatile
section. Thus, the RAM section provides unlimited read
and write operations, while the nonvolatile section
provides back-up when power is removed. The dra^nacks to
this almost ideal memory element are twofold, First, It
wears out. That is, the electrical process use^ to store
data in the nonvolatile array causes a steady deterioration
in the ability of the memory to retain data for a
guaranteed period of time. Currently, av*ilaole
capabilities range from about 10,000 to over 1,000,000 write
cycles, but many times that numoer are needed for
general purpose use. Second, nonvolatile RAms have only
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reached 4K bits, with smaller amounts already flndina their
way onto single-chip microcomputers CRef, 29],
C. SUMMARY OF HAM TECHNOLOGY
The possibilities of RAM technology of reoiacina
soinninq media is remote, although the microprocessor chin
technology continues to improve. Production of 25^n cnips
is revving up earlier this year, and tne 5i?k chio is
already a step-child of the much heralded meqaoit chip,
which is being introduced now.
Hight now, although large semiconductor electronic
memories are availaole, the cost is Prohibitive. Intel's
FAST 382b, a 12 mp to 144 MB RAM disk system, which is made
up of 64K chips, is priced in the S 100,000.00 range [Ret,
29], In the foreseeable future it seems that electronic
memories are not close to the cost oer megaovte offered
oy the spinning tecnnolooies . For example, utilizing the
highest density available today (256K),to put together a
10 KB memory with 25t>* RAMs. It will eventually get oown to
anout $ 5. on per chip and a total of 320 Chips will he
needed at a cost of $ 1600.00 for the chins and another $
inoo.no to put them all together, & total of $ 2600,00 as
compared to S 350 , 00-$4S0 . 00 for a 10 mb Winchester disk,
However, if the densitv is not important, the cost is of no
concern, and the speed is of utmost important, volatile ka 1 '
is tne best alternative.
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D. BERNOULLI CARTRIDGE
in 1991, three IBM employees left Big Flue to start
their own company In Utah, the Iomega Corporation, to
manufacture what they believed to be the Ideal nass
storaae system disk, the Bernoulli disk. Tne Fernoulli
disk has the best attributes of floppy disks and naru disks
witnout their shortcomings. Floppy disks, for example,
trade low storaqe density and long access tia>es tor
portability, ease of backup, and low cost, hard dis^s, on
the other hand, trade sensitivity to dirt and shock for an
increase in storaae capaniiity and speed.
The Iomega Corporation's Bernoulli disk, tne Alpha to,
is an eiaht inch, cartridge-loaded flopny disk that holds t"
megabytes. The maanet.ic medium is only a three mil thick,
mylar floppy disk, unlike a normal floocy, tne Aiuna 10
disk is housed in a maaazine-sized olastic cartridge.
The cartridge, li<e a Video cassette, automatically closes
up when removed from a drive, wnicn protects the disk fn T
contamination, Wnen the cartridge is inserted into t'r.^
drive, the disk is exposed to a flat Plate over whicn it
will fly (around the) snindle and move close to tne
read/write head. The drive is given staoility and tne close
head-to-disk clearance crucial to hiah storaae density




Daniel Bernoulli, a Swiss mathematician, observed more
than 200 years aqo that the oressure of a moving fluid
is inairectly proportional to its speed, if a disk, spins
close to a stationary surface, a negative pressure is
generated between the two and the stabilizing effects
cause the disk to fly at a determinea distance aoove the
rigid Bernoulli plate. Another application of this
principle is in the head design. The read/write n^ad
in the Rernoulli disk is stationary and protrudes throuon a
banana-shared slot in the Bernoulli plate, me ne<v>
mounting bracket is shaped so it orotrudes a few
tnousandths of an inch above the plate. These "bumps" jr.
the nlate cause the secondary area of t^e Bernoulli
effect, drawing the distc even closer to the head, ^nicn
has a 4 to 7 microinches of clearance.
The advantages of this scheme are obvious. because
the disk flies, r a t n e r than the head, disturbance of the
device causes the disk to lose lift ana fall away froi tne
head, ratr^er than toward it. Hence, tne head can not. cr->sn
with the Bernoulli disk.
Figure 25 illustrates the Rernoulli pumping effect iKef.
30], The Bernoulli technique takes advantage of the
rapidly flowinq air (i.e., the air next to the surface of a
rotating disk), hioh dis< rotation speeds, and megaovte
data storage of a floppy disk. The rapid rotation of the
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disk generates an airflow that pulls the disk surface toward
the drive read/write head. The shape of the drive
head, however, is engineered to prevent the disk surface
from actually touching the head. As the dis< surface
approaches the head, an air bearing of less than ten
microinches forms, holdina the disk away from tne neaa.
Figure 25a depicts the three types of products along
with tneir characteristics, A single, 10 vbvte drive costs s
2,695,00, A dual drive, 20 Mbytes costs s 3,b95.00. ^nen
two Aloha 10 drives are installed with a rower suoply In a
box, the result is the Bernoulli Pox, Figure 25b
illustrates the features and oenefits of tne Bernoulli dis*
drive,
F, SUMMARY
For small database systems, the Bernoulli disk driv^
offers a very viable alternative, Tne Iomega innovations
riawa created a system with a 24,000 bits-rer-inch aensitv,
a 300 t.rack-ner-incn track density, a data transfer rate of
1.13 meoabvtes Der second, a system latency of t"
milliseconds, and an averaae access time of 50
milliseconds. The storage of the Rernoulli disk is as/o
reliable, guiet, and quick as any Winchester ais< current.lv
available, and much cheaper. Better yet, the Bernoulli aisk
provides a crediole oackup facility for a Winchester




Figure 25. The Bernoulli Pumping Effect,
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BETA-5 ALPHA- 10 ALPHA-10.5
Drives 5 1/4 in 8 in 8 in
Access 65 ms 55 ms 50 ms
Time
Data Transfer 5 MBit/sec 1.13 MBytes/sec 1.13 MBytes/sec
Rate
Capacity 5MBytes 10 MBytes 10.5 MBytes












and Areal Density of any
Removable Disk Drive
100 % Interchangeability
Lowest Cost 10 MByte Cartridge
More Resistant to shock and
Highly Resistant to Contamination
Fastest Stop/Start of any
High Performance Drive
Only Disk Subsystem to
Conform to Disk Standard
(Size and Mounting)
Compatible with SCSI H/ W
and Protocol
Figure 25b. Features and Benefits of Bernoulli Disk Drives
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many floppy disks. They are also tough, Iomega
representatives nave thrown Bernoulli cartridges, which
cost $80,00 each, around like frisbees to demonstrate this
point. This disk is hard to beat when looking for a small




The conventional magnetic recording Is in a state of
renaissance at this time, with gains In density foreseeable
for at least another decade. For the last 35 vears, the
data storaae technology has been dominatea ny tne
conventional magnetic recording, and the rate of progress ir
the ar^al density, tne Key measure of inerit, has
continued undiminished, douDlina about every 30 months for
the last 30 years. The parameter which has Tiade this
possible has been the head-to-medium spacing, fchicn has
been reduced over the years from 25 microns to ,3 microns,
with current laooratory investigations now at
. \
microns. Also important has been the precision mechanical
employment, such as closed-loop servo systems, as well as
improvements of media utilized.
This continuing resurgence of the conventional
hi aonetic recording places increasinq pressure on tne
optical technoloqy. The pace of optical storaae devices
entering the marketplace has been rapidly
Increasinq, A siqnificant development was tne introduction
of DAD, and CD-ROM, These products will make the market
acceptance of optical read-only, write-once, and
erasable storage devices, easier, Aithougn storage
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devices with the capacity and removability of oDtical media
will clearly be needed in the future, conventional
recording will maintain its dominance wnile other
technologies will continue to flourish. In the next decade,
it seems that optical technologies may be used as a
complement to conventional recoraing, Aitnouon optical
technologies have many advantaoes over the conventional
recording, it is still an evolutionary technoioqy wnich may
ta<e time for user acceptance and mass production. rne
conventional recording, on the otner nand, is an
established and understood technology which continues to
meet- users requirements
.
Fiaures 26, 26a, 26b, 26c, and 26J depict the technology
comparisons of the conventional and optical recording in
terms of:
(1) density and data rate,
(2) access, capacity, and seek time,
(3) removability and cost of media,
(4) sturdlness and archtvaoil ity , and
(5) head»disk gap and track servo.
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MAGNETIC OPTICAL
33BO ULTIMATE MOOERATF ULTIMATE
(GaAs LASER. (RI.UE LASER
0.5 MA LENS) 0.85 NA LENS)
LINEAR*' 5 - I5K bPI >-IOKbPI - 35K bPI --flOK bPI
DENSITY
>3K TPI - 1GK TPI MOK TPI
>120Mb/ln 2 560Mb/ln 2 ^3200Mb/in 3







(!) ASSUMING (2,7) CODE AT 1.5 HITS/TRANSITION
(2) X N FOR N ELEMENT ARRAY, PARAiiFi. RECORDING
Figure 26. Density and Data-Rate Comparison.
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MAGNETIC DISK OPTICAL DISK
Direct Access Fast Medium
Sequential Access Medium Fast
Capacity Large Very Large
Seek Time 16 ms 85-500 ms
Figure 26a. Access, Capacity and Seek-Time Comparison.
MAGNETIC DISK OPTICAL DISK
Removability No Yes
Cost Medium Low
Figure 26b. Removability and Cost of "ledia.
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MAGNETIC DISK OPTICAL DISK
Shelf Life > 10 Yrs > 10 Yrs
Encapsulation No Yes
Figure 26c. Studiness and Archivabilitv.
MAGNETIC DISK OPTICAL DISK
Head-Disk Gap .1 urn 1000 urn
Track Servo Imbedded Substrate Surface
Figure 26d. Head-Disk Gap and Track Servo.
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IX. AU IJlXEQQUCIICii IQ JiQLEBU SQE2*AE£
Technological advances in the storaae and
distribution of Information have radically transformed
the manner In wnich decisions are made today. These
technologies have simultaneously exoanded the variety an-*
volume of information involved In aecision naming and
have accelerated the pace at which decisions nave to be
made.
Unfortunately, the phenomenal growth in technologies
that generate and distribute information has not oe*»n
matched ry a commensurate growth in technologies to
monitor, filter, and analyze huge volumes of information.
A technological imbalance nas been created pet^een the
technical storage media and the technologies needed to ma<e
effective use of the stored information. The result has been
an Inability to exploit the full value of information
gathered.
In this aae of increased attention to the problems of
information processing and utilization, one see<s tor the
formatted databases advances in techniques for data
abstractions models, structures, accesses, retrievals,
compressions and models, as well as differential files.
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Due to the unformatted nature of textual databases, one
seeKs different advances in natural text-processlnq for
capturinq, storing, and retrieving large volumes of
textual data. Machine text searching, automatic aostractino,
and automatic indexing of full text documents, and selective
dissemination of information are are now vithin the reach of
the user. Both the formatted database and text dataoase
techniques can be use effectively to wade through tne glut
of the available information and support tne decision
mafcina process of managers and users. These advances in
techniques can offer a great return on investment, iue to
tne numoer of programs and algorithms available in the
puolic domain, many of which were oromptei ov tne
intelligence community. New advances are still beina made In
the research, academic ana market places.
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X. Q&Z& AaSXRaCXIfiSi Z£Cti2iX2U£S
La abstsactioa hides the details of a set of algorithms
and data and allows aeneral and common properties of the set
of aloorlthms and data to reveal. Thus, the abstraction is
one of the main ways of structuring ano visualizing vast
aTount of data and very complex algorithms. It is usen to
obtain categories of aloorithms and data and to combine
categories into more general categories. It has been used
extensively in computer science to reouce complexity and aii
understanding of algorithms and data.
An elementary form of abstraction distinguishes bet*»»en
the tckaa leuci and the t¥Q£ laual. a tafcaa is an actual
value or a particular Instance of an oolect.
Abstraction is used to define a tusa from a class of
similar tokens.
In terms of database objects, the abstraction is used in
two ways: generalization and aggregation [Ref. 313.
In generalization, a set of similar tokens or a set of
like tyoes is viewed as one generic tyoe. The token-type
generalization is usually differentiated from the type-type
generalization. The former process Is referred to as
"classification", while the latter process is called
"generalization". For instance, viewing a set of
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individual emDloyees as one generic type, employee, Is
considered classification, wnile viewing the tyoes of
employees and students as one qeneric type, person, is
considered generalization.
The classification of tokens enhances understandina oy
allowing individual tokens to be grouped into types. Tyoes
can be further generalized into other, more oeneral types,
3y using classification and generalization, the emphasis is
placed on the similarities of objects and tyoes vniie
abstractinq away their differences and details. Fiqure 27
illustrates this distinction.
An aagregation is tne abstraction by which an object is
characterized by its constituent objects. For instance, a
person can be characterized by his name, address, dni a rie.
The aqgreoation can be use either at the to<en level or at
the tVDe level. For instance, the type employee car, be
characterized by the types: name, ace, and address. ^n
agqreoation at the type level portrays a set of
aqgreaations at tne token level of the constituent types,
Fiqure 2n Illustrates this*point,
Abstractions have been used informally in cata
management for a lonq time, l*hile the aggregation is usci
durino the file desian to group fields of different data
types in a common file, tne aenerallzat ion is nsea bv
introducina the notion of a file as a generic record type
representino the properties of manv records, Moreover, tne
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record type has semantics and is no longer an uninterpreted
set of records.
The abstraction can be used both with the bottom-up
approach or the top-down approach, Usina tne oottom-uo
approach, an abstraction can be viewed as a synthesis of
simple objects that, enables one to understand a complex
object. Starting with onserved data, i.e., the tokens, to
which one applies the classification to produce tyres, the"
the oeneralization and aaaregation can ne used to group and
structure types into new aeneric and aggregate types,
Alternately, tne top-down aporoach may be used to
decompose complex tvpes. Starting with a complex tv/c-e, it
can be decomposed into its components, through
soecializatlon, which is the opposite nroc*»ss to
generalization, an-i instantiation, which is tne opposite
process to agoreoation, to the token level. Tyoically, the
bottom-up approach is used to understand a complex
phenomenon and the top-down approach is u s e <i to uesiun a
complex object, Both methods can also oe used tcqether.
These two abstraction techniques are generally oresent
in most data models. Some data models first define tne
tokens of information and tnen give structurina principles
to combine and categorize them, while other data models
enable tne user to specify complex types *hicn are
associated with constituent types and eventually «ifh tokens
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Generalization is the Abstraction Technique by
which a Group of Objects are Generically
Classified
Example :
employee = generic [El, E2, E3 ]
El = employee § 1
E2 = employee # 2
E3 = employee # 3
Figure 27. Generalization
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Aggregation is the Abstraction Technique by
which an Object is Constructed from its
Constituent Objects
EXAMPLE :
employee = aggregate [ Nm, E#, Ag, Ad ]
Nm = name





of information. Abstractions are used to give meaning to
sets of objects, whether they are toKens or types.
A. CURRENT ABSTRACTION APPROACHES FOR STATISTICAL ABSTRACTS
The current approaches for statistical abstracts are
safflQllas (aggreaation) or aalisattinliiic (generalization),
Flaure 29 illustrates the difference between these two
approaches. SamDling is the selection of constituent
objects from the whole for an analysis and estimation of tne
nature of the whole, Antisampling is defined as tne
selection of a generic super set of the set in Question in
order to analyze the nature of the set.
In evaluating tne relative merits of sampling en*
antisampling, there are numerous serious disadvantages
to attemotina to estimate statistics on a population by
statistics on a random sample of that oot-ulation. Inere
are six disadvantages tPef, 32],
Firstly, sometimes, the oata nave been aggregated in
means, counts, and so on, as there nave oeen larcjp amounts
of data from instrument readinas in laboratory
experiments. For example, much of the published u,s. Census
data are in statistical forms to provide privacy protection
for an individual's data values. Sampling aggregated data
can be very tricky, and may not be possible without detailed
information about the data before tney are aggregated.
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Secondly, sampling Is Inefficient in a pagino
environment. Assuming that the sample items are randomly
distributed across cages, in exactly the same way tnat a
formula is used for any set randomly distriouted acres?
pages, experiments (Ref, 331 have snown that sampling is
going to be approximately the number of paaes retrieved
times less page efficient than a full retrieval of the
entire database.
Thirdly, random sampling is also inefficient even when
indices are used, Cependina on how the index is store-j, this
may require more temporary storage space for the pointers to
all the items in the set, and many index pane accesses.
Fourthly, samoiina is a poor way to estimate extre^u™
statistics such as maximum, mode frequency, anci oounas
on distributional fits, Fxtrema nave important
applications in identifying exceptional or oroDie-natic
Pehavior, Similarly, it is very poor for obtaining absolute
bounds on statistics, which are important for many
computer algorithms based on those statistics.
Fifthly, samplinn is restricted to the nature of the
sample itself, Given a sample, it is hard to speculate
about properties of a subset, suoerset, or sioling of that
set.
Lastly, a sample 1oes not have semantics. It is of
interest only as a sample and not as a set createci by set
intersections might be. As an alternative to samoiina, tne
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Example :
Anti-Sample 1 Anti-Sample 2
(e.g. Onions) (e.g. Ages 25-36)
Population P
(e.g. Onions Ages 25-36)
V
Sample S
(e.g. Ohions Ages 24-36)
(with middle SSN digit 5)
Figure 29. Sampling vs. Antisampling
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author in CRef. 343 suggests the creation of a mucn smaller
database, called a database ab&t£ac£, which is a collection
of simple statistics, such as means, maxima, etc., on
important and frequently as<ed data in the dataoase. The
database abstract preserves most of the statistical content
of the original data, in oroer to compensate for the above
disadvantages. This database abstract is the major element
in ant isamplinq.
In utilizing this abstract, the processina soeea can he
traded off for storage. Since statistical databases often
^&ve mucn redundancy in attribute values ana since
these statistics can be predicted by other attribute
values and statistics, they can be computed by proarams on
cheap processors, instead of expensive placing on secon.-jarv
storage, A number of "reasonable-Guess" rules can op used to
infer statistical characteristics of the oriainal tufa from
the abstract. This technique provides an estimate for data
in the initial stages of statistical analysis,
emphasizing ouicic and rough estimates and visual
displays. It directed towards hypothesis generation, not
hypothesis testing.
This approach, by the employment of a dataoase abstract
of preconputea statistics plus inference rules, overcomes
each of the abovementioned points and indicates as follows
tRef. 371:
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(1) The database abstract is an aggregation.
(2) Once set up, the database need not be paqed at all.
Paging of the aostract Is low, since it is nuch
smaller than the full database. Also, there are
usually many sets of statistics relevant to a query,
hence fewer retrievals are necessarv than the
retrievals for the same query without the statistics
on the full dataDase.
(3) Database index paaes are used efficiently for
the same reasons,
(41 Antisamoling nandles extremum statistics well since
it can use extremum statistics of the entire
database as bounds,
C5) Many rules explicitly address such cases as
extensions of a set to suoersets and
restrictions of a set to subsets,
(6) Sets in the database abstract have an explicit
semantics.
This approach provides a new alternative to s^mniino for
exploring a larqe data population at low cost.
B, AM OVERVIEW OF THE ANTI5AMPLIMG APPROACH
This top-down aooroach to low-cost estimations of
statistics on a large computer database consists of a
precomputed set of statistics kno*n as a aataoase abstract
and a set of inference rules, T his new approach starts with
a user and a database. The dataoase is nrpprocesseu to
create a database abstract, which is a collection of
simole statistics (the mean, maximum, mode frequency, ?tc, )
on important and frequently asked-about sets in the
database. The user interacts with an interface to the
database abstract, and asks the same statistical questions
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that he would ask the full database, If he had more time or
space. If an answer Is not In the database abstract,
an estimate and bounds on the estimate are inferred for
the answer from rules.
There are four dimensions to this rule taxonomy [Ref,
34] , These are:
CI) The statistical dimension, such as means and maxima,
(2) The characteristic dimension, such as exact
answers, bounds and estimates,
(1) Tne computational dimension, for example, wnat
forms of queries,
(4) The derivation dimension, for example, from where
the results derived. For an examole of tne rule
taxonomy, see Figure 30,
Given the disadvantaaes of the sampling aoproacn it
would appear that anti sampling approach onens un a oroad
area for future research, Antisamplina is not. just
another sampling method, but somethino tunaamenta 1 1 v
different, and subject to quite different advantages and
disadvantages than sampiinq, Althouqn some of its
advantaaes have been discussed, one disadvantaoe tnat nas
not been mentioned is tne amount of details tnat remains to
ne worked out, such as to increase tne number of rules and
to get better estimates.
Some new directions for further aoolications nave open
outlined, as well as extensions of this technique [Ref, 3^1,
Some extensions include rules for correlations, causations,
rules for intensional Knowledge, rules for prototypes,
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Rule : Largest Item in the Intersection
of the Two Sets cannot be Larger
than the Minima of the Maxima
of the Two Sets
Statistical Dimension: Rule for Max Statistic
Characteristic Dimension: Upper Bound
Computational Dimension: Intersection of the
Sets
Derivation Dimension: Basic Mathematics
Figure 30. Example of the Rule Taxonomy
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dependencies, quantifiers, and nulls. More sopnisticated
control structure can be readily implemented, ooeciai-
puroose hardware could improve performance of the system.
For example, obtaining tne database abstract is
computationally expensive, and special devices for
comnuting the basic aggregate statistics on tne database
might be very helpful, p e r h a d s as components in a i s
<
drives. Such devices would also imorove answer sneed for
arbitrary statistical ouerles on the database,
Moreover, since paging is a major cost in this system the
use of the read-only memory for the database abstract nignt
significantly improve its performance. This could be quite
cost effective for much used databases li<e tne LJf.S.
Census,
The idea of providing for the first tl-ne an
alternative to sampling, for estimating cnaracter ist ics
of a laroe data population at low cost, is very apoeaiinq,
C, CURRENT ABSTRACTION METHODS FPR CONTENT ABSTRACTS
The current abstraction methods for content
abstracts utilize caatcat analysis coaceata [£&£. 553, laea
ac& ssioaal-oatcaiao, caateai-aaieatad, claaeat actciaual ani
ialaaaaiiaa aeaciaual methods.
The content analysis is a process of delineatina oat
a sentence says. Hence, only humans can interpret am
fully comprehend the meaning of a natural language sentence
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that may be incomDlete, Idiomatic and valid only In the
context of the dialogical communication. Moreover, only
humans can apnreciate the differences in the wording of
sentences, or can easily interpret the jaroon.
In using this techniaue, the body of text that is to
become the retrieval database consists of sentences, ft
sentence means an Cnalisn sentence or partial sentence ^Un
no formal restrictions on its structure or oroanizat ion
.
Sentences are the foundation unit of wnich the database Is
comDosed because they are the basic unit of the hu^yn
communication.
Using the symbol-matchinq retrieval technioue, the
database is searched to locate the data element that
contains a certain symbol or a seouence of symbols, Unce
this symbol is located, the data element may oe rerrievei
as a whole or may oe subject to manipulation. An examole of
such a technique is the <eyword«inriexinq technique in vnich
the symbol being searched for is an fcnglish word.
However, this technique is not considered very viaole,
since the data cannot oe counted on to contain appropriate
key symbols for indexing, as in the case wltn the
example, "Hit the deck**,
with content-oriented retrieval, a data element is
identified accordinq to its content or meanlnq, ratner than
by the symbols or keywords. Too often, natural English
sentences may not be complete, such that a pronoun is used
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instead of a noun, which may be implied, For exa^mle,
"He was not able to continue", is a sentence that nas no
key symbols, and hence only content-oriented retrieval would
be aopropriate. Moreover, either the meaning of sentences
is conveyed by the style; or the comoosition is frequently
more important than the meaninq of individual component
elements. Considering the sentence "Time flies", the
meanino is entirely different when each word is
considered separately rather than jointly. The preferred
approach is whenever a content-oriented technique is used,
a symbol- matching technique is also used in conjunction
with it.
The content abstraction encompasses the following
two types of retrieval: element and information retrieval.
The element retrieval returns the entire data element
satisfying the query, whereas information retrieval returns
only the answer extracted from the data element. For
example, giving a database that includes tne following
sentence: "Company X will conduct a reconnaissance at 0600
hours", and the considering the guery, "*nat is Company x
doing at 0600 hours?" An element retrieval system would
retrieve the entire sentence, while an information
retrieval system would only reply with "reconnaissance".
Either retrieval technique is acceptable, deoendlna on
the outDut desired. The contents analysis technique is
performed on each sentence by filling in a standard
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abstract form (see Figure 31). The technique Degins bv
assigning an identification number to each sentence. Then,
the content of each sentence is analyzed; all applicable
properties are checked. These five properties are C D ef. i5] ;
(1) Type - whether it is declarative, interrogative,
imperative, responsive, exclamatory, and
acknowledgment , Type is anpiicable to every
sentence,
(2} Nature - whether it Is a reauisition, conclusion,
characteristic, valuation, or recommendation.
Nature is not applicaole to every sentence,
(3) Tone - whether It is affirmative, uncertain, or
neaative. Tone Is applicable to every sentence,
(4) tense - whetner it is past, present, or future,
A tense is applicable to every sentence,
(5) Mode - whether it is altering the characteristics of
the thinos that the sentence talks about, such as
ooligation, intention, permission, ability, risk,
and desire; occurring *ith certain probability
ana having a finite duration such as at the
beginning, somewhere in process, or terminating.
Mode is not applicable to every sentence.
Mode alterations, also Known as transformations, are
identified oy denoting every entity mentioned or impiiea in
the particular sentence with its identification
number entered in the appropriate blank. All attributes
(characteristics) applying to that entity are chec<ea.
Although this abstraction technigue appears to cover
the broad range of meaninq tnat can be contained in an
English sentence, there are, however, numerous
constraints with this approach. If an extremely detailed
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reflected all or most of the subtlety and complexity of the
natural English sentences, an extensive training or tne
great intelligence for the analyst would be required. If, on
the other hand, a sentence analysis scheme simple enough
for the low-level personnel is used, it could be too
inaccurate. Moreover, this schema is difficult to deal witn
sentences that have word usage errors, Also, semantic
interpretation depends on now gooa tne input analysis js,
and contents abstracts do reguire human intervention,
Tnis technigue can be enhanced Dy extending soir.p nt its
capabilities. First of all, the aostractlon form can dg
readily automated. Secondly, an inferential retrieval
technioue can be utilized when an answer to a uut»rv is
not directly contained in the database. For example, If -a
dataoase contained the sentences, "Company X is a cart of
battalion Y", and "Battalion Y is on maneuvers in
Honduras", and the query has been, "Where is Comoany <
?", a soohis ticated element retrieval system should ue
able to return tne t*o sentences concerning Company X
and Battalion Y, thereby enabling the inference that
Comnany X is probably in Honduras, rhircHy, the
wnole process can be automated, thereby saving time,
cost, and effort.
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0, THE AUTOMATIC DATA ABSTRACTING
Despite recent advances in technology, high aualitv
abstracts must still be produced manually. Consequently *
the preparation of abstracts and their associated indices
accounts for over half of the cost and time required tor
publication. Thus one must taKe into account the factors
of production time and cost when comparing the manual
with the mechanized abstractina methods.
Two alternative solutions exist to overcome the problems
associated with the manual abstract production:
CD Use author-prepared aostracts as a orerequisite
to publication,
(2) Mechanize the abstract production.
Abstracts from authors, although editors and puniisners
have in recent years *ade an effort to get good aostracts
from their authors, are of questionable value. Thus,
together with the increasing shortage of erualified
abstractors, the factors of time, cost, and value have
lent Impetus to a trend toward tne automatic generation
of abstracts and indices. This trend has caused Increased
emohasis to be placed on the abstract as the locus of aata
for automatic retrieval systems. This, of course,
necessitates the creation of high-quality abstracts.
1 , Sv&fcea assuitaacats
Some of the basic reguirements which an automatic
abstracting system must fulfill, include the unit of aata
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to be processed, methods of sentence selection, notions
of contextual inference, intersentence reference and
coherence criteria CKef, 36],
a. The Basic Unit of Data
A languaae processing program, for efficiency,
should consider the laroest indeoendent ite-n in its
database as its basic unit. Thus, in automatic
abstractina the basic unit is the original article. It
would be inadequate to consider any approach in which either
paragraphs or sentences are considered basic units,
because of the interdependence between these elements and
the remainder of an article, A urogram whicn
operates on 1 nterdeoendent units bears the ourien of
carrying data from one unit to the next. An automatic
lanauage processing program must also ne able to identity
and manipulate the elements of its basic data unit, wnpther
these elements be words, ph rases, clauses, or sentences.
o, Sentence-Selection Methods
In order to develop criteria for select In
a
sentences to form an abstract, it Is necessary to analyze
tne conditions under which various methods of sentence
selection are successful. It is apparent, however,
tnat an abstract can also be produced cy rejection
sentences of the original wnich are irrelevant to tne
abstract. Therefore, it is no wonaer that metnods ot
rejectina sentences also deserve intensive analysis.
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c. Notions of Contextual Inference
Caataxtual iu££t£BC£ Is the basic concept
underlying sentence selection or rejection. Thus, oiven a
data element (word or word string) witnin a sentence and
some surroundina context, using contextual inference, it
is generally possible to infer whether a sentence should
be rejected or selected for inclusion in an abstract.
Contextual inferences may be made based on eitner the
Physical arranaement of the elements of a document, called
the locatiao method, or on word strinos which co.Tnrise
these elements, called the cue method. These two ^asic
approaches to the making of contextual inferences ar^
discussed as follows:
CD Ihe LacatiQC £&Lha&, The location method
is based on the physical arrangement of the elements of
an article. This arrangement can be described in terms of
the location of a sentence with resoect to how lonn tne
document containing the sentence is, or in ter^s nf tne
location of phrases, clauses or words with resnect to
how lonq the sentence, containing tnese elements is.
The first location type, called sentence
location, is governed by the style of tne author or tne
editor, with general writing guides orovldina advice
about the placement of sentences within an article, Since
it is not possible to dictate the matter of the
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style, the location of a sentence does not convey an
uneaulvocal criterion for sentence selection or rejection.
The second location type is actually a
sentence description, since the location of Phrases ^n,i
words within the sentence is subject to grammatical rules
to wnich authors and editors adhere.
Since a sentence is a string ot words
terminated by a Deriod, question mark., or semicolon, tne
Punctuation, hence, plays an important role in tne
location method, Each Dunctuation mark serve? a
specific purpose.
Both tne auestion mark anH the semicolon
nave a rather unamnlauous use; the period, however, is used
in abbreviations, and numbers, as well as at tne enn of a
sentence. These different usaoes must be differentiated
in order to properly analyze sentences.
Commas, like periods, can also have several
uses, They can separate ite*s in series, r arentneticd i
expressions, and clauses, as well as occurring in numbers.
Serial or numerical commas do not really nroviie
sufficient information to make the determination or
either rejection or acceptance. Parenthetical commas, on
the other hand, since they normally merely elucidate, can
be rejected, because they can be removed without affecting
the meaning of tne sentence. Commas that separate
clauses are more important in this
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rejection/acceptance scheme, since they delimit the
leading clause from clauses which qualify it. Second
or subsequent clauses generally modify the first clause,
thereby concludino that the first sentence is essential
to the meaninq of the sentence. However, second and
subsequent clauses can be rejected, and still obtain a
sensible result. For example, the sentence, " Company x is
the best fiqhtinq unit in the Division, oecause its
commander is Italian", is just as grammatically correct
and coherent, if its subordinate clause are removed
(rejected), with the result, "Company X is the, rest
fighting unit in the Division". Of course, this
rejection depends entirely on the abstract desired.
wnen dealing with clauses, further
reductions can be made ny removing prepositional phrases.
Thus, the sentence, "Company X is the best fighting
unit", perfectly expresses the original meaning,
dependinq, of course, on t.r.e abstract desired.
Thus, the location method, fchich is nased
on the qeneral hvDothesis that certain neadings nreced?
important passanes and that topic sentences occur early or
late in a paragraph, is based on contextual inference.
Punctuation, words, phrases and clauses are sentence
elements whose context can be used to infer whether a
sentence has value for an abstract or not tRef, 36],
159
(2) lbs Cue Mfi&bad. The method of a
sentence selection or rejection based on cua iaus is
called the cue method. Cue words are words that
provide unambiguous clues to such thinqs as opinion and
subjectivity, as well as to some positive notions. These
cue words are normally contained in the dictionary, aiono
with codes, wnich indicate the frequency of occurrence
within a context (see Figure 32),
The Cue method provides a powerful snpro^ch
to sentence selection or rejection. The metnod depends on
the fact tnat it is possible to decide what should or
snould not be included in an abstract, based upon the
presence in the oriqlnal article of particular words or
combinations of words. For example, words that may
indicate the purpose of a document, such as, "«v thesis",
is an excellent candidate for acceotance. opinions and
subjective notions, wnicn snould not be included in an
abstract, can be identified by such cue words as
"obvious, or oelieve", Moreover, the code of a cue word may
depend on its Dosition In a sentence, A sentence
startinq with "A" or "Some" is more llxely to present
aetailed descriptions than a sentence which contains either
of these words in a more central location of the sentence.
The reason for this is tnat these words have *
strono quantitative function when tney appear at the
beginning of a sentence. Similarly, sentences which
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Figure 32. WCL Entries vs. Semantic Weight
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beqin with participles are usually conditional in
nature, indicating assumptions or conjectures.
Also cue words may be used to Identify
parenthetical expressions, idiomatic expressions and
cliches as well as to carry syntactic roles in cases where
there is no ambiguity. Thus do cue voras mafce it easier to
determine whether a sentence or phrase should oe selected
for the abstract CRef. 3M,
d, Intersentence Reference
Intersentence references oive quite a bit of
information about the loqical relationships within the text
material, by the use of multiple clauses, cue words, and
title words, when more than one clause exists in *
sentence, the first clause is indispensable to the meaning
of the sentence, and generally the first clause will also
contain intersentence references if there is any, .<ords in
the second and subsequent clauses which require antecedents
usually refer to the first clause. Some cue words tnat
indicate an intersentence references are " these, they, and
it", Now, '*nen these words have multiple uses, adaitiona]
criteria are then required in order to determine if there is
an intersentence reference. Such criteria includes
discovering patterns in the use of words sucn as "It" to
make possible the use of these words to detect
intersentence references, The followina looicai rule
could emerge: "It" in the first or only clause indicates
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intersentence reference unless followed closely by "that".
For example, the sentence, "It is known that Saint Mick
represents Santa Clause", does not refer to a previous
sentence, while the sentence, H Tt was still roilinn",
does. Of course, there will always be exceptions to this
rule.
There are, however, intersentence references
that do not ma<e use of any cue words; instead, they use
the name of the antecedent rather than a pronoun.
Intersentence references ot this type can be detected ov
the title words. If any words, which are defined as non-
function words such as those words which are not articles,
conjunctions, preoositions etc., occur in adjacent
sentences, the sentences are likely to be closelv
related, kn example would be the sentences, "Hydrogen and
oxyqen form water" and "Water is colorless".
This method of selecting sentences by title
words is a special type of intersentence references that is
between the title and the rest of the sentences in -a
document. The title method has the premise that the
author generally describes in as few woras- as possloie tre
essence of his paper. Thus, it can be safely assumed that
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the words of the title are well chosen and of high
significance [Ref, 36],
2. lae Caaataaca Caasidatdliaa
In determining sentence selection or rejection, the
coherence of the abstract must be considered, for example,
if there Is a sentence that required an antecedent to
be included in an abstract, it would oe necessary to
determine if the previous sentence nas oeen renoveci and
if necessary to reinstate it. If the restorer sentence
also requires an antecedent, the procedure must oe
repeated. But, if several sentences woula nave to oe
reinstated oecause of the required antecedents of one
sentence, then that sentence might as well ne reiectei.
3. Xae Svsaaa Caaaiauaaaiaa
The automatic abstracting system consists basically
of a dictionary, called tafi iatd Coatcal Liai. (<cr.), and a
set of rules for imrlementinq certain functions sp«cifiei
for each WCL entry. To automatically produce abstracts,
It is necessary to Identify and eliminate certain
sentences of the document. It is also necessarv to
identify and select a few sentences for tne abstract, and
to retain, by default, as well, certain sentences tor t n *»
abstract (see flnure 33), These three metnoos of
sentence handling are discussed below.
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a. The Sentenclal Elimination
The exclusion of sentences from the
abstract involves the detection of words or strlnas of.
words which identify sentences giving historical data,
results of previous work, examples, explanations
,
speculative material and so on. A set of won strings
needed is in the order of a few hundred in order to
eliminate up to 90% of the sentences of a aocument. Sue-'
word strinas are incorporated in WCL.
WCL consists of an alohabetically ordered set of
words and phrases, which are referred to collectively as
ttasd s&ciaa&r and one or two associated codes (see Fiqure
33). The entries in WCL are treated as functions ana p^cn
has two arguments: a semantic weight (see Figure 3ja) ana a
syntactic value Csee Figure 33b). Each function returns *
value which indicates whether the sentence is a
candidate for retention or deletion. Entries in WCL may
be varied as desired without necessi tatina any changes
in the proarams of the system, in general a fcCL entry can
be represented as: word String multiolied by height
multiplied by Value,
b. The Sentential Retention
In aeneral, the semantic weight of a .vCL entrv
can be either positive or negative. WCL entries, fchieh nave
positive semantic weignts, are retained; otherwise, tney are
rejected. Such word strings in a document as, "this oaver"
,
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"this study", or "present work", are retained. It is nearlv
certain that the author of such a document is about to say
what the document is all about, and should, therefore, be
retained, because it does belong to the abstract.
In addition, sentences which contain personal
pronouns such as "we", "I", or "our", are good candidates
for retention. Finally, sentences which contain significant
title words, sucn as words of the title which are not in
WCL, and which do not contain word strings havino stronoiv
negative semantic weignts, snould also be retained, Tnere
are no other instances in which a sentence is deliberately
retained, although a small number of sentences of ine
document belonoing to the abstract win be retained by
default,
c, Rules for Implementing the Functions In WCL
A viable solution to determine wnether a
sentence of the document is a member of the anstr^ct or not,
using a two-valued membership criterion, is to impose an
ordering on tne semantic weiahts C 23 J , This ora^rlno
provides considerable flexibility by incorporating tne
rules in the orogram and by supplying the semantic weiqhts
externallv, Tne rules can be altered without the oecessttv
for changing wCL, and wCL can oe altered independently of
the rules. There are a total of 19 rules.
Since tne implementation of the semantic
























































































I Used for very poauve terms : those -which al-
most unequivocally indicate something of im-
portance (e.g_ our work)
A Assigned to very negative terms : term* which
do not belong in an abstract (eg., obvious, pre-
vious!v)
X Assigned to terms which are related to items of
positive data content (e-g_ important)
B Parentnetical expressions, terms of low data
content, or terms which are associated with
items of low data content (eg., however)
E Used for mtensihers and determiners (e.g..
manv. more)
L Introductory qualifiers (e.g_ once, a)
C Used for woras which require an antecedent
(e.2.. this, tnese)
H Terms which introduce a modifvmg phrase or
clause (e.g.. wnose)
T Null v assigned to abbreviations)
G Assigned by tne program to indicate mtersen-
tence reiationsnips or relation of sentence to
title
J Continuation of a semantic code assigned pre-
viousiv
D E>*MP*e a word (can be used with any arbitrary
WCL entrv)






D Delate tne word
F Null word
J Continuation of a previous syntactic value
N Pronoun
P Prroosition
O Exclusively aseim^d to OF
Q Exciu«*iveiv aliened to TO
R Exclusively assumed to AS
V Vrrh
W Auxiliarv verb
X FxHiimveiv assigned to IS. ARE. WAS. and
WERE
2 Nr-ea lives
Figure 33b. Syntactic Values for WCL Entries
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syntactic analysis of each sentence is performed. This
analysis is carried out throuqn the use of the syntactic
values associated with entries in the ^CL, in conjunction
with procedures implemented within the program. One of ten
possible syntactic values may be associated with an entry in
aCL. These syntactic values distinguish auxiliary verbs
within verbs and "is", "are", 'Vas*' and "were" ^re
distinguished from other auxiliaries. Similarly, the
preDosition H to", "as" and H of" are distinguished tron-
eacn other and from otner prepositions h<ef. 371,
4. LaLa 2&£uctu£&& Iqe uutasatic Abs&sactlaa
In implementing the data structures some features of
lists, defined as pointers to the data, and some features of
tables, defined as storage of word attriputes, are
incorporated. Data structures consists of tne following
three (see Finure 34):
CI) A work area, where the text is stored
throughout the orocessing;
(2) An attrioute vector, containing pointers to each
word of the text, ana tne length, semantic and
syntactic attributes for the corresponding vords,
Textual properties such as the capitalization
could also be incorporated in the attribute
vector. The nth element of the attribute vector
corresponds to the nth word of the text in the
work area;
(3) An alphaoetic vector, which defines the
alphabetic rank of the words of the text.
The nth element of the alphabetic vector
contains the numper of the attribute-vector
element which corresponds to the nth word
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In alphabetic sequence. The alphabetic
vector permits matching against a dictionary
without reorganizing the data.
The attribute and alpnaoetic vectors are combined
to form a table; It is possible to reuse the snace of tne
alphabetic vector after all alphabetic Processing has taicen
place, hence combining the vector results in an overall
soace savings,
5. Cacclaiioas
The abstracts that have been obtained with this
svstem have been of sufficiently oood qualitv, Results
have demonstrated that a 30% to 90 % reduction of text is
obtained, and at costs comparable to the cost of those
produced manually [Ref, 373, Furthermore, one o£ tne main
advantage of this automatic system is that the
processing programs are text-indeoendent , Thus, abstracts
written in any language with a similar structure to
English could be easily obtained, simply by substituting
appropriate »CL, Another advantaoe is that abstracts with a
particular bias can be produced, simplv bv variation of
the WCL, Thus, tailor-made abstracts can be rroducrd,
Research into automatic abstracting continues to
be attractive because of the following factors:
(1) Manual abstracting is expensive and time
consuming;
(2) Machine readable journals will probably become
more widely available in the near future due to
the increasing use of computer controlled
comoosition in the printing industry, Tnis
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CONTENTS OF WORK AREA
MACHINE ADDRESS:
TEXT:
4 10 14 18 23 31 39 46
i i i i i i i i
The rocks did not have sharply angular corners.
TABLE CORRESPONDING TO THE WORK AREA
Imp! ied Attribute vector AlDhabetic
vector vector
element word word attributes
nunoer lenath address
3 - A 6
1 5 4 - - 7
2 10 - W 2
3 14 L z 4
4 18 - w 3
5 23 - - 1
6 31 - - 5
7 39 - -
8 46 • • 8
Byte 1 C-H s 6 7-8
DATA STRUCTURE
Figure 34. Contents of The Work Area
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will provide a relatively cheap and convenient
database for experimentation;
C3) Given the availability of machine readable
journals, automatic abstracting win be much
cheaper and faster than manual aostracting;
(4) Automatic abstracting produces abstracts in the
machine-readable form ready to be used for later
processing steps;
(5) while automatic abstracts may never be as qood
as manual abstracts, they are good enouon for
practical purDoses,
E. OTHER ABSTRACTING METHODS
Other specific experimental automatic aostractinn
systems include the four followinq systems.
The first is ADAM (The Automatic document Aostractinn
Method), which has been designed to produce indicative
abstracts, i.e., abstracts which enable the reader tc iudae
whether or not one needs to read the original document. Most
automatic abstracting methods differ from Adam in two
important respects: they rely heavily on statistical
criteria as a basis for sentence selection and rejection,
and are designed to select sentences for abstracts. In
contrast, adam uses statistical data only neriDneraily and
is designed for sentence rejection rather than selection.
The results of this experiment are as follows;
(1) The quality of ADAM extracts, while lower than that
of qood manual aostracts, is functionally adenuate;
(2) ADAM requires, on the everaqe, 0,6 sec of computer
time per document;
(3) ADAM needs a specialized WCL for each subject area;
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(4) ADAM abstracts can be Improved by simple manual editing
CSef, 383.
The second is ASISA (The Analysis of Semantic
Information Structure in the Abstract), which is a method
to extract significant phrases in the title and tne
abstract of scientific or technical document. The method
is based upon a text structure analysis and uses a
relatively small dictionary. The dictionary has teen
constructed based on the knowledge about concepts in the
field of science or technology and some lexical knowledge,
for significant phrases and their component items mav ne
used in different meanings amona the fields. A text
analysis approach has been applied to select sianificant
phrases as substantial and semantic information
carriers of the contents of the abstract.
This system consists of five modules (see Figure 35):
(1) Text Input Module, which reads in a carrf size recorl
at a time and decides whether it is retained nr not
according to both a sign of the first column of tne
record and its oreceairg record sign. The records of
tne title and aostract are concatenated wicn each other
to form a character string as a wnole. Then the
character strina is transferred to the next module, Ihe
records of tne keywords set are resolved into a
collection of keywords and stored in the memory to he
compared with tne extracted n h r a s e s , later. The oth?r
records are sent to the Output module without any
nrocessing;
(2) Term Extraction Module, in which the term as a
candidate of the meaningful Item is extracted
from the character string of the title or every
sentence of tne abstract by dividing it with the
delimiters. Thus, the term obtained by this
process Is recognized as a meaningful item and
transferred to the next module;
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(3) Term Checking Module, which consists of both looKinq
up the dictionary and the endinq processing. The
dictionary has been constructed only for the ourpose
of extracting meaninqful items bases upon tne
knowledge about concepts of the field,
(4) Phrase Generation Module, in which the terms
accepted by this module have consequently been
classified into one of the following four Kinds:
deletion words CD), adjective words (A), wea<
noun words (W), and strong noun words UO, Usina
these symbols, the character strinq can pe viewed
as a seauence consistinq of the symbols
correspondino to a sequence of words in the strina
In order.
(5) Output Module, which has two different Kinds ot
outputs in the system, that is the output for
every document and output for a set of documents.
Followinq are some of the results of this particular
method. Significant phrases represented in the abstract
ha^Q been effectively extracted and very compatible
witn the author Dreoared Keywords, The number of whole
noun phrases extracted from the abstract is on tne
average 1,5 times as many as the author prepared
Keywords, and the title is not an aoeouate source for
semantic contents analysis of the oocument, for 801 ot them
consists of 1 to 2 woras [Kef, 391,
The third is SIE (The Specialized Information
Extraction), whose task it is to ontain information
automatically from a natural lanquage text, in which some
of this text is of a highly stvlized nature with a
restricted semantic domain, and Place it in the
database. Specifically, RTP Is desianed to extract









Figure 35. System Configuration
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sections of papers In the chemical literature and to
produce a data structure containing the relevant
information.
In evaluating this system, the following three measures
have been utilized:
(1) Kobustness, which is the percentage of inputs
handled;
(2) Accuracy, which is the percentaae of those inputs
handled which are correctly handled;
(3) firror rate, *hlcn is the percentage of erroneous
entries within incorrectly handled input.
The results are as follows: the robustness "as ^2%, but
the accuracy was only 78%, and since these were full of
errors, no error rate is computed. The reason for this is
that the most difficult aspect of SIE is the provisions
of a safety factor, which is an abilitv for tne system to
recoonize inputs that it cannot handle. It is clear tnat
one can create a system that is robust and acceptaniv
accurate which has unacceptable error rates for certain
inouts. Xf the system is to be useful, it T>ust be
possible automatically to determine which documents
contain unacceptable error rates. If tne safety factor can
be improved, SIE offer a promising area of apulicatmr,
SIE programs are more feasible than automatic
translation because the restrictions has lessen the
amoiouity problems. This is true even in cciioartson to
otner tasks with a restricted subject matter, such as
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natural language computer programming or database guery.
Furthermore, these latter tasKs regulre a very low error
rate in order to be useful, because users will not tolerate
either incorrect results or constant gueries. w hile SIF
programs would be successful if they could produce results
in, say, 80% of cases, it is reguired that information
extraction oe done by humans in other abstracting methods.
Even small rates of undetected errors would be tolerable in
many situations, though one would naturally wiso to
minimize them [kef, 40],
The fourth is mif (The M dei for Information
Formattino), which is an approach that uses an exolicit
grammar of English within the domain to derive a tabular
representation of the Information in a rcessaae narrative.
This method employs artificial intelligence techniques to
extract information. In simoiest terms, an information
format is a large table, with one column for eacn type of
information which can occur in a class of texts and one row
for each sentence or clause in the text. The information
carried by tne narrative can be extracted mucn more
easilv from the format entries than from the orloinal
text. Mappina the text into an information entails four
processes, which are discussed later.
The lono term goal of this work is to develop
canabilities that will enable systems to nandle a broad
spectrum of military messages, from highly formatted
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messaoes with little English description to messages
consisting entirely of English narratives. Currently, tne
experimentation is limited to Mavy operational reports.
The narrative portion of eacn message is automatically
transformed into a series of format entries usino a
procedure wnich involves four stages of processings
parsing, syntactic regularization, marring into tne
information format, and format normalization.
First, the text sentences are Darsed usinq the broad*
coveraae string grammar, which has been extended to nandie
the sentence fragments which appear in these messaaes.
Second, the parse trees are syntactical iv requiarizea oy
a series of transformations in order to simpliry tn«*
subseguent mapping Into tne information format (i.e., tne
various tyoes of clauses such as passive, relative, sentence
fragments and other and others are transformed into simple
active assertions).
Third, the Phrases in the syntactically reauisrlzed
parse trees are moved, one by one, into tne inf ornriation
format. This process is controlled in large part oy
tne semantic word classes associated with each word.
These classes, along with syntactic information acout the
word, Is recorded in each word's dictionary entry.
The fourth stage, adas to the format certain information
which Is implicit in the text. This includes ^issinn
arguments, such as subject and object of verbs, and pronouns
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which can be reconstructed from earlier format entries.
Results from this study has underlineo the importance of
continued research into two areas, Knowledge
representation and robustness, in order to extend this
method into more diverse applications CRef, 413,
Currently, the most promisinq application of *ll
the above techniques is in the extraction of information
from the hiohly restricted semantic domain ot specialized
technical "Journals.
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XI. Q&I& ACCESS ktiU BSX&IEJt&L ilEIHa£3
An important tasfc of an operating system is the
maintenance of files. Certain facilities are provided by an
©Derating system for creating, destroyina, oroanizinq,
reading, writing, modifying, moving, copying, and
controllino access to files, Tne component of an operating
system that provides these facilities is usuallv referred to
as a file system, Dne of the roles that this file svste^
Plays is an interface between a program and the files that
the program expects to access. Another role ot a file system
is as supervisor that monitors files. Tne user communicates
indirectly with a file system via an operating system
througn a set of ©redefined commands commonly called a job
command languaae, assembly languaae oroarams, or programs
written in a nign-level programming languaae, A nign-level
lanauage program indirectly invoices an access ac&Lai via a
get, put, read, or write statement. The execution of
these statements causes an access met nod routine to oe
invoked that performs the requested input/output CI/O)
operation on the indicated file.
Access metnods are file-system procedures that
interpret and satisfy user reguests for storage and
retrieval of data. In short, they are the "go-between"
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for a user program and a file. They can handle buffering
(holding data in the main memory), blocking (placing many
records into one block), and deblocking and serve as
interfaces with devices [Ref. 41).
There are generally many access methods *hich are
provided by large operating systems. These are sometimes
grouped into two categories, namely aueu&d access
sclcods and basic access &&£bads.
The oueued methods Drovide more powerful capabilities
than the basic methods, Queued access methods are usee!
when the sequence in *hich records are to be processed c^ r.
be antlcioated, such as in sequential accessinq
(accessina ordered data). The aueued methods oerform
anticipatory buffering and scheduling of I/O operations.
Tney try to have the next record available for processing
as soon as the nrevious record has been processed, tfore
than one record at a time is maintained in the o r i m a r
y
storaqe. This allows processing and i/0 to be
overlapped, Ihe queued access methods also nerforr
automatic biockinq and deblocKinq.
On the other hand, the basic access methods are
normally used when tne sequence in which records are to oc»
processed cannot be anticipated, particularly with direct
accessinq. Also there are many situations in *nicn user
applications want to control record accesses without
incurring the overhead of the queued methods. In the basic
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methods, unlike the queued methods, the user must
perform blocking and deblocking [Ref. 42],
During the last decade there has been considerable
interest in file structures suitable for storing lame
dynamic files of records. Dynamic means that records can be
inserted into and deleted from tne file, causina tne size of
the file to vary. In a static file, records are not inserted
or deleted and attribute values are only updated.
The file structures intended for retrieval on Drimary
key can be divideo into two classes: those based on
indaxiaa, which makes use of key fields to provide access
to a file, and those based on Lasfcioa* whicn provides
rapid access to a file.
The indexing techniques techniaues have rnostiv developed
during the sixties and at the beginninq of the seventies,
while hasning schemes are more conventional. We discuss
hashing first, then indexing next In the following sections,
A, THE USE DP HASHING FOR DATA ACCESS
In most on-line systems, the dominant mooe of tiie
access is random, as is tne case of reservation systems
for airlines, hotels, and car rentals, and information
retrieval systems, for libraries and stoc< market
auotations. In these systems, both upoating and retrieval
are accomplished in the random mode, and there is rarely -i
need for seguential access to the data records. In such
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applications, a hashed file organization is often
preferred. A hashed file organization provides raoid
access to individual records, since it is not necessary to
search indexes. However, here the low loading factor is
traded for rapid access. In other words, in all nashe-J
files, there are many, scattered and unused file spaces
which any left unloaded with file data. Consequently,
hashed files take more secondary storaaes tnan imiexe^
files.
The oasic idea hehind a hashed access file organization
is that tne records of a file are divided among Duckets,
each of which consists of one or more records tot storage.
The major components (see Figure 3h) associated with nasned
files include the identifier, transformation, Primary and
overflow storage areas, Tne orimary storaoe area is
divided into a number of addressable locations, calle-;
bucfc££S, which are simply physical storaae blocks, Fact\
bucket consist's of one or nore slots, where records *ay re
stored, Fecords are assigned to buckets by xeans of a
Qa&LiQS coutlofi, which is an algorithm that converts each
primary key value into a relative disk address or bucket:
number, Ideallv, the hashing routine that is cnosen
should distribute the records as uniformly as Possible
over the address soace to oe used. This Provides the
following two important benefits: first, collisions, which
occur when two or more records are assignee to tne same
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bucket, are minimized, and secondly, file space is utilized
as efficiently as possible, Tne record is stored In that
bucket if there is an empty slot. If all slots in the
bucket are full, then tne record is stored in an overflow
area of the bucket.
One hashing algorithm that has Peer proposed that
consistently performs nest under most conditions is tne
diiiisiaa/tfimaiadsE a&£aad, which works as follows:
(1), First, the number of buckets to be allocated
to the file must be determined, and a prime
number that is approximately equal to
this number is selected;
(2), Secondly, each primary key value is divided ov
the prime number, and the remainder is used as
the relative bucket address.
To retrieve a record in a hashed file, the hasning
algorithm is applied to the primary key value to calcalat*
the relative bucket address. If tne record is locate^ at
its home address, then only one disk access is required, if
it is in an overflow area, then two or more accesses are
required. The number of accesses per record or average
search lenoth is computed as follows: averaqe searcn
lenoth = (number of records * number of disk accesses) /
number of records CRef, 43 J
,
*«ost files systems today support hashed files. in fact,
the ease of using hashed files, of wnich there are six
types to be discussed, is one of the major advantaqes of a




























Figure 36. Hash Organization
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aasaiac, lia^ac aa*aiaa uita aactial &xcaaaiea&,
iaiaLcalatiaa aasaiaa, extaaaiaia taaaiaa, and coalesced
aasaiaa.
1 . laa Liaeac aaaaiaa
The starting point for linear hashing is 3
traditional hash file where overflow records are handler*
by bucket chaining, which is the method where overflow
records are stored by linking one or more overflo-
buckets from a separate storage area to an
overflowing bucket. Each overflowing bucket has its own
separate chain of overflow buckets.
An inherent characteristic of hashina techniques is
that higher storage utilization results in increased search
lengths, both for successful and unsuccessful searches. if
the search performance of a growing file is to remain
within acceptable limits, additional storaae Tust somehow
be allocated to the file. The linear hashina increases the
storane space gradually by splitting the primary buckets
in an orderly fashion: first bucket 0, then bucket 1,
etc. A pointer p keeos track of wnich bucket is the next
to be split.
In general terms, to imolement the linear virtual
hashing, starting from a file of n buckets, we need a
ranae condition (a seguence of hashinq functions) H(0),
H(l), HC2),... where
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H(i) K Is an element of <0,l,2.,.fc2 to tne 1},
i = 0,1,2...
and (for the split condition), where for eacn key K,
either
(1) H(i*l) K = H(i) K or
(2) HCl + l) K = HU) K + M2 to the 1,1 = 0,1,2,...
The hashlnq functions are assumed to hash
randomly and hence event (1) and event (2) are euuaiiy
likely. An example of such a seauence is tne
division/remainder technique use anove where n ( i ) K = K m d
N2 to the i.
In order to compute the address of a record at any
time we must keen track of the state of the file. This
can be done by t*o variables, let's say n and n, me
variable p denotes the level of the file and counts tne
number of times the size of the file has doutiea, while
the variable q is a pointer to the next oucket to be so lit.
A simple algorithm (see Figure 37) exists to compute both
the address h of a record with key K and the sollr. tmn of
the bucket.
Retrieval of a record is simple. First, HCOJ K is
computed and if 11(0) K > ° the bucket has not yet teen
solit and H(0) K is the desired address. if hCO) k s j
(i.e./ a bucket has been sDlit), then h(l) k is computed arm
gives the address. Finally, a method is required to
establish rules for deciding when SDlittinq of the next
ifl8




Split Condition 3 tor each k E I : H , (k) = H . < k.
)
l + l i
H , <k) = H . (k) + 2
1
* N
l + l l
where IM is the initial number o+ buckets.
Process - Next = next chain to be split
Level = # o+ times the original buckets split
Access J 1. m » H,
,
( k tLevel





3p lit i C a bucket is split when the storage utilization -factor
isut) becomes larger than the predetermined threshold
Level
1. create new bucket with address Next + _ + N
2. rehash k S Next using H,
" Levei+1




3. Next := Next + 1
^Level
i I Next or - to 2 * N then
Nex t 1=0
Level := Level + 1
Figure 37. Linear Hashing Algorithm
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bucket is to take Dlace, called the control function. Of
the several alternatives available, the following two
strategies are noted, called uncontrolled and controlled
splitting.
Uncontrolled means that a bucket is split whenever
an inserted record is placed in the overflow area. Tnis
rule leads to low storaae utilization, but good retrieval
performance. If we want to achieve nianer storage
utilization, the control function must be more restrictive.
Controlled splitting allows splitting of a buc<et to
take place only when an inserted record is Places in the
overflow area and tne overall storage utilization Is ahovp
a certain ore-determined tnreshold. Tnis rule
obviously leads to better storage utilization nut
slower retrieval CPef. 44],
Figure 36 illustrates how linear hashina works.
2, i&£ Qu&aaic tiasbioc
The dynamic hasnina scheme is nased on normal
bashing exceot. that the allocated storaae space can easily
oe in creased and decreased wit n out reorganizina the file,
according to the number of records actually stored in tne
file. The expected storaae utilization is approximately
6rt% at eacn time, and there is no overflow records.
The price which must be paid for this is the
maintenance of a relatively small index. If this
index is available in the main storage, only one access to
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!3 i_v en :
H (k) = k mod 2 1 * N
N 1 - 1
su-f = . SO
Insert : 15, 20, 6, 7, 13, 14, 21, 25, 16
primary page size = 3 records
over-flow page size = 2 records
Soluti on:













su-f (3/3) = 1 which > .8
there-fore split









= 15 mod 2*1
there-fore 15 goes into
after split su-f (3/6)
Level = 1 Next =






Level = Next = 1
su-f = .81
so spl 1 t
! 6 I 15 su-f = 1
14 7 Lev
Nex =
Figure 38. Linear Hashing Example
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secondary storage Is necessary when searchina for a record.
The file organization for this scheme employs a data
structure consisting of a data file in which tne data
records are stored, and an index to the data file. The
index is organized as a forest of binary trees, Tne
hash trees used here are closely related to binary tries.
The data file consists of a variable number of buckets of
fixed size, Tne set of records to be stored at a certain
time 5s denoted by rt, where i = l,2,.,.n. The nutter of
records n is not fixed but may vary with ti^e, A record Ri
is assumed to contain a unique key ki. The set of Keys is
denoted by Ki, where i s l,?,..,n. Rach buc<et in the
data file has a caoacity of N records,
The file is initialized in much the same *av as a
normal hash file. The secondary storage space is allocated
for M bucKets, In the index h entries are initialized, one
entry for each bucket, each entry containing a pointer to
a bucket in the data file. Each index entry is either an
internal node, .which contains pointers to its father ani
sons', or an external node, which contains, besides tne
pointer to its father, a Pointer to a bucket in the data
file and the number of records actually stored in this
bucket. The initial buckets are said to be on tne level
zero, a hashing function Ho for distriouting the
records among the buckets is also needed. The value
Ho(Ki) in this case is used to define an entry point in tne
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index and does not refer directly to a bucket. The bucket
is found by means of the pointer in the corresnondinq
entry,
When the file is properly initialized we can start
loading the file. This is also done in approximately the
same way as for a normal hash file, but usinq the in^ex
to locate the buckets. Sooner or later a budceC *ill
overflow, i.e. when tryinq to insert a record in a
bucket that is already full, wnen this napoens the
bucket is split into two. The storage space for * new
bucket, is allocated and the records are distributed equally
among the two buckets. At the same time the index is
undated to depict the new situation. Additional recoris that
would be stored in the split bucket are distributed between
the two buckets. If later, one or the other of trie two
buckets become full, this in turn is split into two
buckets. Figure 39 illustrates the structure of a dynamic
file after three splits. The levels represent the nashim
table or directory, the circles represent tne hrancn noaes,
the sauares represent tne leaf nodes, and tne arrows
represent the the record addresses,
when the numner of stored records decreases, tne
allocated space can also oe decreased, ^hen the number of
records in two brother buckets becomes less tnan or equal
to the capacity of one bucket, the two brother buckets are







Figure 39. Dynamic Hashing
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are brothers If the corresponding external nodes nave the
same father node. At the same time the corresponding search
tree Is updated.
Some of the most Important characteristics of tMs
hashing scheme include that the allocated physical
storage space is easily increased or decreased as
required hy the actual number of records stored. Th»re
is no overflow proniem, since overflow records *o not
occur, Retrieval is fast. The retrieval of a record
requires only one access to the secondary storaqe, provides
that the forest of hasning trees is in main storage. Also,
it is a simple task to find, insert or delete a record
with key K, or to establish the fact that a certain
record Is not in the file.
Simple algorithms exist to accomplish this,
Although the tree structure for tnis scheme is simple,
It does lead to additional storaae requirements. several
variants of dynamic hashing have been procnseo to
compensate for this drawback, Ihe first variant is the
dynamic hashing with the deferred splitting, in which tne
splitting is deferred until both the bucket itself ann
its brother are full, In other words, if the "no-ne" bucket
is full, tne record is attempted to oe stored in Its nrotner
Ducket, If tnis is full as as well, or has already been
split, the "home" bucket is split. This modification
leads to better storage utilization but requires more
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complicated (and therefore slower) algorithms for searching,
insertion and deletion. Also, searching is slower, since it-
may be necessarv to search two buckets. Furthermore it is
evident from experiments [Pef. 45] that aeferrei
splitting leads to more unstaoie storage utilization.
Thus, there is the trade-off Detween fast retrieval and niah
storage utilization.
Another variant to dynamic hashina is the linear
splitting, in which the file suDports a laraer numoer of
records before the index. overflows on secondary
storage, orovided that the index is available in tne main
storaoe, experiments show that linear solittina performs
just as well as the deferred splitting. The advantage over
deferred splitting is tnat the index node size is smaller.
Also, as far as the number of accesses to the
secondary storage is concerned, this scheme is rather
unfair, since some records are accessed very fast, while
other records may reguire a larae number of accesses [fcef.
45], The linear hashing evolved from this second scheme.
The linear hashing with partial exDansions is a
dynamic hashing scheme that is a generalization ot the
linear hashinq and contains linear hasnina as a special
case. The main advantages of the linear hashing are
retained: the file size grows and shrinKs gracefully* ther*
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is no index and the maintenance and retrieval algorithms
are simple. However, a sianif icantly better search
performance can be achieved. Using this techniaue a dynamic
filer with a constant storage utilization of 85 %, for
example, can be designed, where retrieval of a record
reguires an average of only 1,05 accesses to seconjarv
storage.
This above scheme is based on the observation that
an Important characteristic of hasninq techniques is that
the best performance is achieved when the records are
distributed as uniformly as possiole over all the
buckets In the file. The record distribution of the
linear hashing deviates quite radically from this ideal.
The load factor of a nucket already split is only half
the load factor of a bucket not yet split, if a more even
load could somehow be achieved, the performance of the file
would be considerably Improved,
The main difference compared to the linear
hashing is that the doubling of the file size is a o n e
in a series of partial expansions. If tnis is dorp in
two steos, the first expansion increases the file size to
1,5 times the original size, wnile the seconq exoansloo
increases It to twice the original size (see Figure 40),
Note that when examining a qroup of buckets, It is not
necessary to rearrange records among the old bucKets. It

















Figure 40. Linear Hashing with Two Partial Expansions
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only those records which are to be re-allocated to the
new bucket. This makes it possible to ^axe the
expansion in one scan, and no jumping back and forth is
necessary.
The performance will be cyclical where a cycle
corresponds to a full expansion. The rate of exoansion is
governed by a control function, which is simciy a set o*
rules for determining when the next expansion is to ta*.e
place [Ref , 461
,
The performance measures are the same as tne dynamic
nashino: lenoth of successful and unsuccessful searcnes,
cost of inserting a record , and cost of deleting a
record. The cost measure is tne same for all operations:
the expected number of accesses to secondary storage
reauired to carry out the operation in guestion.
Simple aloorithms exist that compute expected overflow space
requirements, performance measures for the expected value
at any point of a partial expansion and the averaqr of tne
expected values over a full expansion. Also, contrarv to
what is often believed, the analysis reveals t">at the
longest probe sequence is not expected to be very lono for
normal parameter combinations.
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The above control function Is optimal in a
certain sense. Everything else beinq equal, there is *
trade-off between storaqe utilization and the exoected
lenqth of successful searches. The higher storaqe
utilization is, the longer are the searches exoected to
be. Any one of the two factors can be controlled, out not
both simul taneously , une proposal Is tnat stnr^np
utilization is controlled by requiring that it should
always be hioner than, or equal to, some tnresftold, But
once the threshold has been fixed, tne expected length of
successful searches will he minimized by always Keeping
storage utilization as low as possible. The rule a n o v e
allows storage utilization to go slightly oelo'* the
threshold, simply because the storage utilization after an
expansion is not Known before the expansion has oeen made.
However, when the number of buckets in the tile is
moderately large, this rule win result. in a stnraae
utilization which, for all practical purposes, is constant
and eoual to the threshold CFef. 46],
4. liie latecBolatiao Hasaiac
The interpolation hashing scheme is an adaptation of
the linear hashing. This scheme supnorts tne desired
operations insert, delete, update and rarae query. As
before, the hash functions will map records to chains,
tacft chain will be associated with a region; however, the
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association of chains and regions will vary as records are
inserted and/or deleted from the file. The ensemble of
chains partitions the Key space into disjoint regions of the
eaual volume.
The conditions of hash functions are to capture
the order preserving nature of the scheme. The functions of
the sequence H (= ho, hi ,h2, . . . ) are split functions
for ho provided the following ranne ana split
conditions are satisfied for all 1:
The range condition of hi is: K - < 0,1,2. .,2
to the i-l>
The operations insert, delete, and uodate escn
concern a single record at most. In vie* of the above
remarks in reference to H, the ooeration are identical to
the equivalent operation in the linear hashing. The
implementation of the range query operation is uni-jue
to this scneme. The notion of ranoe auery includes botn
tne exact natch query and partial match query as special
cases. That is to say, an exact match auery is a range iuery
for which u s y, where u and v are a pair of points
representing the range query, a partial match auery is ^
ranoe query where for some components u ( j ) = ani
v(j) = 1 while for the remaining components u ( j ) =
v(j). Now, as expected, the set of recoros corresponding!
to the pair (u,v) can change with insert, delete, and
update operations. The set of chains associated with the
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pair (u,v) however will not change CRef. 47). The
Interpolation hashing handles the ranqe query efficiently by
ordering the Key attribute values. However, range query
cannot be answered efficiently witn a file structure that
has keys scattered all over the buckets. Otherwise, tnis
scheme does preserve the order of keys. Access arid split
algorithms are exactly the same as the linear hasnina, only
the hash function has been changed [Hef. 423.
5. ibe Extaadibla Sasaias
The extendible hashing is a fast access nethod for
dynamic files, with this technique, tne user is guaranteed
no more than two paqe or bucket faults to locate tne data
associated with a given uniaue identifier, or key. Unlike
other hashinq schemes, the extendible hasnina has a iyna-*ic
structure that oro*s and shrinks as tne database qro*s and
shrinks. This aooroach simultaneously solves the problem
of makina hash tables that are extendible and ot roakinq
cadix saaacb LL&&& that are balanced. Radix search trees,
also knov^n as digital search trees, or fries, wnich
examine a Key one digit or letter at a time, nave 1 o n
a
ueen known to provide potentially faster access than tree
search schemes that are based on comparisons of entire
keys, for the simDie reason that one comparison l^ads to a
laraer fan-out (equal to the number of characteristics in
the alphabet underlying the key space). In practice,
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however, radix search trees tend to be used only for small
files, since they often waste memory, usually, this
wasted memory occurs at the nodes near the bottom of the
tree, since a trie normally contains space for -nany <eys
not in the table, because the scheme of aliocatinq a
field for each character of the alphaoet at each none is
Detter suited to representing the entire key space r^tier
tnan the contents of a particular file,
Tne most imoortant performance character istic of the
extendible hashing is its speed, fjven for tiles that are
very larae by current standards, there are never more
than two page faults necessary to locate a Kev and Its
associated information. In order to utilize this scheme,
the file is structured into two levels (see Fioure 41):
directory and leaves. The leaves contain pairs CK # I(K)),
where K is a Kev, and I(K) is associated inf orTiat inr
,
wnich is either the record associates with K, or a oointer
to the recora, Tne directory nas a header, in *nicn is
stored a ouantity called the deoth, d, of tne directory.
After the neader, the directory contains oointers to leaf
panes or buckets. The pointers are laid out as follows.
First, there is a Dointer to a leaf that stores * 1 i Keys
K for which the pseudokey Kl = h(K) starts with d
consecutive zeros. This is followed by a pointer tor *ll
keys whose pseudokeys begin with the d oits o,,.ol, and then
a pointer for all keys whose pseudokeys begin ,.,Glo,
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and so on, lexicographically. Thus, altogether there are
2 to the d pointers (not necessarily distinct), and the
final Dointer is for all keys whose pseudokey begins with d
consecutive ones. The depth ot the directory is the
maximum of the local depths of all of the leaf olocks.
In the situation wnere there Is a sinale leaf
block, with the local depth 1, which finally overtills,
or reaches a predetermined unaccertably full level, such
as 90 % full, it would split into two leaf pages, eacr.
with local depth 2. Dn the other hand, if a leaf bioc<
overfills, and the local depth of the leaf block alreaay
equals the depth of the directory, then as the directory
doubles in size, its depth increases by 1, and thr> leaf
page splits. This process of doubling the directory is not
expensive because no leaf blocks need to op touched (
except, of course, for the leaf block that caused the
snlit and its ne* sibling). For example, if there are ^
few million keys when the directory doubles, and If the
secondary storage device nas a data transfer rate of around
a million bytes per second, then it's straianr f or war^ to
estimate that the time involved in doubllna the directorv
(which is mainly data transfer time) would be less than a
second if there were 400 keys oer leaf block, Kven in the
extreme case of a billion keys, tne time involved in
doubling the directory would be less than a minute, a







Figure 41. Extendible Hashing
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structure of the extendible hashing. The most oovious is
the simplicity of the coding, thus leading to lower
likelihood of bugs. Also, the extendible hashing
algorithm is easily modified to accommodate individual
needs CRef, 48], Moreover, its operating costs, as analyzed
by tfendelson CRef, 49] are fairly low. Furthermore, there
is an easy, essentially one-oass algorithm for doubling
tne directory, that proceeds by working from tne bottom of
the old directory to the top of tne old directory.
This technigue provides an attractive alternative to
other access methods,
6. Xbe Coalesced dasniua
The term coalescing refers to the pnenomenon in
which a record Ri collides with another record R2 that
previously collided elsewhere, and Ri is linked into R?'s
chain even though the two records nave different oasn
addresses
,
The coalesced hashing is a very efficient technique
for storing and retrieving information dynamically. The
algorithm comninina storage and retrieval works as follows:
Given a record with the key K, the algorithm searches for
it in the hash table, starting at its hash address nasn r k )
and following the the lintcs in the chain. If the record
is found, the search is successful; otherwise, the end
of tne chain is reached and tne search is unsuccessful in
which case the record is inserted as follows: if the
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position of hash CK) Is empty, then the record id stored at
that location? otherwise, the record Is stored In the
largest-numbered empty slot In the table and lin<ed into
the chain that contains slot hash CK) (i.e., at some oolnt
in the chain after slot hash CK)).
Ihere are several different ways to lin* that
record into the chain. The conventional rrethod linxs the
record to the end of the chain tnat contains the slot nasn
CK), Another method is to insert tne record into the
chain immediately after slot hash (K) by rerouting
pointers. This method is called carly-la&ecii&Q coalesce
ka&biQO or FICH, because the record is inserted earlv
into the chain; whereas the conventional method is referred
to as M late-insertion coalesced hashing" or LICH. For tne
standard coalesced hasning, i.e., *hen there is no cellar
(a cellar refers to the extra soace reserved for s tor inn
colliders), these methods are abbreviated KISCH z^d uISCm,
Insertion can be done faster witn the early- insertion
method when it is Known a oriori that the recora is nor
already present in the table, since it is not necessarv to
search the end of the chain.
Search times can be imoroved dv devoting th*3
bottom portion if the table has a cellar, in *htcn only
colliding records can be storea. Colliders tnar are
stored in the cellar ar*» thus protected from being
collided into by records inserted later. Coalescing
207
cannot occur until tne cellar becomes full and
colliders begin to be stored in the address region.
As far as performance, without a cellar fclsrjH has
faster searcn oerformance than LISCH, out when the
early-insertion coalesced nashing method is used witn
a cellar, the average searcn performance is inferior
to that of LICH, since in KICH tne records of a chain
tnat are In the cellar come at the end of the chain,
whereas in LICh they come immediately after the first
record in the chain,
A new variant of coalesced hashinq is called liacicJ
InsSE&lQQ, which combines the advantaaes of early
insertion and late insertion. This method cvich) is
sliahtly different from KICH, in that the collider is
inserted immediately after its hash address, as in EICH,
except when the cellar is full, when there is at least
one cellar slot in the chain, and when the hash address of
the collider is the location of the first record in tne
chain. In that case, the collider is I i n k e d into the
chain immediately after the last cellar slot In the chain,
for the case of the standard coalesced hashing, tre two
methods are identical; tnat is, the varied-insertion
standard coalesced hashino (VISCH) is the same as early-
insertion standard coalesced hashing CEISCH),
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The varied insertion is superior to botn early
insertion and late insertion with respect to search-tl^e.
VICH is search time optimum among all direct cnalnina
methods, under the assumptions that the records are not.
moved once they are inserted, that for each chain roe
relative order ot Its records does not cnange after
further insertions, that there is only one link field oer
table slot, and that cellar slots aet priority on the
available-slots list. It remains an oDen problem vnether
there are methods with faster search times than vich if
we remove the last assumption r&ef. 50],
7. 4 Sum&aLV
File organizations based on hashing are suitable
for data i*hose volume may vary rapidly ano for ra^ld data
accesses at the expenses of lower loading factors, Tn the
different variants of the hashing previously discusse-3, tr.e
rehashing is avoided. Tney do not require any thorough
reorganization of the file. Further, the storage snace is
dynamically adjusted to the number of records being
stored and there are no overflow records. Some ot the
techniques emoioy an index to the data files; otn*»rs no
not. The retrieval is fast; the storage utilization is lo".
In order to increase storage utilization, new
schemes nave been discussed. In these schemes, overflow
records are accepted, and the price which had to be paid for
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the improvement on storage utilization is a slight
access cost degradation.
Dynamic hashing schemes and extendible hashlna
schemes employ an index to the data file; therefore, once
the bucket's address nas been found, the retrieval is fast.
The extendible hashing is implemented by means of
partitioning, in contrast, dynamic nashing schemes ?re
implemented by means of a tree structure, *hicn nro*s and
shrinks more smoothly, but the index node size is laraer
than that of extendible bashing's index entry.
The linear hashing schemes are similar to the
extendible hashing but do not employ any index. The
retrieval of a record then reguire only one access to
secondary storaoe. The price to be paid for this is a verv
low storage utilization, compared to the other schemes.
Coalesced hashing schemes have been snown to oe
very fast for the dynamic information storaTe an'*
retrieval. Its parameters relate tne sizes of tne
address reaion and the cellar. Tecnnigues discussed ar*5
aesigned to tune the Parameter in order to achieve o P t i m u
m
search times, hut do have some open problems I Ret. 3oi,
B. THE EMPLOYMENT OF INDICES FOP PRECISE ACCESS
An index is a file in which each entry (record)
consists of a data value together with one or more
pointers. The data value is a value for some field of some
210
record or records in the indexed file, and the pointers
identify records in the indexed file havlna the value for
the field in the record(s). Thus, there are two types of
files: The index file and the indexed file, i,e,, the record
file. There are also two types of records. The record in the
index or index file is an index entry ana the record in tne
record or indexed file is tne data agoreaate of fields, The
fields /hose values are kept in the index are referred to as
Key fields of the records. The indexed access pertains to
using an index of key fields that provide the als< addresses
of records stored in a file. Generally sceaKina, the
contents of the index file are an abstraction of tne file of
Pasic source documents, i.e., it can be considered as a
sort of shorthand substitution for the oriainai document,
containing only as such information as essential attributes
and statistics required to satisfy the user's need. in
addition, the advantage of indexing is that, altnounh it
does not access as fast as hashing schemes, it does nave a
verv high loading factor,
It is possible to construct two tycps of indexes:
&QQde&&£ and oultilciial indexes, Tne idea nehind nondense
index (see Fiaure 42) is that the file beino indexed is
divided into groups, with several stored record occurrences
in each group, such that for any two groups, all the stored
record occurrences in one precede all those in the other,
with respect to the seguencing being imnosed on the file.
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The term nondense refers to the fact that the index does
not contain an entry for every stored record occurrence in
the indexed file. Thus, the stored record occurrences must
contain the indexed field [Ref, 51],
Multilevel indexing Csee Finure 43), on the other hand,
refers to the construction of an index to the index, nere,
the indexed file is divided into groups of one tracK eacn,
The track index contains an entry for each such track;. The
track index in turn is divided into groups, eacn ofc whicn
consists of the entries for all tracks of one cylinder in
the indexed file, and a cylinder index contains an
entry for each such group in the track index, £acn aroun
within the track inaex is normally recorded at the
beginning of the aporopriate cylinder of the indexed file,
to cut down on seek activity. In general, a multilevel
index can contain any numoer of levels, each of wnich acts
as a nondense index to the level below. An index, no*, can
be used in two ways. First, it can ne used for the
seauential access to the indexed file, in accordance to
the values of the indexed field. In other w o r a s , it can
impose an ordering on that indexed file. Second, it can o"»
used for direct access to individual records in tne inoexea
file on the basis of the value for the same key field, nther
file organizations and other index technigues that are
are presented are tne heao, direct, primary and secondly
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Figure 43. An Example of Multi-Level Indexing
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l. Ibfi d&AQ, Eiia Qsaaalzalioo
The most obvious and basic approach to storing a
file of records is simply to list them in as many
blocks as they require, although one does not nenerally
alio* records to overlap block boundaries. This
organization is sometimes called a beao, when it is
necessary to dignify it with a name. The blocks used for a
heap may be linked by pointers; or, a table ot their
addresses may oe stored elsewnere, perhaps on one or more
additional blocks. To insert a record, the record is placed
in the last block: if there is space, or in a ne* bioc< if
there is no more soace. Deletions can be Performed by
settina a deletion bit in the record to be deleted. Reusing
the space of to-be deleted records by storing newly
inserted records in their space is dangerous if pointers to
these records still exist.
Given a key value, the record lookup requires a scan
of the entire heap-organized file, or at least naif tne
file on the averaqe, until the desired record is founa.
It is this operation whose cost is prohibitive if the
file in question is soread over more than a few blocks
IRef. 523.
note that the data file has no particular order.
All records are stored randomly in the file. Inserting .i
new record is simple; deleting a record requires a lot ot
oata movement.
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In short, the heaD structure Is beneficial if the
records are small, and the file is temporary.
2. Ibe lod&xed Saauaalial
The development of direct-access storane devices
made it feasible to transform a sequential file into a tile
that could be accessed both sequentially and randomly vi* 3
primary key. The iadexsd scaueati.il ills 0£9aoiZdtia& is
such a file organization. It is probably the most oooular
ana simplest tile organization for sinqle-xey files. it 1?
referred to as ISAM, indexed sequential access method py
IBM.
Prior to discussinq the above file, let's first
review tne sequential access. The sequential access rertains
to storinq ana retrieving recoras in a one-after-t he-
other order. Records are generally stored in dscendinn or
aescendlna order by a record key. A record < e y is a
unique unchanqinq oiece of information such as *r>
account number, name, or social security number. Top
sequential access is the only access technique u s e a with
magnetic tape drive, which are, by Its design, sequential
access devices.
The storaqe and retrieval of records in a sequential
order is similar to the approach used in manual systems.
Accordingly, the sequential access has traditionally
anpealed to organizations convertinq from manual to
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computer-based systems. This appeal, combined with the
early dominance of magnetic tape as a cost-effective storaqe
medium has led to the use of sequential-access files in
most initial computing efforts.
The sequential access is used primarily in batcn-
processino environments. It is particularly effective *nen
the transaction activities are evenly distributed among tne
records in tne file, when a file is to ne uooateo, tne
transactions are sorted into the sane sequence of recoras
required by the transactions. The sorted transactions are
then sequentially matched aqainst the file [Ref, b3J,
In the sequential oata file, records are stored in
the order of primary key attribute, not necessarily
Physically contiguous, i.e., it could be a linked list. The
insertion and deletion are s traioh tf or'vard it tne data
file is organized as a linked list. It is similar to the
heap structure in operation, but its primary key can on
processec more efficiently than heap oroanization CRef,
571, It is a sequential organization with two additional
features, nne feature is an index to provide ranao<T. access
to keyed records, and the other feature is an overflow
area tnat provides a means for handling record additions to
a file without copying the file, IBM refers it to the ISA*.
files. An ISAM file (see Kigure 44) consists of three
component areas: an index area, a prime area containing
data records and related track Indexes, and an
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overflow area. An access to an ISAM file can be made in
either seauential mode or direct mode. When trie access
mode is sequential, records are retrieved in basically
the same manner as they are for a Keyed seauential file.
The sequential accessing can begin at any record in the
file. To start seauentially accessing an ISAM file at a
snecific record in tne file, a user must specify the Key
value of the record. When the access mode is direct, th?
primary key value of the desired record is supuiiei by *
user, and an index translates the Key value into a
blocK address. The blocK is accessed and brought into the
main memory where it is scanned for the record containing
the specified primary Key value. An index is created
automatically by a file as records are written into tne
prime area, hecords are written into a pri^e area in tre
lexical order determined by the value of the primary Key in
each record. An index is created on the same primary Key
that is used to order the records in the orime area.
a number of index levels can exist in the index
area of an ISAM file. The tracK index is the lowest level
of the index, is always present, and is written on tne
first tracK of the cylinder tnat it indexes, A track: index
contains t*o entries for each prime track ot a cylinder:








Figure 44. Index Sequential File Organization
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(1) the address of a prime track, and
(2) the key value of the last record on the track.
When an ISAM file Is created, the highest key
value that can appear on a prime area track is fixed,
and it is maintained in the key value part of the related
overflow entry. The key value of an overflow entry can
change only if the file is reorganized.
The track address part of an overflow entry Is
initially set to contain the value 255, and it is changed
wnen the addition of a record to the home track causes tne
last record on the track to be Dlaced in an overflow area.
The last entry of each track index is a dum-ny entry
indicating the end of the index.
Just as a tracK index describes the storaqe of
records on the prime tracks of a cylinder, a cvlinder
index indicates now records are distributed over the
cylinders that make up an ISAM file. There is one cvlinder
index entry per track index, that is, if tne data records
in a file are stored on 2 cylinaers, tnere will be 20
entries in the cylinder index. Each cylinder' inaex entry
contains the key value of the last record in tne related
cylinder and the corresponding cylinder address,
A final level of indexing that can exist, but does
not have to exist, in this hierarchical indexina
structure is the master index, t:ach entry In a master
index contains the address of a track in a cylinder index
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and the Key value of the highest Keyed cylinder index entrv
on that track. The master index is used wnen the number of
entries in a cylinder index is large, thus causing a time
consuming serial search through the cylinder index for the
correct cylinder containing a desired record, Tne master
index forms the root node of the indexes use^ in J^A*
files. The indices for ISAM files partition tne Drime area
into small aroups of records, i.e., traces of records, so
that an individual record can be accessed witnout accesslnq
all the records that precede it. The Droblems associates
with adding records to sequential files are partially
avoided in ISAM files by the provision of an overflow
area. Two organizations of overflow areas are possible: a
cylinder overflow area, and an indenendent overflow area.
An advantage of the cylinaer overflow area Is that
additional seeks are not reguired to locate overflow
record, A disadvantage is that space may ne *astea, if
additions are not evenly distributed throuahout a file. An
advantaqe of an independent overflow area is that less
soace need be reserved for overflows, anci a disaavant=»ae
is that accessing overflow areas. large enough to contain
the average numoer of overflows, and an indeoendent-
overflow area to be used as cylinder overflow area are
filled. Updating an ISAM file nay affect ooth tne prime
area and trie indexes. For example, the addition of a
record to an ISAM file may cause one or more of the Key
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values in the index entries to be altered. ISAm files can
be updated either in sequential or direct model. The
sequential node should be used when uodates can be oatchea.
In this case one pass is made over the file. *nen
updates must oe made on an individual basis, they should oe
done in direct mode,
*hen a record is added to an ISAM file, the prime
track on which it shoula be placed is determined by the
access method - ISAM in this case. The addition is olaces
on the prime track, if the Key value of the record is less
than the Key value <ODt in the normal entry of the related
track index entry. If tne record must be placed on tne
prime track, then a record already on tne trar< mav
^hvb to be removed and placed in an overflow area. Ail
overflow records for a prime trac< are linked together in
the overflow area, and a pointer to this list of overflow
records is maintained in the address field of the overflow
entry. Tne list of overflow records, if any, tor each trac<
is maintained in sortea order on the primarv key. Thus, all
records associated with a prime track, whether they are on
the prime track or in the- overflow area, are in logical
sorted order. If the <ev value of a recora to be added is
qreater than the key value in the normal entry of the
related track index entry, then tne record ooes directly to
the overflow area, Wecords are never moved from an overflow
area to a prime track, unless a file is reorganized.
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Records, to be deleted, on the other hand, are not
physically removed from an ISAM file; Instead, records to
be deleted are marked by a deletion code % 1H1111U*B,
with 6 indlcatlnq a binary constant, In the first byte of a
fixed-lenath record or in the fifth byte of a variable
length record. If a marked record Is forced off its urime
track during a subsequent update, it Is not rewritten m
the overflow area unless it has the highest Key value on
that cylinder. If a record that has the same key value as
a Dreviously deleted record Is later added, the space
occuoied oy the record to be deleted mav oe recovered.
Ourina direct processing, marked records are retrieved ani
the programmer must check them for the delete coge,
A record in an ISAM file can be modified in either
sequential or direct processing modes. It fa v hav^
to be reorganized occasionally If the overflow arr^
becomes filled or additlors increase the tiiiie renutreo to
directly locate records.
Reorganization can be accomplished by sequentjai.lv
copyinq the records -of a file, leavina out all records that
are marked fir deletions, into another storaqe area and tnen
r*»creatina the file by sequentially copyina tne recoris bac<
into the original file area. The reorganization an isa* tile
with records in the overflow area usually causes ne^
indexes to be created [Ref. 54], In short, ISAM is an in-iex
223
file which contains Keys to provide faster direct access to
the record. Its data file is the same as sequential file.
Insertion may cause an overflow, and its ooeration is
similar to sequential file, hut now the exact-natch and
range query can be processed faster,
3. ibe Ql£&ct Siles
The sequential access is inefficient for oaten-
processing applications in which onlv a small proportion of
the records in a file are affected ny a oiven batcn of
transactions, The entire file may h^ve to ne passed to
update a few records. For on-line processing, the
sequential access is inadequate. The time lapse of several
minutes *hich is generally required to locate a record
sequentially is unacceptable. The seouential access falls
to t a K e the advantaqe of two exceotlonal capaoilitles of
computer technology, namely, the speed and direct access.
The direct access is an alternative to tne sequential
access that significantly accelerates the crocess of
storino and retrieving records by capitalizing on onto
the computational speed of the CPU and the access &ne*»a of
the disK drive, DisK drives are caoaole of directlv
accessing any record in a file in a matter of
milliseconds. However, to access a particular recorn,
the disK location of the record is required. The location
is indicated by the address assiqned to It, which is saved
when tne record is stored or recalculated.
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In ditsct files there is a definite relationship
between the primary-Key value of a record and its address
on a direct-access storage aevice. Records are stores and
retrieved through the use of this relat ionsnip. Direct files
allow individual records to be accessed very guic^lv. since
direct accessing reguires the address of trie specific
location of a record desired, direct access
requires an addressing scheme that computes a unique
address for each record. Generally, the record key must be
transformed into a disk storage address.
The most common approach to transforming record <°ys
into storage addresses involves an arithmetic procedure that
generates "random addresses" from record Keys, mere are
several randomizing alaoritnms. The most common algorithm
involves the generation of addresses by dividing the record
key bv positive prime numoer, usually, the prime number
is the largest prime number that is less than the number of
available addresses. The remainder of a division operation
is used as tne address locator, A randomizing algoritnm
always generates tne same address for a particular <ev.
Therefore, given the Key to a record, the computer cx<n
calculate the disk address and then access tne record in a
matter of milliseconds.
Unfortunately, as in the case of hashing,
occasionally, a random-address generator generates the same
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address for two or more Keys, The second and succeeding
records with duplicate addresses are referred to as synonyms
Cas collisions lh hashing). When a synonym occurs, the
record having the duplicate address can oe stored in a
location next to other synonyms of the record storeo at the
computed address, or It can be stored in a general overflow
area. In either case, If a desirea record, which is
determined by checkinq the Key stored in the record, is
not located at the computed address, a sequential search of
synonyms is invoked until the desired record is located.
This sequential searcn slows processing slightly. A qoo'j
randomizing algorithm generates fe* synonym (collisions)
for a particular set of keys, further analysis and
modification nf the randomizinq alqorithm is needed.
Another drawback of a direct-access technique is
that, by desiqn, it usually leaves larqe qaDS between
records on a disk. This results in wasted ois< s n a c e , as
in the case of hashing. Some of the gaps rray oe consumed by
synonyms, nut considerable wasted srace still
remains. An offsettinq aovantaqe is the increlinle suped
with records can be accessed, reoardless of the size of the
file, A very Important concept to qrasp with respect
to direct accessing is that the physical locations of
records bear no relationship to the looical vie* of
the data. The random generation of addresses onysically
scatter records throughout the disk such that, without
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knowledge of the randomizing algorithm used to transform
the <eys, locatino a record requires a sequential
search through a non-sequentially ordered file. The use of
a randomizing algorithm is an extraordinary deviation from
the way that files are maintained manually. However, It
is a highly suitable techniaue for computer-orocessed
files. Any one record of several thousand or even several
million can be located instantaneously at tne expenses o*
some disk-space wastage [Ref. 53],
4. Etioaci; aad Sacoadasu &a¥&
The run-time performance of a file svstem is
influenced by the software to organize and subsequently
access the requestea date, Fast-access metnoas can
generally be designed when all logical conditions are
expressed in terms of primary keys alone, i.e., all access
requests are to single records via tneir primary Keys, it
is much more difficult to design fast-access tietnods
when loaical conditions require secondary Keys, that is,
when access requests are to set of recoras, A pri-narv key
is a data item that uniquely identities a recori. r n<*
primary key of a record corresponds to the identifier of a
real-world entity. As with identifiers, there mav he
several oossible or candidates primary keys for the same
record. Also, two or more data items may be reauireo to
identify a record, A secondary key is a data item that
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does not uniquely Identify a record but Identifies a number
of records in a set that share the same Droperty. For
example, the data item MAJOR might be used as a secondary
Key for STUDE.NT records. Of course, this data item does
not identify a unique recora; for example, many students
will have business as a major. However, the secondary
Key does identify a subset of students who are ousiness
majors. Secondary keys arise when data are
referenced oy categories,
wot all secondary keys need to fcp indexed, hut
before a database designer can decided which indexes to
create, all secondary keys must be identified. *hen ail
data processing is known in advance, then computer oroura^
specifications provide an excellent source to identify
secondary keys. Figure 45 illustrates some oer.era]
guidelines for identifying secondary and even
alternative primary keys ff? ef. 53],
5. ii-Irees dud £+ IL£S&
If an index is helpful in storiro and searchina
through data records, then it is possiole for one index
to help to ornanize another index. ISAM and other file
organizations, as well as a nost of other data structures,
are all based on tnis approach of indexing indexes, f >"> i s
type of hierarchy of data and pointers to data is
generalized by the tree aata structure. Trees can De used







PRODUCT? DESCRIPTION' FINISH ROOM PRICE
0100 TABLE OAK DR 500
0350 TABLE MAPLE DR 625
1 0625 CHAIR OAK DR 100
0975 WALL L'XIT PINE FR 750
1000 DRESSER CHERR\ BR SOO
1250 CHAIR MAPLE LR ; 400
1425 BOOKCASE PINE . LR 250
1600 STAND ; BIRCH BR 200
1775 DRESSER PINE BR 500
2000 WALL UNIT OAK i LR 1200
v. i v
Primarv kev Secon darv kevs
Figure 45. An Example of Primary and Secondary Keys
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A tree data structure has the property that each
element of the structure, except the root has only one
path coming in, (that is to say that there is only one
pointer that points to any given element), but they -nay
be zero or many paths coming out of an element.
The tree structure described above are binary
search trees and multiway (m-way) search trees. A oinary
tree is one of tne best Known and most freauenflv usee)
data structures for organizing data that are storei
entirely in the main memory while beino processed. l « n i 1 e
binary trees have seldom oeen used for organizinn
laroe files in two-level storage, tne multiway tree, wnic^
is essentially a generalization of the binary tree, hds
received widespread use for organizina indexes for larqe
files in external memory.
The principle reason for tne freguent use of tne
multiway search tree and the infreouent use of the Dinar-/
search tree in two-level storaoe involves tne number of
accesses to the external storaae to locate a record with h
specific Key value,
Tne B-tree, where B stands for balanced, (.meaning
all leaves are the same distance from tne root), is a
mult iway-search tree with restricted arowth fsee f-'iaure 4h).
B-trees guarantee a predictable efficiency tnat many other
types of trees do not, A B-tree of order m is a tree that
that satisfies the followino properties:
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(t) Every node has less than or equal to m sons.
(2) Every node, except the root and leaves, nas
at least m/2 sons.
(3) The root has at least 2 sons unless It Is
a leaf (terminal node),
(4) All leaves are at the same level and only
contain pointers to the actual data records,
I.e., carry no information,
(5) A nonleaf node (an internal node) that nas *
children win contain k-1 keys.
The effectiveness of a B-tree search is determined
by the shaoe of tne tree, and the shape of the tree is
determined by the order, m, .^hen m is small, a tree is
tall and narrow, and when m is laroe, a tree is short and
busny. The maximum number of nodes, K, that must be accessed
durina a E-tree search is
K < or = 1 log (m/2) (Cn+1)/?)
where m is the order and n Is the number ot *ev
values In the tree.
Since it is preferable to use a lane value for m,
if m s (n + 1), tnen only one level exists in a tr<*e; this
choice of m, however, is not reasonable if a tree is too
larae to fit in the main memory, *hen a value for m is
selected, the primary objective is to minimize tne total
amount of time required to search a *-tree for a kev vslu?
KV, This tine has two component:
(1) the time required to access a node in the
external storage, and,
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Figure 46. An Example of a Binary Tree Organization
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(2) the time required to search this node,
In internal memory, for kv. It turns
out that there is a value of m, ml, for
which the search time is a minimum.
For values of m exceeding ml, the
total amount of time required to search
a B-tree increases tRef, 54],
Searching a B-tree for a specified key value is as
follows. A node, starting with the root node, is brought
into the main memory and searched, possibly using a bioarv
search for the qiven argument *.ey value amonq the <ey values
ki,k2,...kj. If the search is successful, tnen the desired
Key value is located, but if the search is unsuccessful
because the arqument Key value lies between ki a nj K(i+l),
then the node pointed to by Pi, which points to a subtree
holdino key values between Ki and KCi+1), is retrieved
and the search continued. The pointer Po is used it an
arqument key value Dreceaes KI, and PI is used it an
arqument key value follows KJ in sorted order. Tf Pi = null,
the search is unsuccessful.
The insertion process for B-trees is relatively
simple; each terminal node corresponds to a oiacp where a
new key value may he Inserted, Its algoritnm is ratner
sltnDle and straiqhtf orward. In qeneral, a key value into .3
B-tree of order m *ith the terminal nodes at level L is
Placed in an appropriate node on level L-l, If this node
now contains m key values, then It must be split into two
distinct nodes. For example, if a node after the
insertion of a new key value looks like
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Po Kl PI K2 ... P(m-l) Km Pm then If
is split Into two nodes
Po Kl PI K2 ,..K((m/2)-l) P(Cm/2)-l) and P(m/2)
K((m/2)+l
.,, Km Pm and the Key value K(m/2) is inserted
into the father of the original node. This insertion -nay
cause a father node to contain t key values, and if so, it
is split in the manner illustrated above. If a root node
must be split ( a root of course has no fatner), then a
new root node is created containing the single Key value
K(m/2), The tree becomes one level taller in this case.
Thus, a B-tree gro*s upward from the root top Instead of
downward from the leaves. The procedure described above for
inserting new key values into a b-tree is exactly the
procedure used to create a P-tree CRef . 43]
.
The deletion of a Key value from a Li-tree is t.ore
complicated than inserting a new value into a B-tree. The
deletion of a Key value on level L-l sinpiy causes it to
dp erased from a node, when this erasing rra^es d node too
eirnty
, that is, underflow occurs, tne riant or left
brotner is examined and Key values are ^oved tro^ the
brother until both nodes have approximately the sa.ro
number of Key values. The Key values are not moved airectly
from the brother to the underflow node, insteaa, trie
preceding Key value in the parent mode Is movea to tne
underflowed node and the preceding Key value in tne brother
replace the Key value in the father node, A delete
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ODeration that results in underflow falls only if the
brother Is minimal full CPef. 54).
In snort, as far as its operation, B-treps are
similar to the indexed-sequential file, but with
better performance for insertion and deletion. Mso,
it does not require a separate index file. Ho*ever, tne
scanninq of subfiles is not efficient as tne indexea-
seouential file,
A S+tree is represented bv nodes '.vnich are
implemented by different blocks in the file. The tree-blocK
list (FPL) is used to maintain a list of free blocks for
dynamic (space) management of biocKs, Initially, al)
blocks of the file are Dlaced on the list by inltializino
the FBL fields accordinqly, Supsequently , the block
allocation from the list takes ulace at the beqinnini of
the list, Cnce a block" is allocated to tne runninq
process, the same field is used for a different ourpose if
it happens to be a sequence nioc*. Tt is used to store the
block number of the sequence bloc* next in the
lexicoqraphical order. If the block is an index tyne, tne
field is not used any lonner. The second fJelo or t-Typfe:,
indicates the type of the block (node), whether it be an
index or sequence. Each B+tree in the index file is
identified bv its root node, and the root node number is
stored in the master index, in i/hich there is an entry for
each secondary key and the primary key defined for tne file.
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Research has been undertaken by Koymen [Ref, 553
to design and implement a B+tree-oased keyed sequential
access method (KSAM), ksam provides primary and secondary
access for either direct or sequential processing. Primary
access to a data file requires three levels of indexes:
suDer, master, and primary indexes. Secondary access
requires an additional index level, i.e., is secondary
indexes. The superindexes and master Indexes are transparent
to the user and are used solely dv the system, the primary
index is oroanized as a 0+tree, containing proper linoae
to the respective data files. In the implementation of
secondary indexes, a file is used to store accession lists,
a term applied to the records in a secondary index, wnich
contain Pointers used in accessing the aata records, tach
secondary index is in turn organized as a B+tree containing
proper linkages to accession-list files. Thus, linkage froa
the B+tree of a secondary index to the respective cMt^
files is provided via tne accession-list file, finally,
anotner file is usea to represent all the m-trees
associated with a data file. Tnus, three files suffice tor
the implementation of a KSAM data file and its associated
indexes. The implementation schema organizes eacn of tne
three files as a direct-access file. Tnus tne nian
popularity of direct-access files makes the implementation
possible in almost any programming lanauage tRef, o^i
.
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In short, then, a B+tree has the same index file as
the B-tree (with Key values only), has similar data file as
tne sequential file, and as far as its operations, it has
the benefits of both the indexed-sequent ial file and B-tree
index structure.
6. Clustered Ellas
The notion of the classification has been used for
centuries in many Jisclplines of the social and natural
sciences. The classification involves Placing a sec of
objects into classes or "clusters" in such a way that the
objects within a class are more similar to eacn other than
they are to objects outside the class. The similarity
between objects is defined in terms of known oroperties of
the objects. Such a orouping is referred to as a
"clustering" or a classification, A file in wnich documents
that exhibit same sets of index ter^s are grouped into
clusters is called a clus'tecafi tile. To facilitate
searching in a clustered file each cluster is identified
py a representative called the "centroid", A search is
usually carried out by first comparina a ouery witn all
the cluster centroids; then, for those centroios
exhibiting a sufficiently high similarity with the ouery,
all objects in the corresponding clusters are examined
and tnose that nave a sufficiently high query document
similarity are retrieved. This approach is hased on tne
assumption that documents in the same cluster are of
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interest to the same user and would therefore be requested
jointly.
Since the objects within a cluster are retrieved
jointly, it is desirable that they oe kept in close
proximity within the Physical storage, A simple scheme
by which objects of the same cluster can be kept close to
each other is to store objects oy clusters, so that each
object is stored as nany times as the number of clusters
in which it appears, and all objects in the same cluster
are stored consecutively. This scheme is called
"cluster-inverted" organization.
Clearly, if the clusters are pairwise disjoint,
that is, the classification is a partition, the
above scheme has no redundancies. This is the case of
formatted databases. However, if clusters are allowed to
overlap, which is the case of textual databases, texts tnat
are pertinent to more than one cluster nave to be stored
repeatedly. One solution to this proolem is to store
oojects (i.e., texts) of each cluster in contiguous
locations while minimizing redundancy. mis is
accomplished by characterizing conditions under *nich an
arranaement without redundancy exists. Since the recons
are to be jointly retrieved in the response set of any
query, the property is termed the consecutive retrieval
property, CRP. There are two types of clustered tiles; a
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single-level clustering file to have CRP has been developed,
in the form of a linear tine algorithm to test CkP for a
given clustered file and to identify the proper arrangement
of oojects, if CRP exists. Experimental results by Deogun,
Raghavan and Tsou [Ref, 56], indicates that the
algorithm generates minimum redundancy organization most of
the time. Moreover, on the average, the near optimal
solutions show approximately a 50 percent improvement in
the amount of redundancy over the the worst c^sp
organizations.
In the case of multilevel clusteriros, the problem
of minimizing the number of different arrangements of
objects that have to oe stored has bpen Investigated with
the following results. It is shown tnat tor any
nonoverlaopino multilevel clusterina, tnere exists an
arranaement of the objects such that every level
clustering has CRP with resnect to the arranaement.
Similar results nave been obtained for certain classes of
overlapping multilevel clusterings (Ref. 56],
A directory Derforms an important function within a
file system called maopino. This particular phenomenon
permits a user to create name soaces and to stor*
(retrieve) aata in (from) them. Name mapping converts a
symbolic file name into a physical file aodress that
identified where tne file is stored.
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Each user may have a directory of his own files
and may create subdirectories to contain grouos of files
conveniently treated together, A directory normally
oehaves like an ordinary file, A file system controls
access to the contents of directories; however, anyone
with the appropriate authorization can access a directory
just Hxe any other file. In designing a system of file
directories, it Is natural to think in terms of a hierarchy
with tne entries in the higher levels of a directory
being other directories. Tne entries in the lower levels
are a mixture of files and directories. The directory
entries in a hierarchically structured directory can
contain either system directories or user directories. Data
files are at the lowest level (see Fiaure 47).
The most important system directory is tne master
directory (or root directory). Files created bv users are
usually located by tracing a path throuch a chain of
directories, starting witn the master airectory, until the
desired file is found.
An interactive user or a proaram running on
beha]f of a user references a SDecific file via a sym nolle
file name. A symoolic file name is usually in the form
of a Dath name that is a sequence of names separated
oy some specially desianated character such as a period
or slash. In the simplest case there is one to one






AGE INDEX RECORD ADDRESS LIST AREA
AGE 18 0.3 0.7 1.4 •
DEPARTMENT 19 0.6 1.2 1.9
SALARY 20 0.9 1.7 2.7 •
• •
65 1.5 1.6 2.1 • •
1.5 1.7 2.2 2.5 2.7 3.7
0.9 1.4 1.6 2.1 3.8 3.9DEPARTMENT INDE> (
AUTO 0.3 0.7 1.4 1.5 1.9 2.0
FURN. 0.6 0.7 0.9 1.2 1.9 2.3 3.5*
HDWE 0.3 0.6 0.9 1.2 1.9 2.3 3.5
SHOE 0.7 1.4 1.7 2.2 2.7 3.7 3.8 3.9
SALARY INDEX




Directory and address list for the PERSONNEL file
on the keys AGE, DEPARTMENT, and SALARY.
Figure 47. An Example of a Directory
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However, In more advance file systems the same file may
appear in several directories under possibly different
names; that is, a single file may be shared by two or more
user groups, with each qroup having a different patn
through the directories to the file itself.
Directory structures imply that the output of a
directory search for a file is the file itself. This is
slightly misleading, because the terminal nodes of the
hierarchical structure, rather than containing the file,
normally contain an object commonly referred to as a
file descriptor or a pointer to a file descriptor. \
file descriptor contains information concerning the physical
location of the file and the phvsical cnaracterist ics of the
file CRef. 54],
C, THF STRUCTURE OF OAT* FOR RETRIEVAL
The primary objective of file organization is to
provide a rreans for record retrieval and update. V n e update
of a record involves its deletion, changes in some of its
fields or the insertion of an entirely ne* record.
Certain fields in the record are designated as kev
fields or search keys. Each record incluo.es at least a
search key which is used to oenerate the index of the file,
A combination of search keys specified for retrieval is
termed as a query. The simplest structure of data is the
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iadsxed scauaaiial seaaca, which has already been discussed.
For more elaborate retrievals, the structures, include
cuJL&JUl&a, iojiactad tile, and cellulaa aulaiAiat, as veil as
a^aaid and aiaa itauaauasd files. Thev are discussed herein,
1. ILa multilist Eile craaaiaaaioa
The aulfcilist ailc acaaaiaaaiaa consists of a
directory file containinq index entries, and a data tile,. An
index entry for a key value consists of the Key value, a
pointer to the list ot records in the data file, containing
tne Key value, an* the number of records in the list,
Fiqure 48 illustrates a multilist file indexed on
the DEPARTMENT and SALARY keys. The format of eacn data
record in a multilist file consists of two segments [Ref.
41], Seqment one consists of one or more key/<ey-
value/pointer triples, in which the oointer oolnts to
another record containinq the same key/key-value calr. The
second seqment contains the values of the nonkey data items,




Nonkey data item values,
a, Answerinq Queries
A technique that can be empioved for answerinq
queries within this file organization is to minimize tne
number of records that must be searched. This is especially
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important, since some lists may be lenqthy and require
lonqer search times. For example, a query to retrieve the
records of all employees that work in an auto department
and have a salary of 15,000, is evaluated as follows.
First, the two Key values in the Droper Indexes
DFPAPTMFNT/AUTQ and SALARY/1 500u are evaluated. Secondly,
the index entries for AUTO and 15000 are examines to
determine their resoective list lenqths. Then, trip
shortest list is examined, which in this case Is MJTO fit
has 6 records as comoared to tt for 15000). Since the
records with addresses 1,7, 2,2, 2,7, ano 3,7 m Figure »a
have both of these occurrences, they therefore satistv
the auery. For query conjunctions, we search only thp
shortest list,
b. The Query Cost
The cost to process a query for the multilist
orqanization is measured in terms of the time reauireo to
decode all key values in the auery and to retrieve data
records. The query cost is therefore defined as Q = LT,
where 3 is the querv cost, L is the shortest list length in
a query, and T is the average time to access a record,
which includes the seek time, latency time ^nri data
transfer time. Thus, when the list lenqths associate^ with
key values in the terms in a product are small, the cost
for query processinq is minimized.
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DEPARTMENT INDEX SALARY INDEX
Directory
CellO







\ 20000 1.5 *\7—
Multilist file indexed on kevs DEPARTMENT and SALARY.
Figure 48. An Example of a Multilist File
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c. Updating Multilist Files
Lists can be ordered or unordered, Addina a
record to an ordered list requires that the record be
inserted in a specific position, while for an unordered
list, at the head of the list, thus avoiding the need to
traverse the list.
Updating of multilist files involves either
Key value addition, whole record addition, or deletion.
Regardless of the type of addition, whether wnole record or
new key value, one or more ot the inoex entries are also
updated. When the lists are not ordered, there exist a
simple algorithm in which a new record can be easily
placed at the logical head of eacn list of which It is to
be a member. This is true both types of additions, For
example, to add Key values to an existinn record, such
that an employee who works in HDWF department snares nis
work time between the HDWE and FUR<m departments. The
employee's record must be updated oy addina the kev value
FURN to his record, Addina a new key value to a record
implies that the record must De added to tne 11st of
records indexed by the new Key value. The simple alaoritnT,
can be used to add one or more key values to a recora,
Deleting a key value from a record is
essentially the same as deleting the record from the 11st
Indexed by the key value. Key value and whole record
deletions can be accomplished by using a simple delation
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algorithm, which simply adjusts pointers. If, however,
deletion Implies physically removinq a record from
lists, and the retrieval system performs real-time uodatinq
and retrieval, then bi-directional lists should be
considered to represent the multilist. A bi-directional
list allows deleting records without traversinq the list
to locate its predecessor record, Aithouqn bi-direct io«ai
lists allows deletions of records to be done *ore rapidly,
there is the storaqe overhead of an additional ooxr.ter
element for eacn Key value in a record,
2. Ibe luiiectad £il£ Cccaoizalioo
Unlike the multilist files, where records are
linked together with oointers kept in tne individual
records, the pointers in an inverted file are removea fro~<
the individual records and kept in separate list, called
inverted lists. An inverted file consists of two components,
a directory and a oata file (see riaure 49). The varianle-
lenqth inverted lists of pointers corresponding to Key
values are kept in the directory. Thus, when a <ey value is
oecoded in the directory, the record address list 1
^
immediately availaole and no additional access is required
to move it into the main memory. It is important to n^r<°
that the directory should oe kept as small as possible so
that updatino can be performed quickly and easily, and
that it can be keot in its entirety on a fast storage
device. However, unlike the directory of the multilist file
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which tends to be small In size, the directory of the
inverted file tends to be larger in size. The size of a the
directory can be controlled by limiting the number of
data items on which a file is inverted. A partially
inverted file stores the record addresses associated with
all values of certain (i.e., keys) but not all data items, A
completely inverted file is one in which every data item is
treated as a key and the record addresses associated *ith
every key value are stored in inverted lists, T n this case,
the directory subsumes the file. There is no need of
keeping the data file any more,
a. Answerina Queries
The inverted file organization allocs raoH
access to records based on any key. Queries can be
determined by accessing and manipulating the inverted
lists of record addresses prior to accessing any data
records. This advantage is possible because the pointers
to records indexed by a key value are maintained in a"
inverted list rather than in the data records. For example,
to retrieve the records of all the employees that wou in
^r, AUTO department and have a salary of 150^0 dollars,
the key values AUTD and 1500^ are decoded in trie proper
index and produces the address of the list of data
records indexed by the key value, DEPART w fnT/au TO, and
salary/15000. The address of the list of data records are
pointers in the inverted lists for key values AUTO and
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DEPARTMENT INDEX
AUTO 1.5 1.7 2.2 2.5 2.7 3.7
!
FURN 0.9 1.4 1.6 2.1 3.8 3.9 I
I
HDWE 0.3 0.7 1.4 1.5 1.9 2.0
SHOE 0.6 0.7 0.9 1.2 1.9 2.3 3.5
SALARY INDEX
10000 0.3 0.6 0.9 1.2 1.9 2.3 3.5
15000 0.7 1.4 1.7 2.2 2.7 3.7 3.8 3.9
20000 . 1.5 1.6 2.1 2.5
Inverted lists for the data records
Figure 49. An Example of an Inverted List
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15000, respectively. The two inverted lists are ^ovei into
the main memory, and the intersection of these two lists is
performed. The addresses in the intersection list, namely
addresses 1.7, 2,2, 2.7, and 3,7, are the addresses of tne
records that are to be retrieved and that will satisfy the
query (see Figure 48),
o. The Query Cost
In the inverted file, the cost to process a
query is the sum of the cost to decode all Key values In tne
query. Plus the cost to access all inverter* lists, one ner
key value, Plus the cost to process the invertea lists,
Plus the cost to retrieve the data records tnat satisfy
the ouery. For the inverted oroanizat ion , tnere are L/N
records, where L is the shortest list lenoth in a auery
and N is the number of data record addresses per record,
accessed for each of the average number of terms in a
single query, desiqnated by r. Thus, the time required to
retrieve the T inverted lists Involved in tne list
intersection is L/rj * T * A, where A is the averaqe time
to access a record and move it to internal ^e^ory.
Whereas for a multilist every record in the shortest
list, desiqnated S, must be accessed, for the inverted
orqanization only those os records, where o is tne ratio of
the number of records that satisfy a query to S, must ne
accessed. Therefore, the query cost is defined as Q = fos *
(L/n * T)) * A, It is important to note that tne larger tne
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number of records per inverted list, the larger tne
amount of time to access the inverted lists.
c. Updating Inverted Files
UDdatinq an inverted file is more involved
because the inverted lists must be updated. Kor this
reason, the inverted organization is most useful for
retrieval when the update volume is relatively low
compared to the query volume. By performing intersections
and unions of inverted lists, the inverted file system can
provide exact statistics about the records having certain
key values, whereas multilist file systems can only orovlae
upper bounds or approximations of the recora numbers of
those records, Whole record and key value addition and
deletions are accomplished by s'traiqhtf orward
algorithms,
3. Xbfi Caiiuidt aultilist Ella 2LsaaizallaB
The cellular multilist organization is derives from
the multilist oraanization. Since the performance of a
multilist system suffers when lists are lengthy, cellular
multilist organization is an attempt to arrange the recoros
for more optimal retrieval with shorter lists. The lenotn of
each list is restricted to the storage-cell size so that
records in the list do not extend beyond cell boundaries, a
cell can be considered as a track or cylinder of a disk.
Each index entry for a cellular multilist file
consists of one or more list head pointer/list length pairs.
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There exists one such pair for each cell containing records
indexed by a key value. The directory for tnis type of files
is similar to multilist file, except that it is larger.
Figure 48 illustrates the corresponding DEPARTMENT
index, organized for a cellular multilist file, tor the
same data for multilist file. The index entry for '<ev
value AUTn has three list head pointer/list length pairs,
each one corresponding to a list in a single cell. That is,
the AUTO list in Figure 48 is subaivided into three
shorter lists, one of lenath two in cell 1 with trie head at
address 1.5, one of length three in cell 2 with tne heaa at
aadress 2,2, and one of length one in cell 3 *itn the head
at address 3,7.
a. Answering Queries
The cell concept is used to provide noon
response time. For example, to retrieve the records of all
employees that work in an AUTO and HDwK department, notr
that the records havina <ey value AUTO reside in ceils l,
2, and 3, and records having key value HDWE can he founi
in cells 0, 1, and 2. The only records that can oe cot.*oh
to hoth lists are located in cells 1 and 2, Tne Aim list
for cell 1 is traverseo, since the lenqth of tne list in
cell 1 is shorter (lenoth is two for alto and three for
HDWE), Fach record is then examined of the existence of tne
key value HD*iE,. Record 1,5 belongs to both lists, in cell
2, the HDWE list is the shortest so each record in it is
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accessed and examined for the occurrence of auto. sine*
there are no records in cell 2 common to both lists, only
record 1.5 satisfies the query.
Updating cellular multilist files is
essentially the same as updating multilist files.
4, CaaBACi&oa at Multilist and Inu&£tad Eiles
Figure 50 illustrates the advantages and
disadvantages of multilist and inverted
list files,
5. attst £ila acaaolza&ians, £ac Eattisiial
Other ones CRef, 54] include the bubcid list tile
oraanizations and ciua aiiuctuie-i £ila organizations.
The hybrid list file organization, as its narr«
implies, is a hybrli between a multilist and an inverted
list organization. Hence, this hybrid file is organized in
such a way as to minimize the system search effort in
answering queries with shorter lists of records, by
utilizing special cases of multilist and inverted list-
file organizations. Note that, for longest list of records,
the multilist structure is optimum, while for shortest
list of records, the inverted list structure is
practical.
The hybrid list file organization is therefore
defined as follows: A hybrid list organization of
parameter L is a list structure tnat stores a set of











of lists is avoided.
Good for simple and range
queries.
Low response time for
conjunctive queries.
Efficient use of storage








The number of records that
satisfy a query bears no
relation to the number of
records accessed.
Updating is complex since the
inverted lists are variable
in length and must be
ordered.
Work space in internal
memory is required to
perform the logical
processing of inverted lists.
Figure 50. Comparison of Multilist and Inverted
File Organization
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separate inverted list if the query with a list of recoras
is greater than L; otherwise, the set o£ pointers is
embedded in the data records as a multilist organization, in
answering queries, the retrieval is done in straiaht
Inverted or multilist fashion, dependinq on the size of the
list of records.
The cost of uDdating for hybrid file organizations
lies somewhere between that for the two pure ornanizatmrs
since it is easier to update a multilist file than an
inverted file. The more lists that are storei as
multilists, the easier it is to perform updates.
A ring structured file organization, on the other
hand, is a linear list in *hich the pointer in the last
record points bac»c to the first record called the startina
record of the ring. In a ring structure once an arbitrary
record is accessed every other record in tne rfno also
becomes accessiole, A rina structure file consists of three
elements, a value of the data item, (wnicn is usually
associated with each pointer to specify in *hicn rings a
record is an element), data, and a pointer to the next
record. Figure 51 illustrates a rino structure, In which,




One of the primary advantages of a ring structure
is that any record can be accessed startina at any point.
An important use of ring structures is, thus, to represent
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classifications (types) of data. All records having the
same classification (type) belong to the same ring.
Associated with each record within a class (tyoe) *ay
be a subclass (subtype), and this subclass is represented
by a rinq of records. Such a classification scheme can
be represented by use of multiple ring structure, in
which multiple rings pass through a recora vlth tne records
in each ring logically related. Figure 52 illustrates suc^ a
structure, corresponding to the same data as in figure 4a,
The values of the data items, md, MS, D, and S are used to
designate the major department, major salary, department
subring, and salary subrino, respectively. a
significant disadvantage of ring structures is that tnev can
take a long time to search, Uodating ring-structured
files is normally straightforward. Insertions of new
records into the middle of a ring is usually relatively
simnle. Deletions of records, on the other hand, can be
more complex. When a record is deleted tro^i a rina,
neither its predecessor record nor the startina record o*
the rina has to oe specified since the predecessor record
can oe found from any point in the ring by traversing the
structure. The deletion performea oy traverslno a
structure and searching for the predecessor record
regulres that the address of the record to be deleted be
saved and compared with the address of the succeeding
records accessed. In this case, the entire rina must oe
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DATA DATA DATA DATA
Ring structure with a head record and a special pointer in each record








































Figure 52. The Multiring Structure
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traversed for each deletion. Altering the value of data
items in a record poses no particular problems,
6, k Suaoasit
The choice of a file organization has a very
Important effect on the performance and associated costs of
a file system. The multilist file organization is
satisfactory for systems that do not reauire extremely
fast response times, uor do they require exact statistics of
the records and attributes, Nevertheless, the multilist file
organization provides very compact directory despite the
volume of data file. On the other hand, the invertea tile
organization tends to generate large directories.
Consequently, fast accesses to the data file are
overshadowed by the amount of processing and accesses to tne
airectory. The trade-off is not to "invert" a file down to
three level of data items, i.e., field.
The problem of selecting an appropriate tile
organization depends on the particular users, and their
environment. Three very important guantifiable Performance
measures for selecting a file organization, tnat should
be considered are the total storage costs, tne qverau?
time to answer a typical guery, ana the average ti rne to
perform an update. The file organizations that have the best
access time may require more storaae and complicate update,
i.e., as access times decrease, storage and update costs go
up.
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XII. QAXA CQ2&&CXIQ2 ISCii^XSUtS
The development of massive information storage snr*
retrieval systems have undergone tremendous growtn.
Accompanying this growth in the size of the databases has
been a large increase in the number of users and duration of
usaoe, resultinq in tremendous amounts of data being
transferred from comouters to terminals. One alternative
to this run-away database arowth, is to alleviate t n e data
storaae problem through the representation of data oy more
efficient codes, i.e., oy data co&oce&sXoa.
Data compression is a technique of reducing the amount
of storage reguired for a piece of stored data by reol^cinn
the data with some representation of tne difference
between it and the data next to it. Data compression
can reduce alphanumeric, numeric and binary data to a
shorthand notation. For example, if 3n alphanumeric
positions are allocated to the occupational field of a
personnel database, for tne occupational 9»character
description PROFESSOR, there are 21 clank oositions.
Instead of indicating tne occupational title, an
eguivalent 5-digit data code can be encodes,
thereby eliminating 25 character oositions.
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An example of a numerical and binary compression is as
follows: suppose today's date is 1 Jan 1986; numerical
representations are 01 01 8b, while binary representations
are 00001 00001 1010110. Thus, the numeric compression
results in 6 numeric characters of storage, while the
binary compression results in only 5 Pits for tne day
field (since the day cannot exceed 31), 4 oits for
the month field, and 7 bits for the year fpermittina a
ranae of 1900-2027),
Accordinoly, there are five categories of data
compression. These five categories are: call suaasessiaa,
sis-cacaiaa, cua-lanatia, tal£-e*i£ aaeuiaa/ am eailCLa
sufist.Uui.iaQ.
l. Xaa UuJ.l-Susoca&siaa lacaaiaua
The nul l-sunpression technioue has been one of the
earliest data compression techniques. As its name implies,
it is a techniaue that scans a data strina for repeated
blanks or nun characters, UDon detection of such a
sequence, the null characters are replaced nv a
sreclal ordered pair of characters. The first is a
compression indicator, indicating that null suppression has
occurred, and the second indicates the number of null
characters encountered. For example, tafcincj the data
stream, XYZbbbbbCVF, where b denotes a blank, the compressed
data stream would be XYZ£5CVF, where @ represents tne
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special compression Indicator character, and 5 the quantity
of blanks compressed Cftef, 57],
The technique for decompression is very
straightforward, A search is oerformed for the special
character used to denote the null characters. Upon locatinq
the indicator, tne next character indicates tne numoer of
nulls compressed. Hence, the original strinq can be
reconstructed.
This technique is only effective as lona as it is
employed for more than two sequentially encountered null
characters, since a 2-character compression sequence always
results. For nonsequential null characters, a tecnniaue
known as bit maDDinq is use-i,
2. Zh& Sit ttaaaiaa
This compression technique is employed when tne
data consists of a hiqh proportion of specific data
types, such as numerics, or a larae proportion of a sneclfic
character, such as blanks. As its name implies, a hit map
is used to indicate the presence or absence ot 'lata
characters. For example, takinq the strina PurKbPfiP, wnere
b represents a blank, the bit mapping strinq would be
1C010010*dkh, Tne zeros represent the location of blanks,
and the * represents the pit-map character, to aenote tnat
bit-mapping compression has taken place. In conoarino
the two versions of the character strinq, we note that the
oriqinal data string of 8 characters of data has been
2*2
reduced to 4 characters, 3 data characters and the bit-mao
character tRef , 57]
.
To decompress the strino the bit map is used to
indicate that certain data characters have been encoded
upon and must be decoded in order to reconstruct the
original data string.
This technique Is only effective as lona as fJxed-
size data units are utilized, such as characters# bytes or
words. Also, this technique is directly proportional to
the percentaqe of occurrences of a Particular character.
If there are two or more sianificant occurrences of oner
characters, only the character with the hionest occurrence
can be compressed. Another compression technique callei
run-length encoding, can handle adjacent redundancy of
occurrences of all characters in a data strewn (.Kef. bRj.
3. Iba LuD-Leaata Sacadiaa lecaniaiifi
The run*lenath encoding techniaue is a dat^
compression method that reduces any type of repeating
character sequence, Tne method employed is similar to the
null suppression, in that it uses a soeciai character
to denote that tnis type of compression has occurred. Toe
compression indicator is followed by one of the reoeatina
characters which has been in the encountered string of
repetitious characters, Finally, a count character
signifies the number of times the repeated character
occurred in the seguence. The general character format is:
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a special indicator, any repeatina data character, and the
character count. For each of these codes, the numerous
unasslgned characters witn unique bit representations can
be used CRef 59],
4. X&a Uali-Qgte Eactiao
This comDression technique is used when a nortion
of the nit pattern that represents certain cnaracters in a
character set becomes repetitive. It is actually a
derivative of the bit-mapping method, F r examole,
considering takina the EBCDIC (Extended sinarv-Co^ed
Decimal Interchange Code) character set, which is an Ibm
scheme for representing characters by combinations ot nits.
The half-byte packing can be utilized, since the first four
hit positions are all set to binary ones to reoresent
numerics.
To compress data into half bytes, up to 15
sequential numeric or predefined data characters in a string
can be compressed. The reason of 15 characters results Crcm
the use of a 4-bit, naif-byte counter to denote the number
of characters beino compressed. The general format is as
follows: special character indicating half-byte
comDression, half-byte counter, ud to 255 numerics nacKeo,
For example, taking the numeric 2112860, the ninary is,
1 1
1
10010 11110001 11110001 11110010 11111000 1111011O
11110000, and the compressed data string is S 0111 0010 0001
0001 0010 iooo 0110 0000, where S is the special character
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and 0111 is the number of packed numerics (7), The number
of bits has been reduced from 56 bits to 40 bits.
The half-byte packing can also be used when data
characters do not have a repetitive bit structure, such
as tne ASCII (American Standard Code for Information
Interchanqe) tables, which Is a standard scneme to
represent characters by combinations of bits. ASCII
tables employ 7 bits, A method of doing this is to
predefine the occurrence of the dollar sign, asterisk:,
comma, the decimal point and the 10 numerics, for example,
given the amount $1,234,56, the ASCII code would no
0100100 0110001 0101100 0110010 0110011 OliOlOQ 0101110
0110101 0110110, and the compressed data strina is,
ooioo oooi ouoo ooio ooii oioo oiuo oioi olio, where
three 5-bit stream reoresent a dollar sign, a co^ma and a
decimal point, respectively, and 4-bit streams represent the
respective numerics r°ef, 58],
5. Ibe fiAttsto SuLsiimiiaa
This compression technique substitutes a special
code for a predefined character pattern, that is,
common key words or phrases can be replaced by a special
code. To use this technique, a pattern table is
required, which contains a set of list aruuments (words
or phrases to be compressed) and a set of function
values (special character codes). For example, given a
limited pattern table with list arquments: at, all, and,
265
both; and function values SI, S2, S3, S4, respectively, the
data stream, all naval officers, both male and female, at
NPGS, becomes? S2 naval officers S4 male S3 female SI NPGS,
The employment of pattern substitution can oe highly
advantages when texts with known repeating Patterns are
stored in the database [Ref. 57],
6, Zb£ Susaacti
When the data compression is used to reduce storaae
reouirements, the overall processing time is also reduced.
This is Decause the reduction in storage results in a
reduction of disk access attempts, Although, the
compression techniques result in additional nrogram
instructions being executed, it is significantly
less than the time required to access and transfer data.
Hence, a reduction of storaoe requirements in trie case also
results in a reduction of processing times, Tne tiost
effective means of employing these compression
techniques is to combine tnem as they are needed, ienendinj
on the data to be stored.
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XIII, QaIA fcQUELS EGa OAIA£ASE£
A data sodfil Is an abstract representation or
description of a database that describes how trie data is
put together. The ouroose of the data model is first to
accurately and completely represent required data of a
database ana second to allow the dataoase to be
understandaole. The data model also dictates the destqn of
the corresponding manipulation language (u^L), since each
Dvl operation is defined in terms of its effect on those
modeled data, A D^L is a language useo to access and to
UDdate a database, A DML may be procedural or nonprocedural
.
To manipulate a database using a orocedural Dthh, a user
normally writes short segments of L/fcL statements tndt
traverse the modeled database in order to locate trie record
to be retrieved or updated, Nonprocedural DHLs are easier
for a user to use in manipulating a database, with this
type of D M L, the user does no have to traverse a database:
instead, the user specifies only what is wanted and allows
the system to decide now to obtain it.
The more procedural a DML, the simpler it is to
implement since the user directs the database traversal,
step by step, on how to ootain data. A nonprocedural u M r. is
more complicated to implement since it places the
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responsibility of determining how to obtain the data and,
therefore, how to optimize the search, on the database
system.
Database systems are categorized accordinq to the
approach they adopt in data model and accompanyina DMLs.
The three most refcnowned approaches are, Lha -i£Latc-ial
dala loial, which usually supports the procedural dml,
because, in oeneral, it is too Inefficient to perform
database accesses in a strictly nonprocedural manner, fcfce
Q&lua£& dala model, which also supoorts the procedural
dml, because of its efficiency, and £alatiaaai data
Sflcifil/ which supports, the nonprocedural DML because
searching, of tables (relations) does not require traversais
and is easily expressed in a nonprocedural manner.
A, HIERAPCHIAL DATA MODEL
The hierarchial data model is a tree structure
oraantzation wnich represents the data as a set ot nested
one-to-many ( 1 : u ) and one-to-one (1:1) relationships. *•
one-to-many association from a record of tyre a to a set
record of type B means that at each period in time, a given
record of A is associated with zero, one, or a numoer of
records of h; This association is represented wttn a
double-headed arrow, A one-to-one association, on toe other
hand, means that for a specified neriod of time, a niven
record of A is associated with one and only one record of ft.
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This association is represented witn a sinqle-headed arrow.
In implementations, associations are carried out by record-
address pointers, we term record type B directly below
record type A,
Hierarchies, althouqh they are a familiar structures,
are very explicit in a data model. If one record type is not
directly oelow any record type in the hierarchy, cner. no
accesses to the record type is possible. Multiple (subtrees)
subhierarcnies are allowed, but there can only be one
parent, that is one root - the apex of the hierarchy, Figure
53 illustrates the above ooints.
The basic operation on a hierarchlal database is a tree
walk (traversal). The search starts at the root and
continues to all its descendants of the aiven recora tyoe,
until the query is satisfied. This model uses extensive
pointers. These pointers could Doint to a dependent
cnild record, to the next record, or to the parent
record. These llnxs (oointers) in a hierarchiai strucr-irp
are unidirectional from parent to chila (descendant!. This
convention causes certain relationship to o» hard to
extract from the database, although they may oe implied
in the data. This anomaly affects each of the oaslc stor ;me
operations, insert, delete, and uodate.
Insertions are not possible without introducing a
special dummy customer to insert data concerning a nea
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order, until the order supplies some customer (see Figure
53). Deletions are corollaries to insertions. The only *ay
to delete a shipment is to delete an order, and if the
only order is deleted, all information gependent on
that order is also lost. Updating a specific record
presents tne problem of either searching the entire model to
find every occurrence of that change or introducing an
inconsistency. For example, to change tne city for a
supplier/vendor to make deliveries for the orders, either
the entire database is searched for that supplier or that
supplier may be shown in one city at one ooint and in
another city at another point.
Normally, nierarchial databases use the inverted file
technigue for indexing as a way to avoid prolong traversals.
In Figure 53, the leaf (descendant) product can be indexed
by product*, thereby allowing any record to find its oarent
[Pef, 60],
B, NETWORK DATA MODEL
The network data model represents data as a set of
record types and oairwise relationships between records of
two record types. It Is a more general structure than n
hierarchy because a given record occurrence niay nave any
number of immeaiate parents, as well as any numoer of
immediate dependents. This model is not limited to just
one Darent. Hence, it can have many-to-many reiationshios ,
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as In Figure 54, which is the network version of the
hierarchial model as described in Figure 53. The network
model also supports one-to-many relationships.
Although the network data model does not have the
anomalies as in tne hierarchial model, storage
operations are not as straightforward as exoecteg.
Insertions are simple. To Insert data concerning a new
supplier, a new supplier record occurrence is created.
Deletions, on the other hand, confront the user >vjtn tne
choice strategy, that is, to delete shipment associating
product with vendor, the problem is that there are two
strategies for locating this occurrence, one that starts at
the supplier and scans its chain lookina for a palrwlse
relationship to the Product, and one that starts at tne
product and scans its chain looking for a palrwise
relationship to the supplier, Tne choice can be
significant, Updatina is straightforward.
Retrieval with most database systems of network
databases begin with accessing a parent record via some
entry ooint Into the database. Then the searcn continues
through the relevant database records by aetxlnn the first
or next record in relationships. Due to its complexity.
Keeping track of where in the database that tne current.
search is taking place, is a chore tfcef, 61],
The purpose of this model is to convey what is
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Figure 54. The Network Data Model
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easily depleted, and both relationship type and tne record
type are explicitly stated,
C. THE RELATIONAL DATA MODEL
A relational data model, as its name implies, uses the
concept of celatia&s to represent files, A relation Is a
two-dimensional table, which contains rows (tuples'* that
correspond to records of a flat file, A flat file contains
no repeating groups, i.e., there Is exactly one value at
every row and column (attribute) position and never a set
of values, A table represents one record tyre and eacn row
represents a ©articular record of that type. Columns are
attributes, with all values In a column having the same
domain, which is the. set of possible values for an
attribute. An important feature of a relational database
is that associations between rows are represented
solely by data values in columns drawn from a common
domain. Figure 5S illustrates the relational version of-
the hierarchial database, as Described in Fiiure 'Si. In
this example, CUSTOMER, PRDnuCT, and V£>U)Op are
basic relations that exist independently from all other
data. The ORDER relation, can also exist independently,
but for one of its attributes, CUSTOMER*, for wnlcn no
more than one tuple may have the same value. This attribute
implements the Drders-f or-Customer relationship in Figure
53, i,e., any value of CUSTOMER* found in an ORDER tuole
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logically should exist as a CUSTOMER* In some unioue
existing CUSTOMER tuple. The otner relations *ork in a
similar manner [Kef. 62],
The files in a relational database may be organized in
any of the known file organization techniques, such as
heap, sequential, index sequential, hash etc. As
for storage operations, insertions, deletions, and
updates are all easily handled,
0, A SUMMARY
In the hierarchical and network aroroacnes certain
relationships are represented Dy means of lin<s, Basicallv
such llnxs are caoable of reoresentinq one-to-manv
associations' the difference between the t*o aporcacnps is
that with the latter, links may be combined to model Tore
complex many-to-many associations, whereas this is not
possible *ith the latter. Another difference, not
emphasized is that links are qenerally named Jn a network
and anonymous in a hierarchical.
The relational model ornanizes data into tanies of like
data and suDDorts intertable linkaoes through common
data occurrences rather than pointers.
In short, the hierarcnial data model is fne most
natural, the most familiar and best unoerstood one vhen it
Is used to represent the enqineerinq desion dataoases. In















Figure 55. The Relational Data Model
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subassemblies, records on components of a subassemoiy,
records on parts of a component and records on Individual
parts. These records naturally form a hierarchy of
engineering design database. A hierarchial database system
can best be used to access, manipulate ana update the
engineering desion databases. The network model is the most
natural, offers f lexioilillty for an Inventory control
application. In inventory control a product may have ^anv
suppliers and a supplier may produce many products, a
network database system can easily manaoe, access ana update
these many-to-many relationships. The relational data rr-ioael
is efficient, understandable, for interactive use and ah hoc
gueries. It is a relative new entry to database management.
The current commercial database machines are relational, for
example, the Britton-Lee Intelligent Database machine and
the Teradata database computer, DflC 1012,
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XIV. D.IEEESEUXIAL SILLS
A failure or break-down of a database can be
catastrophic, if tbere is not any kino of c&CQU&cu
tecbaloufis to recover the data that has been broken down,
A recovery technique can be used to restore data, in suc h
a situation, to a usable state. This is accomplish ry
maintaining recovery data to make recovery Possible, it
provides recovery from a failure which does not affect the
recovery data or the mechanisms used to maintain tne
recovery data and to restore the states of tne data in tne
database. The most Dopular recovery technique is the use of
A differential file consists of a relatively small
storaae area, in which all database alterations are
recorded, it is an efficient method for storina a large and
chanqinq database. It is analoqous to an errata list tor a
book. Rather than print a new edition each time that a
chanae in text is desired, a puolisher distributes *n
errata sheet alonq with the cook that identifies
corrections in the book by paoe and line number.
Under a differential database representation, the main
files are kept unchanqed until reonanization , which can
occur basically at any time, from hours to months,
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dependent on usage. All changes that would normally be
made to a main file as a result of a transaction are
Instead registered in a differential file. The
differential file is always searched first when data is
to be retrieved. Data not found in the differential file
is retrieved from the main database, Verhofstad in [Ref.
64], describes an efficient hashing method to implement
the recovery technique,
A, THE CONSTRUCTION OF A DIFFERENTIAL FILE
To Implement a differential file, a small associative
memory in the form of a bit map accessed by a hashing
scheme is used. To reduce the probability of making an
unnecessary search In the differential file, the database
system checks the bit mao to see whether the bits for a
record are set or not before accessing that record (see
Figure 56), If the bits are set the record is probably in
the differential file; otnerwise, the main file *ouid nave
to be searched. The hashing function mans the record
address onto a number of bits in the bit map,
B, ADVANTAGES OF A DIFFERENTIAL FILE
Severance and Lohman in CRef, 653 , describe five
advantages of differential files. The first three
advantages relate to the database integrity, i.e., the
correctness of data to be recovered. They are, reduction of
backup costs, speedup of recovery, and minimization of
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serious data loss. The other two advantages are operational;
a differential file can provide increased data availability
and simultaneously reduce storage and retrieval costs,
1, Xbfi Seiuctiao at Backus Casts
To recover data from a database that has failed, the
status of a previous state must be reloaded. The method
available to generate previous states employs either a
total dump, or an incremental dump,
A total dump of the database takes place when the
backup copy of the entire database is reloaded. The
frequency with which the database is cooled to its
backup file is dependent upon the database usaoe. when
it is impractical to dump the entire database, an
incremental dumping is performed, in which sequential
sections of changes made to a datapase are
periodically dumped. Frequent dumps Permit fast recovery,
but are associated with a hioner system overhead,
a differential file can drastically reauce the cost
to backup a larqe database, since the time required
for a dump is proportional to the volume of data oeino
copied. This is particularly true when the proportion of
records chanqed during a backup period is small. For
example, a total dump may reguire up to 6 hours, assuming
that updates are made 5 days per week, 10 hours per day, A
differential file on the other hand, for the same period of
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hashing function (record r) = -bit patterr.-
The bit map suggests that record r is in the differential
file, because the bits set in the bit patterns produced
by the hashing function are set in the bit map.
A differential file technique using a hashing scheme.
Figure 56. The Differential File
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differential file would occupy less than one disk as
compared to over 50 for a total dump,
A differential file also permits both realtime
dumping and reorganization with concurrent uodates,
Durino a conventional backup procedure, no updatino is
possible. But by building a "differential-differential
file", updating can continue. For most applications, this
file will be guite small and can be reasonaoly stored in
the main memory, Actini as a cache store during the dump,
it is scanned before every retrieval, When the dump has
been completed, its records is incorporated into the main
differential file. The same procedure would apply for
online organization,
2, Ihst Scaeduo o£ Secouesv
The major portion of recovery time for for a
traditional recovery method is spent individually
reapplying updates to a small fraction of tne restored
records. This small subset of changed records guarantees
that even localized physical damaae win reguire a
lenqthy recovery procedure, A differential file, on the
other hand, by concentrating updates in a small physical
area minimizes the critical exoosure area of the
database. Most physical damaoe can be quickly repaired with
a localized backup-copy procedure. Also, the critical area
can be allocated to a more reliable device type than is
practical for the larger main file, and this critical area
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can be duplexed to Drovlde the most valuable redundancy for
a marginal increase in operating costs. Moreover, since
the use of a differential file can dramatically reduce the
cost of dumping a large database, an inexpensive dump
procedure can be invoked frequently to reduce the
number of chanqes to be remade in the event of a database
loss.
3, io lacseasa o£ aata Availability
Traditional online updating requires complex
software to assure data recoverability. Therefore, updates
are normally batched for end-of-day processing, to minimize
overhead, with a differential file, since tne main file
and its associative index is not affected by updates, a
less complex and more efficient software procedure is
required, thereby enhancing the achievement of a qreater
density of data storage, Neither free space nor record
pointers need to be allocated for record growth. Moreover,
the cost reduction that a differential file provides will
greatly enlarge the realm of database systems,
4, lii& Suaaat*
A differential file is the most popular
representation of database recovery techniques, 8y
localizing modifications in a small storage area and
Physically isolating it from the main file, it is
possible to realize some important benefits as
aforementioned, A differential file is conceotually
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simple, i.e., a dominant characteristic of a successful
implementation.
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xv. iaE suagASX 0£ iae iuesis
Computerized database applications have grown over tne
past thirty years to a point where they have now become a
pervasive influence in our society. For the past thirty
years the conventional magnetic recordinq has, almost
exclusively, fulfilled the online storage requirements of
this database applications community.
As the range of applications has grown, a continuing
concern has been the cost and access time of tne online
database storage, A wide range of technoloqies have been
investigated to address this challenge. As rapid as the
progress in the storage technology has teen, the need for
more capacity with faster access has increased even
greater,
while the conventional magnetic recording is enterino
yet another phase of explosive growth in applications and
advances in technology in order to meet these stringent
reguirements, the optical disKs have begun to challenqe
the magnetic media. There are pressures to brea'< free
of the limitations of magnetic storage where large volumes
of data are involved. These pressures come from tne
continuing growth of conventional storage, existing
reguirements of large corporate and governmental databases.
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and the development of new applications such as storage of
digitized documents where large volumes of data must be
stored at a lower cost. Such applications often demand a
cost, capacity and performance combination that is difficult
to achieve magnetically. The optical storage is able to
provide a performance that is competitive with the
performance of magnetic recording, in fact, emerging
ootical technologies are already capable of replacing
magnetic disks in certain applications. However, there is
no sinole technology that is right for all applications,
wnereas tecnnologies sucn as RAMs are fast and technologies
such as magnetic disks and optical disks are inexoensive, we
know of nothing that is both fast and inexpensive. Thus,
database installations often have available a wide range of
different storaoe technologies. The needs of an application
must be analyzed to determine the appropriate tecnnolooy to
use.
In this thesis we have examined high-volume, on-line
storage media of current and emerginq technologies and
software techniques for supportinq these on-line, hi^n-
capacity storaqe and access requirements. In the first
part, we have analyzed such media as vertical magnetic
recordinq, thin film media, ootical data disks, magneto-
optic disks, bubble and Bernoulli-effect disks. Then,
comparisons and evaluations of products and oroduct
categories have been illustrated. In the second part, we
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haved reviewed the modern software techniques for on-line
database storage and access. We haved explored the
techniques for data abstraction, data access and retrieval,
data compaction, data models for storage, and differential
files. There are advantages and disadvantages to all
technologies and technlgues. The individual application of
the organization must be used to dictate the soecific
requirements, along with its financial constraints, with
these requirements, the organization can then take the
advantage of certain strong points of hardware technologies
and the software techniques and utilize them in meeting tne
requirements. This thesis has provided a comprehensive and
up-to-date analysis of the strong points and wea< points of
the hardware technologies and software techniques wnich in
turn make it easier for an organization in meetino its
requirements, for online storage and access.
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