Abstract. Bootstrap percolation on an arbitrary graph has a random initial configuration, where each vertex is occupied with probability p, independently of each other, and a deterministic spreading rule with a fixed parameter k: if a vacant site has at least k occupied neighbors at a certain time step, then it becomes occupied in the next step.
Introduction and results
Consider a graph G = G(V, E), with two possible states for each site in the vertex set V : vacant (0) or occupied (1). Start with a configuration picked according to the product Bernoulli measure P p , i.e. each site is occupied randomly and independently with probability p. Then fix a parameter k, and consider the following deterministic spreading rule: if a vacant site has at least k occupied neighbors at a certain time step, then it becomes occupied in the next step. This process is called bootstrap percolation. Complete occupation is the event that every vertex becomes occupied during the process. The main problem is to determine the critical probability p(G, k) for complete occupation:
for infinite graphs G this is the infimum of the initial probabilities p that make P p (complete occupation) > 0. For infinite trees the most important characteristic of growth is the branching number br(T ) of the tree, see [Lyo90] or [LP03] . Two basic examples are br(T k ) = k for the (k + 1)-regular tree, and br(T ξ ) = Eξ a.s. given non-extinction for the Galton-Watson tree T ξ with offspring distribution ξ. On T k , k-neighbor bootstrap percolation has p(T k , k) = 1 − 1/k, see (1.4) in Proposition 1.2 below. In contrast, we have the following: Theorem 1.1. Let T be an infinite tree. If br(T ) < k, then p(T, k) = 1.
In general, br(T ) is defined as the supremum of real numbers λ ≥ 1 such that T admits a positive flow from the root to infinity, where on every edge e ∈ E(T ), the flow is bounded by λ −|e| , and |e| denotes the number of edges (including e) on the path from e to the root.
This supremum does not depend on the root, and remains unchanged if we modify a finite portion of the tree. For finite trees, the branching number is 0.
The above results show a somewhat surprising discontinuity of the function f k (b) := min{p(T, k) : br(T ) ≤ b, T has bounded degree} (1.1)
at the value b = k. If we omit the condition of bounded degree, the discontinuity is even sharper: it is easy to construct a tree with br(T ) = k and p(T, k) = 0. A possible explanation of this discontinuity is given by Theorem 1.3 below.
For regular trees we give an equation for the critical probability, from which the actual value is more-or-less computable.
Proposition 1.2. The critical probability p(T d , k) is the largest p for which the equation
has a real root x ∈ (0, 1). In particular, for any constant γ ∈ [0, 1] and a sequence of
Furthermore, for the extreme values of the parameter k,
There is a generalization of a weaker form of Theorem 1.1. For this we first have to introduce the following simple notion, which will also be central to our proofs.
A key observation is that the failure of complete occupation by the k-neighbor rule is equivalent to the existence of a vacant (k − 1)-fort in the initial configuration. Theorem 1.3. Let T be an infinite tree. Then every vertex x ∈ T is contained in a k-fort
This means that after fixing any vertex as the root, we can erase k children of it, together with all their descendants, and can repeat this for all the remaining children, and so on, so that this pruning process results in a required subtree F . It is interesting to note that the natural idea of pruning off the k subtrees with the largest branching numbers at each generation does not work in general.
For br(T ) < k we get a (k − 1)-fort with br(F ) < 1, which can happen only if F is finite, so br(F ) = 0. In fact, in Theorem 1.1 we prove that there are infinitely many finite (k − 1)-forts of bounded size, which implies p(T, k) = 1. The impossibility of 0 < br(F ) < 1 might be viewed as the reason for the discontinuity of f k (b) at b = k, though we do not actually know continuity at other points. See Section 4 for more discussion and open problems.
An infinite graph G has the anchored expansion property if for some fixed vertex o ∈ V (G), the anchored Cheeger constant is positive:
where ∂ e S is the set of edges in E(G) with exactly one endpoint in S. It is easy to see that the value of ι * (G) does not depend on the vertex o. This notion is implicit in [Tho92] , and was defined explicitly by [BLS99] . For transitive graphs (such as Cayley graphs of finitely generated infinite groups) it coincides with the more familiar but less robust concept of nonamenability, where the infimum is taken over all finite connected subsets S. For background on non-amenability see [LP03] or [Lyo00] , and on anchored expansion [HSS00] or [Vir00b] .
This result is sharp in the sense that there exists a 6-regular non-amenable Cayley graph G 6 with p(G 6 , 2) = 0, see Section 3. We will pose a related question on amenability in Section 4.
Bootstrap percolation was first defined in the statistical physics literature in [CRL79] , where the formulae of (1.4) were given. A variant of the model appeared in [CRL82] .
The problem of complete occupation on Z 2 was solved by [vEn87] . R. Schonmann proved [Sch92] that the critical probability p(Z d , k) for bootstrap percolation is 0 for k ≤ d and is 1 for k > d. The process can also be considered on finite graphs, see e.g. [AiL88] , [BB03] and [Hol03] . A short recent physics survey is [AdL03] . Bootstrap percolation has connections to the dynamics of the Ising model at zero temperature, too; see [FSS02] for
We conclude this introduction by some basic observations.
then we say that the 0-1 law holds.
If the orbit of each vertex under the automorphism group of G is infinite, then the product probability measure of the initial configuration is ergodic [LP03, Proposition 6.3], while complete occupation is an invariant property, hence it has probability 0 or 1. Furthermore, if there is a finite (k − 1)-fort in such a G, we immediately have infinitely many copies of this, so p(G, k) = 1.
where p c (G) denotes the critical probability for standard site percolation on G.
Proof. In the case of no complete occupation, the vacant (k − 1)-fort has to be infinite, thus we have an infinite connected vacant component in the initial configuration. To have this event with positive probability, the density of initial vacant sites has to be at least the critical probability p c (G). gives that this is equivalent to have the following event with positive probability: a d-ary tree, rooted at the fixed origin that is declared to be vacant, has a vacant (d + 1 − k)-ary subtree starting from the same root. Therefore, we need to determine when the connected component of vacant sites of the root, which is a random Galton-Watson tree with offspring distribution Binom(d, 1 − p), contains a (d + 1 − k)-ary subtree with positive probability. If the probability of not having such a subtree is denoted by y, then each of the d children of the root has probability 1 − p to be vacant, and given this event, has probability 1 − y to be the root of a vacant (d + 1 − k)-ary subtree. Therefore, y clearly satisfies the equation (1.2), i.e. it is a fixed point of the function
One fixed point in [0, 1] is x = 1; we are going to show that y is actually the smallest one
It is easy to see that
which is positive for x ∈ [0, 1), with at most one extremal point (a maximum) in (0, 1).
is a monotone increasing function with B d,k,p (0) > 0 and with at most one inflection point in (0, 1). If y n denotes the probability that the required vacant subtree does not even reach the nth level below the root, then y 0 = 0, y n+1 = B d,k,p (y n ), and y n → y. On the other hand, the sequence y n clearly approaches the smallest fixed point
, which so coincides with y. Thus, the infimum of the probabilities p for which equation (1.2) has no positive real root x < 1 is indeed the critical probability p(T d , k).
then for any fixed p and x, by the Weak Law of Large Numbers:
On the other hand, for p < γ there must be a root x = x(d) for large enough d, clearly satisfying
The first equality of (1.4) follows immediately from (1.2). The second equality can be deduced by a standard calculus argument from our above formula for the first derivative
Remark 2. The problem of finding regular subtrees in certain Galton-Watson trees was first considered in [CCD88] , where the formula of (1.4) for p(T 9 , 2) was used. For general Galton-Watson processes, see [PD91] . From (1.3) it follows that the critical mean value for a binomial offspring distribution to produce an N -ary subtree in the Galton-Watson tree is asymptotically N . In [PD91] it was shown that this critical mean value is ∼ eN for a geometric offspring distribution, and ∼ N for a Poisson offspring. An interesting feature of these phase transitions is that unlike the case of usual percolation N = 1, for N ≥ 2 the probability of having the N -ary subtree is already positive at criticality. For bootstrap percolation this means that the probability of complete occupation is still 0 at
Remark 3. Recursive computations of the critical probability can be executed also in the cases of quasi-transitive (periodic) trees and Galton-Watson trees, as we will see for example in Section 4.
To start our discussion of the connection between branching number and bootstrap percolation, let us prove a simple combinatorial lemma, which implies Theorem 1.3 for the special case of br(T ) < k, but is not yet enough to prove Theorem 1.1.
Lemma 2.1. (Red Lemma) If some vertex x of a tree T is not contained in any finite
Proof. Consider the tree T as rooted at the vertex x. First color red all vertices with at most k − 1 children. In the second step, color red each vertex with at most k − 1 non-red children, and repeat this over and over again; see the tree on the left in Figure 1 . In the limiting final coloring, if the root x is red, then it obtained its color in a finite number of steps, so there is a finite set F of vertices such that x becomes red even if we fix all the vertices outside F to be uncolored forever. If we take this F to be minimal, then it is a finite connected subtree of T , with all leaves painted red in the first step, and all vertices becoming eventually red. But now, this red F is clearly a finite (k − 1)-fort in T , contradicting the choice of x. Therefore, x is not red in the final limiting coloring. This means it has at least k non-red children, and each of these children also has at least k non-red children, and so on. Hence, the non-red component of x in T contains the k-ary subtree we wanted. 
Proof. Let x be a vertex of the tree satisfying the conditions of the lemma, and label its level by 0. Color a vertex on level R blue, if it has at least k children. In general, color a vertex on level r blue, if it has at least k blue children (r < R). The vertex x is definitely not blue, otherwise |L R (x)| ≥ k R would hold. Moreover, x has at most k − 2 blue children,
. If x has less than k − 1 children, then it is a fort by itself.
Otherwise, the non-blue component containing x contains at least 2 vertices. We claim that the non-blue connected component containing x is a (k − 1)-fort. First of all, x has outdegree at most k − 1, counting its mother and its possible k − 2 blue children. Any other vertex from this set has a non-blue mother, and being non-blue means that it has at most k − 1 blue neighbors. A non-blue vertex in this component in the level R has at most k − 1 children, and its mother is not blue.
Note that almost the same argument for x = o gives that already Proof of Theorem 1.1. We will prove that if there is no (k − 1)-fort with at most N vertices, then br(T ) > k − 2k log k log N . This suffices because destroying a finite number of forts of size at most N does not affect br(T ), so br(T ) < k will imply the existence of infinitely many (k − 1)-forts of bounded size, which shows p(T, k) = 1.
The fort that the Blue Lemma finds for us has less than Rk R vertices. Thus having no
every r ≤ R = log N 2 log k . We will prove that if λ > 0 is such that
Now we have to show that if the capacity of an edge e is λ −|e| , then the network admits a positive flow from the root to infinity. Start the flow with an amount k −R at the root o.
On level R there are at least k R vertices; divide the initial amount equally among them, and build the flow from o to L R (o) according to these amounts. Then through each edge before level L R (o) the amount that flows is at most the initial k −R , while the capacity of such an edge is at least λ −R , which is bigger because of (2.1). So this is an admissible flow Proof of Theorem 1.3. Fix a vertex x as the root of T . It is enough to prove the theorem for k = 1, and thus find a small 1-fort F 1 in T containing x, because then we can inductively find a 1-fort F 2 inside F 1 with br(F 2 ) ≤ br(F 1 ) − 1 ≤ br(T ) − 2, which will also be a 2-fort in T , and so on.
By the Max-Flow-Min-Cut theorem, the branching number is characterized by br(T ) = sup λ : inf
where the inf is over cutsets Π of edges separating x from ∞. The expression µ λ (Π) := e∈Π λ −|e| will be called the λ-content of the cutset (or of an arbitrary set of edges).
Fix some β > 1, and take an arbitrary finite tree T with root r. By its boundary ∂T we mean the set of edges with a leaf as an endpoint. If T = {r}, then let µ β (∂T ) = 1.
Otherwise, denote the children of r by r 1 , . . . , r ℓ . Deleting the edge (r, r i ) from T results in two connected components; the subtree that contains r i will be denoted by T i , and T i together with r byT i . We have the disjoint union ∪
, where m i := µ β (∂T i ). We may assume m 1 ≤ m 2 ≤ · · · ≤ m ℓ . Now let us delete from T the entire "β-largest" subtree T ℓ . Then look at the subtrees T 1 , . . . , T ℓ−1 , and repeat the whole procedure with each T i instead of T , with root r i , deleting the "β-largest" subtree from each T i . Repeat this procedure over and over again until reaching the boundary of T in all subtrees. The remaining subtree F is clearly a 1-fort inside T .
We claim that
where α = β/(β − 1). Equality holds only for finite β-ary trees T , for integer β.
Before proving this claim, we show how it implies the existence of an infinite 1-fort F inside T , rooted at x, with br(F ) ≤ br(T ) − 1.
Take a strictly decreasing sequence of positive numbers {β n } converging to br(T ) ≥ 1.
Let α n = β n /(β n − 1) > 1. We can suppose that T has no leaves. We have β 1 > br(T ), so by the characterization (2.2), for any ǫ 1 > 0 there exists a cutset Π 1 separating x from ∞ with µ β1 (Π 1 ) < ǫ 1 . If the finite subtree between x and Π 1 is called T 1 , then our above procedure finds a 1-fort
1 . This upper bound is less than 1/2 if we choose ǫ 1 = 1/2. Now denote the lower endvertices of the edges in
The infinite subtree of T starting at x i , called T i , has branching number less than β 2 . Hence, for each i and any ǫ 2 > 0, we can take a cutset Π 
Since µ β2−1 (∂F 1 ∩ Π 1 ) is a finite number independent of ǫ 2 , we can choose ǫ 2 so small that the last upper bound is less than 1/4. Now we repeat everything with the infinite subtrees of T starting at the lower endvertices {y i , i = 1, . . . , m} of Φ 2 , using β 3 and some Repeat this ad infinitum, choosing ǫ n such that µ βn−1 (Φ n ) < 2 −n .
The union of all the finite 1-fort-pieces,
. , is an infinite 1-fort of T , and each Φ n is a cutset of F separating x from ∞. For any fixed β > br(T ), if n is large enough to have β n < β, then µ β−1 (Φ n ) < µ βn−1 (Φ n ) < 2 −n . Thus, by definition (2.2), br(F ) ≤ β − 1. Since this holds for all β > br(T ), we have proved br(F ) ≤ br(T ) − 1.
We prove (2.3) by induction on the depth of T . If this depth is 1, i.e. each child r i of r is a leaf, then F is just obtained by deleting r ℓ , so we need to prove
By taking derivatives with respect to ℓ it is easy to check that the only value of α for which this inequality holds for all real ℓ is the chosen α = β/(β − 1). Equality holds only for ℓ = β. 
If the vertex o becomes occupied, then it does so in finite time, so there exists a finite vertex set V 1 such that o becomes occupied even in the finite process restricted to V 1 . If we choose V 1 to be minimal, then it is clearly a connected internally spanned set containing o. Then let V * 1 = V 1 ∪ {v} for some vertex v neighboring V 1 . Each vertex of V * 1 becomes occupied in finite time, so there is a minimal finite set V 2 such that all of V * 1 becomes occupied even if the process is restricted to V 2 . This finite set V 2 is internally spanned, connected, and strictly larger than V 1 . Repeating this construction, we get the desired sequence of random sets o ∈ V 1 ⊂ V 2 ⊂ . . . . Denote v n = |V n | and w n = |∂ e V n |, and take some 0 < h < ι * (G) such that h+2k−d > 0 still holds. The anchored expansion property ensures that w n /v n ≥ h for all sufficiently large n.
Look at the k-neighbor process restricted to an internally spanned V n . If there are x n initially occupied vertices in V n , then the number of edges between these occupied vertices and all the vacant vertices of G (i.e. the boundary of the occupied part) is at most dx n initially. When a vacant vertex becomes occupied, the boundary will have at most d − k new edges, while at least k old edges disappear, so the boundary increases by at most d − 2k. By the end of the complete occupation of V n , we have occupied v n − x n initially vacant vertices, and have ended up with a boundary w n . Therefore,
Now take an i.i.d. Bernoulli(p) initial configuration on the whole infinite graph, with 0 < p < c. Then, for any finite set S ⊂ V (G),
by the Large Deviation Principle, see [DZ98, Theorem 2.1.14], where
when c is fixed and p → 0. However, for d+1 = 2k, ι
(d−1)e is very weak compared to the true value ∼ 1/2 coming from (1.3).
The sharpness of our theorem is shown by the free product Z 2 * Z with its natural 6-regular non-amenable Cayley-graph: from p(Z 2 , 2) = 0 it follows immediately that p(Z 2 * Z, 2) = 0. In Section 4 we will prove that p(T, k) > 0 for all k > 1 and trees with bounded degree that satisfy the 0-1 law. The previous example also shows that this positivity result cannot be generalized to graphs with fast growth.
Theorem 1.4 can easily be used to give examples of non-trivial critical probabilities for regular graphs that are not trees. For instance, the natural 4-regular Cayley graph of Z 3 * Z 3 has no finite 1-forts, so by Lemma 1.5 we get 0 < p(Z 3 * Z 3 , 2) < 1. See also the end of Section 4.
Concluding remarks and open problems
We will say that a graph G is uniformly bigger than a graph H if every vertex of G is contained in a subgraph of G that is isomorphic to H. The following simple observation will be used a number of times.
Monotonicity. If a graph G is uniformly bigger than H, and H satisfies the 0-1 law for some k-rule, i.e. P p (complete occupation of H) = 1 for any p > p(H, k), then we have It is possible that f k (k) = 1 − 1 k . Also note that a positive answer to the middle question would imply our "intuitively clear statement" above.
Galton-Watson trees. One can study the same problems on a Galton-Watson tree T ξ with offspring distribution ξ. For any p, the event {P p (complete occupation of T ξ ) > 0} is an inherited event, so it has probability 0 or 1, see [LP03, Proposition 4 .6], which shows that p(T ξ , k) is a constant almost surely, given non-extinction. If P(ξ < k) > 0, then infinitely many finite (k − 1)-forts of bounded size occur, so p(T ξ , k) = 1. Otherwise, T ξ can be built up from copies of T k , and we get p(T ξ , k) ≤ p(T k , k) = 1 − 1/k. We also have P p (complete occupation of T ξ ) = 1 a.s., given non-extinction, for p > p(T ξ , k). Just as above, this shows the following monotonicity property. If two offspring distributions ξ and η satisfy P(ξ < m) ≥ P(η < m) for all m = 1, 2, . . . , i.e. η stochastically dominates ξ, then there is natural coupling between the trees T ξ and T η such that T η is uniformly bigger than T ξ a.s., and so we get p(T ξ , k) ≥ p(T η , k).
A GW tree beating a regular tree. Consider the GW tree T ξ with root r and offspring distribution P(ξ = 2) = P(ξ = 4) = 1/2. Then br(T ξ ) = Eξ = 3 a.s. [Lyo90] , there are no finite 1-forts in T ξ , and 0 < p(T ξ , 2) < 1 is an almost sure constant. We claim that
Let R(x, T ξ ) be the event {the vertex x of T ξ is in an infinite vacant 1-fort}, and set q(T ξ ) = P p (R(r, T ξ )). This is not an almost sure constant, so let us take expectation over all GW trees: q = E(q(T ξ )). Now
Regarding the first term, P p (R(r, T ξ ) | ξ r = 2) = P p r is initially vacant, and at least one of R(r 1 , T 
. Now, by the recursive structure of T ξ , and the independence of the subtrees T ′ ξ and T ′′ ξ , taking the conditional expectation gives
A similar argument for the second term gives
Altogether, we have the equation q = 1/2(1 − p)(2q − q 2 + 4q 3 − 3q 4 ), and need to determine the infimum of p's for which there is no solution q ∈ (0, 1] -that infimum will be p(T ξ , 2). Setting f (q) = 2 − q + 4q 2 − 3q 3 , an examination of f ′ (q) gives that The upper bound is achieved by trees analogous to the tree on the left in Figure 1 . Actually, this is asymptotically the smallest branching number that a tree in Γ 1 (N ) with maximal degree 3 can have. The lower bound comes from the proof of Theorem 1.1.
Amenable and non-amenable groups. As we already discussed in Section 3, for the free Abelian groups Z d the critical probabilities are almost completely determined by [Sch92] and [GG96] . The simplest non-Abelian group, the Heisenberg group, can be considered with natural generator sets of 2 or 3 elements [dlH00] , and it seems reasonable to conjecture that the corresponding 4-or 6-regular Cayley graphs H 4 and H 6 have p(H 2k , k) = 0. One can easily find finite k-forts to prove p(H 2k , k + 1) = 1.
The most famous amenable groups with exponential growth are the lamplighter groups
With a natural generating set, the Cayley graph of Z r ≀ Z is the Diestel-Leader graph DL(r, r), where DL(r, s) is the "horocyclic product" of two regular trees T r and T s , see [Woe03] . These transitive graphs with degree r + s are amenable iff r = s, and it is conjectured that for r = s they are not quasi-isometric to any Cayley graph. It is not difficult to see that k-neighbor bootstrap percolation on DL(r, s), where r ≤ s, has critical probability 1 for k > s, while strictly between 0 and 1 for r + 1 ≤ k ≤ s, if such k exists.
However, it is unclear if p(DL(r, s), r) = 0 holds or not. A positive answer, together with our proof of Theorem 1.4, would have the interesting consequence that, as p gets closer and closer to 0, complete occupation of DL(r, r) by the r-neighbor rule will happen more and more through Følner sets, rather than through the exponentially growing balls.
If a finitely generated non-amenable group G contains a free subgroup on two elements, then, as D. Revelle pointed out, there exists a generating set of k elements with 0 < p(G k , ⌈k/2⌉) < 1. The reason is that if G is originally defined by a symmetric generating set of t elements, then taking 2t free symmetric generators inside the free subgroup, we arrive at a k = t + 2t-regular graph, in which each vertex is contained in a 2t-regular subtree. So our results give 0 < p(G k , ⌈3t/2⌉) ≤ p(T 2t−1 , ⌈3t/2⌉) < 1.
An open question inspired by the above results: is a group amenable if and only if for any finite generating set, the resulting k-regular Cayley graph has p(G k , k) ∈ {0, 1} for any k-neighbor rule?
