Abstract
Introduction
Modern integrated circuits frequently contain sampled subsystems. In mixed analog-digital systems, conversions between the analog and the digital domain are key operations. Further, a part of the processing algorithm can be implemented in the discrete domain, using for example switched-capacitor circuits.
Methodologies commonly used for systematic analysis and synthesis of analog circuits require timeefficient simulations to determine and optimize the performance [3] . Using these methods for sampled systems implies executing simulations which take into account major non-idealities like clock jitter, charge injection and weakly nonlinear behavior [5] . Furthermore, signals encountered in switched circuits have * Research Assistant of The Fund for Scientific Research -Flanders (Belgium) inherently a discontinuous time behavior making it difficult to use simulators often used by analog designers like SPICE.
Simulation of sampled systems can be performed in time or frequency domain [9] . The goal of this work is to develop more efficient time-domain simulation of weakly nonlinear sampled systems which can be used as part of simulations of larger mixed-signal systems with a clock-based computational model. Applications are, for example, time-domain analysis of sensor interfaces with switched-capacitor filters and ∆Σ converters.
The approach presented in this paper is based on splitting up the nonlinear response between two sampling moments into a linear dominant part and a small nonlinear perturbation. These parts are obtained as solutions of the linear and perturbation equations respectively. Analytical integration is employed to provide an expression for the linear response. The perturbation, on the other hand, is approximated by a series of orthogonal polynomials. Combination of the two responses results in the time-efficient evaluation of weakly nonlinear behavior.
This approach has several advantages:
• Time-domain simulations simplify the modeling of systems which contain feedback via the digital domain. This is encountered, for example, in ∆Σ modulators. Note that a transient and not only a steady-state solution is calculated. Frequencydomain approaches, for example harmonic balance [4] or Volterra series [8, 2] , are more suited for calculating steady-state solutions.
• It is straightforward to take into account effects of clock jitter since it is not assumed that the width of the time interval is fixed. To include jitter effects, sampling points are generated by a random process. Other time-domain simulation techniques (e.g. [6] ) which derive an analytical expression for the state values between two sampling moments, for example using the Z-transform, can only model effects of clock jitter by approximated linear behavior.
• Sampled nonlinear circuits can be simulated with general time-marching methods, for example using VHDL-AMS simulators or MATLAB/Simulink. High accuracy can be achieved at the expense of very time-consuming simulations. The proposed approach reduces the simulation time while still achieving a high accuracy.
• Thermal noise can easily be added to the timedomain model. Random noise processes can be converted to multivariate stochastic variables if they are filtered in the same way as the input signals and subsequently sampled.
This paper is organized as follows. Section 2 introduces the model for characterizing weakly nonlinear systems. It is explained how this set of equations is split up into a dominant and a perturbation part. The analytical integration method to solve the first set is explained in section 3. The approximation method for the perturbation equations is elaborated in section 4. In section 5 two examples of the simulation method are presented. Conclusions are drawn in section 6.
Characterizing weakly nonlinear systems
A n-th order linear system can be modeled by a set of state-space equations which describe the behavior in terms of n state variables [1] . To describe a weakly nonlinear system, these linear equations should be extended resulting in an extended state-space model.
Extended state-space model
Analog integrated circuits exhibiting weakly nonlinear behavior can be modeled using basic nonlinear elements like a nonlinear conductance, capacitance or transconductance which are described by a polynomial [7] . For example, a weakly nonlinear transconductance of order N is characterized as follows:
where α 2 , . . . , α N are distortion coefficients. v(t) is the control variable of the nonlinearity. In general, the characteristic equation is a multivariate polynomial in multiple control variables. Figure 1 depicts an example of a nonlinear integrator and its macromodel. In this example, there are three control voltages (v C , v R and v 1 ) but only two 
with q(t) the (linear) state variables, u(t) input signals, θ(t) and ρ(t) control voltages and T q and T u transformation matrices. Note that products of control variables which are encountered in multivariate characteristic polynomials, can be converted to a sum of powers of state variables. For the example of Figure 1 , the state transformation matrix T q is defined as follows:
where v 1 (t) and v C (t) are chosen as state variables. Based on the linear state-space equations, the mathematical description of a weakly nonlinear system with output y(t) can be written as a set of extended state-space equations:
where the system is characterized by the parameters of the matrices P k , A k , B k , C k and D k . N is the distortion order of the weakly nonlinear system. The superscript (k) of a vector v (k) (t) indicates that each element of the vector should be raised to the power k. Using Kirchoff's laws, the extended state-space model for the example in Figure 1 can be derived:
All parameters are defined in Figure 1 . The control variables θ(t) are defined by state transformation (3).
Solving the extended state-space model
To simulate a sampled system, the response of the extended state-space model is calculated over a time interval between two sampling points provided by a sampling clock, possible with jitter. This can be simplified by taking the weakly nonlinear character into account. In this case, the nonlinear response shall be a small deviation from the linear response. So, the total response of the weakly nonlinear system can be split up into the linear response and a small perturbation:
When the system is part of a cascade of systems, the input signal can also be split up in a linear and a perturbation signal:
where the perturbation inputũ(t) coincides with the perturbation output of the previous system. Substituting these expressions into the extended state-space equation (4a), and simplifying, results in two sets of equations: the linear state-space equations
and the perturbation equations
where 'diag x' converts vector x to a diagonal matrix. For each of these two sets of equations a different solution strategy is followed. Whereas for the linear set an analytical solution can be found, for the perturbation set an approximation method must be applied.
Solution of the linear equations
First, the linear state-space equations (7) are solved to determine the dominant response of the system. This can be done analytically based on the eigenstructure of the system matrix A 1 .
There are different formulations of the solution of the differential equation possible, for example using the exponential of A 1 [1] . The formulation used in this work, however, is chosen to make it possible both to reuse a part of the calculation throughout the simulation and to employ analytical integration.
To find the response of (7) at time t with initial conditionsq(t 0 ), one has to sum all contributions of all eigenvalues. One can prove that a real eigenvalue λ k of the system matrix A 1 gives rise to the terms
for m = 0, . . . , c k . The contribution of a complex eigenvalue pair α l ± j β l are the terms
The matrices Q k,m , R k,m , P r l,p , P i l,p , S r l,p and S i l,p contain coefficients depending on the system. They are calculated at the beginning of the simulation. So, although it may be tedious to accurately calculate these matrices, overall simulation time is not increased accordingly since the calculation must be done only once. Substituting the expression for the general solution into the state-space equations, and equalizing orthogonal terms, shows that the columns of these coefficient matrices are elements of the null space of
. Analytical expressions are provided to calculate the integrals in the terms (9) for commonly used input signals. These analytical calculation of the integrals reduces simulation time compared to numerical evaluations. Together with the reuse of the coefficient matrices, this results in time-efficient simulations.
Furthermore, analytical integration has the advantage that input signals may be discontinuous. For example, to model initial charge of capacitors at the start of the time interval in a sampled system, Dirac impulses can be used as input signals [9] .
Solution of the perturbation equations
Once the dominant behavior has been determined, the deviation of this response should be calculated by solving equations (8). The total response is then calculated as the sum of the linear and perturbation parts.
The perturbation equations can be written in the standard form of differential equations:
Furthermore, the time interval [t 0 , t 1 ] is normalized to a standard interval (in this paper [−1, 1]) using the transformation
resulting in the normalized perturbation equations in q(ξ) =q
Generally, an analytical solution cannot be found for these equations. Instead, the signals can be approximated over the entire time interval:
where the signals {p 0 (ξ), . . . , p M (ξ)} are the base signals of the approximation. In this work, orthogonal polynomials are chosen as base functions. This set has several advantages compared to other sets:
• Using polynomials simplifies function evaluations compared to other types of base functions.
• One could also use Taylor series as polynomial approximation. The advantage of series of orthogonal polynomials is that they provide an approximation over the entire time interval. Taylor series, on the other hand, approximate the signal only at the beginning of the interval. The main point of interest, however, in the case of sampled systems is the end point of the interval.
In this work, Chebyshev polynomials are used as base functions.
To find the coefficientsQ i of the polynomial series (13), one could substitute the approximation into the differential equations and equalize corresponding terms. This method has some disadvantages:
• Nonlinear behavior requires the calculation of powers of the approximated signal in terms of base functions of order 0 to M. Such expressions are nonlinear and complicated. Furthermore, they are approximations which introduce an error on the differential which is not correct anywhere in the interval. Especially in the end point of the interval, a large error can be the result.
• All input signals, including the linear approximation, should be approximated by series of the base functions.
Another approach consists in writing down the differential equations in M collocation points. Together with the initial conditions, a nonlinear system is obtained of as many equations as with the method described above. Since this is not easier or more difficult to solve and it does not suffer of the aforementioned disadvantages, this method is our first choice to calculate the coefficients of the approximation.
There are M collocation points to be chosen within the standard interval. For Chebyshev polynomials, it is advantageous to select the points
if M = 1. For M = 1, the end point is selected as collocation point (which is 1 in the standard interval). Now the differential equations are written down in each point ξ j . The left-hand side of (12) becomes
with dp i (ξ j
These values should only be calculated at the beginning of the simulation, since the interval is always normalized to the same standard interval. For the right-hand side of (12) the values of the normalized perturbation signalsq(ξ) should be written as a function of the coefficientsQ i . All coefficients can be lumped together within the coefficient vectorQ:
The values ofq(ξ) in the collocation point ξ j can be written as a matrix multiplication:
with
The operator 'diag n ' is defined as the Kronecker product between the identity matrix and a scalar, vector or matrix (i.e. diag n φ = I n ⊗ φ). The function values of a Chebyshev polynomial in the points of (14) are
Using these expressions, the set of differential equations written down in the collocation points together with the initial conditions can be converted to a system of (nonlinear) algebraic equations:
with P (ξ) defined similar to P (ξ) but with derivatives instead of function values of the base functions. An approximation of the perturbation coefficients can be found by solving the set of nonlinear algebraic equations using Newton-Rhaphson iterations. Since the system is weakly nonlinear, it should have an approximately linear behavior. So, a first-order approximation isQ (21) is a good approximation for weakly nonlinear circuits. No significant improvement was found when two or three iterations were performed in the experiments described in section 5. Note that this means that the coefficients are the result of the solution of one set of linear equations.
The complexity of this algorithm depends on how efficiently the jacobian in (21) can be calculated. It is straightforward to calculate dV (0) dQ once the jacobian of F(q) of (12) is evaluated in all collocation points. For this evaluation, one can determine an expression similar to (8), i.e. the calculation of the jacobians is simplified by storing terms common to the jacobian and the function values, especially the factor [I n + K(q)] −1 .
Furthermore, parts of both functions should only be calculated once at the beginning of the simulation.
Experimental results
An implementation of the above algorithm has been developed to verify its accuracy and simulation time. The model has a discrete-time computational model which makes it straightforward to implement it as a SystemC module.
First, the switched-capacitor circuit depicted in Figure 2 is analyzed. The circuit is clocked at a sampling rate of 128 MHz. It is assumed that capacitors C b and C d are modeled by third-order characteristic polynomials. Figure 3 shows the signal-to-noise-anddistortion ratio (SNDR) at y(t) when the input is a sine wave of about 1 MHz. The numbers between parentheses are the normalized simulation times. The timemarching algorithm used for comparison is a standard Runge-Kutta algorithm. Such an algorithm is used by general simulation approaches like MATLAB simula- As second experiment, the model is used to calculate the SNDR degradation in a third-order singleloop ∆Σ A/D-converter with an oversampling ratio of 128. At each time step, the SystemC module calculates the new states of the loop filter. These values are the inputs of a quantizer module which produces a bit stream. Feedback is provided by a DAC by generation of pulses at sampling moments. The integrator model is shown in Figure 1 . Figure 4 depicts the drop in SNDR as a function of the distortion coefficient of the integrating capacitor. Comparison is made with a time-marching simulation of a VHDL-AMS model 2 . Due to the feedback structure of a ∆Σ modulator and its tolerance to circuit non-idealities, lower-order approximations already result in a good accuracy. Also for this experiment, a speed-up factor of about six is achieved.
Conclusions
Time-efficient simulations of sampled systems are a great aid in the systematic analysis and synthesis of switched subsystems frequently used in analog and mixed-signal integrated circuits.
The simulation algorithm described in this paper is applicable for sampled weakly nonlinear circuits and achieves a reduction of the simulation time by two means. First, the dominant behavior is calculated analytically. Then, the deviation of the linear response is 1 The Runge-Kutta algorithm is included in the SystemC module to make a fair comparison. 2 The simulator used is AdvanceMS of Mentor Graphics R . calculated as a small perturbation. Since the perturbation should be small, it can be approximated by a finite polynomial series whose coefficients are calculated by solving a set of linear equations. Experimental results of a switched-capacitor filter and a continuous-time ∆Σ converter have shown that the proposed method is more time-efficient than time-marching algorithms used by, for example, MATLAB and VHDL-AMS simulators, while giving similar results.
