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ABSTRACT 
A method f o r  s e n s i t i v i t y  a n a l y s i s  i n  nonl inear  programming i s  
descr ibed  and then  i l l u s t r a t e d  us ing  a  l ea s t - cos t  model of a  secondary 
wastewater t rea tment  system. A s e n s i t i v i t y  equa t ion  approach i s  used t o  
c a l c u l a t e  normalized s e n s i t i v i t y  c o e f f i c i e n t s ,  which approximate t h e  
percent  changes i n  model v a r i a b l e s  and o b j e c t i v e  func t ion  due t o  a  small  
parameter v a r i a t i o n .  Design changes p red i c t ed  by the  s e n s i t i v i t y  
c o e f f i c i e n t s  a r e  confirmed by a  p e r t u r b a t i o n  a n a l y s i s  of t he  optimal 
so lu t ion .  S e n s i t i v i t y  concepts  a r e  used t o  develop a  robus tness  measure 
which i s  incorpora ted  i n t o  t h e  c o n s t r a i n t  s e t  of t h e  nonl inear  model. 
Robustness i s  narrowly def ined  a s  t h e  a b i l i t y  of a  model s o l u t i o n  t o  
main ta in  a  l e v e l  of performance t h a t  meets t h e  system design c r i t e r i a  
even i f  the  a c t u a l  va lues  of model parameters  a r e  not  e x a c t l y  t he  same 
a s  t h e  va lues  assumed f o r  design.  A g r ad i en t  op t imiza t ion  procedure i s  
used t o  examine t h e  t r adeo f f  between t o t a l  c o s t  and t h e  robus tness  
measure. A p re l iminary  a n a l y s i s  shows t h a t  t h e  t r ends  i n  robus t  
wastewater t rea tment  p l a n t  design a r e  i n  d i r e c t  c o n f l i c t  w i th  t h e  
opt imal  d e c i s i o n s  obtained when minimizing c o s t  without  a  c o n s t r a i n t  on 
robus tness  but  a r e  i n  agreement wi th  those des igns  observed t o  work i n  
p r a c t i c e .  The robus tness  c o n s t r a i n t  method presen ted  should be 
app l i cab l e  t o  o t h e r  op t imiza t ion  models of water  resources  systems. 
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This research uses a mathematical wastewater treatment plant model, 
developed by Tang [1984], to illustrate a method of sensitivity analysis in non- 
linear programming (NLP).  A sensitivity equation approach is used to calculate 
normalized sensitivity coefficients, which approximate the percent changes in 
model variables and objective function due to a small parameter variation. 
Design changes predicted by the sensitivity coefficients are confirmed by a per- 
turbation analysis of the optimal solution. 
In addition, the wastewater treatment plant model is used in a preliminary 
analysis of a method for incorporating a robustness measure that is based on the 
notion of system sensitivity into nonlinear optimization models. Robustness is 
defined for this research as the ability of a model solution to maintain a level of 
performance that meets the system design criteria even if the actual values of 
model parameters are not exactly the same as the values assumed for design. 
The "optimal" design is presented and discussed throughout this report. 
However, the true optimal solution cannot be found through use of the 
mathematical model alone, because: 
[ I ]  The optimization of systems described by highly nonlinear mathematical 
equations, such as those predicting the performance of various unit 
processes of a wastewater treatment facility, is at  best difficult and, in gen- 
eral, proving that a particular solution satisfies even the mathematical 
necessary conditions for optimality may not be possible. Also, for a very 
nonlinear process with many interactions a multitude of local optima are 
expected to exist. 
[2]  Models never simulate reality exactly but  usually strive to capture the 
significant interactions within a process. Thus the results of the analysis 
will not, in general, mirror precisely the real world. 
[3]  Usually the modeler must choose one objective to be minimized o r  max- 
- 
imized. Real design is always multiobjective, and since these objectives 
usually conflict, the true optimd design will be less than optimal with 
respect to any one single objective. Even if multiobjective optimization 
techniques are employed, a decision maker is required to arrive a t  the final 
design. 
[4] The wastewater treatment plant considered in this research is not  real. The 
technological parameters, including influent conditions, were arbitrarily 
selected to represent average values found in practice. Therefor, no rank- 
ing of the parameters by their significance t o t h e  design can be made; 
nothing is known of the uncertainty level or uncertainty distribution of the 
parameters since the values are hypothetical. 
For  these reasons, it is not  the objective of this work to present the sensi- 
tivity of  the "optimal" design. This research presents and evaluates a method 
of sensitivity analysis in nonlinear programming which is general for problems 
described by algebraic equations. The sensitivity information is shown to aid in 
examining the complex interactions present in the wastewater treatment plant 
model, and to help identify where potential cost savings lie. A designer of 
wastewater treatment facilities may find the information and discussion useful 
in choosing the best design for a particular situation, taking into account his o r  
her experience and the concerns of others. 
CHAPTER 2 
LITERA= REVIEW 
Examples in the literature of sensitivity analysis applied to wastewater 
treatment plant design are not  numerous. The research done can be roughly 
divided into two catagories based on the type of sensitivity analysis performed: 
perturbation or the sensitivity equation approach. Perturbation analyses are far 
more common; no research applying sensitivity equations to a realistic system 
was found. Below a review of relevant research conducted by the civil and 
chemical engineering communities is presented. 
McBeath and Eliassen [I9661 present a sensitivity analysis of a model of 
the activated sludge process. The final clarifier efficiency is determined from a 
simple mass balance around the aeration tank and settler, and the portion of 
biomass wasted contributes to a digester load factor. The emphasis of their 
research was not  the development of the model but an illustration of the use 
and significance of sensitivity analysis in engineering design. No formal optimi- 
zation procedure was employed; the values of all variables and parameters were 
assumed and the system cost was measured as these values were varied 
throughout a feasible range. The authors acknowledge the implied definition of 
sensitivity as a rate of change, but assert that sensitivity analysis must  include 
the response of the system for the entire feasible range of the parameter in 
question, not  just the slope of the response function a t  a point. Hence, 
McBeath and Eliassen did not  develop sensitivity coeficients in their analysis. 
The cost of the system was defined as being sensitive to a parameter or  
variable if it varied more than 10 percent when the parameter or  variable value 
was perturbed to a high or  low value. Using this definition, the annual cost was 
found to be sensitive to: the price of phosphorous additive, the constant in the 
expression for maintenance costs, the influent soluble 5-day biochemical oxy- 
gen demand (BOD5), the plant design life, the time discount rate, the wastewa- 
ter flow rate, the logarithmic BOD5 removal rate, the treatability limit, the 
phosphorous use ratio, and the mixed liquor suspended solids concentration 
(MLSS) in the aeration tank. Also, the digester load factor was found to be 
sensitive to the sludge age and the concentration of influent soluble BOD5. 
McBeath and Eliassen also point out that a simultaneous variation in two or 
more parameters may result in a large change in the response function, even 
though the same parameters varied individually produce little change. Finally, 
although their research did not investigate the optimal design, McBeath and 
Eliassen conclude that their "procedure offers a means of parameter study for 
the purpose of describing some characteristics of optimal areas available in the 
system." 
Berthouex and Polkowski [I9701 describe the optimization of an activated 
sludge wastewater treatment plant when parameter uncertainty is incorporated 
into the process models. The method of propagation of variance was used to 
predict the response of the system to variations in the parameters. This 
research incorporated the final settling tank as an integral part of the activated 
sludge system design. Other processes modeled include: primary sedimenta- 
tion, anaerobic digestion, and sludge disposal. Total suspended solids were 
assumed not to contribute to the effluent BOD5 since perfect final clarification 
was assumed. Also, the design of the solids handling system was not included 
in the optimization procedure. The Hooke-Jeeves search algorithm was used to 
find the least cost design of the plant under uncertainty. 
The authors found that as the influent BOD5 concentration increased, the 
MLSS concentration and the aeration tank volume increased because of an 
increase in the recycle ratio. However, this solution was quite sensitive to vari- 
ations in parameters describing the activated sludge thickening characteristics. 
This supports inclusion of the final settler as an integral part of the activated 
sludge design. 
The design was very sensitive to changes in the BOD5 removal rate con- 
stant, k .  When k was low, more emphasis was placed on primary 
5 
sedimentation, and the aeration basin volume and MLSS level were increased. 
The increase in aeration tank volume was great relative to the increase in 
MLSS concentration. The influent soluble BOD5 concentration also influenced 
the design and system cost significantly. 
Incorporating uncertainty into the design increased the total cost approxi- 
mately 7 to 12 percent over that of the solution when uncertainty was not con- 
sidered. The effect was to increase the area of the primary settler and the MLSS 
concentration while the activated sludge design was otherwise undec ted .  The 
loading rates on the aeration tank were lower when optimizing under uncer- 
tainty. This analysis illustrates the usefulness of incorporating uncertainty for 
estimating quantitative safety factors for plant design. 
The propagation of uncertainty in k, the BOD5 removal rate constant, 
varied with its magnitude, and with the MLSS concentration, the volume of the 
aeration tank, and the wastewater flow into the aeration basin. The design vari- 
ables were found to be insensitive to variations in the power cost, oxygen 
transfer efficiency, and pumping head. Sensitivity coefficients were not calcu- 
lated from their perturbation analysis. 
Tarrer e t  al. [I9761 expanded on the work of Berthouex and Polkowski by 
including a model to predict clarification efficiency of the activated sludge. 
Thus, effluent BOD5 was comprised of suspended material and soluble 
material. However, like Berthouex and Pollcowski, Tarrer et  al. assumed the 
liquid and solids handling portions of the wastewater treatment plant could be 
optimized separately; the cost of sludge digestion and disposal was added to the 
cost of the liquid subsystem after determining the optimal liquid subsystem 
design. The Golden Section Search algorithm was used to optimize a system 
with two degrees of freedom. 
Tarrer e t  al. included two constraints in their formulation which should be 
noted because of their effect on the least cost design. The sludge age was con- 
strained to be at least four days and the MLSS concentration was required to be 
at least 2000 mg/l. The above constraints produced a design which was thought 
to be very conservative, particularly with respect to liquid-solid separation in 
the final clarifier. The overflow rates in both primary and final settlers were 
very low, as were the solids loadings applied to them. The low overflow rate of 
the final clarifier may be because of the constraints on  sludge age and MLSS 
concentration and the use of a model to predict effluent 7%'. 
A sensitivity analysis was performed on the model. The values of the max- 
imum specific substrate utilization rate, k, and the half velocity constant, K,,  
were perturbed to simulate a hard to degrade wastewater. The sludge age was 
found to be very sensitive to these variations, while the total system cost 
increased only moderately. The increase in sludge age was achieved primarily 
through a larger aeration tank rather than an increase in MLSS concentration, 
although the MLSS concentration did increase enough to warrant an increase in 
the final settler area. Thus, a hard to degrade wastewater was observed to alter 
the sizes of the unit processes significantly but not  to alter the optimal annual 
cost significantly. 
The MLSS concentration, aeration tank volume, and the area of the pri- 
mary clarifier were sensitive to variations in the activated sludge thickening 
characteristics. Poor thickening characteristics reduced the MLSS value, 
increased the aeration tank volume, and increased the area of the primary 
clarifier. The opposite was true of an activated sludge with good thickening pro- 
perties. The total system cost was not  sensitive to the above parameter varia- 
tions. 
The optimal design was very sensitive to the influent soluble BOD5 con- 
centration, as was the total cost. However, the changes in design variables were 
dependent on the MLSS concentration lower bound and the sludge age lower 
bound. For example, decreasing the influent soluble BOD5 increased the area of 
the final settler because this was the most economical way to satisfy the MLSS 
constraint. The system design and cost were very insensitive to changes in the 
TSS effluent standard. No sensitivity coefficients were calculated from their 
analysis. 
Tarrer e t  al. point ou t  that sensitivity analysis is useful in determining 
which way parameters should be perturbed to obtain a more conservative 
design. Also, they recognized that results of any activated sludge plant optimi- 
zation will be especially sensitive to the choice of a suitable final clarifier model. 
Middleton and Lawrence (19751 investigated the sensitivity of a least cost 
activated sludge system design. The final settling tank was incorporated into 
the design of the activated sludge subsystem. The sludge handling facility (i.e. 
gravity thickening, anaerobic digestion, vacuum filtration, and ultimate sludge 
disposal) was optimized separately. The assumptions of perfect final clarification 
and constant removal efficiency in the primary settler restrict their analysis but 
allow efficent optimization of the combined subsystems since sludge age is the 
only decision variable common to both the liquid and solids handling portions. 
All designs were very insensitive to variations in the sludge age, prompting 
the authors to conclude that sludge age and, therefore, process stability could 
be increased without trading off economic efficiency. The assumption of perfect 
final clarification probably contributed to the insensitivity of the solution to 
sludge age. The recycle ratio and hydraulic retention time in the aeration tank 
were shown to increase greatly with an increase in influent waste strength. The 
MLSS concentration and recycle ratio were sensitive to changes in the sludge 
thickening characteristics, while values of sludge treatment variables were 
insensitive to these changes. In reality, sludge treatment variables would be 
expected to change with a change in activated sludge thickening characteristics 
because the concentration of the waste activated sludge directly affects the input 
state of the solids handling subsystem. System cost was also insensitive to these 
parameter variations. The liquid treatment train was not affected by variations 
in sludge disposal costs, and solids handling costs varied as expected in 
response to changes in this parameter. Sensitivity coeficients were not calcu- 
lated from the results of the analysis. 
Voelkel [1978] mathematically modeled a wastewater treatment plant con- 
sisting of: primary clarification, activated sludge, final clarification, gravity thick- 
ening of primary sludge, air floatation thickening of waste activated sludge, 
anaerobic digestion, chemical conditioning, vacuum filtration, and land disposal 
of dewatered sludge. Removal of suspended solids in the final clarifier was 
modeled using the equation developed by Tarrer et al. One unique aspect of 
Voelkel's research is the inclusion of recycle streams from the solids handling 
unit processes to the head of the plant. The inclusion of recycle streams is a 
significant advance over previous wastewater treatment plant optimization 
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equations, and also for systems optimized via Pontryagin's maximum principal. 
Two different types of sensitivity analysis are presented, designated type A and 
type B. The type A analysis requires the optimal decison vector to be fixed, and 
the type B analysis requires the decision vector to change optimally with a small 
change in a parameter value. The latter method is more useful since valuable 
information concerning the sensitivity of the values of the decision variables to 
a variation in a parameter value is obtained. The approach in both cases 
involves solving a set of simultaneous linear algebraic equations to obtain the 
sensitivity coefficients of all state and decision variables (only state variables for 
the first analysis described). The objective function sensitivity coefficient is 
then directly calculable. Chang applies this sensitivity analysis to a simple con- 
tinuous and stagewise process to illustrate its use. 
Chang also investigates ways of including sensitivity information into the 
optimization process, by means of a modified objective function and a method 
of including sensitivity constraints in the model formulation. Both methods 
strive to achieve a design which is nearly optimal, but less sensitive than the 
least cost design to variations in the parameter values. Chang applies these 
methods to the optimal design of a chemical reactor with one degree of free- 
dom. The least cost design and the system cost were very sensitive to varia- 
tions in the heat transfer coefficient. When either sensitivity constraints or an 
augmented objective function containing sensitivity information was applied to 
the system design, it was possible to reduce the sensitivity of the design consid- 
erably with a comparatively small increase in the total cost. 
Chang also investigated means of optimizing processes which are subject to 
uncertainty in the parameter values. If a design is sensitive to a parameter 
value which has a high degree of uncertainty, the problem becomes one of how 
to overdesign the process optimally. An  optimization procedure is presented 
which minimizes the expected value of the objective function given the proba- 
bility density function of the uncertain parameter. This method is applied to a 
simple reactor design described by first order kinetics where the kinetic rate 
coefficient is uncertain. 
Chen et  al. [I9701 present the results of a sensitivity analysis of an 
activated sludge system model in which the aeration basin was modeled as a 
series of n completely-mixed tanks. They present four ways to incorporate 
parameter uncertainty into the optimization process. Employed in their analysis 
is an approach that minimizes the expected value of the objective function. 
Only the activated sludge subsystem was modeled; primary sedimentation and 
sludge handling unit processes were neglected. Perfect clarification of active 
sludge was assumed in the final settler, and the influent waste was assumed to 
consist only of soluble material. The concentration of settled activated sludge 
in the recycle stream was calculated by multiplying the biomass concentration in 
the influent to the final clarifier by a factor, p, the settler concentration 
efficiency. The objective function was to minimize the total aeration basin 
volume. 
A sensitivity analysis of the second type derived by Chang (type B), in 
which the decision variables can vary, was used to calculate sensitivity 
coefficients of the optimal decision and state variables, for variations in several 
model parameter values. Chen e t  al. derive an expression for the sensitivity of 
the optimal objective function value to a variation in a single parameter value, 
for the type B case. Their result is identical to Chang's expression for the objec- 
tive sensitivity when the optimal decision variables are fixed (type A ) .  This 
interesting result indicates that the objective function sensitivity coefficients for 
both the type A and type B cases are identical. 
The optimal total aeration tank volume was very sensitive to variations in 
the settler concentration efficiency, P, and the recycle ratio, and very insensi- 
tive to the dimensionless cell yield (defined as the cell yield divided by the 
expected value o r  nominal cell yield), and the endogenous decay rate. Using 
the propagation of variance concept Chen e t  al. optimized the system under 
parameter uncertainty. They considered two different distributions to represent 
the degree of uncertainty in each parameter: normal and uniform. The 
expected optimal holding time based on the uniform distribution was greater 
than that based on the normal distribution, correctly reflecting the larger uncer- 
tainty in parameters given by the larger variance of the uniform distribution. 
Although the work by Chen e t  al. involves many unrealistic assumptions 
which restrict the practical application of their results, it clearly illustrates a 
method of performing a sensitivity analysis and using these results to 
incorporate parameter uncertainty into the optimal design. This method can be 
used to develop quantitative safety factors for design variables (also see 
Berthouex and Polkowski [1970]) from the ratios of the optimal values of  the 
design variables when parameter uncertainty is considered to their optimal 
values when parameter uncertainty is ignored. 
Tyteca [1981],  and Tyteca and Smeers 119811 investigated the optimal 
design of a secondary wastewater treatment plant consisting of: primary sedi- 
mentation, activated sludge, gravity thickening, anaerobic digestion, and 
vacuum filteration. Their model contained 43  equations and 51 variables and 
was optimized by a generalized reduced gradient algorithm. In many respects, 
Tyteca and Smeers' model is similar to the model developed by Tang [1984], 
which is the basis for the results presented in Chapter 6. There are some 
differences between the two models, however. One of the most  significant 
differences is that Tyteca and Smeers assume perfect clarification of the waste 
activated sludge, but  Tang uses a final clarifier model to predict solids removal 
efficiency. 
Tyteca [I9811 performed a sensitivity analysis using the wastewater treat- 
men t  plant model. H e  investigated changes in influent wastewater characteris- 
tics, effluent quality, discount rate, and methane recovery in the anaerobic 
digester, and noted how the optimal design was affected. A perturbation 
analysis was used to obtain the sensitivity information. 
Tyteca found the primary settler area to be very sensitive to changes in the 
influent o r  effluent conditions. When the influent suspended solids concentra- 
tion was low, the primary clarifier was no longer economically justified. The 
plant design and cost were fairly insensitive to changing effluent BOD5 require- 
ments, except when the effluent requirement was very strict. The design was 
also fairly insensitive to the discount rate, although some expenses involving 
energy useage were affected. In general, parameter variations had little effect 
on the design of the sludge handling facilities. One exception was methane 
recovery in the digester. Although the optimal design was quite sensitive to 
this parameter, total cost remained about the same. 
mAPTER 3 ;; 
4HE WAS W A T E R  TREATMENT PLANT MODEL 
3.1. Model Description 
The mathematical wastewater treatment plant model used in this research 
is described elsewhere in detail [Tang, 1984).  A brief overview of the process 
model equations and cost information is presented below. 
The treatment train modelled is shown in Figure 3.1.  It  consists of the fol- 
lowing unit processes: primary clarification, activated sludge with final 
clarification, gravity thickening of mixed primary and waste activated sludge, 
primary and secondary anaerobic digestion, vacuum filtration, and final sludge 
disposal via sanitary landfill. The model has nine degrees of freedom. Sixty- 
four state and decision variables and 55 equality and 3 inequality constraints are 
used to describe the unit processes, recycle streams from sludge handling facili- 
ties, effluent requirements, and the minimum air flow rate for mixing in the 
aeration basin. The plant influent flow and contaminant concentrations are 
assumed to be steady-state. 
Unit  process sizes and flow, soluble BOD5 concentration, and solids con- 
centrations a t  each control point (Figure 3.1)  describe the state of the system 
for a given decision vector. Thus: 
Qj is the flowrate a t  control point j, m3/hr, 
Sj is the soluble BOD5 concentration, g/m3, 
M ,  is the active biomass concentration, 
Md, is the biodegradable volatile solids concentration, 
Mi is the inert volatile solids concentration, 
M I ,  is the fixed solids concentration, 
M ,  is the total solids concentration, 
j is the index of the control point, j==l,2, ..., 16. 
SANITARY LANDFILL 
Figure 3.1 - Wastewater treatment plant flow diagram 
All solids concentrations are in kg/m3 unless otherwise specified. 
Nine model variables were designated by Tang as decision variables; these 
are presented in Table 3.1 with the bounds imposed upon them during the 
optimization. These bounds reflect limits on process model validity or practical 
considerations. The lower bound of zero on the recycle ratio, R R ,  represents a 
relaxation of the 10% lower bound used in Tang's research. A listing of all 
model variables and associated nomenclature is in Appendix A. 
Table 3.1. - Decision Variables and Bounds 
Variables Lower Bound Upper Bound 
Overflow Rate, Primary Clarifier ( O R p ) ,  m/hr 0.5 6 .O 
Sludge Age, Aeration Tank (O,), days 2.0 6 .O 
Hydraulic Retention Time (O,,), days 0.1 0.5 
Sludge Recycle Ratio (RR ) 0.0 1 .O 
Solids Loading, Gravity Thickener (L,,), kg/day/m2 12.0 48.0 
Digester Temperature ( Td), 'C 20.0 60.0 
Sludge Age, Primary Digester (Od), days 5.0 30.0 
Solids Loading, Secondary Digester ( Ld) ,  kg/day/m2 12.0 48.0 
Vacuum Filter Yield (L, ), kg/m2/hr 5.0 50.0 
Parameters in the model are separated into two catagories: technological 
parameters and cost coefficients. Technological parameters include such things 
as kinetic coefficients and plant influent conditions. Cost coefficients include 
the coefficient and exponent of each unit process cost function. All technologi- 
cal parameters are listed in Table 3.2 with nominal values that describe the 
base plant conditions. 
3.2. Rcx!!ess Models 
Solids removal in the primary settling tank is assumed to follow the model 
of Voshel and Sak [:I9681 : 
Table 3.2 - Nominal values of model technological parameters 
Parameter (Units) Nominal Value 
Economic Data 
Capital Recovery Factor 
Base (1971) Cost Index 
Cost Index for 1980 
OperatingJMaintenance Wages (dollarsJhr) 
Land Cost, CL ( dollars/acre) 
Electricity Cost (dollars/kWhr) 
Pumping Head, H (meters) 
Pumping Efficiency, c p  
Primary Sedimentation 
Constant in Voshel-Sak Model, vl  
Constant in Voshel-Sak Model, vz 
Constant in Voshel-Sak Model, v, 
Sludge Settling Characteristics 
Thickening Constant, a, 
Thickening Constant, a, 
Thickening Constant, a z  
Thickening Constant, n, 
Thickening Constant, np 
Activated Sludge Kinetics 
Growth Yield Coefficient, Y ( g cellsJg BOD6) 
Half-Velocity Constant, K ,  ( g   BOD,/^^) 
Maximum Specific Utilization Coefficient, k (day-') 
Endogeneous Decay Coefficient, b (day- ') 
Fraction of Cells Degradable, f 
Conversion ( g  BODLJg cell) 
Conversion ( g  BODL Jg BOD6) 
Secondary Sedimentation 
Constant in Chapman Model, c1 
Constant in Chapman Model, c2 
Constant in Chapman Model, c, 
Aeration 
Alpha Factor in Aeration 
Parameter (Units) 
Beta Factor in Aeration 
D.O. Concentration in Aeration Tank, DOat (g/ms) 
D.O. Saturation Concentration, C, (g/mS) 
Temperature of Mixed Liquor, TL ( O  C )  
Oxygen Transfer Efficiency, 0223 
Density of Air, pa,, (kg/mS) 
Weight Fraction of Oxygen in Air, 7 
Mixing Requirement, t )  (msair/ms/min) 
Gravity Thickening 
TSS of Thickener Supernatant, Mtl, (kg/mS) 
Anaerobic Digestion 
Coefficient in Reaction Rate Expression, R 1  
Coefficient in Reaction Rate Expression, R 2  
Temperature of Digester Influent, To ( O C )  
Methane Production (mS/kg BODL) 
Average Ambient Temperature, Ta ( O C )  
Efficiency of Heat Exchanger, c 
Heat Conduction Coefficient, U (w/m2- O C )  
Outside Surface Area and Volume Ratio for Digester, a 
Worth of Digester Gas ($/lo8kJ) 
Soluble BOD6 in Digester Supernatant, SI2 (g/mS) 
Factor Accounting for the Effect of Rising Gas 
on Thickening in Secondary Digester, 6 
Thickening Constant for Digested Sludge, ad 
Thickening Constant for Digested Sludge, nd 
TSS of Digester Supernatant, Mt13 
Height of Digester (meters) 
Vacuum Filtration 
Form Time per Cycle Time, x 
Pressure Applied on Vacuum Filter, P (Nt/m2) 
Viscosity of Filtrate, p (Nt-sec/m2) 
Cycle Time, t ,  (min) 
Specific Resistance of Sludge, r, (m/kg) 
TSS of Filtrate, Mt, (kg/ms) 
Nominal Value 
Effluent Standards 
BOD6 Concentration ( mg/l) 
TSS Concentration (mg/l) 
LT. 
A, = area of the primary clarifier. 
Thus the suspended solids removal efficiency is a function of both influent 
solids concentration and overflow rate. This relationship was developed from 
plant scale studies. In general, theoretical relationships were preferred when 
available, but the settling theory of non spherical particles in plant scale basins 
is not fully developed at this time. 
The thickening of sludge in the clarifiers and gravity thickener is predicted 
by the model of Dick and Suidan [1975], which was derived from limiting flux 
theory using the expression for batch settling velocity of Duncan and Kawata 
[1968]. The thickening model is: 
MC is the underflow solids concentration; 
a is a thickening constant, 
n is a thickening constant, 
Qu is the underflow flow rate from the thickening unit, 
At is the area of the thickener or clarifier. 
Removal of soluble BOD5 in the aeration tank is assumed to follow Modod 
kinetics, and the equations developed by Lawrence and McCarty [I9701 are 
used in the activated sludge system design. These equations are well known 
and consequently not cited here. Dissolved oxygen requirements in the aera- 
tion tank are predicted using the model developed by Lawrence and McCarty. 
The final clarifier performs two functions vital to the performance of an 
activated sludge plant: clarification and thickening of the waste activated 
sludge. Because of the interdependence of the aeration tank performance and 
final settler configuration, they are designed integrally as one unit process. 
Also, since effluent suspended solids contribute heavily to effluent BOD, a 
model predicting solids removal efficiency must be included. The Chapman 
model [I9831 is used to predict clarification of activated sludge in the final 
settler: 
+ SWD [90.16 - 62.54($]] 
Af is the area of the final clarifier, 
SWD is the side water depth of the clarifier, 
Mt4 is in g/m3. 
Tang assumes the SWD to be constant and thus the final clarifier efficiency 
is a function of influent suspended solids (MLSS) concentration and overflow 
rate. 
Primary and waste activated sludge are mixed and then thickened in a 
gravity thickener prior to anaerobic digestion. The underflow solids concentra- 
tion is predicted from equation 3.2 and the thickening characteristics of the 
combined sludge, a, and n,, are a function of the fraction of primary sludge in 
the mixture. Solids concentration in the supernatant is assumed constant. 
The primary anaerobic digester is modeled as a chemostat and the first 
order kinetic stabilization rate is a function of the digester temperature. A n  
equation was fit to data compiled by Wise [1980] which plots linearly on a 
semi-logarithmic graph of K 1 ,  the digester rate coeficient, versus the inverse of 
temperature. The expression describing this relationship is presented with a 
plot of the data in Figure 3.2. The total volatile solids entering the digester is 
equal to the total suspended solids concentration from the gravity thickener less 
the fixed solids concentration, which is not  degradable. Since the data plotted 
in Figure 3.2 are based on total volatile solids concentration, no correction is 
made to account for the fraction of total volatile solids which are amenable to 
biological degradation. 
The heat requirement in the digester is a function of: sludge flow rate, 
influent and effluent sludge temperature, temperature of the surrounding air, 
total external area of the digester, and efficiency of the heat exchanger. 
Methane gas production is proportional to the volatile solids destruction and is 
included in the cost function as a credit. The secondary digester is modeled as a 
K,, day-1 c. 
gravity thickener, except that the thickening rate is assumed to be one fourth 
that of a fully digested sludge to account for buoyant properties of the incoming 
sludge due to gas production. Solids concentration in the supernatant is 
assumed constant. 
Sludge dewatering is performed by vacuum filtration and design of the 
vacuum filter is based on the filtration theory of Coackley and Jones 119561. 
Filtrate solids concentration is assumed constant. 
3.3. Cast Functions 
The objective function to be minimized is the sum of all capital, mainte- 
nance, and operating expenses of the wastewater treatment plant. All costs are 
on an annual basis for an assumed plant design life and interest rate. 
The cost of sludge disposal is a function of the landfill area required and 
this area is estimated by Dick e t  al. 119781 to be: 
AL (acres) =3.62x10- 2( QIBMtJ 
AL is the area of landfill required in acres. 
The cost function is given by Rossman [1980] as: 
Capital Cost( 1980 $ ) =( landcost, $ lacre) AL 
+ 6 2 0 0 ~ ~ . ~ ' (  cost update factor) 
q is the wet tons of sludge applied per day, which equals 
27.5132Q16 for a sludge with a specific gravity of 1.04. 
All other cost functions for the unit processes have the general form: 
C is the capital, operation, materials and supply, or power cost, 
a is the cost coefficient, 
b is the cost exponent, 
X is the model variable related to size or capacity of the process. 
OPnMIzAnON STRATEGY 
AND CXlMPUTATIONAL EXPEXUENCES 
A Generalized Reduced Gradient algorithm, GRG2, developed by Lasdon 
e t  al [I9791 was used to optimize the total system model. GRG2 has been 
shown to be very robust and therefor useful for solving large, highly nonlinear 
NLP's. 
4.1. Solution Accuraey 
There are several ways in which GRG2 may terminate the optimization 
procedure. The highest degree of confidence is obtained when the Kuhn- 
Tucker conditions for optimality are met  at the final point. This implies the 
necessary conditions for a local optimum have been met to within a certain user 
defined tolerance. GRG2 may also terminate when the fractional change in the 
objective is less than a user specified value for a user specified number of itera- 
tions. This termination criterion implies less confidence in the final solution 
accuracy. For every optimization run presented herein, except where noted, the 
second termination criterion was met. This result does not necessarily mean the 
final decision vector is not a good solution. It may, in fact, closely approximate 
either a locally or globally optimal solution to the problem. The higher 
confidence termination criterion may not be satisfied because of inadequate 
scaling of the problem functions and variables [Lasdon et  al., 19821 or because 
of the inherent difficulty in simultaneously solving the set of binding nonlinear 
constraints at each step. Since the wastewater treatment model consists mainly 
of equality constraints, this latter difficulty is expected to be significant. 
Experience in working with the current model and knowledge of the prob- 
lem led to developement of informal criteria used to assess the accuracy of the 
final solutions. It was observed that an optimal solution usually possessed the 
following seven characteristics: 
[ I ]  Low sludge age ( 8 ,  less than 3.0 days) 
121 High primary clarifier overflow rate ( O R ,  often a t  upper bound of 6.0 
m3/m2/hr) 
[3] Low recycle of activated sludge ( R R  less than 20 percent) 
141 Low solids loading on the gravity thickener ( L z  often at lower bound of 
0.5 kg/m2/hr) 
[5]  High temperature of primary anaerobic digester ( Td at upper bound of 
60 "C) 
[6]  High solids loading on secondary digester ( L d  often at  upper bound of 2.0 
kg/m2/hr) 
[7]  High concentration of vaccum filter cake ( M t l 0  at upper bound of 150.0 
kg/m3) 
Thus, if several optimization runs were made, each starting at a different feasi- 
ble point in the problem domain, and if the results from these optimizations 
were very similar and possessed the above seven characteristics, then this was 
symptomatic of a solution which closely approximated a local and possibly the 
global optimum. However, proving a solution is globally optimal is very difficult 
for complex, highly nonlinear systems. 
4.2. Algorithmic Option-PARSH Submutine 
Because GRG2 uses a gradient method to solve a sequence of reduced 
problems, partial derivatives of all problem functions with respect to all vari- 
ables are required. One feature of GRG2 is the option of calculating these 
derivatives numerically using either forward o r  central finite differences. This 
convenience comes a t  the expense of higher computing costs and decreased 
accuracy. Higher computing costs result from the extra function calls needed at  
each iteration to compute the numerical derivatives. With the exception of 
quadratic functions, either numerical approximation of the derivative will be 
less accurate than an analytical gradient expression. For these two reasons an 
optional subroutine was written to calculate the partial derivatives analytically. 
Derivatives obtained using the analytical expressions were compared to esti- 
mates obtained using central finite differences, and one set  of duplicate runs 
was made to assess the computational advantages of using the analytical expres- 
sions. On a HARRIS 800-2 virtual memory machine the run using numerical 
derivatives took 285 seconds of CPU time and the identical run using analytical 
derivatives took 248 seconds of CPU time. Thus, for this set  of comparative 
runs the analytical expressions yielded a 13 percent reduction in CPU time. 
One caution regarding coding of the analytical derivatives is warranted. In 
the initial development of the subroutine all constant derivatives were coded to 
be calculated only once, during the first iteration, via the use of a GRG2 sup- 
plied iteration variable. This was done to reduce the cost of calculating the 
derivatives a t  every iteration. In fact, Lasdon e t  al. [I9781 state "Even greater 
reductions (in CPU time) could have been obtained by coding the partial 
derivative subroutine PARSH to evalutate the constraint gradients (which are 
constant) only once." However, the subroutine implementing this idea consis- 
tan tly caused the optimization to terminate prematurely at a non-optimal point. 
It  was discovered that, after the first iteration, the values of several constant 
derivatives had been changed. Presumably, GRG2 uses array storage allocated 
to the gradient array for other purposes elsewhere in the program. Thus all 
gradients, constant o r  otherwise, should be explicitly calculated during each call 
to the PARSH subroutine. 
4.3. Mechine Dependent Accuracy 
GRG2 was run on two different computers at the University of Illinois: a 
Control Data Corporation CYBER 170 series mainframe, and the previously 
mentioned HARRIS minicomputer. GRG2 runs on the CDC machine in single 
precison with 60 bit data words, and on the HARRIS machine in double preci- 
sion with 48 bit data words. The solutions obtained on the CYBER were con- 
sistantly better (although only slightly) than those obtained from identical runs 
on the HARRIS. Although the difference could be partially attributed to the 
increased number of significant digits carried by the CDC machine, identical 
runs still produced slightly inferior results on the HARRIS even when using 96 
bit data words (quadruple precision). The values of several machine-dependent 
options and tolerances within GRG2 could d e c t  the final solution. It is notable 
that the accuracy of a particular solution may be affected by the computer used. 
GRG2 proved a useful tool for solving this particular medium size, highly 
nonlinear program. The system model could be optimized, in its entirety, even 
given the presence of the recycle mass balances and the large number of non- 
linear equality constraints to be satisfied. However, before a program will run 
efficiently and consistently, much work may be required. The straightforward 
implementation of GRG2 to a particular problem is fairly easy, but the accuracy 
and efficiency of the final solution may be highly dependent upon the scaling of 
problem functions and variables, and upon the choices of many tolerances and 
algorithmic options available to the GRG2 user. 
SENSInVITY Tam 
AND MEXHODS OF ANALYSIS, 
5.1. Introduction 
Usually, in the design o r  analysis of engineering systems, the values of 
many parameters are required. These values are often not  known with cer- 
tainty, and must  be estimated from experience, o r  by conducting (sometimes 
expensive and elaborate) research experiments. Under actual operating condi- 
tions, these parameters may take on values which are different than those 
values estimated from experience or  experimentation. In addition, the parame- 
ters assumed constant may really have stochastic properties; they may vary in 
time over a certain range. These shifts in parameter values can combine to alter 
significantly the performance of the real process. 
Associated with every engineered project is an element of risk. The 
engineer will attempt to minimize the risk, often by using "safety factors," 
which multiply values of design variables to obtain a final design which is not  as 
economically efficient, but  which is less sensitive to parameter variations. Thus, 
parameter uncertainty is associated with a fundamental tradeoff in engineering 
design: increased economic efficiency versus decreased risk. 
Sensitivity analysis applied to a model can determine to what degree per- 
formance of the system depends on certain parameters. If the system outputs 
are very insensitive to variations in one parameter, the designer need not  
include an additional safety factor to reduce the risk imposed by uncertainty in 
that parameter value. However, if the system outputs are very sensitive to vari- 
ations in a parameter, the designer may wish to reduce risk either by additional 
research to obtain higher confidence in the value, o r  by introducing an 
appropriate safety factor to compensate for the parameter uncertainty. 
Sensitivity information is therefor very important to the designer because it can 
reduce the additional cost burden associated with applying arbitrary safety fac- 
tors to all design variables. Sensitivity analysis helps the engineer assess the 
risks involved with a particular system design. 
A sensitivity analysis of a properly formulated model will yield valuable 
information concerning how operating or  environmental conditions may be 
altered to produce a more cost effective design. Sensitivity information also 
indicates which direction parameter values should be perturbed to produce a 
design safety factor. The direction of perturbation may be intuitive to the 
experienced engineer, but possibly not, if the system is complex. 
The art of modeling itself is intimately associated with sensitivity. Sensi- 
tivity measures the response of a system output to changes in a system input; 
modeling attempts to mimick such responses in the real world. Thus, sensitivity 
can tell the modeler to what degree observed reality is mirrored by the process 
description, and where deficiencies in the model may lie. Sensitivity analysis 
can and should be used as an integral part in every stage of the modeling pro- 
cess. 
Mathematical models are particularly well suited to sensitivity analysis, as 
the sensitivity information can be obtained relatively easily and inexpensively 
via computer simulation, optimization algorithms, or sensitivity equations such 
as those presented in this chapter. Both perturbation and sensitivity equation 
methods are described below, and their relative advantages and limitations dis- 
cussed. 
5.2. Definition of Sensitivity 
Sensitivity is a rate of change in one factor with respect to a rate of change 
in another factor. This general definition implies the quotient of two 
differentials. The sensitivity of system outputs to changes in model parameter 
values is one specific application of the sensitivity concept. Another application 
is in model building and verification. For example, the mathematical form of a 
model determines the sensitivity of the model output to changes in the values 
of model variables, and this sensitivity should agree with observed data. 
Derivation of the mathematical foundations of sensitivity is applicable to all 
phases of the modeling process. 
5.3. Mafhematid Basis for Sensitivity 
The mathematical definition of sensitivity is derived from consideration of 
the Taylor series expansion of the explicit function: 
The change in factor Fo resulting from a change in factor Fi can be expressed: 
If second order and higher terms are considered negligible then equation 5.2 
reduces to: 
Thus: 
Equation 5.4 is referred to as the linearized sensitivity equation [McCuen, 
19761, and it approximates the change resulting in factor Fo due to a 
corresponding change in factor &. The general definition of serlsitivity is 
derived from equations 5.1 and 5.4: 
Where S is the sensitivity coefficient, and denotes the rate of change of factor 
Fo to factor F;. 
Equation 5.5 implies two types of sensitivity analysis; the first term sug- 
gests the method of factor perturbation, and the second term suggests a direct 
differentiation method. The method of factor perturbation is by far more 
common since evaluating the differentials can often be an appreciable chore for 
large complex systems. 
The senstivity coefficient in equation 5.5 can be modified by dividing the 
numerator by Fo and the denominator by &: 
Equation 5.6 defines the normalized o r  relative sensitivity coefficient [McCuen, 
19761, Sn, and is the coefficient calculated in this work. The normalized sensi- 
tivity coefficient is useful for comparative purposes, because it gives an estimate 
of the relative change in factor Fo due to a relative change in factor &. The 
interpretation is, for Sn = 1.0, a change in factor Fi of one percent will affect a 
change in factor Fo of one percent. The direction of this change is given by the 
sign of the sensitivity coeficient. 
5.4. Sensitivity mations 
Chang [:I9671 has derived sensitivity equations for two cases: 1) when the 
optimal decision vector is fixed, and 2) when the decision variables are allowed 
to vary. in response to a parameter variation. These sensitivity equations are 
presented below. A system described by algebraic equations can always be writ- 
ten in the form: 
Minimize J = f (x,B,() (5.7) 
J is the objective function to be minimized, 
gk is the kth constraint describing the system, 
x is a s-dimensional vector of state (dependent) variables, 
8 is a r-dimensional vector of decision (independent) variables, 
( is a p-dimensional vector of model parameters. 
5.4.1. 'Pype A-Decision Vector Fixed 
d J  The purpose of this type of analysis is to find -, the sensitivity of the 
ati 
objective to a small change in parameter i, when the decision vector is fixed.. 
Differentiating J with respect to ti  gives: 
The unknowns in the above equation are the sensitivities of the state varibles 
a x j  
with respect to t i ,  i. e. - j =1,2, . . . , s. These sensitivities are obtained by 
ati 
differentiating the constraints with respect to t i ,  as follows: 
The above sensitivity equation represents a system of linear algebraic equations 
' x i  . 
which can be solved for - 3 = 1,2, . . . , s. From equations 5.8 and 5.9, in 
ati 
vector matrix notation the objective function sensitivity is: 
In the above equation { ) denotes a column vector, [ ] denotes a square matrix, 
T denotes the transpose, and [ 1-I  denotes the inverse of a matrix. All deriva- 
tives are evaluated at a set of decisions, 8 ,  and at the nominal parameter 
values. The objective sensitivities may be normalized for comparative purposes 
(see equation 5.6). 
5.4.2. Type BDecision Vector Fllee 
The purpose of this type of analysis is to determine the sensitivity of J 
when the optimal decision vector is not fixed. In addition, valuable informa- 
tion concerning the sensitivities of the decision variables to changes in model 
parameters is obtained. 
Chen e t  al. [I9701 present a derivation of the objective sensitivity for the 
Type B sensitivity analysis. The resulting expression is identical to equation 
i3J 5.10; Chen e t  al. indicates that - is the same regardless of whether the deci- 
at i  
sion vector can change. This result is counterintuitive for, if the decision vec- 
tor is fixed, the ability to optimize is lost. If the decision vector is free, a 
parameter change could induce a change in the optimal design, which would 
result in a lower ( o r  equal, if alternate optima exist) objective value than for 
the fixed case. This must  be true since the objective is minimized. A practical 
example illustrates this important concept. 
Consider a typical wastewater treatment plant in operation. If suddenly a 
slug of hard-to-degrade wastewater enters the plant, simulating a parameter 
change, the cost of meeting the effluent requirements would increase because 
of operational changes associated with the aeration basin and other unit 
processes. If the operator could change unit process sizes at will, the annual 
amortized cost of meeting the effluent requirements could decrease. The origi- 
nal solution is still available to the operator, but new solutions (essentially new 
plants) are available as well. 
The above discussion suggests a different approach to the computation of 
the objective sensitivity coefficient. Differentiation of J with respect to ti gives: 
a J  
+ 
af a 4  
--
a  f + -  
a t i  ,=I 1 4  30, a t ;  a t i  
The above expression is used in this work to calculate objective sensitivity 
coefficients for the Type B analysis. A simple example problem has been for- 
mulated which indicates this equation is superior, for one specific case, to 
Chen's derivation. However, research is needed to generalize this result. 
The unknowns in equation 5.11 are the sensitivities of the state and deci- 
a x j  
sion variables with respect to a change in ti: - j = ,  . s and 
a t i  
(301 
-1 =1,2, . . . , r. Calculation of these derivatives must  be constrained by 
a t ;  
the mathematical optimality conditions, so that the decision vector is 
constrained to change optimally with a parameter variation. 
For the problem in 5.7, the first order necessary conditions for optimality 
are: 
Differentiating 5.12 through 5.14 with respect to ti gives: 
ahk axj + k ahk ae, 8 ah, ax j ah, 
-- --+ - = O  
C ~ a e i  as, a t i  + 5 3, j at i  at i  
Equations 5.15 through 5.17 constitute a set of linear, algebraic equations 
axj . to be solved for the unknowns: - 30, 3 =1,2, . . . , s ,  - 1 =1,2, . . . , r ,  and 
ati  a t i  
ax j = 1,2, . . . , 3 .  The objective sensitivity can then be calculated from 
at i  
equation 5.11. All derivatives are calculated at the optimal decision vector and 
nominal values of parameters. The sensitivity coefficients may be normalized 
for comparative purposes (see equation 5.6). 
5.4.3. Generalization of Objective Sensitivity Expression 
The objective function often is the sum of contributions from individual 
system components, as: 
A straightforward extension of equation 5.11 yields the sensitivity expression 
for this new objective: 
If the objective is segmented in a meaningful way, additional information may 
be obtained by examining the sensitivity contribution of each kth component 
individually. This was done in this work to show variation in sensitivity 
between capital, operating, maintenance, materials and supply, and power costs, 
and within these groups the variation with respect to each individual unit pro- 
cess. 
5.5. Numerical Methods 
The optimal solution may be found by any applicable optimization strategy. 
However, if the vector of lagrange multipliers is not provided by the optimiza- 
tion algorithm selected, it  must be determined from simultaneous solution of 
any s of the s+r necessary conditions given by 5.13 and 5.14. The s necessary 
conditions must be selected so that the resulting system of equations is non- 
singular. 
Many stratagies could be used to compute the elements of the coefficient 
matrix of equations 5.15, 5.16, and 5.17. In this research, analytical expressions 
were written to compute gradients of the objective function and constraints 
with respect to each variable. The partial derivatives of hj and pl were then 
computed by central finite difference. 
The coefficient matrix for the system of linear equations to be solved may 
be large and very sparse, depending on the model structure. The coefficient 
matrix for the wastewater treatment plant model considered in this work 
contained less than 5.0% nonzero elements. In this case, decomposition of the 
coefficient matrix by standard gaussion elimination techniques may not proceed 
well. Also, a poorly scaled coefficient matrix will result if the NLP is poorly 
scaled, and this could affect the solution accuracy. 
In this work the Y12M sparse matrix solution package available at the 
University of Illinois was used to solve the linear system and obtain the sensi- 
tivity coefficients. Prior to decomposition, the coefficient matrix and right hand 
sides were scaled using a sparse matrix scaling routine from the HARWELL 
software library (subroutine MClOA) available at the University of Illinois. 
5.8. Comparison of Sensitivity Equations and Perturbation Analysis 
A P P - ~ - ~ =  
5.8.1. Accuracy 
Both perturbation analysis and the sensitivity equation approach yield 
information subject to ill-conditioning errors. An NLP exhibits ill-conditioning 
when optimization proceeds poorly and frequently terminates at a non-optimal 
point. This behavior may be caused by algorithmic o r  numerical problems, 
high interaction between model variables, or poor scaling of model variables 
and functions. It is common for large, highly nonlinear problems to exhibit 
some degree of ill-conditioning. 
If ill-conditioning prevents obtaining a mathematically optimal solution, the 
sensitivity analysis might be grossly in error. The degree of error is probably 
difficult to determine and depends on how closely the final solution approaches 
a stationary point. 
A related source of inaccuracy is due to non-convexity of the objective 
function or  the feasible region. If the necessary optimality conditions have 
been met  but the point is not a globally optimal solution, the sensitivity analysis 
will not, in general, predict the sensitivity of the global optima to changes in 
model parameters. 
5.8.2. Computational Requirements 
For  the problem studied, the sensitivity equation approach yielded much 
information for very little computational expense. The average time required 
to compute sensitivity coefficients for all model variables and for changes in all 
technological parameters and cost coefficients was 120 CPU seconds on the 
HARRIS minicomputer. In comparison, just one optimization run on the same 
machine required from 250 to 850 CPU seconds. Thus, if the problem is 
expected to have many local optima o r  exhibits ill-conditioned behavior, a per- 
turbation analysis might be quite expensive in comparison to the sensitivity 
equation approach. Several computer runs might be required to reach a desired 
confidence level o r  degree of accuracy for each factor perturbation. The sensi- 
tivity equations require only that  the global optimum be approximated to the 
desired confidence level. Since effort will be devoted to this end,  whether o r  
not  postroptimal sensitivity analysis is performed, the sensitivity equation 
analysis requires very little extra computation. 
5.8.3. Information froan Sensitivity Equations and Perkhation Analysis 
In one  sense the two sensitivity methods should not  be compared; the 
information obtained from each is conceptually different. The sensitivity 
coefficients calculated from sensitivity equations are analagous to derivatives; a 
firstrorder approximation of change in the optimal objective function and model 
variables in response to a parameter variation. The sensitivity coefficients can- 
not, in general, accurately predict the effect of a large scale change in a parame- 
ter o r  the effect of varying several parameters simultaneously. The first order 
approximation is sufficient for many real systems [Berthouex and Polkowski, 
19701, however, and the normalized sensitivity coefficients allow quick com- 
parison of a large number of parameter effects. 
In contrast, Perturbation techniques can be used to examine large-scale 
changes in parameters and the effect of several parameters varying simultane- 
ously. Perturbation methods do not, however, yield information about the rate 
of change as accurately as the sensitivity equations. 
The two sensitivity methods should be thought of as complements. They 
both could be used to investigate fully the sensitivity of the model. One 
possible approach would be to use sensitivity equations during the model build- 
ing phase to aid in selecting adequate process models. When the model is com- 
pleted, sensitivity coefficients for a few selected optimal solutions (correspoad- 
ing to different inputs o r  outputs) should give good indication of parameters 
which might be critical to the design. Perturbation methods could then be used 
to explore more fully the range of tradeoffs associqted with certain parameter 
variations. 
S m s I n v I w  ANALYSIS OF 
WASTEWATER TREATMENT PLANT MODEL 
This chapter presents the results of a sensitivity analysis of the wastewater 
treatment plant model. The sensitivity equation method was used to obtain 
normalized sensitivity coefficients of model variables and total annual cost for 
all technological parameters and cost coefficients. The type B approach dis- 
cussed in section 5.4.2. was used ( i . e .  the decision variables are constrained to 
change optimally with a variation in a parameter value). The effects of changing 
the primary digester rate coefficient, activated sludge thickening characteristics, 
aeration tank dissolved oxygen concentration, influent wastewater flowrate, and 
effluent standards are discussed in detail. 
The presentation illustrates how the normalized sensitivity coefficients can 
be used to examine the complex interactions in the model and the characteris- 
tics of the optimal solution. The wastewater treatment plant considered is typi- 
cal but hypothetical, so the sensitivity analysis is also hypothetical. The 
hypothetical quality of the problem does not  prevent useful conclusions from 
being drawn but, in general, it does preclude any ranking of the model parame- 
ters according to how critical they are to the optimal design o r  cost, since the 
analysis is problem specific. 
First, the base optimal solution for which the sensitivity analysis was con- 
ducted is presented. Restructuring of the model for the sensitivity analysis is 
then described. The sensitivity coefficients are then presented, and some of 
them are discussed in detail. 
6.1. Base Optimal Solution 
The values of the optimal design variables and the total cost of the base 
solution is given in Table 6.1. The total cost of the design is in dollarlyear. This 
solution was obtained using the nominal parameter values listed in Table 3.2. 
The decision vector possesses the optimal characteristics mentioned in Chapter 
4, and is the best of four solutions obtained using different feasible starting 
points. The decision vector and optimal cost of all four solutions are presented 
in Appendix B. 
Table 6.1-Optimal Decision Vector and Annual Cost for Base Solution 
Variable Base Solution 
Overflow Rate, Primary Clarifier ( OR,), m/hr 
Sludge Age, Aeration Tank (B,), days 
Hydraulic Retention Time ( B a t )  , days 
Sludge Recycle Ratio ( R R )  
Solids Loading, Gravity Thickener (L,,) , kg/day/m2 
Digester Temperature ( Td) , 'C 
Sludge Age, Primary Digester ( B d )  , days 
Solids Loading, Secondary D igester ( Ld)  , kg/day/m2 
Vacuum Filter Yield ( LI ) , kg/hr/m2 
Total Cost ($/year) 
6.2. Restructuring the Model for Sensi tivity Equations 
The sensitivity equations require all costraints to be equalities with zero 
right hand sides. Also, to obtain meaningful results, constraints must be 
included that reflect the bounds imposed on model variables. Upper or lower 
bound constraints are required, however, only for those variables that are equal 
to their upper or lower bounds at the optimum. 
Three inequality constraints, that describe the effluent BOD5 requirement, 
the efluent TSS requirement, and the minimum air flow rate for mixing in the 
aeration tank, were converted to equality form by the addition of slack 
variables. Also, constraints were added for upper bounds on the primary 
clarifier overflow rate ( ORp),  the digestion temperature ( Td), and the solids 
concentration of the filter cake (Mtl,,). Another constraint was added for a lower 
bound on the secondary digester supernatant flow ( QI3) .  These constraints for 
variables a t  their bound were not included in Tang's optimization model, 
because GRG2 handles bounds on variables implicitly in the optimization algo- 
rithm. 
The values of lagrange multipliers are required by the sensitivity equations. 
A generalized reduced gradient algorithm such as GRG2 will yield the lagrange 
multipliers directly ( the  multipliers associated with the constraints added for 
variables at bound equal the reduced gradient components of those variables). 
If an optimization method does not  yield the values of the lagrange multipliers, 
the multipliers can be calculated by the technique described in section 5.4. 
8.3. Thickening Coeliicients of Combined Sludge 
Thickening of the combined waste activated and primary sludge is 
predicted by equation 3.2. The thickening coefficients of the combined sludge, 
a, and n,, are assumed to be functions of the mass fraction of primary sludge 
in the mixture, j,. The empirical equations which Tang used to describe this 
relationship are: 
where n l ,  a l ,  and a2 are assumed constant and a, and n, are thickening 
characteristics of the waste activated sludge. 
If the above relationship is valid, the primary sludge thickening characteris- 
tics, ap and np, must equal: 
Tang derived these equations by setting jp to unity in 6.1 and 6.2. Equations 
6.3 and 6.4 indicate that the primary sludge thickening characteristics are a 
function of the thickening characteristics of the waste activated sludge. How- 
ever, thickening in the primary and the final settler are observed to be indepen- 
dent processes. Hence, a different approach to calculating the ,combined sludge 
thickening characteristics is used in this work. If up and np are assumed to be 
the independent parameters and a l  and nl  the dependent parameters, equations 
6.3 and 6.4 yield: 
The thickening characteristics of the primary and waste activated sludge are 
parameters in the model, and a l  and n l ,  the empirical constants in equations 
6.1 and 6.2, depend on the values of the waste activated and the primary sludge 
thickening characteristics (equations 6.5 and 6.6). I t  can be argued that the 
values of a, and n, should depend on the primary sludge thickening charac- 
teristics, not just the fraction of primary sludge. This change can be assumed to 
take place through a change in the dependent parameters, a l  and nl .  Investiga- 
tion of combined sludge thickening characteristics is needed to validate the rela- 
tionship used herein. 
0.4. Sensitivity Results 
Normalized sensitivity coefficients for the wastewater treatment plant 
model are presented in Tables 6.2 and 6.3. These coefficients predict the per- 
cent change in the decision variables and total annual cost for a 1% change in 
the technological parameters and cost coefficients. For example, the normalized 
sensitivity coefficient that approximates the affect of a change in the capital 
recovery factor (CRF) upon the hydraulic retention time in the aeration tank 
(ea t )  has a value of -.158. This coefficient predicts that, if the CRF would 
increase by 1% the eat would decrease by .158% Similarly, if the CRF would 
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