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Abstract
We consider measures of languages induced by Bernoulli distributions on the letters of a given
alphabet. Of particular interest are languages having a measure equal to 1 with respect to all positive
Bernoulli distributions (Bernoulli sets). The main object of the paper is to study conditions ensuring
that a given language has a ﬁnite Bernoulli completion, i.e., it is included in a ﬁnite Bernoulli set. Some
characterizations of languages having ﬁnite Bernoulli completions are given. In the case of a two-letter
alphabet it is shown that one can decide whether a ﬁnite language has a ﬁnite Bernoulli completion
or not. Moreover, any ﬁnite code over a two-letter alphabet has a ﬁnite Bernoulli completion. Finally,
we prove that two ﬁnite languages have the same measure with respect to all Bernoulli distributions
if and only if each of the two languages can be obtained from the other by using a ﬁnite number of
times three suitable measure-invariant transformations.
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1. Introduction
Measures of languages induced by probability distributions on the letters of a given
alphabet (Bernoulli distributions) are of great interest in Information Theory as well as in
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Formal Language Theory. For instance, it is well known [1] that a ﬁnite code is maximal
if and only if its measure is 1 with respect to all Bernoulli distributions. Languages whose
measure is 1, with respect to any positive Bernoulli distribution, were called Bernoulli sets
in [3].
We recall that a classical open problem in Theory of variable-length Codes asks for an
effective procedure to decide if a given code is included in a ﬁnite maximal code. Clearly,
if this is the case, then the code is necessarily contained in a ﬁnite Bernoulli set, while the
converse is not generally true.
The object of this paper is the study of conditions ensuring that a given language is
included in a ﬁnite Bernoulli set. In this case, we say that the language has a ﬁnite Bernoulli
completion.
In Section 3, some known facts about Bernoulli sets are recalled and some useful char-
acterizations are given.
In Section 4, a characterization of ﬁnite languages X having a ﬁnite Bernoulli com-
pletion is given. In this case, denoting by (X) the maximal length of the words of X, a
completion Y can be obtained by adding to X a suitable set of words, all having the same
length n(X), where n is such that any other ﬁnite Bernoulli completion Y ′ of X satisﬁes
(Y ′)n.
It is also shown that the property of having a ﬁnite Bernoulli completion does not depend
on the cardinality of the alphabet, in the sense that a language over the alphabet A ⊂ B
has a ﬁnite Bernoulli completion over A if and only if it has a ﬁnite Bernoulli completion
over B. Finally, it is shown that any ﬁnite language whose measure is smaller than 1 for all
Bernoulli distributions, has a ﬁnite Bernoulli completion.
In Section 5, we consider languages over a binary alphabet. In such a case we are able
to characterize languages which are properly included in a ﬁnite Bernoulli set as the ﬁnite
languages whose measure is smaller than 1 for all positive Bernoulli distributions. In par-
ticular, any ﬁnite code over a two letter alphabet has a ﬁnite Bernoulli completion. From
the preceding characterization, we derive that it is decidable whether a ﬁnite language over
a binary alphabet has a ﬁnite Bernoulli completion or not. Moreover, we show that there
exist languages X such that any ﬁnite Bernoulli completion has a word whose length is
exponential with respect to the maximal length of the words of X.
In Section 6, we consider three elementary transformations of languages which preserve
their measure for all Bernoulli distributions. We prove that two ﬁnite languages have the
same measure, with respect to all Bernoulli distributions, only if each of the two languages
can be obtained from the other by using a ﬁnite number of times the abovemeasure-invariant
transformations. Hence, the measure equivalence of two ﬁnite languages, with respect to all
Bernoulli distributions, coincides with the equivalence relation generated by these measure-
invariant transformations.
2. Preliminaries
Let A be a ﬁnite non-empty set or alphabet and A∗ the free monoid generated by A. The
elements of A are usually called letters and those of A∗ words. The identity element of A∗
is called empty word and is denoted by . We set A+ = A∗ \ {}.
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A word w ∈ A+ can be written uniquely as w = w1w2 · · ·wn, with wi ∈ A, 1 in,
n > 0. The integer n is called the length of w and denoted |w|. The length of  is 0. For any
a ∈ A, |w|a denotes the number of occurrences of the letter a inw. Thus, |w| =∑a∈A|w|a .
For any n0, An will denote the set of all words of length n over the alphabet A.
Letw ∈ A∗. Theword u ∈ A∗ is a factor ofw if there existp, q ∈ A∗ such thatw = puq.
If w = uq, for some q ∈ A∗ (respectively, w = pu, for some p ∈ A∗), then u is called a
preﬁx (respectively, a sufﬁx) of w.
Any subset X of A∗ is called a language over A. By X∗ we denote the submonoid of
A∗ generated by X. If X is a ﬁnite language, we denote by (X) the maximal length of the
words of X.
A language X over A is complete if any word of A∗ is a factor of a word of X∗.
For any X, Y ⊆ A∗, the product of X and Y is XY = {xy | x ∈ X, y ∈ Y }. If X = {x}
we shall write the product {x}Y simply by xY. The product XY is unambiguous if for any
w ∈ XY there exists a unique pair (x, y) ∈ X × Y such that w = xy.
We recall that a language X over A is a code if it is the base of a free submonoid of A∗.
A code over A is maximal if it is not properly included in another code over A. As is well
known [1] a ﬁnite code is maximal if and only if it is complete.
One can introduce in A∗ the equivalence relation ∼, called commutative equivalence,
deﬁned as follows: for all u, v ∈ A∗
u ∼ v if |u|a = |v|a for all a ∈ A .
If u ∼ v, one says that u and v are commutatively equivalent. Two languages X and Y
are said to be commutatively equivalent, and one writes X ∼ Y , if there exists a bijection
 : X → Y such that for any x ∈ X, x ∼ (x).
Let A = {a1, . . . , ad} and K a ring. As usual, K[A] denotes the ring of all polynomials
in the commutative variables a1, . . . , ad and coefﬁcients inK.
In the caseK = R, we introduce in the ringR[A] the partial order  deﬁned as follows.
For P,Q ∈ R[A] one sets P Q if the polynomialQ− P has non-negative coefﬁcients.
With any ﬁnite language X over A, one can associate the characteristic polynomial X of
X (in commutative variables) deﬁned as
X = ∑
i1+···+id (X)
xi1···id a
i1
1 · · · aidd ,
where xi1···id = Card{x ∈ X | x ∼ ai11 · · · aidd }, i.e., xi1···id gives the number of words of X
having i1 occurrences of the letter a1, i2 occurrences of the letter a2, …, id occurrences of
the letter ad . Denoting for any w ∈ A∗ simply by w the characteristic polynomial of {w},
one derives that
X = ∑
x∈X
x .
For instance, ifA = {a, b} andX = {a2, aba, a2b, ba, b3}, thenX = a2+ab+2a2b+b3.
Moreover, ∅ = 0 and  = 1.
The following lemma, whose proof is omitted, reports some elementary properties of
characteristic polynomials of ﬁnite languages (see, e.g., [1]).
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Lemma 1. Let X, Y ⊆ A∗ be ﬁnite languages. One has
(1) X ∪ Y = X + Y −X ∩ Y .
(2) Y \X = Y −X ∩ Y .
(3) XYXY , where “=” sign holds if and only if the product XY is unambiguous.
(4) X is commutatively equivalent to Y if and only if X = Y .
The following lemma will be useful in the sequel.
Lemma 2. Let P ∈ Z[A] and X be a ﬁnite language over A such that
0P X .
There exists Y ⊆ X such that Y = P .
Proof. Let A = {a1, . . . , ad}. We can write P as
P = ∑
i1+···+id  t
pi1···id a
i1
1 · · · aidd ,
where t is the degree of P. Since 0P X for all non-negative integers i1, . . . , id such that
i1 + · · · + id t one has
0pi1···id  Card{x ∈ X | x ∼ ai11 · · · aidd } .
As the coefﬁcients of P are non-negative integers, there exists a subset Y of X such that
Card{y ∈ Y | y ∼ ai11 · · · aidd } = pi1···id for all i1, . . . , id such that i1 + · · · + id t . Thus,
Y = P . 
3. Bernoulli distributions
Let R+ denote the set of non-negative real numbers. A Bernoulli distribution  over A is
any map  : A→ R+ such that∑
a∈A
(a) = 1.
A Bernoulli distribution is called positive if for any a ∈ A, (a) > 0. A special positive
Bernoulli distribution is the uniform distribution  deﬁned by
(a) = 1
d
for any a ∈ A ,
where d is the cardinality of A.
As is well known, any Bernoulli distribution over A can be extended to a morphism,
still denoted by , of A∗ in the multiplicative monoid R+. Thus, () = 1 and for any
w = w1w2 · · ·wn, with wi ∈ A, 1 in, n > 0, one has
(w) = (w1)(w2) · · ·(wn) .
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One can also extend  to a map of P(A∗) in R+ ∪ {+∞} setting, for any X ⊆ A∗,
(X) = ∑
x∈X
(x) .
We call (X) the -measure of the set X. In particular, one has that (∅) = 0 and for any
two languages X and Y over A,
(X ∪ Y )(X)+ (Y ) .
If X and Y are disjoint, then in the previous inequality the “=” sign holds. Moreover,
(XY)(X)(Y ) .
If the product XY is unambiguous, then in the preceding inequality the “=” sign holds. We
remark that for any n0, (An) = 1.
Any language X such that (X) = 1 for any positive Bernoulli distribution  is called a
Bernoulli set [3].
We recall [1] that if X is a code, then for any Bernoulli distribution  one has (X)1
(generalizedKraft–McMillan inequality).Moreover, for any ﬁnite complete languageX and
any positive Bernoulli distribution  one has (X)1 (Marcus–Schützenberger theorem).
Consequently, a ﬁnite code is maximal (complete) if and only if it is a Bernoulli set.
However, there exist Bernoulli sets which are neither codes nor commutatively equivalent
to any code [3].
If  is a Bernoulli distribution over the alphabetA = {a1, . . . , ad} and P ∈ R[A], we set
(P ) = P((a1), . . . ,(ad)) .
As one easily veriﬁes, for any ﬁnite language X ⊆ A∗ one has (X) = (X). In particular,
for any n0, (An) = (An) = 1. The following lemma will be often used in the sequel.
Lemma 3. If P,Q ∈ R[A] are two homogeneous polynomials of degree n such that
(P ) = (Q)
for any positive Bernoulli distribution  over A, then P = Q.
Proof. Since polynomials P andQ are homogeneous of degree n, for xi > 0, 1 id, one
has
P(x1, . . . , xd) = (x1 + · · · + xd)nP
(
x1
x1 + · · · + xd , . . . ,
xd
x1 + · · · + xd
)
and
Q(x1, . . . , xd) = (x1 + · · · + xd)nQ
(
x1
x1 + · · · + xd , . . . ,
xd
x1 + · · · + xd
)
.
Since (
x1
x1 + · · · + xd , . . . ,
xd
x1 + · · · + xd
)
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is a positiveBernoulli distributionoverA, by thehypothesis onederives thatP(x1, . . . , xd) =
Q(x1, . . . , xd) for xi > 0, 1 id . Hence, P = Q. 
In particular, for Q = An, one derives that if P is a homogeneous polynomial of degree
n such that (P ) = 1 for any positive Bernoulli distribution , then P = An.
Corollary 4. A ﬁnite language X over the alphabet A is a Bernoulli set if and only if there
exists n(X) such that
∑
x∈X
x An−|x| = An . (1)
Proof. For any positive Bernoulli distribution  one has
(An) = 1 and 
(∑
x∈Xx An−|x|
)
= (X) .
Therefore, X is a Bernoulli set if and only if

(∑
x∈Xx An−|x|
)
= (An) .
By Lemma 3, this equation is satisﬁed if and only if Eq. (1) holds true. 
Lemma 5. Let X be a ﬁnite Bernoulli set over the alphabet A. For any B ⊂ A the set
Y = X ∩ B∗ is a Bernoulli set over B.
Proof. By previous corollary, for n(X) one has the identity
∑
x∈X
x An−|x| = An .
By taking all variables in the set A \ B equal to 0, one derives
∑
x∈Y
x Bn−|x| = Bn .
Since n(Y ), by Corollary 4, Y is a Bernoulli set. 
From this lemma, one derives the known fact [3] that if X is a ﬁnite Bernoulli set over A,
then for any letter a ∈ A there exists a unique integer n0 such that an ∈ X. Indeed, for
any a ∈ A, X ∩ a∗ has to be a Bernoulli set over the alphabet {a}, i.e., X ∩ a∗ = {an} for a
suitable n0.
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Corollary 6. A ﬁnite language X over A is a Bernoulli set if and only if for any Bernoulli
distribution  one has (X) = 1.
Proof. The “if” part is trivial. Let us prove the “only if” part. Suppose that  is a Bernoulli
distribution which is not positive and set A = {a ∈ A | (a) > 0}. By Lemma 5,
Y = X ∩ A∗ is a Bernoulli set over A. Since the restriction of  to A is a positive
Bernoulli distribution one has 1 = (Y ) = (X). 
A language X over the alphabet A is said to be a preﬁx language if no word of X is a preﬁx
of another word of X, i.e., XA+ ∩ X = ∅. A language X is commutatively preﬁx if there
exists a preﬁx language Y such that X is commutatively equivalent to Y. As is well known
[1], the following characterization of ﬁnite commutatively preﬁx Bernoulli sets holds.
Proposition 7. A ﬁnite language X over the alphabet A is a Bernoulli set if and only if there
exists a polynomialQ ∈ Z[A] such that
X − 1 = Q(A− 1) .
In such a case, X is commutatively preﬁx if and only ifQ0.
4. Measure completions
Let X be a language over the alphabet A. A Bernoulli completion of X over A is any
Bernoulli set over A containing X. In the sequel we shall limit ourselves to consider ﬁnite
Bernoulli completions of ﬁnite languages.
The following proposition gives a characterization of ﬁnite languages over the alphabet
A which have a ﬁnite Bernoulli completion.
Proposition 8. A ﬁnite language X over the alphabet A has a ﬁnite Bernoulli completion
over A if and only if there exists an integer n(X) such that the polynomial
Pn = An −∑x∈Xx An−|x| (2)
has non-negative coefﬁcients.
Proof. Suppose that there exists an integer n(X) such that the polynomial Pn has
non-negative coefﬁcients. Since by Lemma 1
An \ ⋃
x∈X
xAn−|x| = An − ⋃
x∈X
xAn−|x|Pn0
by Lemma 2 it follows that there exists Y ⊆ An \⋃x∈XxAn−|x| such that Y = Pn. Since
X ∩ Y = ∅, for any positive Bernoulli distribution  one has
(X ∪ Y ) = (X)+ (Y ) = (X)+ (Pn) = (X)+ (An)− ∑
x∈X
(x) = 1 .
Hence, X ∪ Y is a ﬁnite Bernoulli completion of X.
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Conversely, suppose that X is included in a Bernoulli set X′ over A and set n = (X′).
Consider the homogeneous polynomial
Q = ∑
x∈X′
x An−|x| .
For any positive Bernoulli distribution , (Q) = 1 so that by Lemma 3, one derives that
Q = An. Therefore, since X ⊆ X′ it follows:
∑
x∈X
x An−|x|Q = An
so that the polynomial Pn has non-negative coefﬁcients. Since n(X), the assertion
follows. 
Actually, in the case that a language X has a ﬁnite Bernoulli completion, the proof of the
preceding proposition gives also a procedure to construct a particular ﬁnite Bernoulli com-
pletion X′ of X having an optimal value for (X′). More precisely, the following statement
holds.
Proposition 9. Let X be a ﬁnite language over the alphabet A having a ﬁnite Bernoulli
completion over A and set
m = min{n(X) | Pn0}
with Pn as in Eq. (2). Then X has a ﬁnite Bernoulli completion X ∪ Y , with Y having no
preﬁx in X, Y = Pm, and (X ∪ Y ) = m. Moreover, any ﬁnite Bernoulli completion X′ of
X is such that (X′)m.
Next proposition shows that the existence of a ﬁnite Bernoulli completion of a language
does not depend on the alphabet.
Proposition 10. Let X be a ﬁnite language over the alphabet A ⊂ B. Then X has a ﬁnite
Bernoulli completion over A if and only if it has a ﬁnite Bernoulli completion over B.
Proof. The “if” part is a trivial consequence of Lemma 5. Now let us prove the “only if”
part.
Since X has a ﬁnite Bernoulli completion over A, by Proposition 8 there exists an integer
n(X) such that∑
x∈X
x An−|x|An . (3)
In view of Proposition 8, in order to prove the statement it is sufﬁcient to show that∑
x∈X
x B2n−|x|B2n .
If  ∈ X, then by hypothesis it follows that X = {} and the statement is trivially true.
Thus, we suppose X ⊆ A+ and we set C = B \ A. Since B = A + C, one easily
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veriﬁes that
∑
x∈X
x B2n−|x| =
2n−1∑
i=0
Ci
∑
x∈X, |x|2n−i
(
2n− |x|
i
)
x A2n−i−|x| .
For i < n, in view of Eq. (3) one has
∑
x∈X, |x|2n−i
(
2n− |x|
i
)
x A2n−i−|x|
(
2n
i
)
An−i
∑
x∈Xx An−|x|
(
2n
i
)
A2n−i .
For in, since {x ∈ X | |x|2n− i} ⊆ ⋃2n−ij=1 Aj , by using classical binomial identities
one derives
∑
x∈X, |x|2n−i
(
2n− |x|
i
)
x A2n−i−|x|
2n−i∑
j=1
(
2n− j
i
)
A2n−i =
(
2n
i + 1
)
A2n−i .
Since in, one has
( 2n
i+1
)

(2n
i
)
. Hence, by previous equations, one obtains
∑
x∈X
x B2n−|x|
2n−1∑
i=0
(
2n
i
)
CiA2n−i(A+ C)2n
which concludes the proof. 
Next lemma will play a crucial role in the sequel.
Lemma 11. Let P ∈ R[A] be a homogeneous polynomial such that (P ) > 0 for any
Bernoulli distribution . Then there exists an integer n0 such thatAnP has non-negative
coefﬁcients.
Proof. Let t be the degree of the homogeneous polynomial
P = ∑
j1+···+jd=t
j1···jd a
j1
1 · · · ajdd .
For any n0, we can write
AnP = ∑
i1+···+id=t+n
i1···id a
i1
1 · · · aidd .
As one easily veriﬁes
i1···id =
∑
j1+···+jd=t
0 jk ik, k=1,...,d
n!
(i1 − j1)! · · · (id − jd)!j1···jd .
Since, for 0j i,
1
(i − j)! =
i(i − 1) · · · (i − j + 1)
i!
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and the right-hand side of equation above is 0 for j > i0, one obtains
i1···id =
n!(t + n)t
i1! · · · id ! ˆi1···id
with
ˆi1···id =
∑
j1+···+jd=t
j1···jd
d∏
k=1
(
ik
t + n
ik − 1
t + n · · ·
ik − jk + 1
t + n
)
.
We have to prove that there exists an integer n0 such that i1···id > 0 for all i1, . . . , id
such that i1 + · · · + id = t + n. By contradiction, suppose that for all n0 there exist
in1, . . . , ind such that
in1 + · · · + ind = n+ t and in1···ind 0 .
The sequence(
in1
n+ t , . . . ,
ind
n+ t
)
n0
is bounded in Rd , so that there exists a subsequence(
ink1
nk + t , . . . ,
inkd
nk + t
)
k0
which converges to (x1, . . . , xd), where x1, . . . , xd0 and x1 + · · · + xd = 1. Let 0 be
the Bernoulli distribution over A such that 0(ai) = xi , i = 1, . . . , d. One easily derives
that
lim
k→+∞ ˆink1···inkd = P(x1, . . . , xd) = 0(P ) > 0 .
This is a contradiction as ˆin1···ind 0 for all n0. 
Proposition 12. Let X be a ﬁnite language over the alphabet A and Q ∈ Z[A]. If for
all Bernoulli distributions , (X) < (Q), then there exists X′ such that X ⊂ X′ and
(X′) = (Q) for all Bernoulli distributions .
Proof. Let R = Q − X. We can write R = ∑ti=0Ri , where t = degR and for i =
0, . . . , t ,Ri is a homogeneous polynomial of degree i orRi = 0. Consider the homogeneous
polynomial
P =
t∑
i=0
Ri A
t−i .
Since (P ) = (R) = (Q) − (X) > 0 for all Bernoulli distributions , by Lemma 11
there exists an integer n0 such that AnP has non-negative integer coefﬁcients. Hence,
we can write
AnP = X1 + · · · +Xk (4)
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for a suitable k > 0 and suitable X1, . . . , Xk ⊆ An+t . Set
X′ = X ∪X1A ∪ · · · ∪XkAk .
Since for j = 1, . . . , k the productXjAj is unambiguous, one has(XjAj ) = (Xj )(Aj )
= (Xj ) and, as the sets X,X1A, . . . , XkAk are pairwise disjoint, by Eq. (4) one obtains
(X′) = (X)+∑kj=1(Xj ) = (X)+ (AnP ) = (X)+ (R) = (Q)
which concludes the proof. 
From the preceding proposition, in the case whereQ = 1, one derives the following:
Proposition 13. Let X be a ﬁnite language over the alphabet A such that for all Bernoulli
distributions , (X) < 1. Then X has a ﬁnite Bernoulli completion.
We remark that condition (X) < 1 for all Bernoulli distributions  over A is not a
necessary condition in order that a ﬁnite languageX is properly included in a ﬁnite Bernoulli
set. For instance, the language X = {a2, ab} over the alphabet {a, b} is properly included
in the Bernoulli set Y = {a2, ab, b} and (X) = 1 for the Bernoulli distribution  such
that (a) = 1. Conversely, the condition (X) < 1 for all positive Bernoulli distributions 
over A is a necessary condition in order that X is properly included in a ﬁnite Bernoulli set.
In the next section we shall prove that, in the case of a binary alphabet, this latter condition
is also sufﬁcient. This is not the case, when larger alphabets are considered (see Example
26). A stronger necessary condition is given by the following proposition.
Proposition 14. Let X be a ﬁnite language over the alphabet A having a ﬁnite Bernoulli
completion. For any Bernoulli distribution  over A one has either (X) < 1 or (X) = 1
and X ∩ A∗ is a Bernoulli set, where A = {a ∈ A | (a) > 0}.
Proof. The language X has a ﬁnite Bernoulli completion Y over the alphabet A. Thus, Y is
also a ﬁnite Bernoulli completion of the subset X ∩ A∗. By Proposition 10, X ∩ A∗ has a
ﬁnite Bernoulli completion over the alphabetA. Thus eitherX∩A∗ is a Bernoulli set over
A or (X ∩ A∗) < 1, since the restriction of  to the alphabet A is a positive Bernoulli
distribution. As (X) = (X ∩ A∗), the conclusion follows. 
Also the condition given in the previous proposition is not sufﬁcient to ensure that a ﬁnite
language has a ﬁnite Bernoulli completion as shown in Example 27.
A remarkable consequence of Proposition 14 is the following characterization of lan-
guages without powers of single letters, which are properly included in a ﬁnite Bernoulli
set over A.
Corollary 15. Let X be a ﬁnite language over the alphabet A such that X ∩ a∗ = ∅ for all
a ∈ A. The language X is properly included in a ﬁnite Bernoulli set if and only if (X) < 1
for all Bernoulli distributions  over A.
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Proof. Sufﬁciency follows from Proposition 13. Necessity is a consequence of Proposition
14, since for any Bernoulli distribution  over A the set X ∩ A∗ has not powers of single
letters so that it cannot be a Bernoulli set over A. 
Let X be a ﬁnite subset of A∗. We extend the deﬁnition of the polynomial Pn given for
n(X) by Eq. (2), to all integers n0 setting
Pn = An −∑x∈X, |x|nx An−|x| . (5)
One easily derives that for n > 0,
Pn = APn−1 −X ∩ An (6)
while
P0 = 1−X ∩ A0 .
By the previous equations one obtains for any n(X)
n∑
i=0
Pi = A
n∑
i=1
Pi−1 + 1−
n∑
i=0
X ∩ Ai .
Since n(X), one has∑ni=0X ∩ Ai = X so that one easily obtains
X + Pn − 1 =
(
n−1∑
i=0
Pi
)(
A− 1
)
. (7)
From this equation one derives the following noteworthy:
Proposition 16. A ﬁnite language X over the alphabet A has a ﬁnite Bernoulli completion
which is commutatively preﬁx if and only if
Pi = Ai −∑x∈X, |x| ix Ai−|x|0 f or 0 i(X) . (8)
Proof. Let us suppose that for 0 i(X), Pi0. Since P(X)0, by Proposition 9 there
exists a language Y, disjoint from X, such that Y = P(X) and X ∪ Y is a Bernoulli set. By
Eq. (7) one hasX ∪ Y − 1 = Q(A− 1) withQ0, so that, by Proposition 7 it follows that
the Bernoulli completion X ∪ Y of X is commutatively preﬁx.
Conversely, suppose that X has a ﬁnite Bernoulli completion X′ which is commutatively
preﬁx and set for all i0,
P ′i = Ai −
∑
x∈X′, |x| i
x Ai−|x| .
By Corollary 4 there exists n(X′) such that P ′n = 0, so that by Eq. (7),
X′ − 1 =
(
n−1∑
i=0
P ′i
)(
A− 1
)
.
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Since X′ is commutatively preﬁx and the polynomials P ′i are homogeneous of degree i or
zero, by Proposition 7 one derives that P ′i 0, i = 0, . . . , (X′). As X ⊆ X′, one obtains
PiP ′i 0 for i = 0, . . . , (X), concluding the proof. 
A consequence of the previous proposition is the following:
Corollary 17. A ﬁnite language X over the alphabet A is commutatively preﬁx if and only
if Eq. (8) holds true.
Proof. If X is commutatively equivalent to a preﬁx language Y, for 0 i(X) one has
Pi = Ai −∑x∈Y, |x| ix Ai−|x|0
since Y has trivially a ﬁnite Bernoulli completion which is a preﬁx language.
Conversely, if Pi0 for i = 0, . . . , (X), then by previous proposition, X has a ﬁnite
Bernoulli completion which is commutatively preﬁx. This implies that X is commutatively
preﬁx. 
If one explicitly computes the coefﬁcients of polynomials Pi , 0 i(X), by simple
manipulations one obtains that Eq. (8) is equivalent to the following system of inequalities:
xj1···jd 
i!
j1! · · · jd ! −
∑
i1+···+id<i
ih jh, h=1,...,d
xi1···id
(i − i1 − · · · − id)!
(j1 − i1)! · · · (jd − id)! ,
0 i(X), j1 + · · · + jd = i, where xi1···id = Card{x ∈ X | x ∼ ai11 · · · aidd }. Previous
inequalities show that a ﬁnite language X is commutatively preﬁx if and only if each coef-
ﬁcient xj1···jd in the characteristic polynomial X does not exceed a suitable bound which
depends uniquely on the coefﬁcients of the terms of smaller degree.
5. The case of a binary alphabet
In this section, we consider languages over a binary alphabet. In such a case we are able
to characterize languages properly included in a ﬁnite Bernoulli set as the ﬁnite languages
X such that (X) < 1 for all positive Bernoulli distributions . From this, we derive
that it is decidable whether a ﬁnite language over a binary alphabet has a ﬁnite Bernoulli
completion or not. Moreover, we show that there exist languages X such that any ﬁnite
Bernoulli completion has words whose length is exponential with respect to the maximal
length of the words of X.
Lemma 18. Let P ∈ R[a, b] be a homogeneous polynomial such that (P ) > 0 for any
positive Bernoulli distribution . Then there exists an integer n0 such that (a+b)nP has
non-negative coefﬁcients.
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Proof. We write the homogeneous polynomial P as P = aibjQ, with i and j maximal, so
that a and b do not divide Q and, consequently, Q will contain a power of a and a power of
b as terms with non-zero coefﬁcients.
Let p, 0p1, be the Bernoulli distribution such that p(a) = p and p(b) = 1−p.
From the hypotheses, for 0 < p < 1, one has p(Q) = Q(p, 1 − p) > 0. By continuity,
Q(0, 1)0 andQ(1, 0)0. SinceQ contains a power of a and a power of b, it follows that
Q(0, 1) > 0 andQ(1, 0) > 0.
Thus Q is a homogeneous polynomial such that (Q) > 0 for all Bernoulli distribu-
tions  over {a, b}. By Lemma 11, there exists an integer n0 such that (a + b)nQ0.
Consequently, (a + b)nP has non-negative coefﬁcients. 
Proposition 19. Let X be a ﬁnite language over the alphabet A = {a, b} and Q ∈ Z[A].
There existsX′ such thatX ⊂ X′ and (X′) = (Q) for all positive Bernoulli distributions
 if and only if (X) < (Q) for all positive Bernoulli distributions .
Proof. If X ⊂ X′ and for all positive Bernoulli distributions , (X′) = (Q) then,
trivially, (X) < (Q).
The converse is obtained by the same argument of the proof of Proposition 12, by replacing
in the proof Lemma 11 with Lemma 18. 
From the preceding proposition, in the case whereQ = 1, one derives the following:
Proposition 20. A ﬁnite language X over the alphabet A = {a, b} is properly included in
a ﬁnite Bernoulli set if and only if for all positive Bernoulli distributions , (X) < 1.
The following interesting corollary holds.
Corollary 21. If a ﬁnite language X over a binary alphabet has a Bernoulli completion,
then it has a ﬁnite Bernoulli completion.
Proof. Let Y be a Bernoulli completion of X. If Y is not ﬁnite, then X ⊂ Y , so that for any
positive Bernoulli distribution  one has (X) < (Y ) = 1. Therefore, by Proposition 20
the result follows. 
Proposition 22. It is decidable whether a ﬁnite language X over a binary alphabet A =
{a, b} has a ﬁnite Bernoulli completion.
Proof. Let p, 0 < p < 1 be the positive Bernoulli distribution such that p(a) = p. Then
Q = p(X)−1 is a polynomial in p. IfQ is reduced to the constant polynomial 1, then X is
a Bernoulli set. If this is not the case, by Proposition 20, X has a ﬁnite Bernoulli completion
if and only if Q(p) < 0 for 0 < p < 1. By a classical method of mathematical analysis
due to Sturm (cf. [4]), one can decide whether Q has a root in the interval (0, 1). If Q has
a root in (0, 1), then X is not properly included in a ﬁnite Bernoulli set. If, on the contrary,
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Q has no root in (0, 1), thenQ(p) has a constant sign in the interval (0, 1). Therefore, it is
sufﬁcient to compute Q in a special point, for instance in p = 12 . Hence, in this case, X is
properly included in a ﬁnite Bernoulli set if and only ifQ(1/2) < 0. 
Proposition 23. Any ﬁnite code X over a binary alphabet has a ﬁnite Bernoulli completion.
Proof. If X is a maximal code, then it is a Bernoulli set. If X is not maximal, then by Kraft–
McMillan inequality one derives that (X) < 1 for any positive Bernoulli distribution .
By Proposition 20, X has a ﬁnite Bernoulli completion. 
We remark that for some code over a binary alphabet, such as Shor’s code [7], it is
unknown whether it is included in a ﬁnite complete code or not. Moreover, there exist codes
over a binary alphabet which are not included in ﬁnite complete codes [5,6]. Clearly, for
these latter codes, any ﬁnite Bernoulli completion is not a code.
Let X be a ﬁnite language over A = {a, b}. For all n0, let us write the polynomial Pn
as deﬁned by Eq. (5) as
Pn =
n∑
i=0
qnia
n−ibi
and X ∩ An as
X ∩ An =
n∑
i=0
nia
n−ibi .
Thus, ni gives the number of words of X of length n having i occurrences of the letter b.
By Eq. (6) one derives the following recurrence relations:
q00 = 1− 00 ,
qn0 = qn−1,0 − n0 , qnn = qn−1,n−1 − nn , n > 0 ,
qni = qn−1,i−1 + qn−1,i − ni , 0 < i < n .
As one easily veriﬁes, the solution of this recurrence system is
qni =
(
n
i
)
−
n∑
k=0
k∑
p=0
kp
(
n− k
i − p
)
,
where the binomial coefﬁcient
(
r
s
)
is assumed to be equal to 0 when s < 0 or s > r . In
analogy with the Pascal triangle, one can dispose the elements qni in a triangle
q00
q10 q11
q20 q21 q22
q30 q31 q32 q33
...
where, in this case, any element qni is the sum of the elements immediately above minus
ni . Proposition 8 states that X has a ﬁnite Bernoulli completion if and only if there exists a
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row of index n greater than or equal to (X) whose entries are non-negative. Moreover, in
this case, by Proposition 9 there is a Bernoulli completion of X of the form X ∪ Y , whereY
is a set having no preﬁx in X and such that Y =∑ni=0qnian−ibi . Corollary 17 ensures that
X is commutatively preﬁx if and only if qni0 for 0 in(X).
Now, we shall give some examples.
Example 24. Consider the language
X = {ab, aab, aba, baa}
whose characteristic polynomial isX = ab+ 3a2b. For any positive Bernoulli distribution
 one has (X) < 1. Indeed, if we set (a) = p, one has (X) = p(1−p)+3p2(1−p) =
p(1−p)(1+3p) < 1. Thus, in view of Proposition 20, X has a ﬁnite Bernoulli completion.
The corresponding triangle is
1
1 1
1 1 1
1 −1 2 1
1 0 1 3 1
...
All entries in the row of index 4 are non-negative. This is another proof that X has a ﬁnite
Bernoulli completion. In particular, by Proposition 9, there exists a Bernoulli completion
of X of the form X ∪ Y , where Y is any set having no preﬁx in X and such that Y =
a4 + a2b2 + 3ab3 + b4. For instance, a Bernoulli completion of X is the set
X ∪ {a4, a2b2, b2ab, bab2, b3a, b4}
which is not commutatively preﬁx, as well as X.
Example 25. Consider the language
X = {a2, ab, ba, a2b}
whose characteristic polynomial isX = a2+2ab+a2b. Let  be the Bernoulli distribution
deﬁned by (a) = 2/3, (b) = 1/3. Then (X) = 28/27 > 1, so that X has no Bernoulli
completion. In this case, the triangle is given by
1
1 1
0 0 1
0 −1 1 1
0 −1 0 2 1
...
The second entry of any row of index larger than 2 in the preceding triangle is negative.
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Example 26. Let X be the language over the alphabet {a, b} deﬁned by
X = {ab, ba, aba, abb, baa, bab} .
Let  be any positive Bernoulli distribution over {a, b} and set (a) = p. One has (X) =
4p(1 − p)1 so that (X) = 1 if and only if p = 1/2. In view of Proposition 20,
X has no ﬁnite Bernoulli completion over the alphabet {a, b}. By Lemma 5 one derives
that X has no ﬁnite Bernoulli completion over the alphabet {a, b, c} even though for any
positive Bernoulli distribution  over {a, b, c} one has that (X) < 1. This shows that
Proposition 20 cannot be extended to the case of an alphabet with more than two letters.
Example 27. Let A = {a, b, c} and consider the language Y = {a, b} ∪ cX, with X as in
Example 26. For all Bernoulli distributions  over A one has (Y )1 with equality if and
only if(c) = 0. Indeed, if is positive, then(X) < 1 so that(Y ) < (a)+(b)+(c) =
1. If  is not positive, then (c) = 0 or (X) = 0 so that (Y ) = (a)+ (b) = 1− (c).
Notice that if (c) = 0, then Y ∩ A∗ = A is a Bernoulli set (cf. Proposition 14). One
easily checks that for n(Y ) > (X),
An − ∑
y∈Y
y An−|y| = c
(
An−1 − ∑
x∈X
x An−1−|x|
)
.
Since X has no ﬁnite Bernoulli completion, from Proposition 8 one derives that Y has no
ﬁnite Bernoulli completion.
The following example shows that there are languages X such that any ﬁnite Bernoulli
completion Y of X has words whose length is exponential with respect to (X).
Example 28. Let r > 1 and set
k =
(
2r − 1
r − 2
)
.
Since (
2r
r
)
= 2k r + 1
r − 1 > 2k − 1
there exists a language X over {a, b} such that
X=
(
2r − 1
r − 1
)
arbr−1 +
(
2r − 1
r
)
ar−1br
+
r−2∑
i=0
(
2r
i
)
a2r−ibi +
2r∑
i=r+2
(
2r
i
)
a2r−ibi + (2k − 1)arbr .
Let Pn be deﬁned as in Eq. (5). By simple manipulations, one veriﬁes that P2r is given by
P2r = kar+1br−1 − (2k − 1)arbr + kar−1br+1 . (9)
One easily derives that, for any positive Bernoulli distribution ,(P2r )>0 so that (X)<1.
By Proposition 20, X has a ﬁnite Bernoulli completion. Since P2r+4k−4 = (a+ b)4k−4P2r ,
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by using Eq. (9) one derives that the coefﬁcient of ar+2k−2br+2k−2 in the polynomial
P2r+4k−4 is(
4k − 4
2k − 1
)
k −
(
4k − 4
2k − 2
)
(2k − 1)+
(
4k − 4
2k − 3
)
k = − 1
2k − 1
(
4k − 4
2k − 2
)
.
Thus any Bernoulli completion of X contains a word of length not smaller than 2r+4k−3.
We notice that this number grows exponentially with respect to (X) = 2r .
One can also verify that P2r+4k−30. Thus, there exists a Bernoulli completion Y of X
such that (Y ) = 2r + 4k − 3.
As we have seen, a ﬁnite language X over a binary alphabet A such that (X) < 1 for all
positive Bernoulli distributions , has a ﬁnite Bernoulli completion. One can ask the dual
question whether a ﬁnite language X over a binary alphabet A such that (X) > 1 for all
positive Bernoulli distributions , contains a Bernoulli set over A.
As proved in [2], such a language, and more generally, any ﬁnite language X such that
(X) > 1, where  is the uniform distribution, contains a proper subset Y of X such that
(Y ) = 1. However, the following example gives a negative answer to our question. Indeed,
we exhibit a ﬁnite language X over a binary alphabet such that (X) > 1 for all positive
Bernoulli distributions  and (Y ) = 1 for any positive Bernoulli distribution  =  and
any subset Y of X.
Example 29. Let X be the set X = {a, ab, ba, b3}. If p is the positive Bernoulli distribu-
tion deﬁned byp(a) = p,p(b) = 1−p, 0 < p < 1, one hasp(X) = 1+p2(1−p) > 1.
Any proper subset Y of X such that Y = {a, ab, ba} is a non-complete code, so that
p(Y ) < 1 for 0 < p < 1. If Y = {a, ab, ba}, then p(Y ) = 3p − 2p2 so that p(Y ) = 1
if and only if p = 1/2, i.e., p = .
We remark that the language X of the preceding example is not complete. Indeed, for
instance, the word ab2ab2a is not a factor of any word of X∗. We can set the following.
Conjecture 30. Any ﬁnite complete language has a subset which is a Bernoulli set.
We observe that this conjecture has a positive answer in the case of a ﬁnite right-complete
language X, i.e., when any word of A∗ is a preﬁx of a word of X∗. Indeed, in such a case X
has to contain a maximal preﬁx code [2].
6. Measure preserving transformations
In this section, we consider three elementary language transformations which preserve
the -measure of languages for all Bernoulli distributions  over A. We prove (cf. Theorem
39) that two ﬁnite languages over A have the same measure, with respect to all Bernoulli
distributions over A, only if each of the two languages can be obtained from the other by
using a ﬁnite number of times the above measure-invariant transformations. Hence, the
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measure equivalence of two ﬁnite languages, with respect to all Bernoulli distributions,
coincides with the equivalence relation generated by these transformations.
Let X, Y ⊆ A∗. We say that Y is obtained from X by an expansion, and write X⇒e Y ,
if there exists x ∈ X such that
xA ∩X = ∅ and Y = (X \ {x}) ∪ xA .
We say that Y is obtained from X by a contraction, and write X⇒c Y , if Y⇒e X. Thus,
contraction is just the inverse relation of expansion. We say that Y is obtained from X by a
permutation, and write X⇒p Y , if there exists x ∈ X and x′ /∈ X such that
x ∼ x′ and Y = (X \ {x}) ∪ {x′} .
Clearly, ⇒p is a symmetric relation. For instance, one has
{ab, aaa}⇒e {aba, abb, aaa}⇒p {aab, abb, aaa}⇒c {aa, abb} .
We consider the symmetric relation⇐⇒= ⇒e ∪ ⇒c ∪ ⇒p and denote by ∗⇐⇒ the
reﬂexive and transitive closure of⇐⇒ which is an equivalence relation.
Proposition 31. Let X, Y ⊆ A∗. If X ∗⇐⇒Y , then for any Bernoulli distribution ,
(X) = (Y ).
Proof. It is sufﬁcient to prove that if X ⇐⇒ Y , then (X) = (Y ). Let us ﬁrst suppose
that X⇒e Y . Then there exists x ∈ X such that xA ∩ X = ∅ and Y = (X \ {x}) ∪ xA.
Since (x) = (xA) one derives (Y ) = (X)−(x)+(xA) = (X). IfX⇒c Y , then
Y⇒e X, so that by the preceding result, (Y ) = (X).
Finally, if X⇒p Y , then there exist x ∈ X and x′ ∈ X such that x ∼ x′ and Y =
(X \ {x}) ∪ {x′}. Since (x) = (x′), one derives (Y ) = (X)− (x)+ (x′) = (X).

It is noteworthy that relation ∗⇒e preserves the property of a language of being com-
mutatively preﬁx.
Proposition 32. Let X andY be languages over A such thatX ∗⇒e Y . If X is commutatively
preﬁx, then Y is commutatively preﬁx, too.
Proof. It is sufﬁcient to prove the statement in the case X⇒e Y . Then one has Y =
(X \ {x}) ∪ xA for a suitable x ∈ X such that xA ∩ X = ∅. Let Xˆ be a preﬁx language
such that X ∼ Xˆ and let  : X → Xˆ be a bijection such that for all z ∈ X, z ∼ (z). We
consider the set
Yˆ = Xˆ \ {(x)} ∪ (x)A .
Since Xˆ is preﬁx and (x) ∈ Xˆ, also Yˆ is preﬁx. Moreover, one has (x)A∩ Xˆ = ∅. Hence
one can consider the bijection ′ : Y → Yˆ deﬁned by ′(y) = (y) for y ∈ X \ {x} and
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′(xa) = (x)a for all a ∈ A. As y ∼ ′(y) for all y ∈ Y one has Y ∼ Yˆ , so that Y is
commutatively preﬁx. 
As we shall prove in the sequel, the converse of Proposition 31 holds true in the case of
ﬁnite languages. We need some technical lemmas.
Lemma 33. Let X ⊆ A∗. If Z is a ﬁnite subset of X such that ZA ∩ X = ∅, then X ∗⇒e
(X \ Z) ∪ ZA.
Proof. Let us setZ = {z1, z2, . . . , zn}. Since the setsX, z1A, . . . , znA are pairwise disjoint,
one obtains
X ⇒e (X \ {z1}) ∪ z1A
⇒e (X \ {z1, z2}) ∪ z1A ∪ z2A⇒e · · · ⇒e (X \ Z) ∪ ZA ,
which proves the statement. 
Lemma 34. Let X andY be ﬁnite languages overA such thatX ∗⇒e Y .Then for anyZ ⊆ A∗
such that (Y ) < minz∈Z |z| one has X ∪ Z ∗⇒e Y ∪ Z.
Proof. There exist an integer n0 and sets Y0, . . . , Yn such that
X = Y0⇒e Y1⇒e · · · ⇒e Yn = Y .
For all i = 0, . . . , n, one has (Yi)(Y ) < minz∈Z |z|, so that Yi ∩ Z = ∅. To prove the
statement it is sufﬁcient to show that for 0 i < n, Yi ∪ Z⇒e Yi+1 ∪ Z. Indeed, there
exists x ∈ Yi such that xA ∩ Yi = ∅ and Yi+1 = (Yi \ {x}) ∪ xA. Since Yi ∩ Z = ∅, one
has x ∈ Z, so that Yi+1 ∪Z = ((Yi ∪Z) \ {x}) ∪ xA. Moreover, xA ∩Z ⊆ Yi+1 ∩Z = ∅
which implies the assertion. 
Lemma 35. Let n be a positive integer, X be a ﬁnite language over a d-letter alphabet A
such that (X)n, and set rX = (X)dn − 1 where  is the uniform distribution over A.
There exist words v0, . . . , vrX ∈ An such that
X
∗⇒e ⋃rXi=0viAi .
Proof. The proof is obtained by making induction on the integer r = rX. If r = 0, then
(X) = d−n which implies that X has a unique element, which has length n, so that the
statement is trivially veriﬁed. Thus, we suppose that r > 0.
First, we observe that there exists a set X′ such that X ∗⇒e X′ and (X′) = n. Indeed, it
is sufﬁcient to notice that if (X) < n and x ∈ X is such that |x| = (X), then X⇒e (X \
{x}) ∪ xA = Z and (Z) = (X)+ 1.
Now, let vr ∈ X′ ∩ An and set Y = X′ \ {vr}. Since, by Lemma 33 for i0 one has
Y ∪ vrAi ∗⇒e Y ∪ vrAi+1
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one derives
X′ ∗⇒e Y ∪ vrAr . (10)
By Proposition 31 one has (X) = (X′) so that
rY = (Y )dn − 1 = ((X′)− d−n)dn − 1 = (X)dn − 2 = r − 1 .
Thus, by the induction hypothesis there exist words v0, . . . , vr−1 ∈ An such that
Y
∗⇒e
r−1⋃
i=0
viA
i .
Since 
(⋃r−1
i=0 viAi
)
= n+ r − 1 and minz∈vrAr |z| = n+ r , by Lemma 34 one obtains
Y ∪ vrAr ∗⇒e
r⋃
i=0
viA
i . (11)
As X ∗⇒e X′, the statement follows by Eqs. (10) and (11). 
Lemma 36. Let n,m be positive integers and vi ∈ An, i = 0, . . . , m. For any permutation
 of the set {0, . . . , m} one has
m⋃
i=0
viA
i ∗⇐⇒
m⋃
i=0
v(i)A
i .
Proof. It is sufﬁcient to consider only the case of transpositions  = (j, j + 1) with
0jm − 1. If vj = vj+1, then the statement is trivially veriﬁed. Thus, we assume
vj = vj+1. Since
vjA
j+1 ∩
(
m⋃
i=0
viA
i
)
= ∅ and vj+1Aj+1 ∩
(
m⋃
i=0
v(i)A
i
)
= ∅
by Lemma 33 one obtains
m⋃
i=0
viA
i ∗⇒e Y and
m⋃
i=0
v(i)A
i ∗⇒e Y,
where
Y =
(
j−1⋃
i=0
viA
i
)
∪ {vj , vj+1}Aj+1 ∪
(
m⋃
i=j+2
viA
i
)
.
From this, the statement follows. 
Lemma 37. Let X and Y be ﬁnite languages over A. One has
X
∗⇒p Y if and only if X ∼ Y .
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Proof. In order to prove the “only if” part, it is sufﬁcient to show that if X⇒p Y , then
X ∼ Y . Now, if X⇒p Y , then Y = (X \ {x})∪ {x′} with x ∈ X, x′ ∈ X and x ∼ x′. This
implies by Lemma 1, Y = X − x + x′ = X, so that X ∼ Y .
Conversely, suppose X ∼ Y and set Z = X ∩ Y . By Lemma 1 one has
X \ Z = X − Z = Y − Z = Y \ Z ,
i.e., X \ Z ∼ Y \ Z. Hence, we can write X \ Z = {x1, . . . , xk}, Y \ Z = {y1, . . . , yk} for
a suitable k0 with xi ∼ yi , i = 1, . . . , k. One derives then
X = {x1, . . . , xk} ∪ Z⇒p {y1, x2, . . . , xk} ∪ Z
⇒p {y1, y2, x3, . . . , xk} ∪ Z⇒p · · · ⇒p {y1, . . . , yk} ∪ Z = Y ,
which proves the assertion. 
Proposition 38. Let X and Y be ﬁnite languages over A. If (X) = (Y ) for all positive
Bernoulli distributions  over A, then X ∗⇐⇒Y .
Proof. Let us set n = (X∪ Y ). Since (X) = (Y ), one has rX = rY = r . By Lemma 35
there exist words vi, wi ∈ An, i = 0, . . . , r , such that
X
∗⇒e
r⋃
i=0
viA
i , Y
∗⇒e
r⋃
i=0
wiA
i . (12)
By Proposition 31 and the fact that the sets viAi (respectively, wiAi) are pairwise disjoint,
one derives
(X) = 
(
r⋃
i=0
viA
i
)
= 
(
r∑
i=0
vi
)
, (Y ) = 
(
r⋃
i=0
wiA
i
)
= 
(
r∑
i=0
wi
)
so that

(
r∑
i=0
vi
)
= 
(
r∑
i=0
wi
)
.
By Lemma 3 one obtains
r∑
i=0
vi =
r∑
i=0
wi .
Hence, there exists a permutation  of the set {0, . . . , r} such that
vi = w(i) , 0 ir .
Thus, by Lemma 37 one has
r⋃
i=0
w(i)A
i ∗⇒p
r⋃
i=0
viA
i (13)
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since, as one easily veriﬁes, these two sets are commutatively equivalent. By Lemma 36
one has
r⋃
i=0
wiA
i ∗⇐⇒
r⋃
i=0
w(i)A
i . (14)
In view of Eqs. (12)–(14) one derives X ∗⇐⇒Y . 
A consequence of Propositions 31 and 38 is the following:
Theorem 39. Two ﬁnite languages X andY over the alphabet A are equivalent (mod ∗⇐⇒) if
and only if they have the same -measure for all (positive) Bernoulli distributions  over A.
From the previous theorem one easily derives that ﬁnite Bernoulli sets over the alphabet
A form an equivalence class (mod ∗⇐⇒). Hence, the following corollary holds.
Corollary 40. A ﬁnite language X over the alphabet A is a Bernoulli set if and only if
X
∗⇐⇒A.
In the case of a binary alphabet, the following further corollary holds:
Corollary 41. Let X and Y be two ﬁnite languages over a binary alphabet A. One has
(X) < (Y ) for all positive Bernoulli distributions  if and only if there exists a ﬁnite
language X′ such that
X ⊂ X′ ∗⇐⇒Y .
Proof. By Proposition 19 in the case Q = Y one has (X) < (Y ) for all positive
Bernoulli distributions , if and only if there exists a ﬁnite language X′ such that X ⊂ X′
and (X′) = (Y ) for all positive Bernoulli distributions . By Theorem 39, the statement
follows. 
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