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Self organisation provides an elegant explanation for how complex structures
emerge and persist throughout nature. Surprisingly often, these structures ex-
hibit remarkably similar scale-invariant properties. While this is sometimes
captured by simple models, the connection to real-world systems is exception-
ally hard to test quantitatively. Here we identify three key signatures of self-
organised criticality in the dynamics of a driven-dissipative gas of ultracold
atoms and provide a first characterisation of its universal properties. We show
that population decay drives the system to a stationary state that is largely
independent of the initial conditions and exhibits scale invariance and a strong
response to perturbations. This establishes a well-controlled platform for in-
vestigating self-organisation phenomena and non-equilibrium universality with
unprecedented experimental access to the underlying microscopic details of the
system.
Self-organised criticality (SOC) is a fascinating concept, first put forward by Bak, Tang
and Wiesenfeld in 1987 as a way to explain the large abundance of scale-invariant systems
found in nature [1]. It is thought to underlie a wide range of complex dynamical phenomena,
ranging from activity in electrical circuits and neural networks [2, 3], to the likelihood of
avalanches and earthquakes [4] as well as how forest fires [5, 6], diseases [7] and even ideas
spread [8]. However, despite the wide ranging fundamental and practical importance of
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Figure 1. Self-organised criticality in an ultracold atomic gas excited to Rydberg states
by a laser field. (a) Self-organisation process in a cigar shaped atom cloud showing atoms in the
ground state |g〉 (blue dots) or excited to a Rydberg state |r〉 (large red spheres) via facilitated
excitation processes leading to the build up of correlations (represented by red links). (b) The laser
field couples the |g〉 → |r〉 transition with Rabi frequency Ω and detuning ∆ while atoms in the
|r〉 state either decay to removed states |0〉 (black circles) or facilitate further Rydberg excitations.
These microscopic processes determine the couplings in the Langevin equation (2) defined in the text
(illustrated with green arrows and symbols). (c) Numerical solution of Eq. (2) for the population
conserving system b = 0 (in one-dimension) with D = 1 (discretisation distance = 1), DT = 0,
Γ = 10, κ = 10 and τ = 0. As a function of the total density n0, the stationary active density ρt→∞
exhibits an absorbing state phase transition (dotted vertical line) which acts as an attractor for the
SOC dynamics (when b 6= 0). (d) Time evolution for b = 0.01 showing the spatially-averaged active
density 〈ρt〉 (orange) and total density 〈nt〉 (blue) as the system approaches a stationary state close
to the critical point of the absorbing state phase transition. The lower panel in (d) shows the full
spatio-temporal evolution of the active density with transverse coordinate x.
2
the SOC phenomenon, much-needed clean experimental studies are hindered by numerous
complexities concerning the relevant microscopic degrees of freedom [9–12] and even the
simplest toy models (beyond mean field approximations) present serious challenges to
theory [13–19].
SOC can be understood as an organising principle governing a class of dissipative inter-
acting systems that display the following three key signatures [11, 20]: (i) Self-organization
to a stationary state (self-tuning of observables to a value independent of initial conditions);
(ii) Scale invariance of spatio-temporal correlation functions (which is also manifest in bulk
observables); (iii) Absence of an excitation gap over an extended regime of microscopic
parameters (giving rise to a critical response to small perturbations, e.g. avalanches). This is
unlike at a critical point, where a gapless response only ensues for a fine-tuned parameter
set. The common root of these emergent SOC properties is that the respective gap (i.e. the
distance in parameter space from the critical state) is replaced by a “dynamical gap” which
self-tunes to zero by an intrinsic feedback mechanism. This, and the signatures (i)-(iii) set
SOC apart from other occurrences of non-equilibrium scaling behaviour, such as hydrody-
namic long-time tails [21], the Kosterlitz-Thouless critical phase in two-dimensional quantum
fluids [22, 23] and the transient dynamics of turbulent cascades in isolated systems [24, 25].
For recent studies involving ultracold atoms, see Refs. [26, 27] (Kosterlitz-Thouless phase)
and [28–31] (turbulence), as well as related experiments on superradiance [32, 33] and scaling
in unitary Bose gases [34].
In this work, we demonstrate the phenomenology of SOC [signatures (i) to (iii)] in the
dynamics of a microscopically well-controlled physical system consisting of a three-dimensional
gas of ultracold potassium atoms driven to highly excited Rydberg states by a laser field
(Fig. 1a). As we will show, the crucial new ingredient leading to SOC is the irreversible
decay of population to auxiliary inactive states, which has thus far been largely disregarded
in the investigation of Rydberg many-body dynamics. This enables the observation of a
phase transition from an absorbing to a self-organising active phase, scale-invariance of the
self-organised density and a gapless response to perturbations. Beyond these experimental
results, we derive a Langevin equation from the underlying microscopic many-body quantum
master equation governing driven-dissipative Rydberg dynamics, which coincides with one of
the emblematic models for SOC, the Drossel-Schwabl forest-fire model [5]. This provides
the crucial link from the microscopic atomic physics to the observed macroscopic SOC
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phenomenology and established ultracold Rydberg atomic gases as a widely tunable and
theoretically accessible platform for the study of self-organisation phenomena and universality
in non-equilibrium dynamics.
Physical system – Each of the 1.3× 105 atoms held in the optical trap can be represented
by a three state system comprising: the ground state |g〉 = |4s1/2, F = 1〉, an excited
Rydberg state |r〉 = |39p3/2〉, and auxiliary removed states, which we refer to collectively
by |0〉 (Fig. 1b). The laser field continuously drives the |g〉 → |r〉 transition with a fixed
detuning ∆ from resonance and with an amplitude parameterised by the Rabi frequency
Ω. In our experiments ∆ Ω such that spontaneous single-atom excitation processes are
strongly suppressed. Once excited however, atoms can facilitate further excitations (e.g.
when the laser detuning is compensated by the interaction energy of Rydberg pair states)
leading to the formation of extended excitation clusters [35–44]. Alternatively, they can be
spontaneously lost from the system, predominantly by decaying to another hyperfine ground
state that is not coupled by the lasers or to other states that are not optically trapped.
One major advantage of this system is that it permits an effectively complete microscopic
description in terms of a quantum master equation for the many-body density matrix ρˆ
∂tρˆ =
i
~
[ρˆ, Hˆ] +
∑
l
Ll(ρˆ) (1)
with atom-light interaction Hamiltonian Hˆ and Lindblad superoperator Ll(ρˆ) given by
Hˆ =
∑
l
[(∑
l′
1
2
C6
|rll′|6 σˆ
rr
l′ −∆
)
σˆrrl +
Ω
2
(
σˆgrl + σˆ
rg
l
)]
,
Ll(ρˆ) = Γσˆ0rl ρˆσˆr0l + γdeσˆrrl ρˆσˆrrl −
γde + Γ
2
(
σˆrrl ρˆ + ρˆσˆ
rr
l
)
,
where σˆαβl ≡ |α〉〈β|l and l, l′ are indices for each atom. Interactions between Rydberg states
are parameterised by the van der Waals coefficient C6/2pi ≈ 0.52 GHzµm6 for the 39p3/2
state. Dissipation is described by Ll(ρˆ), which includes spontaneous loss (with total rate Γ)
and irreversible dephasing (rate γde) attributed primarily to residual laser phase noise and
Doppler broadening.
To connect the microscopic dynamics of Rydberg atoms Eq. (1) to the SOC phenomenology,
we apply a systematic coarse graining procedure for the collective dynamics (Supplementary
Methods). In brief, we average over the characteristic length scale corresponding to the
facilitation process and project onto the density degree of freedom by adiabatically eliminating
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the rapidly decaying atomic coherences [45, 46]. We also approximate the atomic medium
as a quasi-homogeneous gas with a smoothly varying density, which is justified by the fact
that the atoms are free to move on the timescale of the SOC dynamics. The final result
is a Langevin equation for the density of atoms in the |r〉 state ρt = ρ(t, r) (which we call
the active component) and the total remaining density nt = n(t, r), which is the sum of the
populations in the |g〉 and |r〉 states (excluding removed states):
∂tρt =
(
D∇2 − Γ + κnt
)
ρt − 2κρt2 + τ(nt − 2ρt) + ξt,
nt = n0 − bΓ
∫ t
0
dt′ρt′ +DT
∫ t
0
dt′∇2nt. (2)
In this equation D,DT are the diffusion constants for the active and total densities respectively
and κ is the facilitation rate which together govern the rate of excitation spreading, τ is
the spontaneous excitation rate, n0 is the initial density, and b is a dimensionless parameter
governing how fast decay depletes the total population. The stochastic part of the evolution is
governed by the uncorrelated multiplicative noise term ξt = ξ(t, r) with variance var(ξt) = Γρt.
Eq. (2) coincides with the paradigmatic Drossel-Schwabl model for the spreading of forest
fires [5, 18], except for the absence of a slow regrowth term for the total density, which would
normally bring the system from an inactive (subcritical) state to the critical state. This
regrowth is typically the slowest scale in the model and asymptotically vanishes in order
to realize SOC. Instead we can prepare the system in the initially active phase and thus
Eq. (2) captures all key features of SOC, which can then be observed in experiments. To
illustrate this we present in Figs. 1(c,d) numerical simulations, for simplicity focusing on a
small one-dimensional system. In the case: b = τ = 0, the system features a non-equilibrium
phase transition [44] from an absorbing phase, where any excited component quickly dies out
(characterised by ρt→∞ → 0 for κn0  Γ), to an active phase in which excitations spread
throughout the system from arbitrarily small seed excitations (with ρt→∞ > 0 for κn0  Γ).
For b, τ 6= 0 on the other hand, spontaneous single-atom excitations trigger the relatively
fast facilitated excitation dynamics, while on longer timescales particle loss introduces a
coupling between nt and ρt giving rise to even richer non-Markovian evolution. Specifically,
the integral in Eq. (2) acts as a feedback mechanism, causing nt to continuously decrease
while in the active phase. When this loss is much slower than the internal dynamics but
much faster than the spontaneous excitation rate (achieved for the separation of timescales
κn0 ∼ Γ  bΓ  τ), the active density develops growing spatio-temporal correlations
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(evidenced by the fractal-like structures seen around t=80 in the simulation) up to the point
at which the dynamics terminate just below the critical point (as seen in the lower panel of
Fig. 1d). This behaviour can be understood in terms of the evolution of the dynamical gap
κnt − Γ, which starts positive and continuously decreases due to the reduction of the total
density, until it reaches zero at the critical point where the dynamics stop.
Importantly, the full dynamical many-body problem described by Eq. (2) is remarkably
difficult to solve theoretically, either analytically or numerically for large system sizes and
in more than one spatial dimension [14, 16]. As a result, many properties of this system
are still actively debated, such as the crucial question of whether the system self-organises
towards a truly critical state, and whether it fulfils universal scaling relations conjectured for
SOC [15, 18]. In particular, the non-equilibrium critical exponents for the model described by
Eq. (2) have not been reliably determined beyond the mean field level. Limiting cases have
been fully addressed, instead. For example, in the case that b = τ = 0 (number conserving
and Markovian limit) the critical behaviour is governed by a critical point in the directed
percolation universality class [17, 44]. How this universality changes in the non-commuting
limit of b being small but non-vanishing is not conclusively understood [15, 18], but we expect
it to be strongly modified since, in a renormalisation group picture, the fully attractive SOC
fixed point does not feature a relevant direction as is the case for directed percolation. In the
non-interacting case κ = 0, the model features a Gaussian fixed point (with respect to κ) in
the dynamical percolation universality class [17]. However, this is presumably not smoothly
connected to the Wilson-Fisher fixed point of the interacting non-Markovian problem. In
what follows, we experimentally uncover universal properties of this elusive model and provide
a first experimental determination of one of its critical exponents.
Self-organisation mechanism and model verification – We start our experiments by in-
vestigating the full time evolution of the total remaining density for different initial states.
For this we prepare a gas of atoms in the atomic ground state (ρ0 = 0) with different initial
peak atomic densities n0 between 0.056(5)µm
−3 and 0.172(2)µm−3 where the numbers in
parentheses refer to the standard error of the mean taken over several measurements. The
Rydberg excitation laser is then suddenly switched on with constant Ω/2pi = 190 kHz and
∆/2pi = 30 MHz. After an adjustable time t we turn off the excitation laser and then take
an absorption image of the remaining atoms to determine nt. Fig. 2 shows that the time
evolution of nt is strikingly nonlinear, exhibiting two distinct types of behaviour depending
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Figure 2. Self-organisation: Above a threshold value, the remaining total atom density
nt is attracted to the same stationary state density independent of the initial conditions.
Parameters of the driving laser field are ∆/2pi = 30 MHz, Ω/2pi = 190 kHz. For high initial densities
n0 & 0.08µm−3 the time dependence consists of a short initial plateau followed by fast exponential
decay to a unique stationary state with a fixed density nf = 0.075µm
−3. For initial densities below
nf the dynamics is frozen (black points). The solid lines correspond to mean field solutions to the
effective Langevin equation with parameters given in the text. Standard errors for each dataset are
indicated by the representative errorbars shown in the legend at top right.
on n0. For high n0 it starts with a short initial plateau, followed by a rapid exponential decay,
reflecting the initial growth of the excitation density and a high degree of activity. This
decay finally cuts off at a fixed density nf = 0.075µm
−3 that is constant over a wide range
of initial densities to a high accuracy (standard deviation of 0.003µm−3), indicating a stable
attractor for the many-body dynamics. In contrast, for n0 < nf the dynamics appears mostly
frozen, characteristic of an inactive phase. These two types of behaviour and the sudden
transition in between signal the underyling absorbing state phase transition that depends
upon the initial density and driving strength. On much longer timescales we observe a slower
overall decay that we attribute to residual single atom excitations (and subsequent loss) with
a characteristic rate τ/2pi = 1.12(2) Hz. Because of this slow loss, the self-organised state is
not sustained indefinitely, however the very large separation of timescales in our experiment
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makes it possible to robustly observe the emergent SOC features in the quasi-stationary
regime (hereafter referred to as the stationary state).
We now verify that the Langevin equation provides a good theoretical description for
the experimental observations. From this we confirm the required non-Markovian coupling
between the active density and the total remaining density and the key hierarchy of scales
κn0 ∼ Γ bΓ τ . For this it is sufficient to compare our data with a homogeneous mean
field approximation to the Langevin equation (D = 0 and ξt = 0). We find that the mean
field solutions, shown as solid lines in Fig. 2, describe the data well, except for the minor
deviation in the approach to the stationary state seen around t ≈ 2 ms. By simultaneously
fitting all of the data shown with a single set of parameters we find Γ/2pi = 11.7(9) kHz,
κ/2pi = 144(10) kHzµm3 and b = 0.059(5), with statistical errors estimated using bootstrap
resampling. Thus the required separation of scales is satisfied by an order of magnitude
or more, placing our experiments firmly in the interesting regime for SOC. Furthermore,
the experimental observations and theoretical confirmation establish the presence of the
anticipated absorbing state phase transition and self-organisation to a stationary state which
is independent of initial conditions [SOC signature (i)].
Scale-invariance of the stationary density – We now turn our attention to experimental
manifestations of the observed phase transition and the vanishing dynamical gap on the
stationary state. For this, the parameter κ is of special importance, since it determines the
critical point of the absorbing state phase transition and its corresponding scaling behaviour.
In our system κ is determined microscopically by the Rydberg excitation rate proportional to
the driving intensity Ω2 which can be tuned over a wide range. By comparing experimental
timetraces for different detunings we additionally infer the relation κ ∝ Ω2/∆2.06(1), which
we use to compare the rest of the experimental results with theory without further free
parameters. In Fig. 3 we examine the dependence of the stationary density nf (reached
after t = 10 ms of evolution) on the driving intensity. For different initial densities n0,
the stationary state exhibits a clear density dependent critical intensity Ω2c separating the
absorbing phase (with nf ≈ n0) from the active self-organising phase (with nf < n0). For
the latter, the data falls onto a single curve resembling a power-law that is independent
of the initial density (dotted blue line in Fig. 3a). While mean field theory (solid lines)
reproduces the qualitative features of this data, the real, three dimensional system exhibits
important quantitative differences that go beyond the mean field prediction, including a shift
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Figure 3. Scale invariance of the self-organised stationary state as a function of the
driving intensity Ω2. (a) Stationary state density nf measured at t = 10 ms as a function of Ω
2
and for different initial densities n0 using the same parameters as for Fig. 2 except ∆/2pi = 18 MHz.
For large Ω2 and n0 all points collapse onto one single powerlaw curve nf ∝ Ω−2β (dotted blue line).
(b) The same data with rescaled axes to achieve full data collapse, revealing the universal scaling
function (with fit shown by the dashed blue line) for the stationary density nf . The inset shows the
normalised residuals between the rescaled data and the fitted scaling function. Each datapoint is
the mean of approximately 6 measurements. The solid lines in (a) and (b) correspond to mean field
solutions of the effective Langevin equation.
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in the threshold intensity seen for higher initial densities and a markedly different powerlaw
exponent.
To further quantify the scale-invariant properties, we apply the scaling ansatz
nf = n0F (Ω
2n
1/β′
0 ) [17]. By plotting nf/n0 as a function of n
1/β′
0 Ω
2, all of the data
collapse onto a single universal curve (Fig. 3b), with the best results obtained with a rescaling
exponent β′ = 0.869(6). We find that the scaling function F (x) can be very well modelled by
the heuristic function F (x) = xβc (x
vβ + xvβc )
−1/v (dashed blue curve in Fig. 3b), where xc and
v are free parameters describing the position and sharpness of the transition region between
absorbing and active phases. For x xc the scaling ansatz is a powerlaw nf ∼ Ω−2βn1−β/β
′
0 ,
therefore we identify β as the scaling exponent which characterises the stationary density
and 1− β/β′ quantifies how (in)sensitive it is to the initial density. Fitting the rescaled data
on a log-log scale we obtain β = 0.910(4), v = 10.6(8) and xc = 641(3) kHz
2µm−3/β
′
where
the small statistical errors of the fitted parameters are indicated in parentheses. Using these
parameters, the scaling function describes the stationary density extremely well. This is
confirmed by the small and evenly scattered normalised residuals between the rescaled data
and the fitted scaling function, spanning both the absorbing and active phases (Fig. 3b-inset).
The clean power-law dependence additionally rules out substantial modifications due to the
finite system size or inhomogeneous trapping geometry (see also Supplementary Methods).
Additional data taken for different densities and detunings of the driving field and slightly
different experimental conditions exhibits a very similar scaling form and confirms this
measured scaling exponent within an accuracy of a few percent (Supplementary Methods).
In contrast, the mean-field scaling solution predicts β′MF = βMF = 1, which is clearly
incompatible with our data. While it is still debated to what extent SOC systems exhibit
clean universal behaviour [11, 18, 20], the fact that a single function describes the stationary
state over the entire accessible parameter regime is striking evidence for non-equilibrium
universality. That this function acquires a scale-invariant form characterised by a non-trivial
scaling exponent [confirming SOC signature (ii)].
Response to perturbations and avalanches – Having established the scale-invariant nature
of the self-organised stationary state, we finally investigate the gapless response of the SOC
state. Assuming this state is indeed an attractor for the dynamics we expect that small
perturbations, e.g. a sudden change of the spreading parameter κ, should trigger avalanche
like processes that eventually bring the system back to a new critical state corresponding to
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a lower stationary density. On the other hand, if the system evolves to a state which is deep
within the absorbing phase, then avalanches can only be triggered by perturbations larger
than a threshold value corresponding to a non-zero dynamical gap. To measure this response
we start from the stationary state (reached after t = 10 ms) corresponding to different driving
intensities Ω2i (sketched in Fig. 4a). We then perturb the system by quenching the driving
intensity to a new value Ω2f1 and then wait for a further 10 ms before measuring the new
stationary density. The whole procedure is then repeated with a slightly larger final driving
intensity Ω2f2 ≈ Ω2f1 + (2pi × 50 kHz)2. From these two measurements we estimate the
susceptibility χ = dnf/d(Ω
2
f ) = [nf (Ω
2
f1)− nf (Ω2f2)]/(Ω2f1 − Ω2f2) where Ωf = (Ωf1 + Ωf2)/2.
Figure 4 shows the measured susceptibility as a function of δ = (Ω2f − Ω2i )/Ω2c for three
different initial conditions corresponding to Ωi < Ωc (absorbing), Ωi ≈ Ωc (critical) and
Ωi > Ωc (active). For each of these initial conditions we observe pronounced minima in χ
corresponding to the strongest system response. We interpret the leading edge on the left
side of each minimum as the point where the perturbation is sufficient to bring the system
back to the active phase, thereby triggering avalanche-like dynamics and extra loss. When
starting deep in the absorbing phase (black circles) the onset occurs at a large value of
δ, which is a measure of the non-zero dynamical gap. In contrast, the onsets for critical
(brown triangles) and active (red squares) initial states both coincide at δ ≈ 0 within the
experimental resolution. We can compare this data to a prediction of the susceptibility
obtained from a derivative of the experimentally determined scaling function using β = 0.910.
The scaling function predictions (solid lines in Figure 4) are in good agreement with the
data, whereas mean field predictions (dotted lines) systematically fail to capture the widths
and heights of the peaks. We note however that starting from the initial active state, the
measured response is narrower and slightly stronger than the scaling function prediction.
This is further evidence that the system evolves to a well defined critical point rather than a
broad distribution of final states. From these experiments we confirm that when starting from
a supercritical state (irrespective of the precise value of Ωi > Ωc), the system self-organises
to a critical state which is characterised by a vanishing excitation gap [signature (iii)].
Conclusion – In this work we identified self-organised criticality as the mechanism governing
the complex dynamics of a driven-dissipative, open many-body system. This is observed
through the strikingly nonlinear evolution of the system to a stationary state which is
independent of the initial conditions and exhibits scale-invariance over a wide range of initial
11
Figure 4. Response of the self-organised critical state to external perturbations. (a)
Sketch of the experimental procedure used to measure the susceptibility χ = dnf/d(Ω
2
f ) by quenching
the spreading parameter κ ∝ Ω2 across the absorbing state phase transition. (b) Experimental
data corresponding to three different initial conditions corresponding to the absorbing phase (black
circles), critical (brown triangles) and active phase (red squares). The solid lines correspond to
predictions based on the experimentally determined scaling function and dotted lines correspond to
mean field predictions. For reference we show two representative error bars corresponding to the
standard error of the mean.
densities, driving strengths and detunings as well as a strong response to perturbations
characteristic of a self-organised critical state. This is further supported by the theoretical
model that links the microscopic physical processes to paradigmatic SOC models and in turn
to the experimental data. The demonstrated versatility of ultracold Rydberg gases combined
with the ability to understand and control the microscopic physics in this system almost
completely, makes it a unique platform for studying non-equilibrium collective behaviour
as it arises in diverse areas of physics. Future experiments could implement a mechanism
to slowly add particles to the system [i.e. an additional regrowth term in Eq. (2)] to
sustain the SOC state on longer timescales. It is also possible to investigate other expected
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characteristics of the SOC state such as power-law scaling of avalanches and scale-invariant
spatio-temporal correlations of the active density (seen in the numerical simulations of
Fig. 1d). This would make it possible to determine multiple critical exponents and scaling
relations which would help answer long standing questions about the precise relation between
SOC and other non-equilibrium universality classes such as directed percolation. Additionally,
experiments could explore the interface between driven-dissipative and isolated quantum
systems governed by competing classical and quantum dynamical rules [47–49], ultimately
leading to a comprehensive and quantitative understanding of non-equilibrium universality.
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Supplementary materials
A. Sample preparation
Our experiments are performed using a thermal gas of potassium-39 atoms, loaded directly
from a magneto-optical trap (MOT) into a crossed optical dipole trap. The resulting cigar
shaped atom cloud has a temperature of 40 µK and e−1/2 radii of 10µm by 100µm. This
should be compared to the characteristic distance between facilitated Rydberg excitations
rfac = (C6/∆)
1/6, which for a detuning of ∆/2pi = 30 MHz is ≈ 1.7µm. The peak number of
atoms in the |g〉 state is 1.3× 105 and the density determined by in-situ imaging is 2.4× 1011
cm−3. To vary the density while holding all other parameters fixed we reduce the MOT
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loading time. The lifetime of the atoms in the trap without Rydberg excitation is ∼ 4 s, i.e.
much longer than the relevant timescales for the SOC dynamics.
B. Excitation laser
To excite the atoms to the 39p3/2 Rydberg state we use a single photon optical transition at a
wavelength of 285 nm. This light is produced by a frequency doubled dye laser delivering up
to 200 mW of single mode light and is frequency stabilised to a high-finesse cavity resulting in
an independently measured linewidth of 400 kHz. The excitation beam is aligned parallel to
the long axis of the trap and weakly focused to a waist much larger than the size of the atom
cloud such that it is practically uniform. We experimentally determine the Rabi frequency Ω
for every individual repetition of the experiment by logging the respective single-shot laser
power on a photodiode and employing an independent Rabi frequency calibration based on
measuring light shifts induced by the laser via Ramsey interferometry.
C. Numerical simulation of the Langevin equation
While the Langevin equation (2) is straightforward to solve in the mean field approximation,
in Fig. 1 we show exemplary numerical simulations that capture the effects of diffusion and
multiplicative noise terms in a one-dimensional setting. For these simulations we make use of
the XMDS2 (stochastic) differential equation solver package [50], assuming a transverse grid
size of 128 points and timestep of 2.5× 10−3. The noise term is implemented as a zero mean
Wiener process with a standard deviation ∝ √ρ. However, to ensure numerical stability we
found it necessary to impose a noise cutoff by setting ξ = 0 when ρ < 0.0025n0. For b = 0
the solutions exhibit an absorbing state phase transition at n0 = 0.39 and powerlaw scaling
consistent with directed percolation universality (in one-dimension βDP = 0.276). For b 6= 0
we find that individual timetraces obtained from the full numerical solution are qualitatively
very similar to the corresponding mean field solutions. By fitting the numerical results in
the same manner as performed for the experimental data we obtain slightly larger effective
parameters κ and Γ.
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SUPPLEMENTARY TEXT
Derivation of the Langevin Equation
The microscopic dynamics of the driven-dissipative Rydberg ensemble is described by the
master equation Eq. (1M). For realistic system sizes required for SOC, it becomes, however,
intractable due to the fast growth of the Hilbert space. In order to reduce this theoretical
complexity, we eliminate irrelevant degrees of freedom and map the dynamics to the Langevin
equation Eq. (2M).
Adiabatic elimination of atomic coherences — In the presence of strong dephasing γde  Ω
the evolution of the atomic coherences σˆgrl , σˆ
0r
l is dominated by a rapid dissipative decay
towards their time averaged expectation values 〈σˆα,rl 〉T = 1T
∫ T
0
Tr [σˆα,rl ρˆ] dt, where T ≈ Ω−1
is the typical time scale for a facilitated Rabi oscillation, Tr is the trace over the many-body
Hilbert space and α = g, 0. The coherences are static on many-body time scales and will be
adiabatically eliminated by solving
0
!
= ∂t〈σˆα,rl 〉 = Tr [σˆα,rl ∂tρˆ] . (3)
Here ∂tρˆ is set by Eq. (1M). After eliminating the coherences, the system evolution is governed
by the remaining degrees of freedom, i.e. the average densities
ml ≡ Tr [σˆrrl ρˆ] , nl ≡ Tr [(σˆrrl + σˆggl )ρˆ] . (4)
Their equation of motion is
∂tml = Tr [σˆ
rr
l ∂tρˆ] , ∂tnl = Tr [(σˆ
rr
l + σˆ
gg
l )∂tρˆ] (5)
and ∂tρˆ is set by Eq. (1M) and constrained to configurations that fulfill Eq. (3). Explicit
evaluation yields
∂tnl = −Γml + ξnl , (6)
∂tml = Tr
(
Ω2(Γ + γde)(σˆ
gg
l − σˆrrl )
(Γ + γde)2 + 4(Vˆl −∆)2
ρˆ
)
− Γml + ξml . (7)
The Markovian noise fields ξm,nl are added by hand in order ensure the non-equilibrium
fluctuation-dissipation relation, present on the operator level, also on the level of the density
averages (4). The statistics of nl,ml, imprinted by drive and dissipation, are expressed by the
vanishing mean 〈ξn,ml 〉 = 0 and non-vanishing variance var(ξn,ml ) 6= 0, and the Markovianity,
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i.e. locality in time and space, of the noise. Their variance is determined by the generalized
Einstein relation
var(ξml ) = ∂t〈(σˆrrl )2〉 − 2〈σˆrrl ∂tσˆrrl 〉,
= τnl + (Γ + 2τ)ml +O(m
2
l ), (8)
and similar for ξnl with σˆ
rr
l → σˆrrl +σˆggl . In the limit τ → 0, the variance of ξml is multiplicative
in ml which is a necessary condition for a robust absorbing phase.
Equation (7) is a coupled set of differential equations describing the Rydberg population
and total remaining population for each atom, satisfying the completeness relation σˆrrl +
σˆggl + σˆ
00
l = 1. Interatomic interactions enter as an effective detuning Vˆl = C6
∑
l′ 6=l σˆ
rr
l′ /|rl,l′ |6,
where |rl,l′| = |rl − rl′ | is the distance between atom l and l′ [46].
In order to expand the trace in Eq. (7) in the projection operators σˆrrl′ , one exploits the
fact that σˆrrl′ = (σˆ
rr
l′ )
2. For an arbitrary function f of the projectors σˆrrl′ , up to linear order
in the projection operators one finds f({σˆrrl′ }) = f(0) +
∑
m[f(σˆ
rr
l′ 6=m = 0, σˆ
rr
m = 1)− f(0)]σˆrrm .
Consequently, the operator acting on atom l
Ω2(Γ + γde)
(Γ + γde)2 + 4(Vˆl −∆)2
=
Ω2(Γ + γde)
(Γ + γde)2 + 4∆2︸ ︷︷ ︸
=τ
+
∑
l′
[
Ω2(Γ + γde)
(Γ + γde)2 + 4(∆− C6|rl,l′|−6)2 − τ
]
σˆrrl′ + ..., (9)
followed by higher order products of projectors (i.e. terms ∼ σˆrrl′ σˆrrm ). The first term on
the right hand side describes single particle excitations with rate τ , while the second term
describe the facilitated (de-)excitation of atom l by another atom l′ in the Rydberg state. This
describes a Lorentzian peaked at the facilitation radius |rl,l′| = (C6/∆)1/6 ≡ rfac and deviates
considerably from zero only for |rl,l′| ∈ [rfac − ∆rfac, rfac + ∆rfac] with ∆rfac = rfac Γ+γde12∆ .
Introducing a projector Πll′ with Πll′ = 1 if |rl,l′| ∈ [rfac − ∆rfac, rfac + ∆rfac] and zero
elsewhere, Eqs. (7)-(9) yield
∂tml =
(
τ +
∑
l′
Ω2Πll′ml′
Γ + γde
)
(nl − 2ml)− Γml + ξml . (10)
Equation (10) provides a good approximation to the facilitation rate assuming the ex-
citation density is small, but overestimates the true facilitation rate when there is several
Rydberg excitations in proximity to state l (due to truncating the expansion (9) at first
order). An exact computation of the facilitation radius for w ≥ 1 excited states inside a
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single shell shows that it grows as r
(w)
R = w
1/6rR (in d = 3 dimensions). For a homogenous
distribution of atoms, this yields a facilitation rate that grows proportional to
√
w, which
is not a severe correction compared to the ∝ w growth predicted by Eq. (10) if one bears
in mind the largely suppressed off-resonant excitation rate. Deviations from w = 0, 1 are
suppressed by a factor O(104).
Continuum Limit — For the reported experiments the atoms are free to move on the
timescale of the slow SOC dynamics. However, the diffusion time scale (set by the temperature)
for distances of the order of the facilitation radius O(rfac) is about one order of magnitude
slower than the inverse Rabi frequency. This justifies an effectively static model for the
external degrees of freedom while ensuring that the the ground state density remains
approximately homogenous on length scales compared to the facilitation radius. Thus we
can coarse grain the dynamics by averaging the densities over facilitation shells
ρ(r, t) ≡ N
∑
|rl−r|≤rfac
ml, n(r, t) ≡ N
∑
|rl−r|≤rfac
nl, (11)
where N = (4pi
3
r3fac)
−1 is the normalization volume.
This coarse-graining procedure modifies the completeness relation compared to the single
atom case. An excited atom facilitates excitations at the border of the facilitation shell but
blocks the excitation for any atoms within the shell. Decay of a Rydberg excitation to a
removed state thus removes the blockade constrant on the remaining ground state atoms. At
the scale of the facilitation radius, the averaging procedure (11) yields the effective rate of
decay into removed states is Γ→ bΓ and adds an effective decay rate back to the ground state
Γ(1 − b), where b = ρ(r, t)/n(r, t) ≈ const. Defining nt ≡ n(r, t), ρt ≡ ρ(r, t), the averaged
densities evolve as
∂tnt = −bΓρt + ξt, (12)
∂tρt = −Γρt + ξt + (nt − 2ρt)
(
τ + Ω
2
Γ+γde
M(ρt)
)
. (13)
The averaged noise ξt remains Markovian in time and space with variance var(ξt) = τnt +
(Γ + 2τ)ρt. The nonlinearity M(ρt) is obtained from the execution of the density averaging
(11) in the sum ∼∑l′ Πll′ml′ in Eq. (10). It is a non-local function in space and has to be
read as ρtM(ρt) = ρ(r, t)
∫
r−r′∈Sfac ρ(r
′, t) with Sfac = [rfac − ∆rfac, rfac + ∆rfac] being the
facilitation shell. Taking advantage of the smooth densities for |rll′ | = rfac we can perform a
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Taylor expansion of ρ(r′, t), yielding
M(ρt) =M(1)ρt + M(r
2)
2
∇2ρt +O(∇4ρt), (14)
where odd derivative terms vanished due to isotropy in space. The factors M(1) = ∫
r∈Sfac 1
and M(r2) = ∫
r∈Sfac r
2 are the averages of 1, r2 along the facilitation shell.
Including thermal diffusion with diffusion constant DT caused by the thermal motion of
the atoms this yields the final form of the Langevin equation
∂tnt = DT∇2nt − bΓρt + ξt, (15)
∂tρt = (D∇2 + κnt − Γ− 2τ)ρt − 2κρ2t + τnt + ξt. (16)
In the experiment Γ/τ ≈ 104 and nt/ρt ≈ 20, justifying Γ + 2τ → Γ and nt + ρt → nt.
Together with the numerical simulations this yields the estimate b ≈ 0.05. Furthermore, the
theoretical derivation predicts κ = Ω
2
Γ+γde
M(1) ≈ 2piΩ2
3∆
r3fac and D ≈ DT + nt piΩ
2
3∆
r5fac. Assuming
van der Waals interactions rfac = (C6/∆)
1/6 ≈ 1.7µm. The diffusion of excitations ∼ D is
primarily governed by fast facilitation of neighboring atoms and only marginally affected by
temperature, i.e. DT  nt piΩ23∆ r5fac. The numerical simulations of Eq. (2) presented in Fig. 1d
for DT = 0 show that for experimentally relevant parameters nt remains mostly homogeneous
during the evolution since the diffusion of ρt is sufficiently fast compared to the effective
loss rate bΓ. Thus for the conditions of the experiment atomic motion has very little impact
on the qualitative SOC behaviour. However this might change in some lattice systems for
example, where additional geometric constraints could have a more dramatic effect on the
SOC dynamics.
The structure of the Langevin equations (15), (16) is obtained from the discussed, con-
trolled coarse graining procedure and is insensitive to minor variations of the microscopic
details. The effective parameters D,Γ, κ, b, τ , however, can be influenced by such variations,
that may include disorder, atomic motion and cooperative excitation processes, in the present
setup. For this reason, the predicted values above only serve as a rough guide and in order
to compare theoretical predictions with the experimental results we fit the data to mean field
solutions of Eq. (15) to consistently determine the relevant parameters of the model.
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Figure 5. Further evidence for non-equilibrium universality (a) Stationary state density nf
measured at t = 10 ms as a function of Ω2 and for different detunings ∆. (b) The same data with
rescaled axes to achieve full data collapse, revealing the universal scaling function (with fit shown
by the dashed blue line) for the stationary density nf . The inset shows the normalised residuals
between the rescaled data and the fitted scaling function. The dashed blue line corresponds to the
simple scaling function used in the main text, while the solid orange line is a generalised scaling
function which reproduces the asymptotic scaling form more accurately.
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Detuning dependence and further evidence for non-equilibrium universality
In the following we present additional evidence for the universal nature of the self-organised
stationary state. For this we performed additional measurements of the stationary density
as a function of the driving intensity but for different detunings of the excitation laser as
shown in Fig. 5. Each dataset shows qualitatively similar behavior to that presented in
Fig. 3, clearly showing the transition from an absorbing phase to a self-organising active
phase. However this data also clearly shows that the location of the critical point depends
on the laser detuning.
To further analyze this data we apply the scaling ansatz nf = n0F (Ω
2∆dn
1/β′
0 ), where
β′ = 0.869 and we have included as a new parameter the detuning rescaling exponent d. For
d = −2.06(1) the data collapses once again onto a single universal curve. In this way we
determine the κ ∝ Ω2/∆2.06 dependence of the spreading parameter, used elsewhere in the
paper to compare the data with mean field theory.
Before analysing the scaling properties of the rescaled data, very careful inspection shows
that it has a slightly different form to the scaling function F (x) used to describe the data in
Fig. 3b. This is evidenced by the fit to F (x) shown as a blue dashed line in Fig. 5b. The
deviation is most apparent in the normalized fit residuals (Fig. 5-inset) which, in contrast
to Fig. 3b, exhibits some structure (e.g. the inverted U-shape of the black datapoints).
Unless properly accounted for, this deviation between the scaling form of the data and the
heuristic scaling function causes a systematic error in the determination of the critical scaling
exponent. To rectify this, we model the detuning dependent data by a generalized scaling
function F ′(x) = [1 + (x/xa)vα + (x/xc)vβ]−1/v, where the newly introduced parameters
xa < xc and α < β empirically describe power-law scaling for intermediate driving intensities.
In the asymptotic regime x  xc, the scaling function once again reduces to a power law
nf/n0 ∝ x−β.
Role of trap inhomogeneities and residual coherence
Fitting the generalized scaling function to the rescaled data yields β = 0.95(3) where
the larger statistical uncertainty reflects the fact the generalized model function has more
parameters. This is close to the value for β = 0.910(4) determined from the density dependent
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data in the main text. Refitting the density dependent data with the generalized scaling
function yields β = 0.920(7). This shows that, while the full form of the scaling function
is not universal, data taken under very different conditions concerning initial densities and
detuning of the driving field do in fact share a common universal critical exponent describing
the asymptotic scaling regime.
We can also rule out possible modifications to the scaling behavior due to other experi-
mental details such as the inhomogeneous density or residual effects of quantum coherence:
(i) Inhomogeneities - in the experiment the atoms are laser-trapped in a cylindrical geometry
of finite diameter and length, causing a nearly homogeneous density distribution in the trap
center and smooth variation of nt at the boundaries. nt follows smoothly the Gaussian
trapping profile of the lasers. To estimate the impact of inhomogeneities, on this basis we
now study a local density approximation for the Langevin equation. In this approxima-
tion, ρ(r, t) experiences a constant background density n(r, t) = n˜(r, t)I(r) at each point
in space r, which is modulated by the trapping profile I(r), whereas n˜(r, t) only incorpo-
rates fluctuations due to the coupling to ρt. An appropriate mean-field theory considers
ρt = V
−1 ∫
V
ρ(r, t) as the spatially averaged density over the system volume V and n˜t=0 = n0
in the absence of fluctuations. The corresponding, spatially averaged SOC line is located
at Ω2c ∼ κc = Γn0
∫
V
1
I(r)
∼ n−10 , demonstrating that the mean-field exponent β = 1 is not
modified by the inhomogeneous geometry.
(ii) Quantum coherence - the evolution of the density averages (6), (7) is real and linear
in time, which maps the final Langevin equation to a stochastic differential equation for
classical processes. It incorporates strong, classical correlations between different atoms
but lacks the possibility for long range coherence. Coherence between different atoms can
be built in systematically by replacing the adiabatic elimination in Eq. (3) with the exact
solution, which amounts to a shift Γ → Γ + ∂t in (7). To leading order it introduces a
coherent contribution (Γ+γde)
−1∂2tml to the RHS of (7). Analogously to a damped harmonic
oscillator, this evolution is observable on timescales t(Γ + γde) ≤ 1 and washed out on larger
times scales, i.e. on the relaxation towards the SOC steady state. Fast coherent processes
might modify the parameters κ,D, τ but not the structure of the Langevin equation.
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