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Abstract
Organic photovoltaics (OPVs) may be the future of energy production, one day pos-
sibly solving the energy crisis we currently face. However, OPVs still have lower efficiencies
than conventional silicon technologies and suffer from low carrier mobilities and stability
problems. To improve OPV performance and stability we need to characterise them, both
on a device level and on a nanoscale level. The nanoscale is especially relevant to poly-
mer:fullerene solar cells as their performance is heavily dependent on their morphologies.
This thesis presents three techniques that use atomic force microscopy (AFM) to
measure the nanoscale, electrical and mechanical properties of these systems, whilst main-
taining access to the morphology of the sample. Force volume bias spectroscopy (FVBS)
combines traditional force-volume measurements and current-voltage (IV) measurements
using the Johnson-Kendal-Roberts model of contact mechanics to accurately determine the
sample’s Young’s modulus and the tip-sample contact area. The calculated contact area is
then used to calculate the current density from the associated IV curve. A modified Mott-
Gurney model allows the extraction of mobility and charge carrier density dependence.
The temperature dependence of P3HT between 70 and 130°C is investigated with FVBS,
showing an increase in mobility with temperature. The properties of as-cast and annealed
P3HT are also compared; with annealed P3HT showing a correlation between mechanical
and electrical properties that is not present in the as-cast film.
Time resolved EFM (Tr-EFM) is a non-contact technique that uses the change
of phase of an oscillating cantilever in response to an applied pulse of light, to charac-
terise the surface photovoltage (SPV) and timescale of charge accumulation and decay in
photovoltaic materials. Two bulk heterojunction systems were studied; P3HT:PCBM and
PTB7:PC70BM. The SPV and the dynamic response were studied as a function of illu-
mination intensity and temperature. The dynamic response showed no clear trend with
temperature or light intensity for either system. For P3HT:PCBM the SPV has complex
temperature dependent behaviour, showing increased SPV with temperature and an SPV
peak at 90°C. SPV decreased with temperature for PTB7:PC70BM. Both systems showed
logarithmic behaviour of the SPV with light intensity, suggesting that the SPV is a measure
of the open circuit voltage of the bulk heterojunction.
Intensity modulated Kelvin probe force microscopy (IM-KPFM) uses a modulated
light to dynamically modulate the SPV in the thin film devices. Changing the frequency
of modulation allows the timescale of charge depletion to be measured. The temperature
dependence of this is investigated for P3HT:PCBM and PTB7:PC70BM. Both P3HT:PCBM
and PTB7:PC70BM showed decreasing timescales with temperature. The behaviour of
P3HT:PCBM was more complicated than PTB7:PC70BM, showing peaks in the timescale
measured. The results and benefits of IM-KPFM and Tr-EFM are then compared.
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Chapter 1
Introduction
1.1 History and Motivation
In recent years, due to the need for clean, renewable energy solutions, photovoltaic
technologies have been extensively researched [3, 4, 5]. Even though the photovoltaic
effect was discovered in 1839 by Edmond Bequerel [6], we are still discovering the
potential of materials to exhibit photovoltaic properties, with the recent emergence
of perovskite solar devices [7]. Over the course of this time the progress of pho-
tovoltaics has been widespread, with the first commercial solar devices being used
exclusively on space craft [8]. Since then, by far the most common photovoltaic
devices have been made from silicon, with crystalline silicon solar cells being the
most efficient at 25% [9, 10]. However, the need to lower the production costs (5
$/W for c-si [11] compared to 2.1 $/W for coal power plants [12]) of solar devices
has led to increased research into thin film solar technologies, such as amorphous
silicon [13].
More recent developments in this area include cadmium telluride (CdTe) and
copper indium gallium diselenide (CIGS) devices, both of which show promising
efficiencies of 22.1% and 22.3% respectively in thin film devices [14, 15]. These,
along with amorphous silicon devices, are known as second generation solar devices.
Their benefits over the first generation of crystalline silicon devices include lower
manufacturing costs (resulting in purchasing costs of 0.240 $/W for a-Si compared
to 0.296 $/W for c-Si [16]) and a degree of flexibility in substrate choice allowing for
devices to evolve from a flat panel design [17]. However, these devices are often made
from materials that are toxic and in limited natural supply [18, 19], consequently
the search for viable alternatives to these is ongoing [20]. Second generation solar
technologies also have a lower efficiency than the first generation, for this reason
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and the environmental considerations a third generation of photovoltaic devices is
being studied [21].
The third generation of solar cell technologies aims primarily to exceed the
Shockley-Quisser limit of efficiency (30% with a 1.1 eV band gap) which exists for
a single band-gap material [22]. There are multiple ways of achieving this aim
including using tandem cells, hot carrier cells, multiband cells and thermovoltaic
cells [21, 23]. The second goal of third generation solar power is to deliver scalable,
cheap and environmentally friendly solar cells, in this regard organic photovoltaics
(OPVs) are promising as they are predominantly made from highly abundant car-
bon, and have the capability to be roll-to-roll printed [24]. Figure 1.1 shows the
record efficiencies for research solar cells of each generation. The gradient of the
efficiency curve is notably high for both perovskite technologies, which have shown
a high potential [7], and for OPVs.
1.2 Organic Photovoltaics (OPVs)
The optical and electronic properties of organic semiconductors such as acenes have
led to 30 years of development of organic photovoltaic (OPV) devices [25]. Since
then a range of devices have been demonstrated and optimized sufficiently to be used
for commercial applications, such as organic light emitting diodes (OLEDs) [26,
27], small molecule and polymer OPVs [28, 29]. In 1986, Tang demonstrated an
organic heterojunction photovoltaic device from copper phthalocyanine (CuPc) and
a perylene tetracarboxylic derivative, deposited by vacuum evaporation achieving
an efficiency of around 1% [30]. This device shared the planar heterojunction format
favoured by inorganic semiconducting junctions. However, it was determined that
these devices could be made more efficient by intermixing the donor and acceptor
materials. The intermixing of the donor and acceptor domains throughout the
device is known as a bulk heterojunction (BHJ). Subsequent to Tang’s device, it
was realised that the lifetime of excitons in OPV devices is short, around 100 ps -
1 ns, so the interfaces where the excitons can separate need to be within a short
distance of their creation as the diffusion length directly depends on the exciton
lifetime, and is typically 10-20 nm [31]. Equally, the device cannot be made this
thin as it would not absorb the photons efficiently. Figure 1.2 shows a schematic of a
single heterojunction device compared to a bulk heterojunction. An exciton created
in most places of the BHJ can diffuse to an interface whereas excitons created near
either surface of the discrete heterojunction may not arrive at the donor acceptor
interface.
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Figure 1.1: A comparison of the efficiencies of first, second and
third generation research solar cell devices [10].
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Figure 1.2: A comparison of a) a single heterojunction and b) a
bulk heterojunction.
The first BHJ was demonstrated by Halls et al., and was made from a phase
segregated mixture of two poly(p-phenylene vinylene) PPV derivatives CN-PPV and
MEH-PPV [32]. In addition to having a higher efficiency than the device made by
Tang, Hall’s device was solution processed, demonstrating that these devices could
be made in large areas without the high temperature and often expensive processing
needed for earlier generation photovoltaics.
Current research aims to make these organic devices efficient, large area,
long lived, flexible and easy to manufacture. Each of these aims has its own chal-
lenges. Stability is an ongoing challenge for OPVs, as many of the materials used
are susceptible to chemical degradation caused by activation of oxygen by UV light
or the diffusion of water into the active material [33, 34]. Some effects of degra-
dation can be limited by encapsulation of these devices, but this is an imperfect
solution [35, 36]. Significant progress has been made in large area manufacture and
flexibility, the ability to solution process OPVs makes screen and roll-to-roll print-
ing a viable way to scale up manufacture of these devices [37]. Roll-to-roll printing
techniques require the use of flexible electrodes and substrates.
One common choice of electrode for inflexible devices is indium tin oxide
(ITO), which is both highly transparent in the visible spectrum and has a low elec-
trical resistivity of 2 - 4 × 10−4 Ωcm [38]. However, ITO is inherently brittle and
cannot be used for flexible devices. Developing alternatives to ITO is also advanta-
geous as indium is expensive and rare with supplies dwindling [39, 40, 41]. Viable
alternatives to ITO that can be roll-to-roll processed include silver electrodes of
various forms [41, 42], poly(3,4-ethylenedioxythiophene):poly(4-styrene sulphonate)
(PEDOT:PSS) [43, 44, 45, 46], and even graphene [47]. Increasing the efficiency is
one of the key steps towards achieving commercial success with OPVs [48, 49].
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Figure 1.3: Energy diagram of a semiconductor with flat bands,
showing the conduction band minimum(CBM) or LUMO, and the
valence band maximum (VBM) or HOMO levels. The local vacuum
level (EV AC), electron affinity (EA), work function (WF), ionisation
energy (IE), Fermi level (EF ) and band gap (EG) are also shown.
Figure taken from [50].
1.2.1 Definition of Terms
Before discussing how an OPV device operates, it is useful to define a few terms
and quantities needed in the discussion of electronic materials. Figure 1.3 shows an
energy level diagram of a semiconductor with these key parameters. Transport of
electrons and holes occurs at the conduction band minimum (CBM) and the valence
band maximum (VBM) respectively for inorganic semiconductors. It should be
noted that the flat bands drawn here are rarely present in inorganic semiconductors
due to dangling surface bonds creating trapped charges. However, flat bands can
be seen in OSCs which do not have dangling bonds. The transport of electrons and
holes in the case of an OSC takes place in the lowest unoccupied molecular orbital
(LUMO) and the highest occupied molecular orbital (HOMO) respectively. The
difference between these two energy bands is called the band gap (EG).
The local vacuum level (EV AC) refers to the energy level at which an electron
can exist at rest outside of a solid material. To get to this point the electron must
overcome a large energy barrier culminating at EV AC . Unless doped or thermally
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excited the electrons closest to EV AC exist at the HOMO level and the energy taken
to remove them from the material is defined as the ionisation energy (IE). The
energy gained when an electron moves from the EV AC to the LUMO level is defined
as the electron affinity (EA) of the material. Electron affinity can define whether
a material is a good electron acceptor with large electron affinities or an electron
donor with a low electron affinity.
The Fermi level (EF ) is a hypothetical energy level such that at thermal
equilibrium there is a 50% chance of finding an electron at this energy. The difference
between EV AC and EF is called the work function. In a metal the electron affinity
and ionization energy are equal to the work function, as metals have a continuum of
energy states. Whereas, in an intrinsic semiconductor EF exists in the band gap of
the material. The quantitative position of EF is dependent on the carrier density,
temperature, doping concentration and density of states in the material. The work
function and in consequence the ionisation energy and electron affinity can only be
defined at the surface of a material, this is due to the work function having two
components- a solid and a bulk component.
The bulk component of the work function is the chemical potential defined by
the electronic density and density of states in the solid. The surface component of
the work function refers to the redistribution of charge at the surface of a material,
creating a surface dipole. In metals this component is large as the electrons can
tunnel to exist slightly outside the metal. This effect depends on the orientation
and completion of the crystalline lattice at the metal surface. This effect is much
smaller in OSCs as they have a much smaller free electron density. A more complete
discussion of these topics can be found [50].
1.2.2 Device Operation
Figure 1.4 shows a schematic diagram illustrating how an OPV device operates.
Firstly, a photon is absorbed by the active material and a neutral quasi-particle
called an exciton is created. Excitons consist of a hole and an electron bound
together by the Coulomb force between them and are created in organic materials
due to their low dielectric constants [51]. For a photon to be absorbed it must
match the absorption spectra of the material and the material needs to be thick
enough that the chance to absorb a photon is high. Conjugated polymers have good
absorption strengths, ∼ 1 × 106 /cm at 500 nm for P3HT:PCBM [52], but their
spectra do not match that of the sun particularly well [53].
Once an exciton is formed it must then diffuse to a donor/acceptor interface.
Exciton diffusion is affected by the nanomorphology of the acceptor and donor blend,
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Figure 1.4: A schematic showing how an OPV device works, show-
ing i) a photon being absorbed and an exciton being created, ii)
exciton diffusion, iii) charge separation, iv) charge transport and
v) charge collection. Electrons are shown in black, holes in white.
i.e. an interface needs to be within the diffusion length of the exciton, as determined
by the exciton lifetime typically (100 ps - 1 ns) [53]. The specific diffusion lengths for
materials can be measured by photoluminescent quenching, and for organic materials
are ∼ 10 nm [54]. Once at a donor/acceptor interface an exciton can dissociate into
separate charges if its energy is higher than that of the charge separated states.
In the simplest picture the exciton splits into separate charges when the difference
between the lowest unoccupied molecular orbital (LUMO) of the acceptor and donor
is greater than that of the binding energy of the exciton (usually between 0.1 - 0.5
eV) [53], so an electron is transferred from the donor to the acceptor. The reality
of exciton dissociation is much more complex, often occurring by means of energy
transfer whilst the hole and electron are still bound across the interface [31].
Once free charges are obtained, to power an external circuit the free charges
must travel to the collecting electrodes. The efficiency with which they do this de-
pends on their respective mobilities. The mobility of a charge carrier defines how
fast it moves in an electric field: vd=µE where vd is the drift velocity, µ is the charge
carrier mobility and E is the applied electric field. This process is known as charge
transport and will be discussed in detail later. Charge collection at the electrodes
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is also a complex process and depends on the specific interactions between the elec-
trode and the organic material. The charge collection efficiency can be improved by
adding interfacial layers between the active material and the electrodes. Interfacial
layers are layers between the active material and the collecting electrodes acting to
adjust the barrier height between active materials and electrodes, allowing selective
collection of carriers, and can act as optical spacers increasing the absorption of
photons [55]. Charge collection can also be improved by modifying electrodes to
improve workfunction compatibility [56].
1.2.3 Device Characterisation
One common method of testing the functionality of OPV devices is to measure cur-
rent density vs. voltage (JV) relations in illuminated conditions on fully assembled
devices, i.e. with the active material sandwiched between a transparent top elec-
trode and opaque metal electrodes. There are normally multiple metal electrodes
per device to improve the statistics when testing the devices, and their dimensions
are carefully controlled by deposition through a shadow mask. The dimensions and
layout of these electrodes can affect the accuracy of measurement [57].
OPV devices are particularly sensitive to spectral mismatches as they have
relatively narrow absorption profiles compared to inorganic devices, hence the lamp
used to create the testing irradiance needs to be a close match to the solar spec-
trum [58]. It is preferential to use a xenon arc lamp fitted with spectral filters as
this has the most similar spectrum to the solar spectrum [59]. The irradiance on
the sample also needs to be well characterised. Devices are tested most commonly
under 100 mW/cm2 to match the average solar flux hitting the Earth’s surface with
the sun at an angle of 48.2° from the equator, also called the AM1.5G standard.
The irradiance can be calibrated using a photodiode and corrected using neutral
density filters.
Figure 1.5 shows a representative JV curve taken on a boron subphthalocya-
nine chloride (SubPc):C60 device. From this curve the device’s open circuit voltage
(VOC) and short circuit current density (JSC) are immediately evident, in this case
being 1.065 V and -3.72 mA/cm2 respectively. VOC defines the bias at which the
photogenerated current fully cancels the dark current present in the cell, resulting
in no current flow, hence VOC is found at zero current. JSC represents the device’s
photocurrent generation with no external resistance, hence JSC is found when the
applied bias is zero. Fill factor (FF) describes how close the device comes to its ideal
output and can be found by comparing the power at the maximum power point, to
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Figure 1.5: An example JV curve of a subPc:C60 device showing
the locations of the short circuit current density (JSC) and open
circuit voltage (VOC). A representation of the fill factor is also
displayed as a measure of the highest power output of the device
(the sum of Jm and Vm) compared to the maximum possible JSC
times VOC .
the power from the ideal conditions of VOC and JSC , i.e.
FF =
VmJm
VOCJSC
(1.1)
where Vm is the voltage and Jm is the current at the maximum power point. In the
case of Figure 1.5 the fill factor is 0.8. The fill factor is decreased by parasitic re-
sistances in the cell. Contact resistances and resistance through the active layers of
the cell increase the series resistance. The shunt resistance of the cell should prefer-
entially be infinite, and is reduced by leaky contacts and charge recombination [60].
The efficiency of the device can be described as
η =
VOCJSCFF
Pin
(1.2)
where Pin is the power incident on the device which is the 100 mW/cm
2 from the
calibrated xenon arc lamp; for this device the efficiency is 3.17%.
1.2.4 Charge Transport
The mechanisms of charge transport in partially ordered, e.g. semicrystalline semi-
conductors is still an active field of study in which a consensus has not been
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reached [61]. In inorganic semiconductors the perfectly ordered periodic lattice
allows delocalisation of charge carriers. This delocalisation gives rise to conduction
bands, which contain a continuum of states in these semiconductors. Breaks in
this continuum occur at defects in the crystal structure this limits conduction. The
mobility in inorganic semiconductors decreases with increasing temperature as this
introduces deviations in the crystal structure causing scattering.
Figure 1.6: An organic semiconductor modelled as a series of po-
tential wells with and without an external electric field.
In organic semiconductors charges do not occupy a continuum of states, they
tend to be contained in localised potential wells in single molecules, or as parts of a
polymer chain. Figure 1.6 shows an organic semiconductor modelled as a series of
potential wells. Wells are separated by barriers that represent breaks in the crystal
structure of the semiconductor, in the case of polymers these can be twists or kinks
in the polymer chain which change the alignment of the pi bonds. When there is no
electric field applied charges must “hop” from one potential well to the next [62].
Increasing the temperature of the system produces higher hopping probabilities,
yielding strong Arrhenius relationships with temperature as the charges have an
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effective ”activation energy” [63].
The alternate method of transporting charge in this system is to tunnel
through the barriers separating the potential wells. The probability of tunnelling
through these barriers increases when an electric field is applied as the field makes
the effective barrier width thinner. This increases the rate of charge transport and
hence the mobility of charges with the electric field strength. This field dependent
mobility is a feature not shared by inorganic semiconductors.
Semi-ordered semiconducting polymers contain both localised and delocalised
charges, though delocalisation tends to occur in one dimension along the polymer
backbone and is often impeded by impurities and torsional effects, creating the bar-
riers described [64]. There are arguments for and against using band-like models and
hopping models of charge transport, though molecular modelling has proven to be a
useful tool in improving the mobility in future designs of these systems [65]. There
have also been a number of attempts to understand and model the charge transport
of these systems by combining molecular modelling and quantum chemistry methods
which can link the measured charge mobility with theory [66]. In reality a model
that contains elements of both band like transport with regard to intrachain defects
and hopping transport would possibly be closer to the physical reality [67]. To find
a theory that matches experiential results of charge carrier mobility, the mobility
must first be measured experimentally.
1.2.4.1 Space Charge Limited Current(SCLC)
One of the methods for measuring mobility is space charge limited current (SCLC),
that being the current due to the flow of charge injected by a high field into a
dielectric or semiconductor from a metal electrode. For SCLC to occur the number
of injected carriers must be greater than that of the intrinsic carrier and dopant
concentrations. Since this current is dominated by the drift of injected charges, the
current density is given by
J = ρµE (1.3)
where ρ(x) is the charge density and is itself a function of the distance into the
semiconductor, and the carrier velocity ν = µE is the product of the mobility µ and
electric field E [68]. Since the space charge is determined by injected carriers, this
yields the Poisson equation of the form
dE(x)
dx
=
ρ(x)
0r
. (1.4)
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Substituting for ρ(x) = J/µE, this can be rewritten as
dE
dx
=
J
µE(x)0r
. (1.5)
This can the be rearranged and integrated∫
E(x)dE =
∫
J
µ0r
dx (1.6)
yielding
E =
√
2Jx
µ0r
+ const. (1.7)
Upon application of boundary conditions, primarily that E(0) = 0, the constant
equates to 0. A more thorough discussion of this can be found in [69]. From
Equation 1.7 it is clear that in the SCLC regime the electric field depends on V 2
(further proven subsequently), and is distinct from an ohmic (linear) or tunnelling
(exponential) regime, due to the excess of charge carriers injected into the material.
Since the electric field is by definition E = −dVdx a further integration assum-
ing ohmic contacts
−
∫
dV =
∫ √
2J
µ0r
x1/2dx (1.8)
yields the familiar Mott-Gurney equation for a material of thickness d
J =
9
8
µ0r
V 2
d3
. (1.9)
This can be expanded to include carrier trapping [70], and further empirical modifi-
cations to this equation to include electric field dependence of charge transport can
be made [71], this yields
j =
9
8
µ00e
0.89γ(V/d)
1
2 V
2
d3
(1.10)
where µ0 is the zero field mobility and γ is the strength of the field dependence.
This equation is commonly used to characterise the behaviour of solar cells, though
there are other methods that have their own advantages [72]. In a normal device
this can be measured by taking a JV curve in dark conditions. Figure 1.7 shows
a representative dark curve on P3HT, with the fitting of Equation 1.10 yielding a
measured mobility of 1.76 ± 0.1 × 10−8 cm2/Vs and a field dependence of 1.4 ±
0.1 × 10−4 m1/2/V1/2. The modulus of the current has been taken. Besides the
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Figure 1.7: An example JV curve of
Al/MoOx/P3HT/MoOx/ITO/glass in dark conditions show-
ing a fit of Equation 1.10, with a mobility of 1.76 ± 0.1 × 10−8
cm2/Vs.
mobility, there are several factors which affect the charge transport of carriers in
OPV systems, most importantly, trapping and recombination.
1.2.4.2 Trapping and recombination
Charge trapping and recombination are somewhat intertwined, because depending
on where the charges are energetically and physically trapped, charges are likely to
recombine without producing useful electrical energy output. Trapping of charges at
the donor/acceptor interface is most likely to produce germinate pair recombination
- recombination of a bound electron and hole pair - as the charges may be in close
spacial proximity with limited screening [73]. In this context, a trap is a local
energy minimum surrounded by higher available energy states. Therefore for a
charge to move spatially and energetically out of a trap state additional energy
must be provided to it. Physically traps can be formed by impurities or disorder
in the materials of the system. The effects of trapping on mobility with respect to
carrier concentration [72], applied bias and temperature [74], have been extensively
studied.
Recombination is the main limitation of efficiency in OPV devices and also
depends on temperature and electric field [75]. Significant research has also been
performed in this area, however, it is again not completely understood. There are
also many different mechanisms for recombination that dominate in different sys-
tems. The main recombination mechanisms here are trap assisted recombination,
which occurs in systems where there are many defects that absorb carriers making
it likely for travelling carriers to meet and recombine with trapped carriers; and bi-
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molecular recombination, recombination of an electron from absorption of a photon,
with a hole from another absorption event in close proximity. Both of these processes
occur in OPV devices, though each dominates in different regimes [76, 77, 78, 79].
1.2.4.3 Surface Photovoltage (SPV) Measurements
Surface photovoltage (SPV) is defined as the illumination induced change in the
surface potential. Contactless measurements of the SPV are used regularly in the
characterisation of semiconductors. When light is incident on a photovoltaic device
charges are generated and subsequently redistributed in the surface and the bulk
regions inside the semiconductor. This redistribution of charges changes the effective
Fermi levels in the space charge region of the semiconductor, the region where charge
carriers are depleted from, leading to an effective change in work function [80]. This
effect can be seen schematically in Figure 1.8, and can be measured using Kelvin
probe methods comparing the work function of a metal probe with that of the
semiconductor.
Figure 1.8: A schematic of the energy levels involved when a p-type
organic semiconductor surface is illuminated. Flat band conditions
are shown for simplicity. The illumination moves the effective Fermi
level of the semiconductor and the difference between the contact
potential difference (VCPD) when dark and when illuminated is the
surface photovoltage (SPV).
It has also been shown that SPV measurements are not only able to mea-
sure charges generated at the surface, but also those in bulk materials or buried
interfaces [81, 82]. The SPV can be used to determine a range of bulk properties
including the carrier diffusion length and timescale, by measuring the relaxation
of the SPV after switch off of the incident illumination [83], although this method
only proved effective for relatively low recombination rates. Frequency based tech-
niques, using a modulated light to measure the timescales involved, have also been
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developed which can directly determine the charge carrier lifetime [84, 85].
The SPV has also been shown to be equivalent to VOC for inorganic semi-
conductors [81]. In OPV devices the relationship between SPV and VOC has been
studied, and shows the two to be strongly correlated. Figure 1.9 shows the relation-
Figure 1.9: The relationship between the measured SPV and VOC
for normal and inverted architecture P3HT:PCBM reproduced
from [86].
ship found by Lee et al. between VOC and SPV for inverted and normal architecture
P3HT:PCBM devices [86]. The data for SPV and VOC were taken at slightly dif-
ferent light levels which may account for the VOC and SPV not being identical,
however, the linear relation is clearly shown.
1.2.5 Poly-3-hexylthiophene (P3HT) and phenyl-C61-butyric acid
methyl ester (PCBM)
Poly-3-hexylthiophene (P3HT) and phenyl-C61-butyric acid methyl ester (PCBM)
are, to date, the most studied active materials for BHJ solar devices. In 2010 nearly
2000 publications featured this particular material system. Whilst it is possible
to get power conversion efficiencies over 5% for devices using this active material,
the average certified efficiency recorded is between 3.5 and 4%. Even with, and
possibly due to, such extensive study there is a large spread of results and conclusions
relating to the device behaviour with respect to the processing and properties of each
device [87]. However, such extensive interest in this system allows for certain aspects
of these devices to be well characterised.
Figure 1.10 shows the chemical structures of P3HT, the electron donor, and
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Figure 1.10: The chemical structures of a) poly-3-hexylthiophene
(P3HT) and b) phenyl-C61-butyric acid methyl ester (PCBM).
PCBM, the electron acceptor. When blended together into a BHJ device, P3HT and
PCBM make a phase segregated thin film device the properties of which improve
upon annealing [88]. The temperature of annealing required for the best perfor-
mances in devices [89, 90], or indeed whether annealing should be done prior to
or post electrode deposition, are still contested [88]. This is further complicated
by the roles of the casting solvent used [91], the molecular weight [92, 93, 94, 95],
structure [96, 97, 98], and regioregularity of the P3HT used [99], and even the ratio
of P3HT to PCBM [100, 101, 102].
Although there may still be active discussion on the specific conditions re-
quired to maximise the power conversion efficiency of P3HT:PCBM devices, it is
well established that morphology has a large influence on the device’s performance
and understanding why this is the case may lead to improvements in device per-
formance [103, 104, 105, 76]. The wealth of research on this system makes it an
obvious choice to test the viability of new techniques to measure the morphology
and electrical properties of these devices.
1.2.6 PTB7:PC70BM
Poly[[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’]dithiophene-2,6-diyl][3-fluoro-2-[(2-
ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl]:Phenyl-C71-butyric acid methyl es-
ter (PTB7:PC70BM) is another polymer system which has seen a large amount of
research in recent years, in this case due to the high efficiencies (of over 9%) recorded
for BHJ devices [106].
PTB7 has many of the desirable properties of a successful electron donor ma-
terial for OPV devices from strong absorption, low band gap and high crystallinity
with low torsional angles of the relaxed polymer [106]. PTB7 also has a much higher
mobility than P3HT (1 × 10−3 cm2/Vs and 2 × 10−4 cm2/Vs respectively) adding
to its superior device performance [107, 64]. Like the case of P3HT:PCBM, the
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Figure 1.11: The chemical structures of a) PTB7 and b) phenyl-
C71-butyric acid methyl ester (PC70BM).
performance of PTB7:PC70BM devices is also highly dependent on the morphology
of the film [108], and can be improved by solvent additives [109, 110]. Though this
system is similar to P3HT:PCBM, it may be interesting to compare new techniques
across the two systems.
1.2.7 Vanadyl phthalocyanine (VOPc)
Figure 1.12: The chemical structure of VOPc [111].
Vanadyl phthalocyanine (VOPc) is a non-planar phthalocyanine that has
shown been used in organic field effect transistor (OFET) devices [112, 113, 114].
Planar phthalocyanines have been extensively studied and used in OPV devices as
they have high absorption coefficients in wide spectra, coupled with simple purifi-
cation and deposition methodologies [115]. Non-planar phthalocyanines have also
shown promising optical properties and high performances in OPVs [116], hence
including VoPc in this work demonstrates the application of these techniques to
emerging and distinct materials.
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1.3 AFM
Atomic force microscopy (AFM) has the ability to probe both the physical and
the electrical properties of a material on the nanoscale and thus has been used
extensively to study OPVs [117]. The AFM was invented in 1986 by Binnig et
al [118]. The first version consisted of a cantilever used as the scanning probe and a
second tip above the first in a scanning tunnelling microscope (STM) setup to sense
the deflection of the cantilever. This first AFM demonstrated a lateral resolution
of 30 A˚ and a vertical resolution of 1 A˚ [118]. The modern AFM uses the same
concepts, however instead of measuring the cantilever deflection by STM, most use
a “light lever” approach instead, as shown schematically in Figure 1.13. A laser
Figure 1.13: A schematic of a “light lever” based AFM, showing
decoupled x,y and z movement axes.
is focussed onto the back of the cantilever such that its reflection strikes a four-
quadrant photodiode. As the cantilever bends or twists, the position of the laser
spot moves on the photodiode. By recording the voltages from the photodiode the
vertical and lateral deflection of the cantilever can thus be measured.
Intermolecular forces between the tip and sample cause the cantilever to
deflect. The nature of this interaction can be approximated by the Lennard-Jones
potential, explaining how as the tip gets closer to the sample that interaction is
initially attractive and becomes repulsive at much closer tip-surface distances [119].
This is seen in the AFM as an initial deflection towards the surface (or decrease),
followed by an increase in the deflection measured by the photodiode. Pushing
further against the surface yields a steadily increasing deflection.
A feedback loop can be used to maintain a constant deflection (and hence
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force) by moving the cantilever base using the z-piezo. It is possible to gain an image
of a sample’s topography by raster scanning across the sample using the x and y
piezos. Moving the z-piezo in turn to maintain a constant deflection and recording
this z-movement yields the topography. This is known as contact mode scanning.
Scanning in this manner compares the signal between the bottom and top quadrants
of the photodiode. However, it is also possible to compare the signal between the
lateral quadrants and, if scanning perpendicular to the cantilever, this signal cor-
responds to the torsional motion of the cantilever which under the right conditions
can correspond to the friction applied by the sample. This can be useful for samples
with low contrast in the height domain, for example single layer graphene [120].
Softer samples can be adversely affected by the lateral force between tip
and sample, whilst large vertical forces will deform the surface. This can be used
advantageously in lithography [121], or to clean a particular sample area of partic-
ulates [122, 123].
1.3.1 Force Curves and Contact mechanics
The force applied on a sample’s surface by the AFM tip can be calculated by mea-
suring the deflection of the cantilever when the tip is engaged onto the sample,
providing the cantilever and photodiode behaviour have been calibrated (Section
2.2.3). With a calibrated cantilever, the behaviour of the force as a function of
the distance of the tip from the sample can give valuable insight into the nature of
the sample’s surface. This requires the application of contact mechanical models,
requiring a force curve to be performed. A force curve is generated when the tip
is approached to the surface at a set velocity. The z-piezo maintains this velocity
towards the surface until a set deflection is reached. The z-piezo then stops and is
retracted at the same velocity.
As the tip approaches the surface, before any surface forces are felt only the
distance changes. When the tip gets very close to the surface the attractive (e.g.
van der Waals) forces overcome the stiffness of the cantilever and the tip jumps into
contact. Repulsive interactions between the tip and surface then dominate, and as
the piezo drives the tip harder onto the surface the cantilever flexes, increasing the
measured deflection. When the desired deflection is reached, the tip is withdrawn
from the surface initially following the loading curve, however, as the tip is leaving
the surface additional adhesive interactions cause the deflection to dip lower than
the contacting deflection. The magnitude of this interaction depends on the material
properties of tip and sample, as well as the contact area between tip and sample
and the medium they are in [124]. When the tip pulls away from the surface with
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sufficient force the cantilever snaps back to the free deflection.
The simplest of the contact mechanical models is the Hertz model. The tip
and surface are modelled respectively as an infinitely hard sphere and a deformable
plane [125]. Since the Hertz model assumes only elastic interactions, the unload-
ing/retract sections of the curve match the engage/loading [126]. The radius of
contact is described as
rHertz =
(
rtipF
Etot
) 1
3
(1.11)
where rtip is the radius of the tip, F is the applied force, and ETot is the combined
modulus of tip and sample defined as
1
Etot
=
3
4
(
1− ν2t
Et
+
1− ν2s
Es
)
(1.12)
where Et and Es are the Young’s moduli of tip and sample respectively, likewise νt
and νs are the Poisson ratios of tip and sample.
Figure 1.14: Showing a) a schematic of a force curve in the Hertz
model and b) an experimental force curve of a platinum/iridium
coated silicon cantilever on a P3HT surface.
Figure 1.14 compares the Hertz model force curve with an experimental force
curve. The addition of van der Waals interactions in the experimental case adds a
small jump to contact. Due to its simplicity, the Hertz model is a popular choice
for estimating contact areas between tip and sample and the elasticities of surfaces
studied. The Hertz model has been used for a variety of applications, including
making improvements to SCLC modelling in OPVs [127, 128, 129]. In biological
applications the Hertz model has been used to investigate the elasticity of cancer
cells, helping to explain their propagation through tissue [130], and modelling dif-
ferent contact models on single cells has shown the Hertz model to be suited for use
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at low cell deformations [131].
Introducing surface interactions between the interacting bodies allows the
modelling of adhesive surfaces. The Derjaguin-Muller-Toporov (DMT) model has
the addition of adhesion outside the contact area without a change in the contact
profile between tip and sample. The contact radius in this model is described as
rDMT =
(
rtip [F + Fad]
Etot
) 1
3
(1.13)
where Fad is the adhesive force between tip and surface. This model is best ap-
plied with small tip radii with respect to the contact area, on comparatively stiff
materials [132].
In comparison the Johnson-Kendall-Roberts (JKR) model includes adhesion
only within the contact area and includes necking of the sample’s surface as the tip
is withdrawn. The JKR model applies for larger tips and softer samples than the
DMT model. In the JKR model the radius of contact between the tip and sample
is
rJKR =
(
rtip
Etot
[√
Fad +
√
F + Fad
]2) 13
. (1.14)
Maugis later showed that the DMT and JKR models are limits of the same
model and a continuous transition can be seen from the JKR to the DMT model
with the increase of a parameter which is the ratio of the adhesion to elasticity of the
sample’s surface and is now known as the Tabor parameter [133, 134]. Figure 1.15
shows schematically the different contacts described by these three models whilst
Table 1.1 shows a comparison of the deformations and contact radii predicted. The
DMT and JKR models have been applied to many different systems to characterise
the mechanical properties [135, 136, 137, 138, 139], or indeed the contact area for
electrical characterisation [140, 141, 142].
Hertz DMT JKR
rc
3
√
rtipF
Etot
3
√
rtip
Etot
(F + Fad)
(
rtip
Etot
[√
Fad +
√
F + Fad
]2) 13
D
(
F 2
rtipE2tot
) 1
3 (F+Fad)
2
3
3
√
rtipE2tot
r2c
rtip
− 43
√
Fadrc
rtipEtot
Table 1.1: The contact radii and deformations predicted from the
Hertz (no attractive forces), DMT (attractive forces including short
range non-contact forces) and JKR (adhesive forces allowing for de-
formation of the tip or sample when pulled apart) models respec-
tively.
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Figure 1.15: Schematics of the different contact regimes described
by the Hertz, DMT and JKR contact models.
Naturally, these models are approximations of the AFM tip interactions with
the surface, and there are other models that are also used [143], the most common
example being the Oliver-Pharr model [144, 145, 146]. There are also improvements
and modifications of each of these models to apply to specific purposes [147, 148],
or to aid fitting algorithms [139].
1.3.2 Conductive AFM (CAFM)
If a conductive tip and cantilever are used, the current flow between tip and sample
can be measured. This relies on the tip surface contact and hence is usually done
during contact mode scanning with a potential difference applied between tip and
sample. This is known as scanning conductive AFM (CAFM). The current can be
measured vertically through a sample of interest by arranging the sample in a diode
configuration, with the layer of interest between a back electrode and the AFM
tip. This is particularly useful for measuring OPV devices [149, 150], investigating
the properties of electrode materials [151, 152], or testing the conductivity of single
structures like DNA [153]. CAFM can also be used in a lateral or transistor like
geometry to investigate how current travels laterally through a device [154], self
assembled monolayer (SAM) [155], or conjugated polymer [127].
Naturally, the point of contact between the AFM tip and the semiconductor
surface is of great importance here. Figure 1.16 shows the energy levels of the tip
and surface before and after contact is made by the AFM tip. To conduct charges
between the species the Fermi levels of the metal and semiconductor must align,
in order to do this the semiconductor bands bend. This creates a depletion region
between the metal and semiconductor. This acts as a barrier to transport and hence
the closer the energy level alignment between the valence band of the semiconductor
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Figure 1.16: An energy level diagram of a p type semiconductor
and a metal before and after contact is made.
and the Fermi energy of the metal the easier charge collection will be at the metal
electrode.
IV curves are commonly taken to more quantitatively analyse the charge
transport at specific locations on a sample’s surface, and the power law dependence
of such curves can characterise the efficiency of charge injection or collection though
the electrode [156]. Unlike devices with defined planar electrodes the mobility in
CAFM cannot be accurately derived by applying the standard Mott-Gurney model
to dark JV curves. Complications arise, firstly due to the unknown nature of the
tip-surface contact, converting from a current to a current density is not as simple as
dividing by the electrode area as it is in a standard device. Secondly, the geometry
of the standard Mott-Gurney model is that of two infinite planes. In the case of an
AFM contact, the geometry is more of an infinite plane and a point contact. For
this reason the standard Mott-Gurney model does not determine an accurate charge
carrier mobility when applied to JV curves taken in an AFM [150].
With the corrections made by Reid et al. [150], the SCLC density can be
described as
J = 8.20µ0e
0.89γ(V/L)1/2 V
2
L3
δJ
(
L
rc
)1.6±0.1
(1.15)
where 0 and  are the vacuum permittivity and the relative permittivity of the
thin film respectively, µ0 is the zero field mobility, γ is the strength of the field-
dependence of the mobility, and L is the thickness of the semiconductor thin film.
The prefactor 8.2 replaces that of 9/8 in planar devices in the original Mott-Gurney
equation. δJ is an empirically derived factor determined by Reid et al., to correct
for the differences between planar and tip based mobility measurements [150].
Even with the appropriate care and attention, electrical measurements in
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contact with the surface tend to be unreliable due to the unknown nature of the
tip and its tendency to change due to forces present during the experiment. This is
where non-contact techniques become useful.
1.3.2.1 Photoconductive AFM
Photoconductive AFM (pc-AFM) is a popular application of CAFM applying il-
lumination to a sample and scanning in the same way as CAFM. If the current
measured in pc-AFM is compared to that in the dark in standard CAFM, photo-
voltaic properties of the surface can be measured. Switching the direction of the bias
between the tip and sample allows selectivity of the charge carrier being measured
so areas in which holes or electrons congregate can be seen independently.
Photoconductive AFM has been used to correlate morphological and elec-
tronic properties of OPV materials [149, 157, 158, 159], and also to measure more
quantitatively, the nanoscale efficiency [160]. The polarization of the incident illumi-
nation can yield information on the orientational order of the sample [161]. pc-AFM
does, however, suffer from the same downfalls as CAFM: tip and sample wear as
well as unreliable contacts, and unknown contact areas.
1.3.3 Tapping Mode
A common approach to avoiding the lateral forces which can damage tip and sample
is to oscillate the cantilever so that the tip makes intermittent contact with, or taps,
the sample’s surface. Usually, the cantilever is driven to oscillate near its resonant
frequency by a piezoelectric actuator. The drive amplitude and frequency are kept
constant while tip surface interactions change the oscillation amplitude. To image
the surface, a feedback loop is used to maintain a constant oscillation amplitude
(rather than the deflection used in contact mode) by changing the z-piezo voltage.
Hence this imaging mode is properly called amplitude modulation scanning, but
is more commonly referred to as tapping mode, intermittent contact mode, or AC
mode.
The amplitude of the cantilever’s oscillation depends on how close the drive
frequency is to the resonant frequency of the cantilever. Short range interactions
with the sample’s surface change the effective resonant frequency of the cantilever
causing the amplitude of oscillation to change when the drive frequency and ampli-
tude remain fixed. Since the cantilever is moving there is a force gradient between
the tip and sample, if this is attractive the effective resonant frequency decreases,
likewise if the force gradient is repulsive the resonant frequency increases. Fig-
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Figure 1.17: Perturbations of the cantilever resonance curve from
its natural resonance frequency (ω0) to a new effective resonance
frequency (ωsp) in response to an attractive or repulsive interaction
force, where A is the cantilever’s amplitude [162].
ure 1.17 shows how these attractive and repulsive interactions move the resonance
curve of a cantilever’s oscillation without changing the shape or form [162].
The phase of the cantilever’s motion with respect to the driving oscillation,
is also recorded while imaging and contains information about the energy loss of the
cantilever as it interacts with the surface. The energy dissipated by the tip surface
interactions of the cantilever depends on the elasticity of the sample, the more
compliant the sample, the more energy is dissipated [163]. This causes changes in
the phase of oscillation of the cantilever and can be used as an imaging technique.
However, care must be taken when interpreting the phase image as other effects
also affect the phase of the cantilever. Since the cantilever oscillation is large, a
single oscillation of the cantilever may pass through force gradients that are both
attractive and repulsive. For certain oscillation amplitudes there can exist more than
1 tip-surface distance at which a single amplitude of oscillation is possible. However,
since the force gradient of these is very different, the phase of the oscillation is very
different also. During imaging this kind of bi-stability can be seen as a sharp phase
change crossing the 90°phase regime.
Figure 1.18 shows the topography and phase images of two different P3HT:
PCBM samples. The topography and phase of (a) and (b) were measured at 60°C.
The topography is in general homogeneous, showing no particularly prominent fea-
tures. It’s phase, however, shows two distinct regions: one of a high phase and the
second of a lower phase. It is likely that the two phases correspond to the segre-
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Figure 1.18: a) and b) show the topography and phase of a
P3HT:PCBM sample at 60°C. The blue box highlights an imag-
ing instability as opposed to phase contrast. c) and d) Show the
topography and phase of a second P3HT:PCBM sample at 70°C.
gation of PCBM rich and P3HT rich domains. The phase shift does not cross the
90° boundary, indicating a material property change rather than an imaging insta-
bility. A phase shift due to a bi-stability is shown in the blue box. The sample
shown in Figure 1.18 (c) and (d) was measured at 70°C and again shows a relatively
homogeneous topography, and a much more varied phase contrast showing networks
in a higher phase.
1.3.4 Electrostatic Force Microscopy (EFM)
Electrostatic forces between tip and sample are sufficient to perturb the cantilever
oscillation in the same manner that the interactions between the tip and surface
do. However, electrostatic forces persist over a longer range than the tip-surface
forces, so that if a tip is oscillated around 50 nm off the surface, out of range of the
tip-surface forces, and electrostatic forces are present it is these that cause changes
in the cantilever’s behaviour.
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If the capacitance, C, between the tip and surface is considered, then for
a given potential difference between the tip and sample, V, the capacitive energy
is U = 12CV
2. The capacitance depends on the tip surface separation and so the
electrostatic force between the tip and surface can be approximated by
F =
1
2
∂C
∂z
V 2 (1.16)
where z the separation between tip and sample. Thus, when the cantilever and tip
are oscillated near the sample’s surface the amplitude of oscillation is dependent on
the capacitive gradient between tip and sample. Changes in tip-surface separation
or capacitance cause changes in the cantilever’s oscillation amplitude.
EFM measurements are generally implemented in dual pass mode. Dual pass
mode first tracks the topographic surface using standard tapping mode, then the
cantilever is lifted to a desired height above the surface. A bias is then applied
between the tip and sample, as the AFM then scans back over the topography
from the previous scan, maintaining a fixed distance between tip and sample. The
amplitude and phase of the cantilever are measured for both passes. In the first pass
the topography is measured by maintaining the amplitude of oscillation as normal,
in the second pass the amplitude modulation is turned off and the frequency shift
of the cantilever resonance is measured. This can either be done directly using a
phase locked loop (a feedback loop that changes the drive frequency to maintain a
constant phase), or by measuring the phase and using the linear relationship between
frequency and phase close to resonance to determine frequency shift.
This has been used to investigate the surface potential of semiconductors
as early as 1988 [164]. This has been effective on integrated circuits [165], and
cathode arrays [166]. In insulators the charging and speed of discharging have
been measured, showing that PMMA holds charge for much longer timescales than
quartz and sapphire [167, 168]. The behaviour on cathode arrays emphasises that
the response of the cantilever is highly dependent on both the bias applied to the
system and the tip surface distance, most notably that the dependence on tip surface
separation is heavily influenced by the geometry of the surface [166].
EFM can be used for more applications than simply imaging electrostatic
forces with spatial resolution; Stern et al. used EFM to determine the length of
time several insulating materials hold charge [167].
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1.3.5 Time Resolved EFM (Tr-EFM)
Time resolved EFM (Tr-EFM) measures the frequency shift of the cantilever in
response to an applied perturbation of the electric field of the sample, this can be
performed with high time resolutions as the phase is recorded by the AFM with a
time resolution of 2 × 10−5 s, as standard. At relatively low time resolutions, but
high spatial resolution, this was used by Jaquith et al. to measure the trapping rate
of holes in pentacene [169]. In this case voltage pulses across a transistor device
were employed, and the AFM tip was scanned across the channel revealing areas
where charges were trapped. They also measured the time it took for the trapped
charges to reach a steady state value, in this case around 30 seconds [169].
In 2006 Coffey and Ginger published their initial results using Tr-EFM on
organic semiconductors [170]. Unlike Jaquith’s work, Coffey and Ginger used an
LED to excite charges in the F8BT/PFB system and measured the response of the
cantilever in a single location in response to the light. They showed that the charging
rate depended logarithmically on light intensity, and was also heavily dependent
on the processing conditions used. Coffey and Ginger also showed that for their
system the external quantum efficiency (EQE) correlated with the charging time
they measured with Tr-EFM. This suggests that Tr-EFM can be used as a measure of
device efficiency. Later work by Cox et al. showed that this held true for excitations
in MDMO-PPV:PCBM devices [171].
Whilst, for Ginger’s application, Tr-EFM has a high time resolution of around
100 µs, the Ginger group added sophisticated triggering circuitry which improved the
time resolution to the 100 ns range, allowing the study of faster more efficient photo-
voltaic systems. They called this technique feedback free Tr-EFM (FF-trEFM) [172].
1.3.6 Kelvin Probe Force Microscopy(KPFM)
Kelvin probe force microscopy (KPFM) is similar to EFM in that it uses the can-
tilever’s response to the electrostatic field of the sample. However, KPFM does not
apply a large external bias to the sample; instead it seeks to nullify the differences
in potential between the tip and sample. This can be used to study the workfunc-
tions of samples, by measuring the workfunction difference between tip and sample.
For a metal sample and tip, the difference between their workfunctions is the con-
tact potential difference, VCPD. For a semiconductor and metal probe this is more
complicated: VCPD still describes the difference between the vacuum level and the
Fermi level of the semiconductor and metal, however, the electron affinity of the
semiconductor must be taken into account.
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Figure 1.19: Principle of KPFM measurements, showing the initial
alignment of the energy levels in sample and tip. a) With their
Fermi levels (EF ) aligned there is an electric field between sample
and tip corresponding to the difference in their workfunctions (Φ).
b) The electric field is neutralised by applying -VCPD to the tip,
where VCPD/q = ΦT − ΦS , and q is the electron charge.
In KPFM the cantilever is driven at its resonant frequency by an a.c. bias
of the form VAC sin(ωt), and since the force acting on a cantilever from the electric
field can be described as
F =
1
2
dC
dz
V 2 (1.17)
in the case of KPFM V = VDC − VCPD + VAC sin(ωt), where VDC is an applied
DC component of the bias applied to the tip or sample, and VCPD is the contact
potential difference between the tip and sample. When expanded out, the force as
a function of the applied bias has only one component at the applied frequency,
Fω =
dC
dz
[VDC − VCPD]VAC sin(ωt) (1.18)
and minimization of this force can be achieved by adjusting the DC component of
the bias to be equal to the contact potential difference. When a feedback loop is
used to minimise the cantilever’s response at ω, the contact potential difference can
be measured. Figure 1.19 shows a schematic of the energy level alignment and the
operating principle of KPFM.
KPFM can be used either in a point by point approach or as a scanning
technique. As a scanning technique, KPFM can be operated in single or dual pass
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methodologies. Like for the case of EFM, in dual pass mode, the topography is first
measured in tapping mode, then the tip is withdrawn to a set distance above the
sample and oscillated with VAC . A potential feedback loop is then applied and the
AFM controller adjusts VDC to minimise the amplitude of oscillation. The poten-
tial map can then be measured almost simultaneously to the topography. Single
pass KPFM (also called dual frequency KPFM) can truly measure topography and
potential simultaneously. In this mode the cantilever is oscillated at two separate
frequencies; near resonance for the tapping mode topography, and at a much lower
frequency for the potential feedback signal. Whilst this is more efficient it is less sen-
sitive to potential changes due to the potential signal being off resonance [173, 174].
KPFM has been used to study the interactions between materials, in the
hope of improving charge transport between graphene oxide and P3HT [175]. It is
also possible to study the contact potential of single P3HT nanofibers [176], and
even the distinction of single atomic species, distinguishing adatoms on a silicon
surface [177]. There are many examples of similar nanoscale characterisations using
KPFM [178, 179, 180], but one of the more common uses for KPFM is looking at
the doping in semiconductors, where the doping profiles can be mapped [181, 182,
183, 184, 185]. KPFM has also proven to be useful in measuring the properties of
organic photovoltaics, and has the ability to image the local photovoltaic properties
of heterojunctions [186, 176, 187, 188].
Figure 1.20 shows how this technique can be used to measure the photovoltaic
properties of materials as well as their work functions. Initially, standard KPFM
is used to cancel the contact potential difference between the tip and sample, then
a light is applied to the sample. Any further change in the feedback bias is thus
due to a surface photovoltage (SPV). This has been used to find the VOC of both
organic [86], and inorganic PV devices [189]. Similarly to the standard KPFM,
this can also be used to image the photogenerated charges in a donor/acceptor
blend [190]. KPFM is very useful to measure the magnitudes of potential differences
on the sample’s surface, however, it offers only steady state behaviour of the system;
in order to improve on this intensity modulated KPFM was devised.
1.3.7 Intensity Modulated KPFM (IM-KPFM)
Intensity modulated KPFM (IM-KPFM) combines the techniques of measuring the
workfunction and the SPV to achieve a time resolved method of investigating the
SPV behaviour. In 2008 Takihara et al., showed that it is possible to measure the
carrier lifetime behaviour in a polycrystalline silicon solar cell by measuring the
time averaged KPFM response of a sample to a modulated light source. Using
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Figure 1.20: A schematic of how KPFM can be used to measure
the photovoltage generated by a BHJ device. a) shows the KPFM
operation in the dark, where the potential difference is solely caused
by the contact potential difference. b) After negating the contact
potential difference the sample is illuminated and the potential dif-
ference is caused by charge generation in the BHJ increasing the
effective Fermi level of the electron acceptor. This is measured as an
effective increase in workfunction, from the generated photovoltage
(VSPV ).
this they showed that the carrier lifetime decreases closer to grain boundaries in
polycrystalline silicon solar cells [191].
In 2014, Shao et al., used this technique with the addition of a background
light bias to measure the carrier lifetimes of an organic solar system [192]. In this
technique the KPFM experiment is setup as normal, and the feedback is turned
on in the dark so that VCPD is compensated for. In the case of Shao et al,. the
SPV of the background white light bias is also compensated for. Then a modulated
light is applied to the sample, causing near instantaneous charging of the sample,
as the light turns off the charge dissipates at a rate depending on the physical
processes occurring. At low modulation rates it can be assumed that all the charge
is dissipated, causing the time averaged KPFM signal to be equal to 0.5 SPV. At
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Figure 1.21: Simulated surface potential with a modulation (blue)
and a faster modulation (red). Their time average over the period
are shown by solid horizontal lines.
higher modulation frequencies the time averaged KPFM signal rises as the amount
of charge dissipated between light pulses decreases.
Figure 1.21 shows a simulation of this effect, with the low frequency modu-
lation shown in red and the higher frequency in blue. Fitting the average KPFM
response as a function of modulation frequency with a stretched exponential func-
tion yields the timescale of carrier dissipation in the sample. Shao et al., showed that
an increased light intensity led to increased recombination rates in their PCDTBT:
PC70BM samples. They also showed that this technique can be used to look at the
chemistry of buried interfaces [192].
1.4 Scope of this Thesis
In this thesis, the local electrical properties of OPVs are investigated using AFM,
with the aim of relating measured values to the device properties. The temperature
dependence of these measurements is investigated to try to further understand the
annealing and operating behaviours of OPVs. It is common for the properties of
OPVs to change when they are thermally annealed.
Chapter 3 explores the use of conductive AFM to measure the temperature
dependence of the mobility of P3HT. Contact mechanical methods allow this to
be related to the physical properties of the polymer, such as the adhesion and the
Young’s modulus. The mobility of P3HT increases with temperature indicating
that the charge transport is via a hopping mechanism. In annealed P3HT there is a
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correlation between the Young’s modulus and mobility of P3HT that is not present
in the as-cast sample, implying that physical changes affect the electrical properties.
In Chapter 4 non contact methods of Tr-EFM and IM-KPFM are used to look
at the dynamic behaviour of charge carrier generation and depletion by measuring
the response of the SPV to either a single light pulse (Tr-EFM), or a modulated
applied light (IM-KPFM). A logarithmic dependence of SPV on light intensity is
seen in the case of Tr-EFM, but is not seen in IM-KPFM, indicating that the two
techniques are measuring different properties. The dynamic behaviour measured
between them is also different with Tr-EFM showing longer timescales than IM-
KPFM.
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Chapter 2
Methodology
2.1 Sample Preparation
2.1.1 Substrates
Devices were fabricated on indium tin oxide (ITO) coated glass substrates, from
Thin Film Devices with an ITO thickness of 145 nm offering a sheet resistance of
15 Ω/sq. Prior to use the ITO was cleaned by sonicating for ten minutes, first in a
solution of Decon 90 or Helmanex (1:10) with deionised water, then deionised water
and finally in propan-2-ol. They were then dried under a nitrogen jet. Depending on
the subsequent layer they were then either used bare or were first UV/ozone treated
for 30 minutes. UV/ozone treatment has the advantage that it removes carbon
contaminants from the substrate, however it also increases the work function of the
ITO [193]. This can be beneficial if an interlayer is used between substrate and
active layer. These interfacial layers are selected to promote the transport of either
electrons or holes accordingly. A 5 nm hole extracting layer of molybdenum oxide
MoOx was used to achieve favourable electronic contact between the P3HT and
ITO electrodes. Despite its high 6.4 eV workfunction, favourable band bending and
plentiful gap states make MoOx a good hole transport layer between P3HT and
ITO [194].
2.1.2 Evaporation
MoOx interfacial layers were grown by evaporation in a Kurt J Lesker Spectros
high vacuum chamber held at <10−7 mbar, providing clean conditions for layer
deposition. The process of evaporation is shown schematically in Figure 2.1.
Firstly, substrates were loaded into the rotating substrate holder near the
top of the evaporation system. A scroll pump was used to achieve a rough vacuum
34
Figure 2.1: A schematic of an evaporation system.
of ∼10−2 mbar, then a cryogenic pump was engaged to reach a base pressure of
∼10−8 mbar. The metal source containing the raw material was then radiatively
heated.
When the deposition material reaches the correct temperature it sublimes
into a cloud which spreads from the crucible. The rate of deposition was measured by
a quartz crystal microbalance (QCM), located beneath the sample shutter. Applying
an AC current to the quartz induces oscillations at its resonant frequency. When
evaporated material is deposited on the QCM its resonant frequency decreases,
and the amount of material deposited can be determined due to the Sauerbrey
equation [195]. When the rate of deposition was high enough (< 0.2A˚), the sample
shutter was withdrawn and the desired amount of material was deposited onto the
substrates, using the QCM to gauge the material deposited. The shutter was then
re-engaged, and the metal source was cooled. Samples were then transferred into
the attached glove box subsequent to the spin coating of active layers.
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2.1.3 Active Layers
2.1.3.1 P3HT
Solutions of P3HT were made by dissolving 0.2 mg of Rieke Materials (Sepiloid
P200 16k Ma) P3HT in 1 ml di-chloro-benzene in a nitrogen atmosphere. Solutions
were then stirred for 24 hrs in dark conditions at 40 °C. Prior to deposition of
P3HT, UV/ozone treated substrates were coated with a 5 nm layer of MoOx, by
evaporation. The P3HT was then deposited onto the MoOx by spin coating.
2.1.3.2 P3HT:PCBM
Solutions of P3HT:PCBM were made by dissolving 0.2 mg of Rieke Materials (Sepi-
loid P200 16k Ma) P3HT and 0.2 mg PCBM in 1 ml di-chloro-benzene in a nitrogen
atmosphere. Solutions were then stirred for a minimum of 24 hours in dark con-
ditions at room temperature approx. 27 °C. Solutions were filtered by a 0.2 µm
syringe driven filter before spin coating onto freshly cleaned substrates.
2.1.3.3 PTB7:PC70BM
PTB7:PC70BM samples were made by Martin Tyler of the Ross Hatton group.
PTB7:PC70BM films were spin cast from a solution of 97:3 dichlorobenzene:diiodoctane
at a concentration of 10 and 15 mg/mL of PTB7 and PC70BM, respectively. The
solutions were stirred overnight at 50°C. Spin casting was then carried out at 1000
rpm for 60 s followed by 6000 rpm for 4 s. Spin coating was performed in an N2
glovebox, also where the samples were stored before measurement [196].
2.1.3.4 VOPc on graphene
Graphene was grown by Alex Marsden on low cost copper foils via low pressure
chemical vapour deposition (CVD) using methane as a feedstock [197], as described
in [198]. First, the copper foils were electropolished in a solution containing or-
thophosphoric acid and urea (5 V, 1.5 A). After rinsing off the electrolyte with
deionized water then isopropanol, the polished foils were sonicated in acetone, and
then rinsed again with isopropanol and dried with nitrogen. They were loaded into
a quartz tube in a tube furnace, which was pumped to vacuum below 1 × 10−3
mbar. Hydrogen was flowed at 10 standard cubic centimetres per minute (sccm),
raising the pressure to 1 × 10−2 mbar. The furnace was heated to 1000°C, and
left at this temperature for 20 min. To start the growth, methane was introduced
at 20 sccm for 20 minutes while still held at 1000◦C. The methane and hydrogen
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Figure 2.2: The stages of spin coating. a) Addition of solution. b)
Spinning, with drive off of excess and evaporation of solvent. c)
Final evaporation of solvent.
remained on during cooling to 600◦C, after which the methane was turned off. This
yields copper foils that are > 99% covered with predominantly single layer graphene
of high-quality.
Vanadyl phthalocyanine (VOPc) was deposited by Luke Rochford, directly
onto these graphene coated foils, or onto ITO, in a custom-built single chamber
ultra high vacuum (UHV) system with a base pressure better than 1 × 10−8 mbar.
VOPc (Acros Organics UK) was purified by three cycles of thermal gradient sub-
limation before use. All films were grown at a deposition rate of 0.03 nm/s which
corresponded to a crucible temperature of ≈365°C. The graphene covered foils were
heated to the target temperature and allowed to reach equilibrium over the course of
1 hour, during which time the VOPc deposition rate was stabilized. Once deposition
was complete, the foils were left to cool before removal from UHV [2].
2.1.3.5 Spin Coating
Thin films of P3HT, P3HT:PCBM and PTB7:PC70BM were deposited on surfaces
by spin coating; the former solutions were deposited in an N2 glovebox on Laurell
Technologies spin coater with acceleration/deceleration rates of 1000 rpm. Spin
coating is a simple but effective technique, yielding flat homogeneous layers over
a small surface area. This is useful for lab based batch techniques, however, it is
not scalable to industrial sized devices. Figure 2.2 shows a schematic of how spin
coating is achieved.
First, the prepared substrate is affixed by vacuum to a central platform. A
solution is then added dropwise, to the extent where surface tension keeps it from
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spilling off the edges of the substrate. This much solution is not generally required,
but it ensures the whole of the substrate is wetted. The stage is then accelerated
to the desired spin speed. This process rapidly removes material from the surface,
sometimes creating defects in the form of vortices as the solution on the substrate
spins faster than the solution on the surface [199]. Once the desired spin speed,
between 600 and 2000 rpm, has been reached the solution spreads evenly due to
centrifugal force. However edge effects do take place leaving droplets or rings at the
very edge of the substrate. This is not particularly relevant to AFM work, as the
area needed for AFM is small enough to be unaffected by this. However, it can be
detrimental to larger device tests where an electrode needs to cover a homogeneously
thick layer.
The solvent, in this case 1-2-dichlorobenzene, evaporates during this process.
However, viscous flow dominates the outflow of material at the beginning of the
spin cycle. Eventually evaporation dominates material loss from the sample, and
the coating begins to crystallise. Once spinning has stopped, after 60 s, the layers
are left to complete the evaporation process. The thickness of the layers produced
can be found by step edging in an AFM.
2.1.3.6 Calibration of Film Thickness
To determine the film thickness a scratch was made through the thin film to the hard
surface beneath, typically using a razor blade or needle. The glass ITO substrate
provides a good surface for step edging as the ITO is very hard and flat [200, 201].
These two properties ensure that when a line is scratched the exposed substrate
area is clean and flat, making the distinction between sample and substrate clear.
The importance of this is demonstrated in Figure 2.3, a flat region ensures that the
flattening of the entire image is accurate.
Histograms of the flat areas are taken, while the area around the step is
masked, to deduce the thickness of the layer. Layers spun at 1200 rpm for 1 minute
had an average thickness of 70 ± 20 nm and those spun at 800 rpm gave a thickness
of 100 ± 30 nm.
2.2 AFM
2.2.1 MFP3D
The entirety of this work took place on an Asylum Research MFP3D AFM with an
extended range head. This is a flexure based, stage scanning AFM with separate X,
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Figure 2.3: The topography of a step edge of spin coated P3HT on
glass ITO before flattening a) and after flattening b). Line traces
along the line shown in red can be seen in c) and d). Histograms
of substrate and layer are fitted and shown in e).
39
Figure 2.4: Schematics of the Asylum Research MFP3D Stan-
dalone, taken from Asylumresearch.com
Y and Z piezos. The Z piezo is housed in the head, as shown in Figure 2.4. The X
and Y piezos in the MFP3D operate in closed loop mode, correcting for hysteresis
and creep. The Z piezo runs in open loop, however, it has a position sensor for
accurate Z heights. The scanning stage of the AFM has a range of 90 µm in both
X and Y directions, and the Z piezo has a range of 40 µm. The MFP3D uses a
4 quadrant photodiode with an IR laser to detect the cantilevers deflection. This
model also features 2 separate optical paths to the sample. The first though the
rear of the head and the second through a path directly beneath the sample.
The AFM is controlled by Wavemetrics, Igor Pro software. Igor Pro fea-
tures a complete programming language allowing procedures for data capture and
processing to be added directly to the AFMs operation.
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Figure 2.5: Definition of different heights of the tip above the sur-
face.
2.2.2 Tapping Mode
Tapping mode images were performed with Olympus AC240-TM cantilevers, with a
nominal spring constant and resonance frequency of 2 N/m and 75 kHz respectively.
Cantilevers were tuned to 1 V (∼50 nm) oscillation amplitudes at a driving frequency
5% below the natural resonance frequency of the cantilever. Imaging was performed
on areas between 1 and 20 µm squared in area at setpoint amplitudes of 650 - 750
mV.
2.2.2.1 Tip surface Distance
Both Tr-EFM and IM-KPFM require that the distance between tip and sample
is carefully defined. Figure 2.5 shows the different tip heights above the surface,
dependent on the oscillation of the tip. Upon engaging the tip to a set point less
than the free amplitude of the cantilever, the tip can be defined as touching the
surface at the bottom of its oscillation, and the average height above the surface
is then defined by the set point amplitude. When the cantilever is withdrawn by
the z piezo, the distance withdrawn is called the lift height. The average distance
from the surface is then equal to the setpoint amplitude plus the lift height. The
distance of closest approach to the surface is thus the average distance from the
surface minus the free amplitude.
2.2.2.2 Converting Phase to Frequency
Figure 2.6 shows a standard tuning curve taken during a Tr-EFM experiment at
50°C. The target amplitude is 1 V at 5% below the resonant frequency, at this
point the phase is set to be 90°. Assuming that measured phase shifts, ∆φ, are due
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Figure 2.6: A standard tuning curve showing the amplitude and
phase response of a cantilever taken during a Tr-EFM experiment
at 50°C. The conversion between phase and frequency is also dis-
played; φm is the measured phase corresponding to the new effec-
tive resonant frequency fm, respectively φ0 and f0 correspond to the
initial phase and frequency.
to changes in the effective resonant frequency of the cantilever without changes of
quality factor, the phase shift can be converted to a frequency shift by interpolation
of the tuning curve. The difference between the frequencies, fm and f0, is determined
to be the frequency shift, ∆f .
2.2.3 Cantilever Calibration
Though the process for making cantilevers is now a reproducible practice, the qual-
ities of cantilevers can vary greatly. There are a number of different methods to
calibrate the properties of cantilevers [202], here the Sader method was used [203].
The Sader method determines the spring constant of a cantilever from its
resonant frequency and physical characteristics. The length, width, Q factor and
resonant frequency need to be known. The length and the width of the cantilever
are easily measured with optical microscopy, but the manufacturer’s specifications
are usually accurate. The quality factor, or Q factor (Qf ), indicates how much
energy is lost per oscillation of the cantilever and is measured as the full width
half maximum of the power spectral density peak at resonance of the cantilever.
The power spectral density is found by performing a thermal tune. A thermal tune
records the deflection of the cantilever with a very high time resolution without an
applied drive. A Fourier transform is then taken of this, showing the amplitude of
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Figure 2.7: A thermal tune fitted with Equation 2.1 showing the
amplitude spectral density of the AC240TM cantilever with a res-
onant frequency of 61 kHz and a Q factor of 138.
the frequency response of the cantilever. This is fitted with
A(f) =
√√√√√√
(
Af0f
)2
(
f0
f − ff0
)2
+
(
1
Qf
)2 +B2 (2.1)
where A is the resonant peak amplitude, B is the background noise level, f is the
frequency and f0 is the resonant frequency. Figure 2.7 shows typical thermal tune
data with the fitting of Equation 2.1.
The spring constant (k) is then related to the physical parameters by
k = 0.19ρfb
2LQfΓi(Re) (2pif0)
2 (2.2)
where the width and length of the cantilever (b and L), the resonant frequency and
Q factor (f0 and Qf ), are specific to each cantilever and the remaining factors are
constants: the fluid density ρf and the imaginary part of the hydrodynamic function
Γi(Re).
The spring constant is needed for quantitative analysis of the forces used in
AFM as the force applied by the cantilever is described by Hooke’s Law
F = −kz (2.3)
where z is the displacement of the spring. In an AFM the displacement z also
needs to be calibrated. This requires determination of the optical lever sensitivity
which relates the measured voltage from the photodiode to the actual displacement
of the cantilever in nm, by performing a force curve in contact mode on a hard
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Figure 2.8: Calibration of the deflection InvOLS showing a force
curve on silicon, with a linear fit to the loading curve finding the
deflection InvOLS = 49.8 nm/V.
Figure 2.9: Calibration of the virtual deflection, showing the change
in deflection across the full z-piezo range the approach in red and
the retract in blue a) before calibration, with polynomial fitting
and b) after calibration.
sample. Figure 2.8 shows an example of a force distance curve on a hard (silicon
oxide) surface, with a linear fit to the loading curve. Against such a hard sample,
it is assumed that once the AFM tip is in contact with the surface then every
nanometer moved by the z piezo deflects the cantilever by a nanometre (i.e. there
is no indentation). Thus the gradient of this line yields the rate of deflection of the
cantilever with photodiode voltage in nm/V. This is called the deflection inverse
optical lever sensitivity (InVOLS) and in this case the deflection InvOLS = 49.8 ±
0.3 nm/V.
In order to ensure the signal in the photodiode is only due to the bending
of the cantilever and not to other reflection or interference effects of the laser, the
virtual deflection should be calibrated also. The virtual deflection is calibrated by
measuring a force curve across the entire movement of the z-piezo, making sure the
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tip does not come into contact with the sample. Figure 2.9 (a) shows an example
force curve measured in this manner. The fitting shown is a second order polynomial
and when this is subtracted from the response curve the result is shown in (b).
Calibrating in this way reduces the background noise of the photodetector signal
increasing the force resolution.
Determining nanomechanical properties, as described in Section 1.3.1, re-
quires that the deflection and distance data be converted to force and indentation
data. This requires the calibration described above and accurate determination of
the zero point of the force, and of the indentation. The zero point of the force can be
found by fitting the non contact region of the force curve with a linear fit, as when
the tip is far from the sample the force is zero. If the virtual deflection has been
properly calibrated, the gradient of this line should be zero. However, an imperfect
calibration or a change in conditions can result in this line having a non zero gra-
dient, so the more rigorous option is to extend the line across the whole data range
and subtract it from the data. Determining the force accurately thus requires: 1)
calibration of the cantilever spring constant to relate the deflection in nm to force
in nN; 2) calibration of the optical lever sensitivity to convert deflection in Volts
to deflection in nm; 3) correction of the virtual deflection to remove interference
artefacts; 4) determination of offsets, defining the zero value of deflection through
analysis of the deflection whilst far from the surface. Finding the zero point of in-
dentation is more complicated and model dependent, and will be discussed further
in Section 2.2.5.3.
2.2.4 Cantilevers
Choice of cantilever and tip is equally important. Here, Olympus Cantilevers’
AC240TM-R3 tips were predominantly used. They are a silicon based cantilever
with a titanium interlayer and a conductive platinum coating. The have nominal
resonant frequencies of 70 kHz, spring constants of 2 N/m and tip radii of 15 nm.
For conductive AFM, the tip and cantilever need to be electronically con-
ducting, leaving the choice of tips between solid metal, metal coated, or speciality
tips such as boron doped diamond tips. Boron doped diamond tips, apart from be-
ing expensive (£100 per tip), are best used for hard surface applications. Constant
friction against a hard surface does not wear the tip, and hence decreased resolu-
tion is not observed when used in this manner. A metal coated silicon tip, can not
only lose conduction when the coating wears off, but can also wear, resulting in the
common imaging convolutions and reduced resolution. When imaging soft, sticky
polymer samples, decreases in conductivity and resolution during imaging are most
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likely due to adhesion of the polymer to the tip (Figure 2.10), and hence using a
hard tip does not in this case improve the resolution of the technique.
Both metal coated silicon and solid metal tips suffer from adhesion of poly-
mer to the tip’s surface during imaging, however each has its own advantages and
disadvantages. Coated silicon tips are made in reproducible batches, with many
well characterised shapes and stiffness. They can be relatively accurately calibrated
using standard techniques and tend to be easy to mount and use. However, the
coatings are fairly easy to wear off, being usually 20 nm thick. In addition to this,
because the process of making silicon tips is so well refined, they can be made very
sharp: whilst this is good for high resolution imaging, the tips themselves can be
extremely brittle. If the AFM or the sample drifts vertically, or if the initial engage
is too forceful, the end of the tip can break off.
Solid metal tips, however, have the advantage that even if the tip breaks
off, the probe still remains conductive, albeit with a larger contact between tip
and sample. However, since these tips are made by breaking a piece of wire, then
subsequently bending and flattening one end, they are not as uniform as silicon
cantilevers, and are much more difficult to calibrate.
Figure 2.10 shows a comparison between a pristine tip in (a) and tips in vari-
ous stages of contamination after use imaged with transmission electron microscopy
(TEM). The visible bending of the tips was due to the electron beam. It is likely
that the tip shown in (b) and (c) would show little drop in current, though the
contact area would be increased. In the case of d) this kind of coverage and tip
damage is indicative of the tip engaging too deeply on the sample, this can happen
with thermal expansion of the sample if it expands beyond the range of the z-piezo.
2.2.5 Force Curves and Force Volume Mapping
2.2.5.1 Force Curves
Force curves can be performed in either contact mode or tapping mode, though
contact mode is more common. The tip is approached towards the sample at a set
rate, 2 µm/s was used here. The tip connects with the sample and begins to load
force onto the sample at the same rate. The tip stops moving when the trigger
point is reached. The trigger point is set by a predefined deflection value, thus
corresponding to a desired force. At this point the tip can be made to dwell on the
surface, for a set length of time called the dwell time, and can be used to study
elastic properties or other phenomena [204, 205, 206]. The dwell period is also used
to study electrical properties as the force on the sample is constant: the timing of
46
Figure 2.10: TEM images of AFM tips comparing a) a pristine tip
with those in various stages of contamination after use. b) shows a
small amount of P3HT contamination, c) a closer view of b) showing
the P3HT contamination more clearly. d) Shows significant damage
to the end of the tip with heavy P3HT contamination.
the electrical measurements for FVBS incurred a dwell time of 10 s. After the dwell,
the tip unloads the force at the same rate as the loading, until it separates from the
sample. Then it retracts at the same rate to a distance away from the sample called
the force distance. Here, a distance of 1 µm was used, to ensure that the tip cleared
any topographic features as it moves to a new position. A force volume map occurs
when force distance measurements are repeated in a regular array over an area of
the surface.
2.2.5.2 Trigger Point Force
When using force curves as a quantitative data gathering tool the set point force, or
trigger force, needs to be carefully considered. An inadequate force on the sample
can trigger a false engage, where the deflection reaches the set point value before
the tip touches the surface. Also a low trigger force can yield a very small contact
area between the tip and the sample’s surface. A small contact area has the con-
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Figure 2.11: a) Topography and b) phase maps showing indenta-
tions evident on the sample after an FVBS map at 70 nN.
sequence of a small current, potentially compromising the signal to noise ratio of
the experiment. Running a force curve with a bias applied to the sample can deter-
mine a suitable trigger point to use for electrical measurements. A solid electrical
connection can be seen by monitoring the current: a suitable trigger point can be
chosen by the force at which a good current response is observed.
On a similar note, too much force on the sample can result in inelastic inden-
tation. This is shown in Figure 2.11, topography and phase images on a sample of
P3HT after a FVBS map was taken using a 70 nN trigger point. The indentations
where each of the FVBS points were taken are clearly visible. The high force here
has two disadvantages: it is likely that this level of indentation causes polymer con-
tamination of the tip, as shown previously; also the models for fitting force curves
tend to only apply in the elastic limit of a material, making fitting of these curves
invalid. Therefore, it is best to optimise the force applied before each experiment.
2.2.5.3 JKR Fitting
The Johnson Kendal Roberts model, Section 1.3.1, predicts that the indentation (δ)
depends on force according to:
δ =
1
rtip
(
rtip
Etot
[√
Fad +
√
F + Fad
]2) 23 − 4
3
√√√√√Fad ( rtipEtot [√Fad +√F + Fad]2) 13
Etotrtip
.
(2.4)
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Figure 2.12: Simulated JKR curves in their original positions (full
lines) and then shifted by the fitted offset at δ(F = 0) (dotted lines)
for a sample with a surface adhesion of 150 nN and tip radius of 10
nm.
where rtip is the tip radius, Etot is the combined Young’s modulus of tip and sample,
F is the force applied by the tip and Fad is the adhesion force between tip and sample.
The adhesion force is taken to be the minimum in the force reached before the tip
disengages in the retract section of the curve. The zero point of the indentation,
i.e. the point of contact, is less easy to define due to the necking of the sample’s
surface as it adheres to the tip on the retract curve, and the jump to contact on
the approach [139]. However, it can be found by noting that the indentation at zero
force is also a function of these variables, more precisely
δ(F = 0) = 8
(
Fad
rtipEtot
) 2
3
− 32
3
(
F 2ad
rtipE2tot
) 1
3
. (2.5)
The parameter δ(F = 0) was included as a variable in the fitting simultaneously to
rtip and Etot , such that the JKR model was fitted with an indentation offset equal to
δ(F = 0), and hence the undefined point of contact was indirectly determined. The
effects of this can be seen in Figure 2.12 which shows simulated force curves with
changing sample Young’s modulus. These curves are then shifted by the fitted offset,
retaining their shape but crossing the force and indentation axes simultaneously.
The fitting itself proceeds using the code shown in Appendix 5.3.1.
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2.2.6 Current Voltage Measurements in the AFM
Current voltage measurements were taken using an Asylum Research ORCA, which
is a virtual earth current pre-amplifier, with a gain of 5 × 106 V/A, corresponding
to a current range of -2 µA to +2 µA.
2.2.6.1 IV calibration
Firstly the offset of the applied bias is calibrated by attaching a 5 MΩ resistor in
place of the sample. The applied bias is then swept across the full range of values
from -10 V to +10 V in a triangular wave at the frequency that will be used for
measurement. Plotting the current versus bias yields two lines, corresponding to an
increasing and decreasing bias. Since the circuit consists of a resistor, a current of
0 A should correspond to a 0 V applied bias, hence using a linear fit and extracting
the value of the bias corresponding to a zero current, returns the value of the voltage
offsets.
Secondly the current offsets are calculated. This can be achieved before
measurement or under the assumption that in dark conditions the current at 0 V
applied bias is 0 A. Using this method, the average of the current measured at 0 V
applied bias yields the current offset at each point. Before measurement, with the
tip well above the sample, the bias is swept between -10 and +10 V. This should
yield a flat current response the average of which can be taken as the offset.
2.2.6.2 Mobility Fitting
Chapter 3 describes measurement of the mobility of P3HT using CAFM. This re-
quires fitting a modified Mott-Gurney model, Equation 1.10, to a specific section of
an averaged IV curve, whilst using the contact area calculated from the dwell of the
force distance data. This involves a large amount of data processing.
Firstly, the data is loaded into a structure, a convenient method of relating
different pieces of information together, allowing IgorPro to access the relevant in-
formation simultaneously. At this point the user is asked to define the parameters
needed for the data analysis, including the Young’s modulus of the tip, the Poisson
ratios of the tip and sample and the spring constant of the tip. Once completed, the
current-voltage data is segregated into sections where the voltage is increasing and
decreasing, before the bias offsets are removed. The current data for each voltage
is averaged and their standard deviation is calculated. At this point, the current
offset is calculated and subtracted from the data.
50
Figure 2.13: An Asylum Research PolyHeater, reproduced
from [207].
The program then uses the code specified in Appendix 5.3.2 to fit the modi-
fied Mott-Gurney model, Equation 3.4, to the experimental data between the ranges
specified by the user at the beginning of the process.
Like the JKR fitting described earlier, the modified Mott-Gurney fitting uses
the Levenberg-Marquardt algorithm. In this case, however, the standard deviation
of the current from the mean is used as a weighting to reduce the fitting error in
response to noise in the data. This curve fitting is also sensitive to initial conditions
and works best if the initial guess for the zero field mobility is within three orders
of magnitude of the actual value.
2.2.7 Temperature Dependence
Temperature dependence of measurements of topography, mechanical and electrical
properties were achieved with the use of an Asylum Research PolyHeater, shown
in Figure 2.13. Using the standard cantilever holder or ORCA, temperatures up
to 250°C can be maintained with a 0.2°C precision [207]. The PolyHeater can be
completely controlled by the IgorPro AFM software.
The sample is mounted onto the central metal heating plate, ensuring no
electrical contact between the earthed plate and the active regions of the sample. A
metal arm is attached from one of the available mounting points. This serves two
purposes; firstly holding the sample in place and secondly providing access to the
sample for electrical connection. A contact wire is then attached magnetically to
the arm, thus providing the rear electrical contact needed to apply a bias between
tip and sample.
For air sensitive samples, nitrogen is flowed at a rate of 0.4 l/minute through
one of the four ports around the PolyHeater. Only one other port is left open as
an exit for the flowing gas. In this way a nitrogen positive pressure is created,
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Figure 2.14: Thermal tune data taken for a) a high (detrimental)
nitrogen flow and b) an optimised nitrogen flow.
slowing the oxygen degradation of the sample. The rate of nitrogen flow must be
kept relatively low to minimise fluctuations of the cantilever. Figure 2.14 shows a
comparison of the cantilever response as a function of frequency for a high nitrogen
flow rate, and a lower optimised nitrogen flow rate. A high flow rate causes a peak
in the cantilever response at frequencies around 1 to 5 kHz, which would influence
the AFM measurements. At an optimised flow rate this peak is significantly reduced
and the flow has minimal effect on the measurements.
2.2.8 Light Source and Calibration
For photodependent measurements a ThorLabs TLDC4100 was used, with LEDs of
455, 530, 590 and 625 nm wavelengths, chosen to match the absorption maxima of
P3HT:PCBM [208]. This was connected directly to the MFP3D base, replacing the
existing light source. This allowed illumination from above or below the sample,
using the standard optics in the MFP3D dual view base.
The ThorLabs light had a few features that made it a good choice for this
project. Firstly, the only adjustments needed to connect it to the existing light
path were two relatively cheap adaptors. Once in place it readily attached to the
existing light guide. Secondly, the controller for the lighting can be driven by IgorPro
which also controls the AFM, so the operation of the light and the AFM can be
simultaneous. Thirdly, each of the four LEDs can be modulated individually up to
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1 MHz.
To calibrate the light output, a Vishay BPW21R silicon PN photodiode was
first calibrated using an external quantum efficiency (EQE) setup, as discussed in
[209] and shown schematically in Figure 2.15. A Newport Oriel solar simulator pro-
Figure 2.15: A schematic overview of the EQE system used for
photodiode calibration
vides the incident light, which is then monochromated using an array of diffraction
gratings, the first allows the continual changing of wavelength and the later gratings
are used selectively to block lower order wavelengths when longer wavelengths are
measured. The beam is chopped at 50 Hz allowing a Stanford research SR 830 lock
in amplifier to be used, increasing the accuracy of measurement. The light is then
focussed onto an approx. 50% beam splitter, whereupon two mirrors feed the light
to a reference diode (DR) and a calibration diode (DC). A ratio is taken between
the responses of DC and DR. For every mA measured on the calibration diode, the
response on the reference diode is known. Then when a sample, in this case the
photodiode, is tested the current measured is multiplied by the ratio between the
two diodes to achieve the corrected response.
The EQE itself relates the number of photons converted into electrons at a
specified wavelength incident on the active area of the device. From this a spectral
responsivity can be calculated, that is the amount of electrical output to optical
input. The responsivity is calculated as
R(λ) = EQE
qλ
hc
(2.6)
where λ is the wavelength of the incident photon, h is Planck’s constant and c the
speed of light. The measured spectral responsivity of the photodiode used is shown
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in Figure 2.16.
Figure 2.16: Spectral responsivity of a silicon PN photodiode.
Next, the spectral power of the light getting to the photodiode is needed.
The transmittance of optics in the light path and the relative spectral radiance of
the light are needed for this. This data can be seen in Figure 2.17.
Figure 2.17: a) Relative power output spectra of light from the
ThorLabs website [210]. b) Transmittance of the light guide at-
tached to the AFM, from the Dolan-Jenner website [211].
Whilst the spectra of Figure 2.17 a) are most likely to be accurate, the
intensity is relative and hence needs measuring, for this purpose, the calibrated
54
photodiode was employed (calibration as described earlier). By aligning the photo-
diode in the AFM light path, the current produced by each light over the 7.5 mm2
of the photodiode can be measured. The results of this are shown in Table 2.1. This
was performed with the light completely covering the photodiode, and so does not
show the power of illumination going through the AFM optics, but instead shows
the spectral intensity. Table 2.2 shows a comparison of the measured power at each
LED Wavelength(nm) Current on Photodiode (mA) Power (W/m2)
Red 625 0.182 83.74
Blue 455 0.093 52.24
Yellow 590 0.025 10.54
Green 530 0.054 23.23
Table 2.1: Current response of calibrated photodiode with incident
light from ThorLabs 4LED light source and their calibrated power.
stage of the optical path from the light to the sample stage in the AFM. These
numbers indicate that less than 1% of the light output actually reaches the sample.
Approximately 50% of the light is lost in the light guide, the rest is lost in the AFM
base itself. Focussing the light onto the photodiode with a small aperture, thereby
Position Area (m2) Current on Photodiode (mA) Power (W/m2)
after fibre
7.5 × 10−6 30 14000±1000
before AFM
after AFM 7.5 × 10−6 0.354 170±20
after AFM 4.1 × 10−8 0.006 530±50
Table 2.2: Current response of calibrated photodiode with incident
light from ThorLabs 4LED light source, and their calibrated power.
ensuring that all the light is hitting the photodiode across an area of 4.1 × 10−8
m2 yields the total flux hitting the photodiode to be 525 W/m2. Hence it can be
assumed that 525 W/m2 of light is incident on each sample with the illumination
at full power. These calculations used the bottom optical path of the AFM, the top
path is more difficult to measure as the photodiode cannot be in place while the
AFM head is, however, this will be discussed later in Chapter 4.3.4.
When applying illumination through the bottom optical path of the AFM it
is worth considering the possible enhancement of the electric field around the tip
by surface plasmon resonance. It is unlikely that this will affect the top optical
path as the tip itself will be shadowed by the cantilever. It is also unlikely that
surface plasmon resonance will have a significant effect in this system as the expected
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wavelength for plasmon resonance of platinum with a diameter <100 nm is around
295 nm [212], well into the UV spectrum.
2.2.8.1 Light Control and Tr-EFM Process
The light controller itself is connected to the computer by USB and the controller
can be sent information by VISA commands. These commands can fully control the
light sources, however, they incur a significant signal delay and cannot be used to
send complex signals to the light source. Since for Tr-EFM the light pulses need to
be sent at specific times, the Macrobuilder in IgorPro is used to control the lights.
Appendix 5.3.3 shows how this is achieved.
2.2.8.2 Analysis - TrEFM
The analysis of the Tr-EFM data is somewhat similar to the analysis of the force
volume maps, but in practice much simpler. Firstly the relevant waves are loaded
into memory. Then the light oscillation wave is used to find the total length of an
oscillation (of the light turning on and off). The program then converts the 1D
wave into a matrix format where each row of the matrix corresponds to a single
oscillation. From there an average across the rows is calculated.
This average wave is fitted from the point where the phase rises or falls by
10% after the light has been applied until 10 points before the light is turned off, if
measuring τc. For τd, the fitting starts 10 points after the light turns off and is fitted
until the end of the data, which is when the bias is turned off. This method ensures
that the fitting does not get skewed by random noise in the data. The relevant
parameters, namely the measured τ , can be extracted.
2.2.8.3 Signal Modulation and Speed
Tr-EFM is comparatively easy to implement, requiring no external equipment other
than the AFM and light source. However, the speed of the electronics in the AFM
introduces a limit to the time resolution.
Figure 2.18 shows the time resolution of the DAC from the AFM controller.
Here, a programmed square wave is sent through the controller to an oscilloscope.
The scope shows that there is a significant rise time of the signal being sent by the
DAC. In order to eliminate this delay, the controlling signals can be sent via an
external signal generator, as required for IM-KPFM.
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Figure 2.18: Square wave signal sent by the AFM in blue, and the
actual signal as recorded by an oscilloscope.
2.2.9 IM-KPFM
IM-KPFM was performed using AC240-TM tips (nominal resonance frequency of
70 kHz, spring constant 2 N/m). Once the tips have been calibrated and tuned
using the standard techniques, discussed previously, a force curve is acquired and
the tip is retracted to a set distance (typically 50 nm) from the surface where a
tuning curve is taken for an AC and DC bias of 3 V. Once completed, the DC bias
feedback is turned on, allowing the feedback gains to be tested before beginning the
experiment.
A Tektronix AFG3022B signal generator was used to provide the modulated
signal to the ThorLabs light. The timing for the modulation is controlled by IgorPro,
and the trigger wave is sent to the signal generator via a BNC cable. The background
illumination is controlled directly by the AFM controller. Appendix 5.3.4 describes
the experimental process for this. In addition, Appendix 5.3.5 details the process of
analysing this data.
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Chapter 3
Force Volume Bias Spectroscopy
of OSCs
Force volume bias spectroscopy (FVBS) is a new technique combining Force-Volume
Mapping (as discussed in 2.2.5.1), and the space charge limited current (SCLC)
current-bias analysis introduced by Reid et al. [150]. FVBS provides simultaneous,
quantitative insight into the electrical and mechanical properties of the material
studied. This is achieved by fitting force-distance curves with a contact mechanics
model, and extracting the Young’s modulus similar to Nikiforov et al. [140]. How-
ever, unlike Nikiforov’s work, we also extract the tip-sample contact area. This is
used in the current-bias analysis to extract a quantitative measure of the mobility.
Much like the work of MacDonald et al. [156], this can be achieved at a
single point, but also as a map across an area of a sample, showing heterogeneity
in mobility as a function of position. With the addition of an Asylum Research
Polyheater, all of this can be achieved between 30°C and 200°C.
This chapter discusses the development and application of this technique on
two different semiconducting materials, P3HT and VOPc. Both of these semicon-
ductors show promise in the field of photovoltaic devices; P3HT for its ability to
be solution processed, and VOPc for its high mobility, but P3HT is a soft polymer,
whilst VOPc is a hard small molecule. Each presents challenges when aiming to
gather quantitative electrical and mechanical data.
3.1 Temperature Dependent CAFM of P3HT
As discussed further in 1.2.5, P3HT is a highly studied electron donor whose mobility
is dependent on its morphology and the processing conditions used [94, 88]. For
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this reason FVBS is the perfect technique to characterise samples of P3HT at the
nanoscale. Although contact mode scanning CAFM has been widely used to look at
the nanoscale conductivity of P3HT [213], it suffers from a few drawbacks. Firstly,
P3HT is soft, so scanning in contact mode incurs damage to both the tip and
sample, limiting resolution, unless a more sophisticated technique is used, such as
ultrasonic force microscopy (UFM) [214]. In either case the tip-sample contact
area is ill-defined, resulting in a qualitative measurement of conductivity. With
only one value of current at a set voltage, at each position, accurately converting
conductivity to mobility cannot be done with confidence. Similarly, without force
curves it is difficult to measure the sample stiffness in contact mode.
Improvements can be made to this by applying fitting to a more sophisti-
cated scanning technique, such as PeakForce Tapping. In this case, the current and
the Young’s modulus can be mapped simultaneously across a sample area [140].
However, since this is still a scan at a single bias the mobility still cannot be quan-
titatively determined. MacDonald et al. solved this problem by mapping in a
point-by-point approach across the sample, whilst collecting current-bias data at
each point [156]. This allows fitting to be performed in the current-bias dimension
while maintaining resolution in the spatial dimensions, giving a map of the “ohmic-
ity” of the heterojunction tested. MacDonald et al. used this to show that oxygen
plasma treated ITO gave more ohmic contacts to their heterojunctions, and there-
fore yielded more efficient devices. In contrast, Nikiforov showed that changes in
the composition of the active layer on both the nanoscale and microscale can affect
the device performance.
These works combined, point in the direction of quantitative measurements of
electrical and mechanical properties with nanoscale resolution. Here, this is achieved
by combining force-distance and current voltage measurements, acquired simulta-
neously in a point by point approach. Appropriate contact mechanical models are
used to determine the contact area from the force-distance data, thereby removing
the largest uncertainty in the electrical measurements.
Data acquisition and analysis methodology has been programmed into the
AFM software allowing the practical capture and analysis of large datasets. This
level of automation makes the gathering of temperature dependent measurements
practical, giving greater insight into the dominant charge transport mechanisms at
work in P3HT.
59
ITO
4.7eV
MoO
x
6.4eV
P3HT
3.3eV
5.2eV
Pt
6.4eV
V
Figure 3.1: (top) Schematic of the experimental geometry; (bot-
tom) schematic energy level diagram of the materials involved. The
workfunctions of ITO, MoOx and Pt are shown, in relation to the
highest occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) of P3HT.
3.1.1 Force-distance and Current-Voltage Acquisition from P3HT
Thin film samples of P3HT on ITO were prepared by the methods described in
Section 2.1.3.1. Figure 3.1 shows the layout of the sample in the AFM with the
layout of the associated orbitals and workfunctions, with no applied electric field.
The workfunctions and HOMO/LUMO levels stated can be readily measured by
ultraviolet photoemission spectroscopy (UPS) or x-ray photoemission spectroscopy
(XPS) [215, 216]. When a negative bias is applied to the ITO, its Fermi level shifts
down aligning with the gap states in MoOx. This causes a favourable dipole between
ITO and MoOx, however a slightly unfavourable dipole is created between the MoOx
and HOMO of P3HT. It is however hard to predict quantitatively what this barrier
might be because of the many gap states present in MoOx [194, 215]. Due to Fermi
level pinning there will be a beneficial interface dipole between the P3HT HOMO
and the platinum tip, facilitating transport in this direction. The primary charge
carrier here are holes because there is too great an energy barrier from the LUMO
of the P3HT to the molybdenum oxide.
In this configuration, hole transport occurs through the ITO back electrode
through the P3HT thin film and is collected by a Pt coated AFM tip acting as the
top electrode. The current flow is measured by a virtual earth current amplifier
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close to the tip, with the bias voltage applied to the back ITO electrode: a positive
bias voltage here means that the back electrode is positively biased relative to the
tip.
As further described in Section 2.2.5.1, FVBS is the amalgamation of tradi-
tional force-volume mapping and SCS measurements. A single measurement con-
sists of an approach/retract force-distance curve, force vs. time dwell curve and a
current-bias curve. An acquisition showing typical behaviour is shown in Figure 3.2,
taken at 70°C on a 100 nm thick P3HT film under a 0.4 l/min nitrogen flow.
Figure 3.2(a) shows the expected behaviour in the loading curve with the
tip jumping onto the surface when the gradient of the attractive tip-surface force
exceeds the spring constant of the cantilever. Once in contact, the relatively low
slope of loading is indicative of indentation on a soft sample [132]. The dwell stage
can be seen in Figure 3.2(b). Here, the tip is held against the surface with a constant
force. Analysis of the indentation creep under similar conditions has been shown to
give information on the visco-elastic parameters of polymers [217, 148]. However,
there is no evidence in the force-distance curves acquired here that visco-elastic
deformation occurs during the dwell stage, indicating that the P3HT was deforming
elastically. The small observed changes in z piezo displacement can be attributed to
thermal drift due to differential thermal expansion [218]. During this dwell stage,
the current is measured as a function of applied voltage (IV), with ten IV curves
typically acquired during each dwell. The IV curves acquired are asymmetric, Figure
3.2c), as is commonly found in CAFM even for nominally electronically symmetric
structures [219]. Here the higher current flow at negative bias indicates that hole
injection was more efficient through the platinum tip than the MoOx/ITO substrate.
During unloading, the retract curve shows hysteresis, due to adhesive forces
keeping the tip in contact with the surface until the pull-off force is reached. The
magnitude of the adhesion force Fad, is determined here by the maximum attractive
force prior to jump-off-contact.
As discussed in Section 2.2.5.2, the setpoint for the deflection is an important
parameter in these measurements. Too much force can incur damage to the tip
and/or sample. Too little force can result in false engage and/or insufficient data
for fitting. Set point forces between 10-20 nN were found to maintain an electrical
connection without incurring sample damage. Typical spring constants and optical
lever sensitivities were 2.5 N/m and 50 nm/V respectively.
As explained in section 2.2.3, the deflection versus z displacement data is
converted to force versus indentation (F − δ), and the current versus voltage to
current density versus voltage (JV). Each F − δ and JV curve can then be fitted
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Figure 3.2: The variation of data gathered on P3HT at 70°C on a
100 nm thick P3HT film under a 0.4 l/min nitrogen flow. a) Force
curve displaying three sections of data as labelled. b) Expanded
dwell section, transposed into z piezo movement while force is con-
stant against the time held. c) Ten IV curves acquired during the
dwell period.
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by an appropriate model to quantitatively extract the mechanical and electrical
properties.
3.1.2 Analysis of Force-Distance Data
By accurate determination of the cantilever spring constant, optical lever sensitivity
and the zero points for force and indentation, the z piezo displacement data can be
converted to force versus indentation data, as explained in Section 2.2.3. Quanti-
tative analysis requires that an appropriate contact mechanical model is fitted to
force versus indentation data. Given the elastic deformation with significant adhe-
sive force on a soft sample, the Johnson-Kendall-Roberts (JKR) model was chosen
here for P3HT. Although the JKR and the Derjaguin-Mu¨ller-Toporov (DMT) are
limits of the same model, the large adhesive forces and comparatively large tip size
indicate that the JKR model is likely to be a better fit to the data [132]. The JKR
model predicts that the indentation, δ, depends on the applied force, F :
δ =
1
rtip
(
rtip
Etot
[√
Fad +
√
F + Fad
]2) 23 − 4
3
√√√√√Fad ( rtipEtot [√Fad +√F + Fad]2) 13
Etotrtip
(3.1)
where Etot is the reduced Young’s modulus of tip and sample given by
1
Etot
=
3
4
(
1− ν2t
Et
+
1− ν2s
Es
)
(3.2)
and rtip the radius of the tip. Known values from the literature were used for the
mechanical properties of the tip (Young’s modulus Et = 169 GPa, and Poisson’s
ratio νt = 0.22 [220]). Previous work has found the Poisson’s ratio for P3HT
νs = 0.35 [220] (note that Etot is relatively insensitive to small changes in νs).
Figure 3.3 shows the fit of Equation 3.1 to experimental F − δ data, further
details of the fitting process are given in section 2.2.5.3. The fit yields values for Etot
and rtip. Given these values, it is then possible to determine the sample stiffness Es
using Equation 3.2 and the contact area during the dwell, i.e. during the acquisition
of the current versus voltage data. Again using the JKR model, which accounts for
the elastic deformation of the sample around the tip as shown in the inset in Figure
3.3, the contact radius (rc) is given by:
rc =
(
rtip
Etot
[√
Fad +
√
Fdwell + Fad
]2) 13
(3.3)
where the average of the force measured during the dwell, see Figure 3.2b,
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Figure 3.3: JKR fitting (red) as applied to the unloading section
of the retract curve (black line). Inset: Schematic of the contact
when unloading, as described by the JKR model.
gives Fdwell. It should be noted that the JKR model assumes that the radius of
contact is smaller than the radius of the tip, as shown in Figure 3.3 (inset). This
assumption is not always true in the data that is to follow, however, the JKR model
is used as a simple framework and is likely to be accurate to within the precision of
the experimental measurements, taking into account piezo drift and calibration of
both the electrical and cantilever measurements. It is also important to note that
not every force-curve acquired was well fitted by the JKR model. For the analysis
of the current-voltage data described in the next section, poorly fitted force curves
were ignored and their contact area taken as the average contact area of all of the
fitted curves at the same temperature.
Within the constraints of the model used, analysis of the force-distance data
gives values for the sample’s Young’s modulus, adhesion force, sample height, tip
radius and contact radius (or contact area) at each point.
3.1.3 Analysis of Current Voltage Data
Quantitative analysis of current-voltage data requires conversion from current to
current density and hence requires knowledge of the contact area between tip and
sample. Figure 3.4 highlights the importance of calculating an accurate contact
area. Figure 3.4a) shows the values of the contact area extracted from fitting force-
distance data, plotted against the current measured at 5 V. Each of the 400 points
corresponds to a distinct point (pixel) on the same sample, at each of these a force-
distance curve and a set of current-voltage curves were taken. Each of the current
points in Figure 3.4a) corresponds to the average current, at 5 V, of the 10 IV curves
measured at that position. The points were arranged in a force-volume grid array.
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Figure 3.4: From simultaneously acquired force distance and cur-
rent voltage data, a) shows the contact area calculated from the
model JKR fittings is compared to the current measured at 5 V. b)
Histogram of the measured current at 5 V. c) Histogram of current
density values calculated using the contact area at each point.
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Figure 3.4a) and b) show a large spread in the current data, with the current
varying by a factor of 5 within this dataset. However, there is a clear linear relation
between the extracted current and the measured contact area. Consequently, the
current density, Figure 3.4c), which takes into account the measured contact area,
has a much smaller spread of around a factor of 2. For comparison, the contact
area calculated for the known tip diameter of 30 nm, assuming a circular contact
area, would be 2800 nm2, yielding current density values typically a factor of 2 to 3
times larger. Thus, using the force-distance data to quantify the contact area in this
way significantly increases the precision and accuracy of the current density data
obtained.
At each point, the 10 IV curves are averaged to reduce noise, offsets are
corrected and the current converted to current density. The JKR and IV fitting
procedures were implemented in the IgorPro software used to acquire the data and
automated such that FVBS arrays can be quickly and automatically analysed. A
detailed description of the process is given in section 2.2.6.1.
A typical resultant JV curve is shown in Figure 3.5 (inset). As explained
previously, the response is asymmetric with higher current at negative bias, consis-
tent with favourable hole injection from the Pt tip. For analysis, we consider only
the negative bias regime.
For planar electrodes, the JV behaviour of P3HT is well established. At
low bias (low field), the current is injection limited resulting in Ohmic behaviour
(J ∝ V ). At intermediate field, the current is said to be trap limited, with J ∝ V p
where p > 2. At high field, the current should make a transition into a SCLC regime
where J ∝ V 2 in accordance with the Mott Gurney model [74].
The situation is more complicated in CAFM, where the electrodes are no
longer planar and hence the electric field is not uniform through the film, and in-
stead spreads in a conical-like manner from the tip. Reid et al. used finite element
modelling to account for and visualise the effects of the non-local field [150], propos-
ing a semi-empirical modified Mott-Gurney equation for space charge limited current
in CAFM which incorporates the field-dependence of the mobility:
J = α0µ0e
0.89γ(V/L)1/2 V
2
L3
δJ
(
L
rc
)1.6±0.1
(3.4)
where 0 and  are the vacuum permittivity and the relative permittivity of the
thin film respectively, µ0 is the zero field mobility, γ is the strength of the field-
dependence of the mobility, and L is the thickness of the semiconductor thin film.
α is the prefactor determined by Reid et al. from the finite element modelling
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Figure 3.5: Average of 10 IV curves fitted with a modified Mott
Gurney model (red), the inset here shows the full IV curve and the
region fitted.
to account for the non-uniform electrical field (α = 8.2 in place of 9/8 for the
Mott-Gurney Law for planar electrodes). The factor µ0e
0.89γ(V/L)1/2 accounts for
the electric field dependence of the mobility [221]. The constant δJ = 7.8 ± 1 was
included to empirically account for the difference between mobilities derived by Reid
et al. from CAFM measurements and those from planar electrodes.
Note that for the contact radius, rc, Reid et al. estimated the area of con-
tact based on a circular patch the radius of which matched the tip radii measured
by scanning electron microscopy (SEM). Due to deformation of the sample, and
adhesion forces between tip and sample, the actual contact area is likely to be sig-
nificantly larger than the estimate based solely on nominal tip radius. For the force
and tip used by Reid et al, using Equation 3.3 the estimated actual contact area
would be ∼ 6 times larger than their value. Comparison with the results presented
here suggests that correct quantification of the contact area removes the need for the
extra empirical scaling factor, so in the results presented below δJ = 1 was assumed.
Figure 3.5 shows the average current density versus voltage curve acquired at
a single point, with the red line showing the fit to the modified Mott Gurney model.
The data is fitted in the high voltage regime where space charge limited current is
expected, and at negative bias where the tip-surface contact gives Ohmic injection
of holes as required for SCLC [222]. The two fitting parameters are the zero field
mobility, µ0, and the strength of the field dependence of the mobility, γ. A more
detailed description of the fitting procedure can be found in section 2.2.6.2. The zero
field mobility from the fit in Figure 3.5 is µ0 = 2.50 × 10−3 cm2/Vs with γ = −6.62
× 10−5 m1/2/V1/2. This is consistent with the results of Kline et al., whose room
temperature thin film measurements on 30 kDa P3HT (similar to the 25 kDa P3HT
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used here) found mobilities of µ0 = 8 × 10−3 cm2/Vs [94]. It is worthwhile to note
that P3HT can be readily doped [223, 224], however since the V2 dependence is
obtained this should have minimal effect on the measured mobility. For P3HT the
measured mobility depends greatly on the method of preparation, molecular weight
and regio-regularity of the material. However, here, without the use of empirical
scaling factors, values close to those reported for macroscopic devices with planar
electrodes are obtained.
Analysis of the current-voltage data thus gives quantitative values for the
zero field mobility and the strength of the field dependence of the mobility at each
point. Importantly, this data is coincident with, and simultaneous to, the mechanical
property information derived from analysis of the force-distance data.
The complete process of the analysis can be seen in Figure 3.6, which sys-
tematically describes the individual steps in the analysis of both force and electrical
data and how they link together.
3.1.4 From One Measurement to Many
Since the AFM controls position in x, y and z directions, as well as the force and
electrical data for each of these points the data can be neatly mapped and correlated.
Whilst this approach gives you more data, 27 MB for each map of 25 points,
it also takes longer, around 30 minutes per map. This means that degradation
becomes an issue, as does the amount of RAM available to the program. Images
cannot be stored in memory, and must be saved to disk. Although this increases the
requirements of the computer, there are a range of benefits for doing this. Firstly,
more data generates statistically significant results. Secondly, in a spatially resolved
grid the difference between random noise and spatially resolved heterogeneity are
very clear.
3.1.5 Correlating Electrical to Mechanical Properties
Figure 3.7 illustrates the importance of high spatial resolution when measuring
electrical and mechanical properties of polymer thin films. The untreated P3HT
measured at 30 °C shows heterogeneity in both mobility and Young’s modulus across
a 1 µm2 area. As the histograms show (Figure 3.7c-d)), broad distributions are
found for both, with mobility varying by around an order of magnitude and Young’s
modulus by around a factor of 3. There are clear spatial correlations, i.e. patches
of high or low mobility or stiffness, which indicate that the variation is real and due
to local changes in material properties.
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Figure 3.6: Flow diagram of the analysis procedure for FVBS data,
showing the separate and linked stages for analysis of the electrical
and mechanical data.
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Figure 3.7: High resolution FVBS electrical and mechanical map
of untreated P3HT at 30 °C, showing spatially resolved a) mobility
and b) sample Young’s modulus values. c) and d) show the dis-
tribution of mobility and modulus values respectively. The values
for zero field mobility, µ0, are plotted against the simultaneously
derived field dependence of mobility, γ, in e) and sample Young’s
modulus, Es, in f): the blue points are from pixels within the blue
boxes shown in a) and b), and the red points from the remaining
upper portions of those images.
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The mechanical and electrical measurements are taken simultaneously at
each point, allowing investigation of correlations between them. Figures 3.7e) and
f) show the zero field mobility plotted against γ and against sample Young’s modulus
respectively, with each point on the graphs corresponding to a distinct spatial loca-
tion on the sample (pixels in the images Figure 3.7a-b). The comparison between
mobility and γ shows that the data lay on two distinct trend lines, emphasized by
some of the points being shown in red and some in blue: for both sets, γ increases
as mobility decreases, consistent with increased trapping resulting in lower mobility.
The blue data points come from the region marked by the blue boxes in Figures
3.7a and b, with the red points from the upper portion of the images. Note that the
scan direction is from the bottom to the top of the image. Comparison between the
mobility and sample Young’s modulus maps, and consideration of the correlation
between γ and mobility, suggest that the tip condition changed at around the top
of the blue box. This shows how acquiring large datasets and checking the cor-
relations between them can give more information and hence enable more reliable
determination of material properties.
Considering only the measurements within the blue box, for the untreated
P3HT measured at 30 °C we find an average value of mobility of 5.1±0.1×10−4 cm2
/ V s and of sample Young’s modulus 0.86 ± 0.02 GPa. (Note that incorporating
the systematic uncertainty due to calibration of the spring constant of the AFM
cantilever, 5%, leads to an additional uncertainty of ∼ 5 % on these values when
comparing against other measurements, but does not effect comparisons within the
dataset).
From the graph of sample Young’s modulus plotted against mobility, (Figure
3.7f) no clear correlation between stiffness and mobility is apparent. The electri-
cal measurements rely on conduction through the thin film, whilst the mechanical
measurements probe the surface and near sub-surface. Hence the lack of correlation
suggests that the structural variations are occurring over length scales shorter than
the thickness of the film. This is supported by the observation that the derived
mobility values appear to change over length scales less than 100 nm, i.e. less than
the film thickness.
For comparison, Figure 3.8 displays the corresponding results for an annealed
P3HT sample measured at 130°C. Again there is a broad distribution of mobility and
sample Young’s modulus values, with clear spatial correlations demonstrating that
they reflect real variations in material properties. However, the spatial variations
are more smoothly varying (i.e. longer range), suggesting that the length scales of
the structural variations are longer at this higher temperature after annealing.
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Figure 3.8: High resolution map of annealed P3HT at 130 °C, show-
ing spatially resolved a) mobility and b) sample Young’s modulus
values. c) and d) show the distribution of mobility and modulus
values respectively. The values for zero field mobility, µ0, are plot-
ted against the simultaneously derived field dependence of mobility,
γ, in e) and sample Young’s modulus, Es, in f).
An obvious additional feature is that the mobility and sample Young’s mod-
ulus both increase over time for this dataset (note that the slow scan direction, and
hence time, goes from bottom to top). It is not clear whether this is a feature of
this region of the sample, or of changes in the film due to prolonged annealing at
this temperature, but it does show a clear correlation between mobility and stiffness
which is also apparent in the scatter plot in (Figure 3.8f). While it is not possible
to directly determine the morphology of the sample directly with the AFM, a more
crystalline structure would feasibly have a higher stiffness. As such a correlation be-
tween the mobility and the stiffness could be expected as a more crystalline material
should have a higher mobility.
Interestingly, at this higher temperature on an annealed sample the correla-
tion between zero field mobility and γ is less pronounced, (Figure 3.8e), suggesting
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Figure 3.9: Measured current at 5 V bias as a function of time with
nitrogen flow a) and a sample without b).
that under these conditions transport is less trap dominated. The increase in mo-
bility is surprising and significant because with air sensitive materials such as P3HT
degradation over time tends to decrease the mobility. The rate of degradation is
reduced here by measuring in a nitrogen environment.
Figure 3.9 shows the decrease in current measured at 5 V over time due
to sample degradation. The reduced effect of degradation when a constant flow
of nitrogen is maintained, (a) relative to measurements in air, (b), is clear. The
characteristic degradation time, the time over which the current decreases by a
factor of e, in air is around 0.5 hours, compared to nearly 12 hours in N2 flow.
Nitrogen flow therefore allows longer measurements to be viable.
From the results shown in Figures 3.7 and 3.8, direct comparison can be
made between the room temperature and high temperature behaviour of P3HT.
At 130°C the average mobility has increased by almost an order of magnitude to
32.5 ± 0.4 × 10−4 cm2 / V s whilst the sample Young’s modulus has decreased by
more than 20 % to 0.69 ± 0.02 GPa. The field dependence of the mobility has
also dropped between the low temperature and the high temperature. This is in
agreement with work by Blom et al., further suggesting that the charges in P3HT
are transported by thermally assisted intermolecular hopping [225]. Note that these
measurements were taken with different tips and on different samples, but due to
the large datasets these changes are statistically significant.
Figures 3.10 and 3.11 show all the data that can be gathered simultaneously
from an FVBS measurement. Data from the force curves are: the dwell force a),
the adhesion force b), the contact area c), the Young’s modulus f) and the height,
which has been flattened for clarity in g). The data from the JV curves are: the
mobility d), gamma e) and the current at a 3 V bias in h). The current can be
mapped at any value of the bias from the JV curves. White pixels with black bars
signify points at which the JKR model did not fit satisfactorily. The current-voltage
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Figure 3.10: High resolution FVBS electrical and mechanical map
of untreated P3HT at 30 °C, showing spatially resolved a) measured
dwell force, b) adhesion, c) contact area, d) zero field mobility, e)
field dependence of the mobility, f) sample’s Young’s Modulus, g)
flattened height and h) current at -3 V. Pixels with vertical black
lines show points that have no data due to poor fits. Taken with a
Rocky Mountain solid platinum cantilever
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Figure 3.11: High resolution FVBS electrical and mechanical map
of annealed P3HT at 130 °C, showing spatially resolved a) measured
dwell force, b) adhesion, c) contact area, d) zero field mobility, e)
field dependence of the mobility, f) sample’s Young’s Modulus, g)
flattened height and h) current at -3 V. Pixels with vertical black
lines show points that have no data due to poor fits.
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Figure 3.12: Recording of the temperature measured by the poly-
heater for the extent a temperature dependent FVBS measurement.
and force-distance curves for each pixel are stored and can be separately inspected.
Analysis of correlations between the multiple material properties measured
by this technique can give further insight into the material’s behaviour, and the
experimental conditions during measurement. For example, the contact area in
Figure 3.10 c) is strongly correlated to the adhesion b), however this is not correlated
to the current in h). The current should be related to contact area, as in Figure 3.4,
this suggests a change in conditions during the experiment that did not affect the
contact area directly, most likely the contamination of the tip with polymer.
3.1.6 Temperature Dependent Mapping of P3HT
FVBS can also be used to measure the temperature dependence of the electrical
and mechanical measurements. An Asylum Research Polyheater (see section 2.2.7)
was used to control the temperature, with FVBS maps typically acquired at 10°C
intervals form 70 to 140°C to match the standard annealing conditions of P3HT [87,
226]. To reduce the risk of tip damage or contamination and sample degradation,
the size of FVBS maps was reduced.
Figure 3.12 shows the temperature changes over time during a temperature
dependent experiment. When the desired temperature is reached a portion of time,
20 minutes for a temperature rise, and 40 minutes for a decrease, is spent allowing
the sample to reach thermal equilibrium. This ensures that the sample doesn’t drift
or expand while the FVBS measurement is running. The FVBS measurement then
takes place. Once finished the tip is retracted to the full range of the z-piezo, before
the next temperature ramp is initiated.
The resultant changes in zero field mobility and adhesion are shown in Figure
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Figure 3.13: a) Temperature dependence of zero field mobility and surface adhesion
when as-cast P3HT is heated from 70°C to 140°C and then cooled to the original
temperature. Closed symbols use a mobility calculated from a measured contact
area, open symbols have an estimated contact area. An array of 25 points was
measured at each temperature. b) and c) Average values of zero field mobility and
surface adhesion respectively, from a) as a function of temperature, upward triangles
signify an increase in temperature. Error bars here represent the standard deviation
of the data at each temperature from a). Dotted lines are guides to the eye.
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3.13. The mobility shows a consistent increase with temperature, evident in both
3.13 a) and b). It is also evident that the mobility is lower when the sample is cooled,
compared to the data at the same temperatures during heating for temperatures
above 90°C. This can be partially attributed to sample degradation. Using the data
in Figure 3.9 the degradation contributes around 40% of the difference between
the mobilities measured at 100°C. However, below 90°C the mobility is higher on
cooling. This is similar to work by Wu et al. who observed an increase in molecular
order below 60°C in low molecular weight P3HT [98]. They attribute this to the
melting of side chains upon heating. It would make sense that the increase in order
from annealing allows the crystallisation of more side chains when cooled. The
higher temperature of this transition, 90°C compared to the 60°C reported, could
be due to the higher molecular weight P3HT used in this study or a difference
between the calibration of the temperatures measured experimentally. Differential
scanning calorimetry (DSC) measurements show transition temperatures increasing
with molecular weight [98]. Unfortunately, a statistically robust determination of
the effects of annealing on mobility is not possible from this data.
Figure 3.13 a) and c) show a gradual rise in adhesion with temperature, until
140°C where there is a rapid drop in adhesion. Upon cooling the adhesion is mostly
constant at values much higher than on heating. There is however, a noticeable
drop in adhesion at 110°C, which does not continue through the rest of the cooling
cycle.
Figure 3.14 a) compares the average zero field mobility, µ0, and the aver-
age value of the field dependence of the mobility, γ, as a function of temperature.
The field dependence of the mobility, γ, also decreases with increased mobility with
rising temperature. This is the expected behaviour as the transport should be less
dependent on traps at higher temperatures [74]. Figure 3.14 b) shows the Arrhenius
behaviour of the mobility, notably that, up to around 120°C the mobility expo-
nentially decreases with inverse temperature, suggesting that over this temperature
range transport occurs via a hopping mechanism [227]. Further to this the fitting
of γ in b) shows a linear dependence on inverse temperature as in Blom’s work,
according to
γ = B
(
1
kBT
− 1
kBT0
)
(3.5)
with B = 3.43 e−5 eV m1/2/V 1/2 and T0 of 2486 K. The value of B is very similar
to the 2.9 e−5 eV m1/2/V 1/2 found for PPV by Blom et al [225]. The characteristic
temperature is dissimilar to the 520-660 K found by Blom et al, however this is most
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Figure 3.14: a) Temperature dependence of the average zero field
mobility (blue) and γ (red). b) The mobility and γ are plotted
against inverse temperature (the mobility with a logarithmic scale).
For both graphs, data points as the temperature is increasing are
marked with upward triangles, and at decreasing temperatures with
downward triangles. The temperature dependence of γ is fitted
with a linear fit.
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Figure 3.15: Zero field mobility of annealed (filled) and as-
cast(unfilled) P3HT as a function of temperature across a range
of complete and incomplete experiments.
likely due to the negative field dependence values that are a feature of the specific
AFM geometry. However, the good agreement of B for a similar mobility polymer
indicates that the measurement of mobility from this data is valid.
Acquiring a complete data set was challenging, and large variations between
data sets were observed. The range of the data gathered during complete and
incomplete data sets can be seen in Figure 3.15. However, the main observations of
the mobility rising with temperature were consistent across the entire range.
In Kline et al.’s study of the temperature dependence of mobility, they found
that mobility was only thermally activated below room temperature [94]. However,
the results in 3.13 and 3.14 are consistent with such a thermally activated transport
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process persisting above room temperature, until a transition occurs at 130°C. This
is in agreement with the work of Pingel et al. whose microwave mobility data show a
continual increase in mobility with temperature [228]. Studying temperatures above
that of room temperature allows characterisation of annealing effects and also more
realistic operating conditions to be tested.
3.1.7 Conclusions
Here, for the first time, quantitative temperature dependent CAFM measurements
of OSCs have been accomplished. It has been demonstrated that by fitting a JKR
model to retract curves in FVBS data and extracting the tip surface contact area,
quantitative, nanoscale electrical and mechanical measurements can be acquired si-
multaneously. It is also possible to correlate the electrical and mechanical properties,
to each other, and also spatially in point-by-point maps across an area. This itself
elucidates correlations between properties that were not previously visible.
For P3HT, both electrical and mechanical properties are heterogeneous at
sub-micron length scales and depend strongly on temperature. From room tem-
perature up to around 110°C, the electrical properties of P3HT are found to be
consistent with a grain boundary limited transport model, showing a roughly ex-
ponential decrease in mobility with inverse temperature. At higher temperatures,
around 130°C, the IV characteristics suggest a less trap dominated behaviour, the
length scale of spatial variations in mobility increases, and a correlation between
sample stiffness and mobility becomes evident, suggesting an increase in molecular
order in the film.
3.2 CAFM of VOPc
3.2.1 Introduction
Now we consider the application of FVBS measurements to the small molecule OSC
vanadyl phthalocyanine (VOPc). In terms of data acquisition and processing VOPc
presents a new challenge compared to P3HT. Reported values of Young’s modulus
for CuPc, similar to VOPc, are 5.20 GPa [229], significantly higher than P3HT.
Hence, the JKR model previously used may not be a good fit.
VOPc and other non-planar phthalocyanines have high performances and
favourable absorption profiles for use in OPV devices. Their morphology and crys-
tallinity is heavily influenced by growth conditions and substrate choice [230, 113].
Most notably, changing the temperature of the growth substrate drastically changes
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Figure 3.16: A topography comparison of a) room temperature
(30°C) grown VOPc 50 nm thick and b) high temperature (130°C)
VOPc on graphene on copper foil with an average film thickness of
100 nm.
the morphology of the resultant VOPc layer [231].
Due to the non-planar nature of the VOPc crystal, VOPc has anisotropic
charge transport properties [232]. Like copper phthalocyanine CuPc the preferen-
tial stacking direction for VOPc is with the molecular plane perpendicular to the
substrate making the pi - pi stacking direction along the substrate, this is preferential
for transport along the plane as utilised in FET devices [233].
This work was part of a study on the growth of of VOPc without epitaxy on
graphene by Marsden et al, which found that large single crystals of VOPc can be
grown on homogeneous surfaces of CVD-grown graphene using elevated substrate
temperatures of 155°C [2]. The relevant question covered by the section is: How
does the out of plane mobility of VOPc depend on the growth temperature?
3.2.2 Topography
Figure 3.16 shows the differences in topography between VOPc grown at room
temperature (30°C) a), and high temperature (130°C) b). For growths at room
temperature a thin polycrystalline film is formed with a correlation length of 22 ± 3
nm. The high temperature growth in the meantime shows much larger grain sizes,
exceeding a micron in length, but also a lower surface coverage. The large increase
in grain size has promising implications to the mobility in the high temperature
samples, as it has been shown that larger grain sizes results in an increase in mobility
in FET device geometry [112]. XRD and electron diffraction showed that these
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Figure 3.17: a) AFM topography of a VOPc crystal. b) The line
profile from a), fitted between cursors shown with a linear fit to
determine the thickness of the VOPc grain.
grains were single crystals, with edge on orientations ligand out of plane to the
graphene.
The relative homogeneity of the room temperature growths is advantageous
for FVBS, allowing a grid of points to be taken in the same manner as in section
3.1.4, with a high likelihood of the tip contacting with the VOPc. On the other
hand, points must be chosen on grains of VOPc in the high temperature case. This
can either be done in a point by point manner as shown in Figure 3.18, where there
are multiple points chosen in specific places on an island, or alternatively a smaller
scan can be done on a single island and a map can be taken on this island in the
same manner as for the room temperature sample. The latter of these methods
was used as the data can then be generated in a more or less automated fashion.
Additionally, this ensures that the entire force map is on a single grain, therefore
the crystal thickness is uniform across the map. This is useful as thickness is a
parameter used in the fitting of mobility.
Figure 3.17 shows how the topography was used to calculate the heights of
the VOPc islands by utilising the ability to take a line profile. The level of the
substrate is taken as the average of the lowest 2 points on the profile. The plateaux
of the profile is then fitted with a linear fit. The average value of that line is found
and the difference between the two averages is taken as the height of an island.
3.2.3 How can the contact area be quantified?
As was previously stated, the expected Young’s modulus values based on published
results of similar molecules should be in the region of 2-5 GPa [229]. Initially FVBS
was applied as described earlier for VOPc, however application of the JKR fitting
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Figure 3.18: a) Tapping mode image of high temperature grown
VOPc points in green are force points on the substrate, those in
red are on VOPc islands. b) Force curves from substrate and VOPc
shown. The curves have the same gradient indicating no difference
in stiffness between islands and substrate.
proved to be unreliable, and the curves that did fit produced moduli of around 300
MPa. The question then becomes: What is being measured here?
Figure 3.18 b) shows a comparison between force curves on the VOPc grains,
and force curves on the copper/graphene substrate. Their specific locations can be
seen in the topography shown in a). Clearly these force curves are not a good fit for
a JKR model. Although there is evidence of adhesive interactions with the surface,
the indentation is minimal for both the substrate and the VOPc. The overlap of the
curves would indicate that both are acting as infinitely hard surfaces with respect to
the cantilever. The few more deeply indented curves are indicative of some bending
in the copper. This is unlikely to be true indentation as copper’s Young’s modulus
is around 130 GPa [234].
In order to further test the viability of measurements on VOPc, force curves
were taken on two samples of known stiffness, silicon (169 GPa) and polymethyl-
methacrylate PMMA(2.4 - 3.4 GPa) with an Olympus AC240TM tip, measured
spring constant 1.92 N/m [235, 234]. Figure 3.19 shows the results of such force
curves. Regardless of the calibration of the deflection, InVOLs not being perfect in
this instance, the overlap of the PMMA and silicon force curves despite the PMMA
being much softer than silicon, indicates that the cantilever is too soft to be able to
measure the modulus of PMMA. Consequently, the AC240TM tips would be unable
to measure the modulus of VOPc either as their moduli are similar. This implies
that a new approach is required because the standard cantilevers used for the CAFM
measurements are too soft to indent this harder sample.
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Figure 3.19: Force curves on silicon (red) and PMMA (blue) taken
with an AC240TM cantilever. Curves from the PMMA and Si
overlap.
Initially, the Young’s modulus of VOPc needs to be determined; to do this
a sample of VOPc was grown at room temperature on an ITO/glass substrate. Al-
though the orientation of the VOPc is possibly different to that grown on graphene/-
copper, it’s modulus should be similar at least to within error of the AFM measure-
ments. Following the work of Clifford and Seah [202], force curves of VOPc were
taken alongside those of silicon and PMMA with a Vecco Multi130PT tip with a
measured spring constant of 6.5 ± 0.9 N/m. Since both the PMMA and silicon have
known modulus values, their force curves can be used to determine the modulus of
the VOPc.
Figure 3.20 shows tapping mode scans of the three materials in a), b) and c)
with corresponding force curves on these surfaces in d) with their averages in e). The
silicon and PMMA show relatively smooth surfaces when compared to the VOPc,
they also have very little spread in their respective force curves in green and blue.
A slight calibration error is evident in the silicon force curve in e). Here, the curve
should be a straight line through zero as with respect to the cantilever the silicon
should be infinitely hard. Regardless, fitting the PMMA force curves with a JKR
model yielded an average Young’s modulus of 2.60 ± 0.02 GPa. This is well within
range of the expected 2.4 - 3.4 GPa. Therefore, the value yielded by the fitting for
VOPc should be representative of the sample, since it is similar to PMMA. Though
the VOPc has a large spread the average value of the Young’s modulus gathered
here is 2.2 ± 0.2 GPa.
Unfortunately, since the force curves of the FVBS maps did not fit a JKR
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Figure 3.20: a), b) and c) show ac mode topography scans of
PMMA, silicon and VOPc on ITO respectively. d) Shows force
curves from each of these materials in blue, green, and red respec-
tively. e) Shows the average curve for each material for clarity.
model an exact contact area cannot be found for each point. However, the other
parameters, namely the average dwell force Fdwell and the adhesion force Fad used
to calculate the contact area are still relevant and present for every point in the
FVBS. So a more accurate estimate of the contact area can be made assuming the
Young’s modulus is constant, by inputting these parameters into the JKR model
contact area, equation 3.3.
3.2.4 Calculating Mobility
Since each point now has a contact area, the mobility can be calculated in the same
manner as for the P3HT. Figure 3.21 shows a selection of the raw IV curves and a
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Figure 3.21: Raw IV curves on both high temperature grown, red,
and room temperature grown, blue, VOPc. Inset: Shows the points
in a measured curve with a modified Mott-Gurney fitting (red).
Figure 3.22: a) The zero field mobility (µ0) and field dependence (γ)
of high temperature red and room temperature blue grown VOPc.
b) The crystallographic orientation of crystalline VOPc with re-
spect to the graphene substrate, here the 13¯2¯ axis is shown into the
plane reproduced from [2].
sample fitting shown in the inset. The curves show distinctly diode like behaviour
with occasional leakage current in the reverse bias direction. Space charge limited
current behaviour occurred at high negative biases, hence the Mott-Gurney fitting
was applied across the -8 to -10 V range, when SCLC behaviour is evident.
Figure 3.22a) shows the resulting zero field mobility against the extracted
field dependence of the mobility, γ, for both the high temperature and low temper-
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Figure 3.23: A schematic of high temperature grown VOPc, having
large single crystals ligand growing parallel to the graphene (the ph-
thalocyanine plane displayed) compared to low temperature grains
which are much smaller but still crystalline. Their orientations are
however random.
ature VOPc. The high temperature points have on average a higher mobility, 0.27
± 0.04 cm2/Vs, than the low temperature at 0.14 ± 0.07 cm2/Vs. The mobilities
found here are on average an order of magnitude lower than those previously re-
ported [113]. This is most likely due to the unfavourable out of plane alignment of
the VOPc backbone in the high temperature grown VOPc, as shown in Figure 3.22
b). Whilst the mobilities are relatively low, their consistent and low field dependence
suggests transport is unhindered by trapping, indicating high crystal order.
Figure 3.23 shows how the crystallographic orientation explains the mobility
behaviour measured. The high temperature growth has the phthalocyanine perpen-
dicular to the graphene in a crystalline structure. So when the mobility is measured,
the direction of charge transport is unfavourable, however the high crystallinity re-
sults in mobilities that are consistent with a low field dependence. Whereas, in the
room temperature case, the point that the AFM tip is in contact with could be any
variation of the orientations shown. A small single crystal oriented favourably with
the phthalocyanine in plane to the graphene is expected to return a high mobility
with very low field dependence. The AFM tip could also be on a segment con-
taining polycrystalline VOPc, this would yield much lower mobilites with a higher
field dependence from the lower order. The end result of this is scattered incon-
sistent mobilities across the film. The low temperature results show this variety of
behaviours; from very high mobilities up to 2 cm2/Vs , with low field dependence
-3 x10−4 m1/2/V1/2, to very low mobilities of 7 x10−6 cm2/Vs with high field de-
pendencies of 4 x10−5 m1/2/V1/2. Since the structure factor of VOPc is low and
the grains found here are small, it is unclear in the XRD done in Marsden’s work
whether the room temperature deposited VOPc is poly-crystalline or single crystal.
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3.2.5 Conclusions
The technique of FVBS has been used to study how growth temperature affects the
mobility of VOPc on a graphene/copper substrate. Although direct determination
of contact area wasn’t possible, estimations of the tip sample contact area were made
by measuring the Young’s modulus of VOPc using direct comparison to PMMA and
silicon to ensure accurate results. The resulting analysis showed that even though
high temperature deposited VOPc is oriented unfavourably for transport out of
plane it has a high zero field mobility with minimal trapping. Low temperature
growths however show a variety of behaviours on the nanoscale.
If attention is paid to the expected stiffness of the sample and tip FVBS has
proven a valuable tool for quantifying the electrical and mechanical properties of
small molecule OSCs.
3.3 Conclusions
This is the first time that FVBS has been applied to gather quantitative information
of the electrical and mechanical properties of OSCs simultaneously. Nanomechanical
indentation and CAFM are both popular techniques, however they are rarely used
in combination. Specifically using a contact area calculated from a JKR fitting in a
simultaneous IV type measurement has not been done before.
The technique has been successfully implemented on both hard and soft
materials. For soft materials, care needs to be taken to ensure the tip and sample
are not degrading during the course of the measurements. For hard materials,
the biggest challenge is accurately determining the contact area, the stiffness of the
cantilever used must be chosen to maximise indentation in order for a valid fitting of
a contact mechanical model. Automation of both acquisition and analysis of data has
meant that large data sets, including spatially resolved maps can be generated. This
shows statistically significant correlations in electrical and mechanical properties
over areas, ruling out random noise and anomalous results.
Here, it has also been shown that FVBS can be used in a temperature de-
pendent capacity, showing the evolution of measured properties with temperature.
Prospects for this technique include; optimisation of annealing techniques, predic-
tions of macroscopic mobility prior to top electrode placement, and the ability to
monitor the mobility at realistic operating temperatures. If attention is paid to how
the cantilever is retracted, the additional measurement of viscoelastic creep could be
added, however these come with their own challenges and the changing contact area
would need to be carefully considered if applying electrical methods simultaneously.
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Chapter 4
Photodependent EFM of OPVs
4.1 Introduction
In the previous chapter quantitative measurement of the mobility of organic semi-
conductors by conductive AFM was demonstrated. Extending this work to look at
the photoactive properties of these materials would be an ideal scenario. An ap-
proach would be to replicate bulk JV measurements (as discussed in Section 1.2.3)
at the nanoscale using the AFM.
Figure 4.1 shows typical JV curves of planar geometry P3HT:PCBM bulk
heterojunctions. Using this, it is possible to estimate what the parameters of JSC
and VOC would be in the AFM geometry. Typical values for JSC are ∼ 10 mA/cm2.
As evidenced in the previous chapter, typical AFM contact areas are ∼ 3000 nm2 =
Figure 4.1: Typical JV curves measured on P3HT:PCBM after
annealing at a variety of temperatures, reproduced from [88].
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3 × 10−11 cm2, hence the expected ISC is around 3 × 10−13 A i.e. < 1 pA. Whilst
this resolution is possible, using a 40 nA range conductive cantilever holder with a
16 bit ADC yields a resolution of 6 × 10−13 A, the noise margin in CAFM is the
limiting factor. Even with high levels of averaging, achieving these numbers would
be highly challenging. Additionally, these measurements would require a reliable
top contact, one which a metal coated AFM tip does not provide. However, the
second parameter the open circuit voltage VOC ≈ 0.5 V is measurable in the AFM
by a range of techniques within the electrostatic force microscopy (EFM) family.
This seems like a much more promising route to follow.
EFM and variants such as KPFM measure the surface potential, hence con-
trolling the light incident on a sample enables the surface photovoltage (SPV) to be
measured in the AFM with nanoscale resolution [80]. SPV can also be measured at
the macroscopic level by techniques such as Kelvin probe, and analysis of SPV has
been used to study both organic and inorganic photovoltaics [80, 81, 82, 236, 237].
Crucially, it has been found that SPV directly correlates to VOC [86].
Beyond this, measurement of the time response of SPV gives insight into
charge carrier recombination. Durrant and co-workers pioneered transient photo-
voltage (TPV) for the measurement of charge carrier dynamics [238]. TPV uses
a background light bias to control the VOC of the sample. Then a laser is pulsed
onto the sample to perturb the VOC by a small amount. Since there is no current
flow the decay of the excess charge carriers is solely due to loss kinetics which can
therefore be measured. Using this Shuttle et al. demonstrated that the carrier life-
time in P3HT:PCBM follows an inverse square relationship with increasing charge
density, and hence with light intensity, with typical values of 10 µs at 1 sun. The
carrier lifetime (τ) is directly related to JSC , hence TPV gives direct insight into
the performance of an OPV device.
Following this there have been many attempts to use EFM and KPFM to
measure the SPV [190, 189], and a few to measure the carrier lifetime [239]. This
chapter concentrates on two techniques developed by the Ginger group at the Univer-
sity of Washington; time resolved EFM (Tr-EFM) and intensity modulated KPFM
(IM-KPFM). The archetypal bulk heterojunction (BHJ) P3HT:PCBM and the rel-
atively new high performance BHJ PTB7:PC70BM, courtesy of the Hatton group,
were used as test materials in this study. Both techniques are developed to mea-
sure SPV (and hence VOC) and τ (hence gaining insight into JSC). By applying
both techniques to the same systems it is possible to compare and contrast their
advantages and disadvantages. For both, significant improvements in their quan-
tification are made, as compared to previous reports, and they are combined with
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temperature dependent measurements to investigate the effects of annealing and
other temperature dependent phenomena.
4.2 Time Resolved EFM
4.2.1 Introduction
Tr-EFM was introduced by the Ginger group as a technique to measure photoex-
cited charge in polymer solar cells, with their first paper claiming 100 nm and 100 µs
resolution [170]. Using this they were able to show that domain centres account for
the majority of photoinduced charge collected in polyfluorene blend devices. Sub-
sequent papers showed that Tr-EFM can be used to measure low external quantum
efficiencies associated with charge transfer states [171] and also local photoxidation
and trap formation [240]. They also showed that with additional equipment it is
possible to enhance the time resolution to ∼100 ns, showing that it is possible to
correlate local dynamics with device behaviour in P3HT:PCBM [172].
As implemented by the Ginger group, Tr-EFM consists of a conductive AFM
tip driven near resonance with a fixed lift height from the surface. The AFM is then
operated in a frequency-shift feedback mode, recording the drive frequency shift to
keep the cantilever on resonance. A bias is applied to the tip, shortly followed by a
light pulse applied to the sample. The bias and light pulses end in synchronous and
the frequency shifts throughout are recorded. The change in frequency due to the
illumination causing a charging of the tip-surface capacitor is fitted to an exponential
decay. This results in a measurement of the time constant of charging, τc. This is
not a widely used technique although at least one other group has published results
from a similar technique, albeit with a much lower time resolution [241].
In this section a modified version of Tr-EFM is presented, which is used to
study P3HT:PCBM and PTB7:PC70BM, with the important advance of extracting
not only τc but also the SPV. Initial results are on P3HT:PCBM, as a well studied
system it seemed an appropriate choice of test system. A flow diagram for the
process of Tr-EFM, as implemented here, can be seen in Figure 4.2
4.2.2 Amplitude and Phase Acquisition
Thin film samples of P3HT:PC60BM were prepared by spin coating on a glass ITO
substrate, as described in 2.1.3.2. The ITO electrode in this case is earthed, and
the biases used for measurement were usually positive. A schematic of the sample
and setup can be seen in 4.3.
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Figure 4.2: A simplified flow diagram of the process of a Tr-EFM
experiment. Steps can be added in and repeated for temperature
dependent results. Blue dotted lines show where parameters are
changing.
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Figure 4.3: A schematic of the temperature dependent Tr-EFM
experiment. This only shows the top view optic as the bottom
view can’t be used with the polyheater.
The process of Tr-EFM can be best visualised from the standpoint of tra-
ditional steady-state EFM, where the tip is driven near resonance with a phase of
90° at a distance of around 50 nm above the sample’s surface. As the tip experiences
electrostatic interactions its resonant frequency changes according to
∆f ∼= f0
4k
∂2C
∂z2
V 2 (4.1)
where f0 is the resonant frequency and k is the spring constant of the cantilever,
C is the capacitance of the tip surface capacitor and z is the tip sample distance.
In Ginger group’s implementation a feedback loop tracks the frequency change of
the cantilever, whereas in this work there is no feedback loop applied and the phase
is tracked throughout the experiment as well as the amplitude of oscillation. The
phase can be converted to a frequency shift by interpolation of the cantilever tuning
curve, described in more depth in 2.2.2.2. The slight disadvantage of this technique
is a limited capture time, as the frequency tends to decay from its equilibrium in
around 0.4 s, most likely as a result of piezoelectric creep.
In Tr-EFM there are two frequency changes to consider, the first is due to
the applied voltage on the tip, thus changing V and C. The second much smaller
frequency change is due to the application of illumination to the sample. Photo-
generated charges respond to the electric field between tip and sample changing the
capacitive gradient, and thus the cantilever frequency. A new equilibrium frequency
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Figure 4.4: Typical Tr-EFM data, the amplitude and phase of the
cantilever oscillation change in response to an applied bias and an
incident light pulse.
is reached once enough charges balance the potential well created by the tip. The
opposing effect occurs when the illumination and bias are discontinued.
Figure 4.4 shows a typical acquisition of the phase and amplitude in response
to a bias and light pulse in Tr-EFM. Here, there is a second crucial difference to the
Ginger group’s implementation, the light pulse lasts half as long as the bias pulse
and it happens in the middle of the time that the bias is applied. This enables
both the phase change in response to the light being applied and turned off to be
measured. Here, ten light and bias pulses were applied in the 0.25 s window. The
capture time, and hence the number of pulses applied is limited by the data bank
size of the AFM controller and the frequency drift. At the 50 kHz rate of capture it
takes around 0.6 s to fill the data bank, and when this happens the software crashes,
which is best avoided.
Figure 4.5 shows a single data point in a Tr-EFM experiment, that is an
average of the ten light and bias pulses that were applied. There is a 0.1 ms delay
between the turn on of the light and bias and the system response, this is a result
of the AFM hardware, as discussed further in 2.2.8.3.
The change in phase due to the illumination starting or stopping was fitted
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Figure 4.5: A single data point, consisting of an average of ten
cycles of bias and light. Taken at 50°C, with a 5 V applied bias and
with a light intensity at about 250 W/m2. The exponential fitting
here yields a characteristic time of 5.99 ± 0.06 × 10−4 s.
with the form
φ = φ0 + δφ exp
(− (t− t0)
τ
)
(4.2)
where φ, φ0 and δφ are the phase, the initial phase and the phase change respectively.
t and t0 are the time and the initial time, with τ being the characteristic time, either
of charging, τc, or discharging, τd. As a point to note, φ0 and t0 do not correspond
to the values of t and φ before the light pulse is engaged, but correspond to where
the fitting begins, for this reason δφ is not the complete phase shift when the light
is applied. The fitting procedure is described in more detail in section 2.2.8.2.
Figure 4.6 shows the same data as Figure 4.5 but with the fitting applied to
the discharge curve, rather than the charge. For this data τC = 5.99 ± 0.06 × 10−4
s and τd = 5.20 ± 0.05 × 10−4 s, where the error corresponds to the uncertainty of
the parameter calculated by the fitting function. In this case, τc is calculated to be
13% slower than τd.
4.2.3 Surface Photovoltage (SPV)
There is another parameter here that can be extracted, that is the surface photo-
voltage (SPV), discussed in more depth in 1.2.4.3. SPV is defined as the change
in surface potential induced by illumination. This occurs by the absorption of pho-
tons either creating free carriers and/or releasing captured charge carriers from trap
states. The redistribution of charges within the surface or the bulk material causes
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Figure 4.6: A single data point, consisting of an average of ten
cycles of bias and light. Taken at 50°C, with a 5 V applied bias and
with a light intensity at about 250 W/m2. The exponential fitting
is applied to the discharge section, yielding a τd of 5.20 ± 0.05 ×
10−4 s.
the change in surface potential, which can be measured [80].
4.2.4 Extracting the Surface Photovoltage
From Equation 4.1, the frequency shift of the cantilever resonance is dependent
on the bias applied by the tip, establishing the tip surface capacitor, however the
magnitude of the bias is also dependent on the local surface potential (VSurf ). Thus
the frequency shift due to the bias applied can be predicted to be
∆f ∼= f0
4k
∂2C
∂z2
(Vtip − Vsurf )2 (4.3)
where Vtip is the voltage applied to the tip.
Figure 4.7 a) shows the frequency shift as a function of applied bias for a
range of lift heights. Equation 4.3 is fitted to the curves in the small bias regime
assuming that f04k
∂2C
∂z2
is a constant at a set tip-surface distance. Frequency shifts
greater than around 40 Hz result in non-quadratic behaviour, this implies that
the second differential of capacitance is not constant in this regime. The bias at
which this deviation occurs depends greatly on tip height above the surface, this is
unsurprising since the frequency shift should also depend greatly on the tip surface
separation.
Figure 4.7 b) shows how the local surface potential varies with lift height.
As expected there is not much deviation across the range of lift height, though it
appears its effect is larger closer to the surface. Deviations in this could be due to
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Figure 4.7: a) Frequency shift in response to applied bias, measured
at varying lift heights with fitting of Equation 4.3. b) The extracted
Vsurf from the fittings in a) as a function of tip-surface distance.
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Lift Height (nm)
Av. tip surface
prefactor (Hz/V) Vsurf (V)separation (nm)
80 114 -0.54 0.47
60 94 -0.74 0.52
50 84 -0.92 0.58
40 74 -1.17 0.52
20 54 -2.37 0.60
Table 4.1: Values of the prefactor and surface voltage for
P3HT:PCBM.
Figure 4.8: The prefactor as a function of the average tip surface
separation. The solid line is a power law fit to the data of the form
Azd, giving d=-2.6 here.
differences in the sample’s surface picked up on by AFM drift. Vertical and lateral
drift of the AFM could add error to this measurement in addition to the fitting error
displayed. Table 4.1 summarises the the results of the fitting from a), where the
constant prefactor = f04k
∂2C
∂z2
. The value of VSurf does change over the range of lift
heights measured, the dominant change is that of the prefactor.
Figure 4.8 shows the dependence of the prefactor on the average tip surface
distance. The fitting shown is that of a power law, where the prefactor scales with
z−2.6, however with only five data points a large variation is somewhat expected.
Since the other parameters in the prefactor are constant, the rate of change of the
gradient of capacitance changes with this dependence on lift height.
Figure 4.9 shows how the frequency shift varies as a function of the tip surface
distance, measured for an applied bias of 5 V. ∆f shows a 1/z2 relationship, this
dependence should be the same as that shown in Figure 4.8 as the second differential
of capacitance has the only dependence on lift height. In reality, this fitting is far
more accurate. The second derivative of the tip surface capacitance is expected to
follow a power law of the form zd where d depends on the tip geometry. d=2 is
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Figure 4.9: The frequency shift measured for a 5 V applied tip bias
as a function of the average tip surface distance. The solid line is
a power law fit of the form Azd, here d=-2.
consistent with a model of a sphere, expected for tip surface distances less than the
tip radius [242]. In this case, this is not quite true, however the oscillation amplitude
is relatively large compared to the average tip surface separation, i.e the amplitude
of oscillation is around 37 nm during this experiment; so the oscillation does bring
the tip into this regime for smaller tip surface separations.
When the sample is illuminated, a second frequency shift (δf0) occurs due
to the SPV. The total frequency shift can be described as
∆f0 + δf0 =
f0
4k
∂2C
∂z2
(Vtip − Vsurf + SPV)2 . (4.4)
To a first approximation, assuming both that the prefactor is constant and
that Vtip−Vsurf >> SPV, the frequency shift due to the light can be separated out
by subtracting by ∆f0. Leaving the frequency shift due to the light alone as
δf0 =
f0
4k
∂2C
∂z2
(
2(Vtip − Vsurf )SPV + SPV2
)
. (4.5)
Solving this quadratic, yields values of SPV. This allows the comparison of
SPV with τc and light intensity. Of course VSurf and the capacitive prefactor change
with tip height and between samples, so in order to get accurate measurements this
calibration (as in Figure 4.7a)) described must be measured prior to, or during the
course of each experiment. This calibration in essence determines the amount of
photo-generated charge is produced by the illumination of the sample by measuring
its electrostatic field with the AFM.
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4.2.5 Light Intensity
Figure 4.10: The behaviour of the SPV with light intensity ex-
tracted from Tr-EFM on P3HT:PCBM at 50°C, with a 5 V applied
bias. The solid line shows a logarithmic fit of the SPV.
Figure 4.10 shows the average of two calculated SPV values as a function of
light intensity at 50°C. The light intensity here was varied starting at 250 W/m2
and decreasing to 0, before increasing back to 250 W/m2. The SPV follows a
logarithmic dependence on light intensity. This is as expected since SPV links very
closely to VOC [86], further discussed in 1.2.4.3. In this chapter, since the VOC was
not measured by an external method, the SPV will be used as an indication of the
trends in VOC .
The relationship for VOC with light intensity can be found by solving the
ideal diode equation. VOC is described as
VOC ∼= nkbT
e
ln
(
Jsc
J0
)
(4.6)
where n is the ideality factor, kb is Boltzmann’s constant, T is the temperature of
measurement, J0 is the reverse bias saturation current and JSC is the short circuit
current density. JSC can be expressed as JSC = bI where b is a proportionality
factor and I is the illumination intensity in W/m2, allowing VOC to be written as
VOC ∼= nkbT
e
lnI +
nKT
e
ln
(
b
J0
)
. (4.7)
Thus VOC is predicted to depend on the natural log of light intensity; that this
trend is seen for SPV strengthens the case that SPV is equivalent to VOC .
As shown in Figure 4.11a) τc does not seem to have a significant dependence
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Figure 4.11: a) Tr-EFM measurement of τc as a function of light
intensity at 50°C on P3HT:PCBM, with a 5 V applied bias. b) A
selection of corresponding response curves with their exponential
fittings and representative τc values.
on light intensity for this sample, except at low light intensities <50 W/m2. Coffey
and Ginger postulated that the rate limiting step in charging the tip-surface capac-
itor is the absorption of enough photons to create the negating charge [170]. This
may be true for very low light levels as there is a significant increase in τc below 50
W/m2, but above 50 W/m2 τc is constant. This was not the case in Coffey’s work,
which showed a linear dependence on charging rate with light intensity, however
their work focussed on a different system F8BT:PFB compared to P3HT:PCBM
here.
This indicates that in P3HT:PCBM, there is a second process which dom-
inates above 50 W/m2. This second process is unlikely to be exciton diffusion, or
charge carrier transport, as these happen on much faster timescales [243]. One pos-
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Figure 4.12: τc as a function of applied illumination intensity ex-
tracted from a Tr-EFM experiment on P3HT:PCBM at 50°C with
an applied bias of 10 V. Lines are linear fits to the data.
sibility is, this response is caused by the de-trapping of charge carriers causing a
longer timescale charging to be measured [244].
Figure 4.11b) shows a selection of representative responses in the phase do-
main, at different light intensities. Though there is an order of magnitude difference
in the light intensity across the plot, there is no significant difference in τc. The
curve shapes are all similar with consistent fit quality.
Figure 4.12 shows how τc changes with illumination intensity when measured
with an applied bias of 10 V on a different sample of P3HT:PCBM. Here, there
appears to be no dependence of τc on the applied illumination even at low light
levels. Although some deviation is expected between samples, the reduction in this
behaviour is significant. τc is also reduced when measuring at 10 V, though this is
likely to be sample variation rather than a change in behaviour. This can be seen
in Figure 4.13 which shows the extracted values of τc for the 40 nm lift height curve
shown previously in Figure 4.7.
At positive biases 3 V ≤ V ≤ 10 V, τc is nearly constant with a slight positive
gradient, higher biases yielding slower charging rate. The same is true of negative
biases -10 V ≤ V ≤ -3 V, τc increasing as the bias becomes more positive. This
has a much higher gradient 3.0 ± 0.4 × 10−5 s/V compared to 6 ± 1 × 10−6 s/V.
This could indicate higher density of traps for holes than electrons. τc is also much
longer in the negative bias regime.
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Figure 4.13: τc as a function of applied bias extracted from a Tr-
EFM experiment on P3HT:PCBM at 50°C at an illumination in-
tensity of ∼250 W/m2.
4.2.6 Mapping
Like the FVBS technique discussed in the previous chapter; Tr-EFM can be per-
formed in a point-by-point manner. Here, instead of sweeping the light intensity
across a range of values it is kept fixed, and the AFM takes a Tr-EFM measurement
at one point before moving on to the next. Figure 4.14 a) and b) show the results
of plotting the extracted values of τc and SPV in a spatially resolved grid. Both τc
and the SPV have areas of differing behaviour, however c) shows that these areas
do not correlate. This is not too surprising, as although the SPV should correlate
with JSC , it is unclear how or if, τc is correlated to JSC .
Mapping in this manner has the potential to highlight areas where the SPV
is increased and/or the charging time shows deviations. This can highlight areas
that have higher (or lower) efficiencies, coupled with topography this could increase
our understanding of these devices [172]. Each map of 64 points takes around 15
minutes and scales linearly with the total number of points, thus quadratically with
the resolution. This poses a significant limit on the practical achievable resolution of
this technique. Time per point can be improved by sacrificing the statistical quality
of the data at each point by reducing the number of repeat measurements used for
averaging. If τd was measured, carrier lifetime could be mapped [238], which may
highlight areas of increased recombination.
It can also be noted that the SPV measured as part of the map is significantly
higher than its counterpart in Figure 4.10, measuring 0.737 ± 0.008 V compared to
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Figure 4.14: Point by point maps of a) τc and b) SPV, gathered
across a 1 µm2 area at 50°C, with a 5 V tip bias and light intensity
of 250 W/m2 c) Shows the spread of the data points and the absence
of correlation between τc and SPV.
0.456 ± 0.002 V. This effect is most likely to be a symptom of the assumption that
the second differential of capacitance is not dependent on light intensity. Coffey’s
work shows that ∂
2C
∂z2
increases with light intensity in the bias dependent frequency
response of the cantilever [170], whereas here this is evident in the illumination
intensity dependence of the SPV.
Figure 4.15 shows the SPV dependence on light intensity for the same sample
but this time measured at 90°C. This particular measurement shows a clear deviation
towards higher SPV values at high illumination intensities, enough that the fitting
has slightly skewed, artificially raising the gradient of the line. It appears that ∂
2C
∂z2
has some dependence on the illumination intensity though it is not clear why this is
the case. To first approximation the value of SPV returned is accurate up to around
100 W/m2, above this value the SPV is overestimated. As a result of this the SPV
in Figure 4.14 may be overestimated, however trends between points should be real.
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Figure 4.15: Tr-EFM data showing SPV dependence on illumina-
tion intensity at 90°C, on P3HT:PCBM with an applied tip bias of
5V.
More quantitative maps could be gathered using a lower light intensity.
4.2.7 Temperature Dependence of τc
Like the FVBS measurements, Tr-EFM can also be preformed at a range of temper-
atures using the PolyHeater and the top optical path of the MFP3D. Figure 4.16(a)
and (b) show the dependence of τc on both light intensity and temperature while
the sample is heated in increments of 10°C. A 20 minute delay at each temperature
was allowed before measurement to ensure thermal equilibrium is reached before the
measurement proceeds. The measurement is then carried out. In (4.16a) the colour
scale corresponds to the temperature of measurement, with redder colours being
higher temperatures. Here, there appear to be no general trends of τc and tempera-
ture, the original dependence of τc on illumination intensity seems to be maintained
throughout the experiment. Notable deviations from this occur at 130°C and 140°C.
These two points show significantly increased values of τc above 175 and 100 W/m
2
respectively, although the cause of this is not yet clear.
Figure 4.16 (b) shows the same data this time plotted with the temperature
on the x axis and with the light intensity on the colour scale, redder colours represent
higher intensities. Plotting in this manner shows a small but tangible increase in
τc towards higher temperatures. There is also a slight increase at 100°C occurring
before the majority of the increase in τc. The deviation from the standard behaviour
with light intensity at 130°C and 140°C can also be seen in this plot, with redder
points occurring at higher values of τc at these two points. This is most prominent
for the 130°C point.
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Figure 4.16: Temperature dependent Tr-EFM data of τc on
P3HT:PCBM on heating from 50°C with a tip bias of 5 V; a) as
a function of light intensity across a range of temperatures, b) as
a function of temperature across a range of light intensities. c)
Behaviour of τc at 100 W/m
2 across the range of temperatures,
showing representative fitting errors on τc.
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Figure 4.16 (c) shows the temperature dependent τc values measured at 100
W/m2. The typical deviation of these values can also be seen, represented as the
standard deviation from the average of the 10 fits at each point. Here the rise in
τc above 90°C is clear, though the behaviour at 100 W/m
2 does not match the
behaviour as a whole. It is worth noting that there is a significant amount of noise
in the measurements of τc, so the trends from this one point are unlikely to be
accurate.
4.2.8 Temperature Dependence of SPV
Figure 4.17a) and b) show the dependence of the SPV on light intensity and tem-
perature, for clarity (a) shows only the fit of the SPV to the base ten logarithm of
light intensity. The exception to this is the data at 90°C, which shows the represen-
tative spread. The logarithmic dependence on illumination intensity holds across
the temperature range, however both the gradient and intercept change between
temperatures.
The data at 90°C has an anomalously high gradient, possibly indicating a
physical change in the sample. Excluding the 90°C dataset the highest values of
SPV occur at the two highest temperatures 140°C and 150°C, suggesting that the
SPV increases with temperature.
Comparing Figure 4.17 b) with Figure 4.16 b) shows some similarities in the
behaviour of τc and SPV with temperature. Both τc and SPV increase at higher
temperatures, both also show unusual behaviour at 90°C. This is less pronounced in
the τc case, however there is a marked decrease in the spread of τc with illumination
intensity, whilst the opposite is true for the SPV. It is difficult to speculate on what
might cause this. The rise in SPV at high temperatures might be explained by a
decrease in bi-molecular recombination, effectively increasing the band gap of the
system [238].
In the classical p-n junction model described by equation 4.7 the gradient
of the logarithmic fit of VOC to light intensity should scale with the intercept, as
both depend on nKT/q. Figure 4.18 shows the gradient and intercept of the fittings
in Figure 4.17a), scaled to the natural logarithm. Notably, the gradient does not
scale with the intercept, the two parameters seem unrelated. Also the ideality factor
(shown in the inset) is calculated; the extracted values are well outside of expected
bounds, although high levels of recombination have been shown to increase the
ideality factor [245], .
It has however been shown that the p-n junction model does not apply to
polymer fullerene systems, and a second model more accurately predicts their be-
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Figure 4.17: Temperature dependent Tr-EFM data from
P3HT:PCBM on heating from 50°C. a) SPV as a function of light
intensity across a range of temperatures. The representative spread
of data is seen on the 90°C dataset. b) SPV as a function of tem-
perature across a range of light intensities. c) SPV behaviour at
100 W/m2 across the range of temperatures.
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Figure 4.18: The calculated gradient and intercept of the logarith-
mic fits of SPV as a function of light intensity for the temperature
dependent P3HT:PCBM measurements at 5 V applied tip bias.
The inset shows the calculated ideality factor for the same fittings.
haviour. The VOC in this model is described as
VOC =
Egap
q
− kbT
q
ln
(
(1− P ) νN2c
PG
)
(4.8)
where Egap is the band gap of the bulk heterojunction, P is the dissociation proba-
bility of a bound electron hole pair into free charge carriers, G is the generation rate
of bound electron-hole pairs, ν is the associated Langevin recombination constant
and Nc is the effective density of states [246]. This model more accurately describes
OPV systems by including the drift and diffusion of charge carriers, bimolecular re-
combination, and temperature dependent generation of free carriers. Unfortunately
quantitative analysis using this equation is complicated as Egap is not well defined
in these heterojunctions.
4.2.9 Temperature Dependence of SPV and τc when Cooled
Figure 4.19 shows the behaviour of the SPV and τc while the sample is cooled from
150°C to 80°C. This is again performed in decrements of 10°C, with 30 minute delays
between each temperature to allow for thermal equilibrium. The SPV shows similar
behaviour to the heating, with a decrease evident between 140°C and 120°C. In the
heating cycle there was a spike in the behaviour at 90°C, this is not evident here,
however there is a similar spike at 110°C.
The behaviour of τc looks very similar when cooling compared to heating.
The highest spread in points is at 130°C. Below 120°C τc remains somewhat con-
stant. The behaviour with illumination intensity does differ below 120°C, with the
dependence on illumination intensity becoming markedly stronger; brighter intensi-
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Figure 4.19: a) SPV and b) τc of P3HT:PCBM as a function of
temperature at a range of light intensities, on cooling from 150°C
to 80°C.
ties have lower τc values (redder points are lower). τc also shows an overall increase
compared to the heating data. For example the data at 80°C when heated, had an
average τc of 6.2 × 10−4 s compared to an average τc of 7.6 × 10−4 s. It is likely
that this increase in τc is a result of degradation, increasing the number of traps
and thus increasing the time for detrapping to occur.
Comparing the SPV before and after annealing for the 80°C points shows a
significant increase in the magnitude of SPV at higher illumination intensities, with
the SPV after annealing at 250 W/m2 being double that of before. The reason for
this is as yet unknown, however Bagienski et al. observed a similar trend [90].
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Figure 4.20: a) SPV of P3HT:PCBM at 250 W/m2 as a function of
temperature across three Tr-EFM datasets. b) The corresponding
τc from the same datasets.
4.2.10 Reliability
Figure 4.20 (a) shows the heating data for SPV for three separate experiments on
three samples. Though there are significant deviations across the range of the SPV
there are also qualitative trends that can be observed. For instance, there appear to
be two effects causing rises in SPV with temperature, the first occurring up to 100°C,
and the second between 110°C and 150°C. This result is similar to that observed
by Kim et al., who saw an increase in conformational order of nanowire P3HT at
low temperature annealing followed by a subsequent decrease in local order but an
overall increase in order when annealed to higher temperatures [247].
Clearly the three experiments do not agree on the magnitude of the SPV,
and though there is expected to be deviations between samples tested, it is unlikely
that such a large inconsistency is due to the samples themselves. Since this data was
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measured at 250 W/m2 it is likely that the SPV is overestimated, due to deviations
in the capacitive prefactor at these high light intensities, though the magnitude
of these deviations seems to vary between experiments and temperatures. The
causes and calibrations of these deviations would be an interesting topic to consider
investigating.
Figure 4.20 (b) shows the variation of τc across the same three experiments.
It should be noted that not every dataset could be fitted adequately, hence the
missing points at 150°C and 110°C, however τc shows little deviation across the
experiments. This indicates that this method reliably measures the time scale at
which charges relocate within the sample, whether this is due to charge de-trapping
or some other effect is a subject for further investigation.
4.2.11 Tr-EFM of PTB7:PC70BM
In order to test the applicability of this technique to more modern high perfor-
mance BHJs, PTB7:PC70BM devices were fabricated by the Hatton group. Like
the P3HT:PCBM BHJs, these too were spin coated directly onto glass ITO sub-
strates. Recent work on this BHJ system indicates that the photocurrents and VOC
values of this system should be higher than P3HT:PCBM, 0.58 V to 0.72 V and 8.03
mA/cm2 to 14.28 mA/cm2 respectively for P3HT:PCBM and PTB7:PC70BM [248].
4.2.12 Calibration
Figure 4.21 shows the calibration curves on this PTB7:PC70BM sample in order to
achieve quantitative assessment of SPV. (a) shows the frequency shift as a function
of the average tip-surface distance measured at the 10 V used for measurement
in this case. Here, the change in frequency of the cantilever scales as 1/z, rather
than the 1/z2 displayed in Figure 4.9. This dependence on average tip-surface
distance implies a shift to a line model of tip surface interaction which would be
appropriate for tip-surface distances larger than the tip radius, but smaller than the
tip height. Increasing the applied voltage causes a change in which model conditions
are appropriate to describe the tip-surface interaction, though the reason for this is
unknown.
Figure 4.21 (b) may elucidate this, as like Figure 4.7 (a) the frequency re-
sponse of the cantilever deviates from the predicted V2 relationship above 5 V.
From the fitting shown of Equation 4.3, Vsurf was calculated to be -0.5 V at 59
nm average tip-sample separation. The following measurements were taken at an
average tip-surface separation of 70 nm, so using Equation 4.3 and the fitting of
113
Figure 4.21: Calibration for Tr-EFM showing the frequency shift
as a function of a) average tip surface separation at 10 V applied
bias and b) applied bias with an average tip sample separation of
59 nm on a PTB7:PC70BM sample. Solid lines are fittings of z
d
and Equation 4.3 respectively, where d =-1.
Figure 4.21 (a) the capacitive prefactor can be estimated to be -0.78 Hz/V, though
this is unlikely to be accurate as the measurements were taken at 10 V. Using this
calibration temperature dependent measurements of τc and SPV were performed.
4.2.13 Temperature Dependence of PTB7:PC70BM
Figure 4.22 a) shows the measured τc as a function of light intensity and temperature
for a sample of PTB7:PC70BM. τc shows a significant increase with temperature from
50°C to 110°C, before decreasing from 110°C to 130°C. Though Tr-EFM cannot be
measuring the charge separation, which has been reported to be 1.5 ps [106, 249], it
is likely that τc is a factor related to the efficiency of the devices, as the efficiency of
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Figure 4.22: Temperature dependence of measured a) τc and b) τd
for PTB7:PC70BM, from 50°C to 130°C measured with an applied
bias of 10 V and an average tip surface separation of 70 nm.
PTB1:PC70BM devices show a decreased efficiency when annealed due to a decrease
in the interfacial area between donor and acceptor. This negatively impacts the
separation and collection efficiencies of charges and decreases the free charge carrier
density [250]. However, annealing also increases the pi-pi stacking order which may
account for the high temperature decrease in τc measured.
Like in the case of P3HT:PCBM, τc shows little dependence on light intensity,
however unlike P3HT:PCBM the exceptions to this do not occur at low illumination
intensities, but instead high intensities at low temperatures show a marked decrease
in τc. The cause of this is worth further speculation. Also the average values of
τc are much greater in PTB7:PC70BM than in P3HT:PCBM which is interesting
for a BHJ that is expected to be much faster than the prototypical P3HT:PCBM
blend [106], this is again another aspect requiring further thought.
Figure 4.22 b) shows the measured τd for this same data set. τd shows little
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Figure 4.23: Temperature dependence of measured SPV with
respect to a) illumination intensity and b) temperature for
PTB7:PC70BM, from 50°C to 130°C measured with an applied bias
of 10 V and an average tip surface separation of 70 nm.
dependence on temperature though it does show a slight dependence on light inten-
sity. At higher temperatures τd appears to increase slightly with higher illumination
intensities. This would suggest that carrier lifetime increases with illumination in-
tensity. This is contradictory to TPV studies of this system which show decreased
carrier lifetimes for increased carrier densities [251], the application of more illumi-
nation should result in more carriers, however TPV uses small perturbations of light
intensity which may explain this difference.
Figure 4.23 shows the behaviour of SPV with respect to both temperature
and illumination intensity. (a) shows the illumination intensity dependence with log-
arithmic fits of the SPV as a function of light intensity. Here, it is clear that there
is a strong dependence of SPV on light intensity, however below 100°C, this depen-
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dence is not strictly logarithmic. There is a strong curvature towards higher values
of SPV at high illumination intensities. This could be explained by mis-calibration
of the frequency response, however if this was the case the error should be evident
on all the datasets rather than just the low temperature data. It is much more
likely that this is a property of the material itself. Light assisted dielectric response
has shown PTB2 and PTB4 to be more capacitive under higher illuminations than
P3HT:PCBM, this may lead to the increased SPV shown here [252].
The values of SPV measured here are also much lower than those measured
for P3HT:PCBM. Since SPV is directly related, if not the equivalent of VOC , this is
somewhat surprising. As already discussed, the VOC of PTB7:PC70BM blends are
reported to be higher than that of P3HT:PCBM. Indeed, similar studies have re-
ported VOCs of over 0.6 V at 100 W/m
2 [107]. The difference in magnitude between
Ebenhoch’s work and this study is likely to be the effect of imperfect calibration
coupled with the high applied tip bias of measurement. Ebenhoch’s study also shows
the decrease of VOC with temperature that is demonstrated here, albeit at lower
temperatures.
Figure 4.23 (b) supports the conclusion that SPV decreases with increasing
temperature. There is also a clear reduction in the gradient of the SPV with respect
to light intensity, as shown by the closely grouped points at high temperatures.
SPVs recorded at 80 and 90°C show increased spreads. Unfortunately no viable
results for the cooling of this sample were obtained.
4.2.14 Conclusions
Here, Tr-EFM has been used to investigate the SPV and τc behaviour of P3HT:PCBM
and PTB7:PC70BM BHJ systems. It has been shown that careful calibration of the
frequency shift of the cantilever response as a function of applied bias and average
tip surface separation, can allow quantitative determination of SPV from Tr-EFM.
Equally, the fitting of a simple exponential relationship to the charging and discharg-
ing curves resulting from the application of illumination can yield a time response
that may correlate to the performance of these devices.
It is unclear what this time response measures as the time scales are too long
to be charge generation or carrier transport through the heterojunction. P3HT:PCBM
shows little dependence on temperature of τc, only marginally rising at high temper-
atures, however PTB7:PC70BM shows a pronounced increase in τc with temperature.
This is a good indication that Tr-EFM is measuring a system property, as opposed
to solely an effect of tip-surface capacitance. The ability to measure τd has also
been demonstrated, though it is also unclear as to what this is alluding to physi-
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cally, as again the timescales are around 1000 times slower than the corresponding
TPV measurements of carrier lifetime.
What is perhaps most promising of this technique is the ability to measure
SPV simultaneously to τc and τd. For P3HT:PCBM the SPV showed a clear log-
arithmic dependence on light intensity, allowing comparison to be made to VOC .
Further investigation of this could yield more in depth analysis of the behaviour of
the band gap and recombination in these systems. All of these parameters can also
be mapped simultaneously across an area of surface, potentially highlighting areas
of increased or decreased performance.
The behaviour of SPV was also measured on heating from 50°C to 150°C,
showing two separate increases of SPV with temperature, the first from 70°C to
90°C and the second from 110°C to 150°C. The SPV was also measured on cooling
between 150°C and 80°C. An initial decrease with temperature is seen, matching
the high temperature increase. At lower temperatures the SPV maintains a higher
value than its initial, likely to be the result of annealing. For the PTB7:PC70BM
system the SPV had a more complex dependence on light intensity. However, this
had a very clear decrease of SPV with temperature in agreement with published
studies. A summary of these results can be seen in Table 4.2
It is clear that more involved studies of this technique are needed to fully
understand the mechanisms of τc and τd, however there is potential to yield valuable
insight into the nanoscale performance of these devices. The temperature depen-
dence of these values could provide clarity in the annealing behaviour of these, and
similar, systems.
P3HT:PCBM PTB7:PC70BM)
Light intensity on SPV ln I ln I
Temp. dependence of SPV (T rising) Increasing Decreasing
Temp. dependence of SPV (T cool) No change No data
Average τc (50°C) 630 µs 800 µs
Light intensity of τc No dependence No dependence
Temp. dependence of τc (T rising) No change Slight Increase
Table 4.2: A summary and comparison of temperature dependent
Tr-EFM on P3HT:PCBM and PTB7:PC70BM.
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4.3 Intensity Modulated Kelvin Probe Force Microscopy
4.3.1 Introduction
Intensity modulated Kelvin probe force microscopy (IM-KPFM) is an extension of
the more classical KPFM techniques and has been utilised by Takihara et al. [191],
to measure the minority carrier lifetime around grain boundaries in polycrystalline
silicon solar cells, finding that the carrier lifetime decreases in proximity to these
boundaries as they act as recombination sites and/or leakage passes [191]. More
recently Shao et al. [192], from the Ginger group, have used this technique to measure
the change in local recombination rates as a result of buried interfaces in OPV
materials [192].
In classical KPFM the cantilever is driven by an AC bias of the form VACsin(ωt)
with a DC bias offset VDC . The force acting on the cantilever can be described by
F =
1
2
dC
dz
V 2 (4.9)
where V = VDC −VCPD +VAC sin(ωt). When expanded out, the force as a function
of the applied bias has only one component at the applied frequency,
Fω =
dC
dz
[VDC − VCPD]VAC sin(ωt) (4.10)
where VCPD is the contact potential difference between the tip and the surface, de-
scribing the difference between the workfunctions of the probe and surface material.
When VDC=VCPD the amplitude of the deflection at the applied frequency is 0,
allowing the contact potential difference to be measured across a sample with the
appropriate null feedback loop. Usually VAC is applied at the resonant frequency
of the cantilever to increase sensitivity.
The addition of a constant light source has allowed this technique to be used
to measure the SPV of polymer devices, showing efficient accumulation of charge
carriers on the top electrode of a device [86]. In this case the force on the cantilever
at the applied frequency can be described as
Fω =
dC
dz
[VDC − VCPD − SPV ]VAC sin(ωt) (4.11)
therefore the difference between the bias applied to null the amplitude when the
light is on compared to off, is equal to SPV.
Figure 4.24 shows a schematic of IM-KPFM where the AFM controller con-
trols both the light timing and the bias feedback loop, whilst the modulation of
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Figure 4.24: Schematic of the IM-KPFM experiment. Background
light and feedback is controlled by the AFM, whilst the foreground
light modulation is controlled by the signal generator, and timed
by the AFM.
the light itself is done by the signal generator. The active layer of P3HT:PCBM is
directly spin coated onto an ITO coated glass substrate.
Figure 4.25 shows an outline of the acquisition and analysis process in an IM-
KPFM experiment. Briefly, the AFM is engaged in tapping mode, and withdrawn
to a lift height of 50 nm from the surface as normally done in a force curve. Then
the KPFM feedback is turned on: An AC bias is applied to the cantilever, along
with the DC bias applied to minimize the amplitude signal. Before measurement
can begin, the feedback gains of the potential are adjusted so that the signal to noise
ratio is high and the feedback loop is stable. A single blue LED at 455 nm is set to a
constant value as a background light during the experiment. This background blue
light is used to control the background carrier concentration in the film, analogous
to the work by Shao et al [192]. The remaining LEDs are then controlled by a
square wave, alternating between the on and off states at a variable frequency. At a
lower frequency there is an additional modulation, which results in the light being
completely off for three periods during the measurement, as illustrated in figure 4.26.
When a measurement has completed the tip withdraws to a distance of 500 nm from
the sample.
Figure 4.26 shows the typical signals recorded for each single measurement
in IM-KPFM. The DC bias and amplitude response of the cantilever are measured
in response to the 64 kHz applied modulated illumination. The light is modulated
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Figure 4.25: A flow diagram detailing the process of acquisition
and analysis of IM-KPFM data.
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Figure 4.26: An example of the typical signals recorded in an IM-
KPFM experiment, in this case on PTB7:PC70BM at 30°C with
a modulated intensity of 182 W/m2 and a background blue light
intensity of 33 W/m2. The illumination was modulated at 64 kHz
and the cantilever had a lift height of 50 nm. The DC bias and
amplitude response of the cantilever are shown. The timing of the
modulated light is also shown.
at a set frequency by a signal generator; the “Light control” signal in Figure 4.26
is sent to the signal generator from the AFM controller, and turns the modulated
light on (light control 1 V) and off (light control -1.5 V).
The KPFM feedback needs to be carefully controlled to reduce the error
in the measurement. The error here is evident in the amplitude response of the
cantilever, which should be minimised, though it is not uncommon to see spikes as
the light modulation is turned on and off. Each measurement is repeated in the
same location multiple times, before the modulation frequency is increased.
The analysis procedure uses the light control wave to determine when the
modulation is on or off. These sections are averaged separately so that an average
SPV is determined for the modulation on and off. A second average is then taken
across the repeats at the same frequency. This average is then plotted against the
frequency of modulation.
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Figure 4.27: Simulated surface potential for a 10 Hz modulation
(blue) and a 200 Hz modulation (red). Their averages over a second
are shown by solid horizontal lines.
4.3.2 Simulating this Effect
When a photoactive material is illuminated, excitons are generated and, based on
the internal field between the acceptor and donor, they split into charge carriers.
In a full working device, charges would be separated by the respective electrodes
providing an internal field. In this case only one electrode is present and earthed,
hence there is no net current flow. Since there is no other internal field other than the
LUMO/LUMO (and HOMO/HOMO) offset and any created by the ITO, the build
up of charge would act to cancel these fields. The process of this can be modelled as
two separate exponentials one describing the charging of the sample and the other
the discharging [192, 191]. The charging of the sample can be modelled as
Vsp = 1− (1− Vc)e−t/τc (4.12)
likewise the discharge is defined as
Vsp = Vde
−t/τd (4.13)
where the Vsp is the normalised surface photovoltage measured, defined in the sim-
ulation to be between 0 and 1, 1 being at full charge and 0 being dark conditions;
τc and τd are the characteristic lifetimes of charging and discharging respectively;
and Vc and Vd are the starting values of the normalised SPV of the charging and
discharging segments respectively.
Figure 4.27 shows a fast charge time of 0.5 × 10−4 s and a slow discharge
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Figure 4.28: Simulated surface potential for a 10 Hz modulation
(blue) and a 200 Hz modulation (red) with a slow charging rate
and a fast discharge rate. Their averages over a second are shown
by solid horizontal lines.
time of 0.5 × 10−3 s over a low frequency oscillation, and a second with the same
values of τc and τd but at 50 times the frequency. Horizontal lines correspond to the
average value across a full 1 second time window. For low frequencies the response
approaches that of a square wave between 0 and the maximum generated voltage
of the system, shown in blue. The average of this wave, assuming the maximum
voltage produced by the system is equal to Vmax and no back ground light, is equal
to 0.5 Vmax. In the higher frequency case the average value is increased. This is
because the limited time to discharge, means the discharge is not completed whilst
the charging is, hence the average increases.
Figure 4.28 shows the resulting potentials if the charging and discharging
rates are swapped. Notice that when the modulation frequency increases the average
value of the surface potential decreases. In this case, the sample does not fully charge
as the frequency of modulation rises, resulting in the decrease of the average.
Figure 4.29 shows the behaviour of the time averaged surface potential across
a range of frequencies. Following from the work of Shao et al. [192], it is possible to
fit this with the equation
Avsp(f) =
1
2
+
τfΓ
(
1
β ,
(
1
2τf
)β)
β
(4.14)
where f is the modulating frequency, β is a stretching exponent lying between 0 and
1, τ is the characteristic lifetime and Γ is the incomplete gamma function, defined
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Figure 4.29: a) Shows the average surface potential as a function
of frequency for a discharge 10 times slower than the charge, with
the natural fitting. b) Shows the same data but allowing the fitting
to have an extra scaling factor.
as
Γ(s, x) =
∫ ∞
x
ts−1e−t dt. (4.15)
Note that a stretched exponential is used here for fitting as the processes involved
are more likely to have multiple charge/discharge rates rather than the single value
used in the simulation. Figure 4.29 a) shows the fit of this equation to the simulated
time averaged surface potential. Clearly there is a large discrepancy here.
The fitting assumes that τc is infinitely small, i.e. the sample charges in-
stantly, the simulation however has a finite τc thus resulting in the average surface
potential not being equal to 1 at very high frequencies, and hence the equation not
fitting. However it is possible to modify the equation to get a better fit by adding
a scaling factor to the equation so that
Vsp,avg(f) =
1
2
+ Sc
τfΓ
(
1
β ,
(
1
2τf
)β)
β
(4.16)
where Sc is the scaling factor, which changes the behaviour for an infinite
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frequency. The results of this fitting are shown in Figure 4.29 b). The simulation
conditions have τc and τd as 0.5 x10
−4 s and 0.5 x10−3 s respectively. The fitting of
Equation 4.14 returns a β of 0.5 and a τ of 0.43 ± 0.08 x10−3 s. Whereas Equation
4.16 produces a β of 1.25, with a τ of 0.561 ± 0.008 x10−3 s. The τ returned by
the fitting does not match either τc or τd, however it is a close approximation of τd,
the slower response here. τ does not equal τd because the assumption in the fitting
is that τc is infinitely small, when in reality it is small but still significant. This is
shown by the scaling factor, Sc which in this case Sc = 0.82. The scaling factor is
related to the relationship between τc and τd.
If the modulation frequency tends to infinity, Vc and Vd are nearly equal, and
equally t tends to 0. For this reason differentiating Equation 4.12 gives
Vsp =1− (1− Vc)e−
t
τc
d
dt
Vsp =
1
τc
(1− Vc) e−
t
τc (4.17)
Since t τc
=
1
τc
(1− Vc) (4.18)
And since, on charging for a time period t
Vd =
t
τc
(1− Vc) +A (4.19)
Likewise, the same approach can be taken for the discharging curve (Equation 4.13)
Vsp =Vde
−t/τd
d
dt
Vsp =− Vd
τd
(4.20)
So after a time t the sample has discharged back to Vc, hence
Vd − Vd
τd
t = Vc (4.21)
substituting for Vc in 4.19 yields
t
τc
− Vdt
τc
+
Vdt
2
τcτd
− Vdt
τd
= 0
Since t→ 0
τd
τd + τc
= Vd (4.22)
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Since the starting value of the fitting is 0.5 the scale parameter Sc is related to Vd
by
Vd =
Sc
2
+
1
2
(4.23)
this means that the relationship between the two time constants can be found,
providing the scaling factor is found. So that
τd
τd + τc
=
Sc
2
+
1
2
(4.24)
The τ returned by the fitting should most closely approximate the larger
of the two time constants, though with a finite τc it will not be an exact match.
By simulating the results across a wide range of τc and τd it might be possible to
determine the approximate relationship between τc, τd and τ , however this will only
be useful if Sc can be determined from the experimental data.
4.3.3 Dependence on Background Light
Figure 4.30 a) shows the behaviour of the surface photovoltage as a function of the
modulation frequency for a range of background light intensities on P3HT:PCBM.
Naturally, without a background light applied (red curve), the difference between
the surface potential with the foreground light on and off is the greatest, the more
background light, the smaller the difference. It is also clear that for P3HT:PCBM
the charging rate (τc) is quicker than the discharging rate, as the time averaged
difference in photovoltage increases with frequency.
Here, the curve without the background light should most closely resemble
the simulated results as the conditions are the same. When the modulated light is
applied to this system the time constants correspond to the full building of charge
from an intrinsic system to one dominated by photocarriers. This should always be
a longer process than the partial charging that will be discussed next.
When the background light is applied an amount of photogenerated charge
carriers are introduced into the donor acceptor system. Since there is no current,
charges can only drift in response to the internal fields of the system. Recombination
processes of excitons and charge carriers can also take place. The addition of a
background light to the system increases the charge carrier density present in the
active semiconductor, this increases the rate of bimolecular recombination as it is
much more likely for a charge carrier to meet and recombine with the opposing
species before reaching the electrode. This is reflected in the reduction of carrier
lifetime seen in Figure 4.30 b) in the right shifting of the SPV difference with respect
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Figure 4.30: An IM-KPFM experiment on P3HT:PCBM showing a)
surface photovoltage and its dependence on modulation frequency
and background light intensity. b) Scaled photovoltage with respect
to Vmax with fitting. c) Values of τ and scaling for each background
light from the fitting in b).
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to frequency.
The net SPV depends on how many charges can be separated and stored
by the system, and since the LUMO/LUMO offset between the donor and acceptor
determines the splitting of the exciton, the build up of charge opposing this field
should be the determining factor.
Figure 4.30 b) shows the time averaged surface photovoltage scaled to the
steady state value of 0.5 Vmax. Note here that for non-zero background light this is
slightly inaccurate, because the background light also has a contribution to Vmax.
This can, however, be assumed to be small and constant throughout frequency
sweeps, so has no effect on the scaling of the curves, it would only change the
starting value. The fittings shown are to Equation 4.16. Like in the case of Shao et
al. [192], increasing the background light intensity shifts the frequency dependent
curves to higher frequencies. This should result in a decrease in the extracted τ
and indicates that the lifetime of carriers is dependent on the background carrier
concentration, due to the implied reduction in τd [192]. The extracted values of τ
and Sc are shown in Figure 4.30 c). It should be noted that fitting to Equation
4.16 cannot be properly achieved when the background light is applied as the data
does not saturate to Vmax. Therefore Equation 4.14 is used instead for the following
data, unfortunately this means extracting τc and τd individually is not possible.
4.3.4 SPV Dependence on Modulated Light Intensity
Figure 4.31 a) shows how the measured SPV difference depends on the intensity
of modulated illumination as a function of frequency. Clearly an increase in the
intensity of the modulated light results in an increased difference between the av-
erage SPV. Since an increase in illumination should produce more photocarriers;
this makes sense. This behaviour is true for both low and high frequencies. The
behaviour of the SPV below 145 W/m2 is interesting, as with any additional fore-
ground light the surface photovoltage should increase with frequency, however this
is not seen to be the case. Below around 110 W/m2 at high frequencies the SPV dif-
ference falls, suggesting that the recombination is faster than the charging at these
low light levels. The reason for this behaviour is as yet unknown.
The difference between illuminating through the top and bottom optics of the
AFM, can be quantified by the reproducible behaviour of the SPV. In the method-
ology section 2.2.8, calibration of the light through the bottom optic is presented;
the full intensity of light with an open aperture was measured to be 525 W/m2, ac-
counting for the missing presence blue light used as background this is 363 W/m2.
And since the light is linear with current and voltage, the light intensity at 50% will
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Figure 4.31: Foreground light intensity dependence of surface pho-
tovoltage measured in IM-KPFM on P3HT:PCBM, with a 33
W/m2 background blue light and a 50 nm lift height a) is the raw
surface photovoltage difference and b) is the SPV difference scaled
to 0.5 Vmax using the steady state behaviour, showing fitted lines
of Equation 4.14. c) Shows the SPV difference measured at 10 Hz
as a function of the applied modulated light intensity.
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be 181.5 W/m2. Since the dependence of the SPV difference on light intensity is so
reproducible, the light output of the top optical path can be determined to be half
of that from the lower path.
Figure 4.31 b) shows the scaled SPV difference to 0.5 Vmax for each light
intensity incident on the sample. The curves are fitted with Equation 4.14. Here,
it is clear that τ increases with an increase in light intensity as the curves shift to
lower frequencies. This indicates that the carrier lifetime is increased with higher
light intensities, as τ is primarily a measure of τd. However, this is not quite true
as from Equation 4.22 τ is a factor of both the charging rate and the discharging
rate. Increasing the charging rate by increasing the light intensity has the effect of
reducing τ . This also somewhat explains the low probing intensity behaviour, as if
the probe light is less intense than the background illumination the charging time
may well be longer than the recombination causing the behaviour seen.
Higher intensities of light should always decrease the lifetime of the charge
carriers as in low mobility systems germinate recombination should act to reduce
the carrier lifetime, close to the generation site and in higher mobility systems bi-
molecular recombination should dominate as the concentration of charge carriers
increases. Maintaining fixed background and probe light intensities enables the
study of the recombination rate in these materials with this technique.
The data also shows that even with high modulated light intensities, the
frequency dependent behaviour of the SPV does not plateau at the highest frequen-
cies measurable by this equipment, in this case 64 kHz. If the light intensity was
to be increased or the modulation frequency increased it might be possible to fit
the plateaux. Some higher frequency measurements were obtained, up to 164 kHz,
however it was later shown that the lights could not maintain their intensity at this
frequency. Figure 4.31 (c) shows the difference in SPV measured at 10 Hz as a
function of the modulated light intensity. Like Tr-EFM the response is dependent
on the logarithm of the light intensity on the sample. However, unlike Tr-EFM the
response here saturates at light intensities around 330 W/m2 at SPV differences of
24 mV. Since the SPV is dependent on the change of the Fermi level in the semi-
conductor when the semiconductor is effectively doped by the created charges the
higher the charge density created the higher the measured change in SPV. since
the AFM only probes the surface of the material the SPV measured may not be a
complete picture of the full device like those measured in TPV. This may explain
the difference in magnitude of the SPV measured here.
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Figure 4.32: Temperature dependence of surface photovoltage, with
a 33 W/m2 background blue light and modulated intensity of 182
W/m2 and a 50 nm lift height a) shows the SPV difference and
b) is the SPV scaled to 0.5 Vmax. c) Shows the evolution of the
extracted τ across the temperature range. Inset: The average SPV
difference measured at low frequencies as a function of temperature.
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4.3.5 Temperature Dependence on Heating of P3HT:PCBM
The temperature dependence of τ can be tested as a function of the modulation
frequency with a constant background light intensity of 33 W/m2 and a constant
modulation intensity of 182 W/m2. Figure 4.32 a) shows the temperature depen-
dence of the SPV difference as a function of the modulation frequency.
The measured SPV appears to have a strong dependence on temperature
as the magnitude of the SPV difference increases between 70°C and 130°C. This
dependence on temperature could suggest that the P3HT:PCBM has a higher charge
separation efficiency at elevated temperatures. This could suggest a temperature
dependent reduction in effective band gap [253]. Above 130°C the SPV difference
rapidly falls possibly indicating that as the material begins to melt the disorder
becomes too great to separate charges.
Figure 4.32 b) shows the SPV difference scaled to 0.5 Vmax, which is then
fitted with Equation 4.14. Though it is difficult to see the fitted curves shift to
higher frequencies as the temperature increases. The extracted values of τ as a
function of temperature can be seen in (c). Note that when applying the fitting
here, it was not always appropriate to include the 10 Hz data as this point would
skew the fitting away from the remainder of the data.
In (b) there appears to be three regimes of behaviour when comparing low
modulation frequencies to high frequencies. The points at 140°C has the lowest SPV
difference relative to the low frequency behaviour, and also has a low extracted τ .
The reduced carrier lifetime indicates an increase in recombination. Interestingly
the largest responses in the SPV difference at 70, 90, 130, and 150°C do not have the
longest carrier lifetimes. This suggests the SPV difference is not correlated directly
to the measured τ . Here it is again possible to see that the individual components
τc and τd cannot be determined, however it is a reasonable assumption that changes
in τ originate predominately from changes in τd.
τ and hence τd appear to be strongly dependent on temperature as the sample
is heated. Significant increases from the general trend in τ can be seen for the data
at 80°C and 120°C, which could indicate a reduction in bimolecular recombination
in trap states, possibly due to a change in conformational order [238]. Above 80°C
τd significantly decreases to an average value of around 20 µs. This correlates well
to the values for τ measured by Shuttle et al. [238]. At low frequencies the SPV
difference is most likely to correlate to the VOC . The inset in (c) shows the evolution
of the SPV difference at 10 and 20 Hz as a function of frequency. The SPV difference
is highest between 80 and 130°C, and decreases by around 50% outside this range.
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Figure 4.33: Light intensity dependence of surface photovoltage
on P3HT:PCBM when cooled from 140°C, with a 33 W/m2 back-
ground blue light and a 50 nm lift height a) is the SPV difference
and b) is the scaled SPV. c) shows the evolution of the fitted τ
across the temperature range. Inset: The change in net surface
photovoltage at low frequency as a function of temperature.
4.3.6 Temperature Dependence on Cooling
Figure 4.33 shows the behaviour of the SPV whilst the same sample is cooled from
140°C to 100°C. Due to time constraints the full range of measurements could not
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be completed. Figure 4.33 (a) shows the SPV difference as a function of modula-
tion frequency. The net SPV difference is highest at 140°C and lowest at 130°C,
having intermediate values at lower temperatures. This is noteworthy behaviour as
the opposite was true when the sample was heated, making it more likely that a
conformational change happens at the 140°C point.
Figure 4.33 (b) shows the scaled SPV for the data in (a) with fittings of
Equation 4.14. Here, the data at 110°C in light green has distinct behaviour from
the rest of the dataset, with a peak evident at around 80 kHz. This could indicate
more complex behaviour than the simple double exponential used in the model.
For this to occur there would need to be two charging and two discharging rates,
a slow and a fast charge and discharge, with the fast effects only active for brief
periods much like in the work of Takihara et al. [191]. Initially the slow timescales
dominate, with the slow charge being faster than the slow discharge (causing the
rise in photovoltage). Then as the frequency increases, the fast discharge and slow
charge dominate, thus causing the fall in photovoltage. The rest of the behaviour,
is explained by the fast charge and discharge model discussed earlier.
As to the physical causes of the different timescales measured; charge gen-
eration is most likely to be limited by trapping and recombination. It would be
expected that the effects of trapping scale with temperature. Higher temperatures,
should activate deeper traps, hence increasing τc. However, increasing the tempera-
ture also increases the hopping rate of transport, not that this is the only transport
mechanism, however this would have the opposing effect. There is an interesting
point to note here, in that for FVBS Chapter 3 (Figures 3.14 and 3.13), there are
also anomalies occurring on the cooling cycle at 110°C for P3HT: The mobility
follows the expected trend however, the gamma factor at 110°C, is much higher.
Since, bimolecular recombination is strongly linked to field dependence [238], it’s
likely that this also strongly effects τd.
Figure 4.33 (c) shows the extracted τ from the fits in (b) as a function of
temperature. Here, the 140°C data point shows the longest τ at 22 µs. It is worth
noting that this is around the same average value of the heating behaviour. As the
sample is cooled below 140°C, τ rises as the temperature decreases. This suggests
that the effects of charge carrier recombination are reduced as the sample cools. The
SPV difference shown in the inset shows different behaviour to the heating cycle,
with the SPV difference being highest at 140°C and only displaying a small increase
between 130 and 100°C. The magnitude of the SPV difference is also smaller on
cooling, and is likely to be an effect of sample degradation.
The increase in carrier lifetime after annealing (the heating and cooling cycle)
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matches the known behaviour of this system becoming more efficient after anneal-
ing [88]. This indicates that IM-KPFM could be used in this manner to test devices
during the annealing process in an effort to increase the efficiency of new devices.
4.3.7 Mapping
IM-KPFM can give quantitative data on charge carrier lifetimes at a single point,
however each measurement can take in excess of 20 minutes. It is, therefore imprac-
tical to use this technique for mapping in a point by point approach akin to FVBS.
However, it is possible to use the modulated light in regular scanning KPFM mode.
Provided the modulation frequency is double that of the pixel acquisition rate, the
time averaged SPV can be measured at a single modulation frequency in regular
scanning KPFM mode.
This is a dual pass technique where the first pass in regular tapping mode
records the topographical profile of the sample. At the end of the line the tip lifts
off the sample and retraces its path with an additional lift height along the surface.
If the modulated and back ground illumination are applied during this process, pro-
viding the period of modulation is less than the dwell time per pixel the returned
surface potential is a time average of the potential between the modulated illumina-
tion being off and on. Since the modulation frequency is fixed during scanning, if a
particular point on the sample has a high level of recombination and hence a short
carrier lifetime the response of the SPV to the modulated light will be smaller in
magnitude to the rest of the sample. The opposite would be true for a region with
a particularly high carrier lifetime. However changes in VOC would have a similar
contrast and the single frequency cannot differentiate between the two. By com-
paring KPFM with background light only to KPFM with modulated light intensity
insight can be gained into spatial changes in carrier lifetime.
Figure 4.34 shows the resulting topography and surface potential when P3HT:
PCBM is scanned in normal KPFM with just a background light in c) and a 32 kHz
foreground light in d). The surface potential displayed in c) differs significantly to
that shown in d). The average value of d) is lower than that of c), 1.118 V vs. 1.245
V. Without any background light the average surface potential is measured to be
1.208 V. So the background light produces a 37 mV abundance of negative SPV on
the surface. When the modulated light is applied at 32 kHz, there is a much more
positive SPV measured.
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Figure 4.34: a) and b) show the topography and phase of a
P3HT:PCBM sample at room temperature where c) and d) show
the surface potential for just the background light and for the back-
ground light with a modulated foreground at 32 kHz. e) Shows a
3D plot where the colour scale is the measured potential and the
height is the topography.
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Figure 4.35: Temperature dependence on heating of the IM-KFPM
response of PTB7:PC70BM, between 10 Hz and 40 kHz, with a blue
background light at 33 W/m2 intensity. a) Shows the response of
the net surface potential whilst b) shows the surface potential scaled
to VOC with fitting between 10 and 40 kHz. c) Shows the evolution
of τ with temperature from the fitting. Inset: The evolution of the
low frequency surface potential with temperature.
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4.3.8 IM-KPFM of PTB7:PC70BM
The temperature dependence of the SPV of PTB7:PC70BM can be measured using
IM-KPFM. Figure 4.35 shows the behaviour of the SPV measured with the same
parameters as the P3HT:PCBM sample, that is, with a 50 nm lift height, a 33 W/m2
background light, and a 182 W/m2 modulated light intensity.
Figure 4.35 (a) shows the behaviour of the SPV difference as a function of
the modulation frequency as the PTB7:PC70BM sample is heated from 40°C to
150°C. Note here that although the sample was heated to 150°C, the data at this
temperature was spurious and so is not shown.
Like in the case of P3HT:PCBM, τd > τc for the majority of the data as
the SPV difference increases with increasing modulation frequency. However, this
behaviour is not ubiquitous across the dataset. The low temperature results between
40°C and 60°C show the opposite behaviour, though this is more obvious in (b).
Like P3HT:PCBM there is a strong dependence of the SPV difference on
temperature. The magnitude of the SPV difference rises with temperature between
50°C and 110°C. Notably the net SPV difference is initially negative at low temper-
atures. This is most likely due to a band gap offset rather than an excess of holes
on the surface. The SPV difference evolves with temperature to become a positive
difference of around 28 mV at 64 kHz and 110°C, lower than the equivalent point
for P3HT:PCBM (at ∼ 45 mV) despite the predicted VOC and splitting potential
being higher in the PTB7:PC70BM. This could be due to a larger energy loss in
the band alignment of the PTB7:PC70BM sample. Above 110°C the SPV difference
drops but not significantly.
Figure 4.35 (b) shows the scaled SPV from (a) with the same stretched
exponential fitting as previously. The temperature dependence is strongly evident
here. At low temperatures curves have an inverted τc to τd relationship, i.e. τc >
τd. At 70°C this behaviour changes to the more normal pattern of a rising SPV
with modulation frequency. The rise in SPV with modulation frequency occurs at
a relatively low modulation frequency indicating a long τd. As the temperature
increases the frequency at which the scaled SPV increases, rises. Above 90°C, τd
decreases significantly, with the scaled SPV data showing little to no rise even at high
modulation frequencies. This suggests that charge carrier recombination increases
rapidly when the temperature is raised.
This behaviour is also seen in Figure 4.35 (c) as the extracted τ falls from
22 µs at 70°C to around 5 µs at 100°C. Increasing the temperature further shows a
small increase in τ , but the extracted τ does not exceed 6 µs. The inset of (c) shows
the SPV difference at 10 and 20 Hz as a function of temperature. Above 80°C there
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is a large increase in the magnitude of the SPV difference. This implies there are far
more carriers produced above this temperature which explains the reduced carrier
lifetime measured [238]. Notably, the rise in SPV difference with temperature is
opposite to the behaviour of the SPV measured with Tr-EFM, suggesting that the
SPV difference measured at low frequencies by KPFM is not an indication of the
VOC as was previously thought.
4.3.8.1 Cooling
Figure 4.36 shows how the SPV changes while the same sample is cooled from
150°C down to room temperature. The data in (a) shows how the SPV difference
changes as a function of frequency as the sample cools. Cooling from 140°C to 120°C
produces a drop in the net SPV difference indicating that fewer charges are produced
as the temperature decreases. Below 120°C, the SPV difference increases until the
sample reaches 90°C. Between 90°C and 60°C the value of the SPV difference is
fairly constant. Below 60°C the SPV difference again reduces.
For the higher temperature datasets, the net SPV difference is on average
smaller than it was before annealing. However, as the sample is cooled the SPV
difference remains positive. For the lower temperatures the SPV difference is higher
than the as-cast sample.
Figure 4.36 (b) shows the scaled SPV with fittings of Equation 4.14. Though
the temperature behaviour of the scaled SPV is complicated, there is a clear left
shift of the data as the temperature decreases. It also appears that the behaviour
of the sample changes below 100°C as the shape of the curves changes noticeably.
Figure 4.36 (c) shows the values of τ extracted from (b) as a function of
temperature. Here a consistent rise in τ is seen as the temperature decreases. This
indicates that the carrier lifetime is greatly increased at lower temperatures. It is
unclear whether annealing had an effect on the lifetime of the carriers at these tem-
peratures as the low temperature data on heating could not be fitted. Nevertheless,
these results on cool-down show that PTB7:PC70BM has a very long carrier lifetime
at room temperature of over 80 µs. The SPV difference at low frequencies is of a
similar magnitude as the sample is cooled, compared to when heated. However,
the temperature dependent behaviour is different, with the SPV difference showing
increased behaviour around 60 to 90°C, compared to the 100 to 130°C it showed on
heating. A peak is also evident in the behaviour at 140°C, which was not evidenced
on heating.
These results corroborate Tr-EFM results that suggest PTB7:PC70BM is
most efficient at low temperatures prior to annealing. This system has good confor-
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Figure 4.36: Temperature dependent IM-KFPM response on be-
tween 10 Hz and 64 kHz when cooling, with a blue background
light at 33 W/m2 intensity. a) shows the response of the net SPV
difference whilst b) shows the scaled SPV with fitting between 10
and 64 kHz. c) Shows the evolution of τ with temperature from the
fitting. Inset: The evolution of the low frequency surface potential
difference with temperature.
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Figure 4.37: Showing the significant kink evident in normalised
photovoltage, indicating a second time constant is evident in the
results between 30°C and 110°C.
mational order as-cast hence its high carrier lifetime at low temperatures, annealing
introduces defects in the ordering increasing the bimolecular recombination, as seen
here. Although the increased SPV after annealing suggests that the carrier genera-
tion is increased by annealing, the mobility as determined by the carrier lifetime is
decreased.
Figure 4.37 emphasizes the behaviour change noted in Figure 4.36 (b), show-
ing a selection of three scaled SPV curves as a function of the modulation frequency.
The curves displayed at 30°C and 60°C were fitted again with Equation 4.16 however
the full data range was not used. Instead the maximum frequency fitted was 512 Hz,
allowing just the visible kink to be fitted. The values of τ from this revised fitting
are 118 µs and 30 µs for the 30°C and 60°C data respectively. It appears that as
the temperature is decreased the longer timescale behaviour becomes increasingly
dominant. It is possible that the long timescale process is active at all tempera-
tures, but only dominates at low temperatures. This process could correspond to
the trapping of charge carriers, hence its increasing significance as the temperature
is decreased. It is possible that this process is the same one measured in Tr-EFM
as the results for τd as measured by Tr-EFM are around this order of magnitude.
There is also the possibility of other effects being present in the measure-
ments of the surface photovoltage. There is some indication that if the diffusion
length of carriers is larger than the sample thickness the measured lifetime is a
function of the diffusion constant and the sample thickness rather than the carrier
lifetime [254], though this is unlikely in OPV materials which have short diffusion
lengths. Another contribution to the frequency dependence can also be attributed
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to capacitance effects of the water layer often present on the surface-air interface
in ambient conditions, this may also cause surface trapping [255]. The frequency
dependence of the SPV difference is also dependent on the space charge capacitance
which depends on temperature and the widths of the space charge and recombi-
nation regions [85, 256], therefore it may not be possible to relate τ to the carrier
lifetime without knowledge of these properties.
4.3.8.2 Topographic Measurements
Figure 4.38 (a) and (b) show topographic and phase images of a PTB7:PC70BM
sample with no defined phase separation evident in either image. (c) shows the
KPFM signal measured with just the 33 W/m2 blue background light incident on
the sample. In the potential map there is evidence of finer networks, possibly show-
ing areas where charges are being generated. Figure 4.38 (d) shows the average
potential when a 42 kHz modulated light is applied, and (e) superimposes this on
the simultaneously measured topography. The potential measured with a modulated
light is clearly higher than with the background light alone. Areas of higher potential
on this map represent areas of decreased recombination and longer carrier lifetimes.
(e) Shows that there is evidence of correlation between this and the sample’s topog-
raphy, specifically peaks appear to have a lower potential and troughs the inverse
of this. These correlations are most likely to be geometrically induced. There are
however smaller variations that could be indications of lower recombination regions,
most likely to be in the middle of donor/acceptor phases.
4.3.9 Conclusions concerning IM-KPFM
Here, IM-KPFM has demonstrated its ability to quantitatively measure the discharg-
ing rates, τd, in both P3HT:PCBM and PTB7:PC70BM. This has been achieved at
a range of temperatures and hence shows how τd changes, both as a result of the
elevated temperature and annealing. In both P3HT:PCBM and PTB7:PC70BM τd
is larger at low temperatures. This is especially the case in PTB7:PC70BM. Mean-
while the behaviour of P3HT:PCBM shows a much more complicated dependence
with similar spikes in behaviour as seen in Tr-EFM. Unfortunately no conclusions
can be drawn about the annealing behaviour of either sample. There was, however,
evidence of multiple contributions to τd which could be the result of trapping/de-
trapping behaviour and with more investigation might reveal insight into the charge
carrier behaviour in these and similar systems.
Whilst this aspect of IM-KPFM has been demonstrated previously by Tak-
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Figure 4.38: a) and b) show the topography and phase of a
PTB7:PC70BM sample at room temperature where c) and d) show
the surface potential, for c) just the background light at 33 W/m2
and d) for the background light at 33 W/m2 with a modulated
foreground at 42 kHz at 265 W/m2. e) shows the topography in
3D with the colour map from d) overlaid.
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ihara et al. [191] and Shao et al. [192], here, the possibility of measuring τc has
also been demonstrated, something that has not previously been achieved using this
technique. In order to achieve quantitative results for both τc and τd, the intensity
and modulation frequency of the light applied should be increased. Nevertheless, if
this requirement was fulfilled IM-KPFM may yield insight into the charge carrier
dynamics of these materials.
Once the frequency behaviour has been characterised, by using a scanning
technique at a high light modulation frequency, the SPV decay behaviour can be
mapped at high spatial resolution and compared to the simultaneously measured
topography. A summary of these results can be seen in Table 4.3.
P3HT:PCBM PTB7:PC70BM
Temp. dependence of τ (T rising) Decreasing Decreasing
Temp. dependence of τ (T cooling) Increasing Increasing
τ (70°C) 42 µs 22 µs
SPV Change (70°C) 20 mV -3 mV
Av. SPV Change Mapping -127 mV (32 kHz) -32 mV (42 kHz)
Table 4.3: A summary and comparison of temperature dependent
IM-KPFM on P3HT:PCBM and PTB7:PC70BM.
4.3.10 Comparison to Tr-EFM
Both techniques, Tr-EFM and IM-KPFM, are capable of measuring a form of the
charging and discharging timescales, τc and τd. They also each measure some version
of the electrostatic potential generated by the sample. In the case of Tr-EFM, this is
likely to be closely related to the VOC of the cell, whereas in IM-KPFM this is much
more likely to be dependent on the vacuum level offsets of the system coupled with
the LUMO/LUMO offset of the donor and acceptor blend. The VOC is likely to be
the more useful parameter to measure, however, the quantification of this parameter
requires careful calibration.
Figure 4.39 shows a comparison of the voltage measurements taken from Tr-
EFM, IM-KPFM and similar results reproduced from Shao et al. [192], where the
SPV measured using IM-KPFM and the VOC measured using standard techniques
are compared [192]. In the case of (a), the Tr-EFM result shows SPV scaling loga-
rithmically with light intensity. Though the light intensity is comparatively low, no
saturation of the SPV is evident.
Figure 4.39 (b) and (c) show the SPV difference as a function of light intensity
from Shao’s data and that presented here. Both of these datasets show a plateau
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Figure 4.39: a) The behaviour of the measured SPV with light in-
tensity of P3HT:PCBM measured by Tr-EFM. b) Reproduced from
Shao et al. [192], the relation of VOC and net surface photovoltage
with light intensity. c) Behaviour of the measured SPV difference
on P3HT:PCBM as a function of light intensity, measured by IM-
KPFM.
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in the SPV difference, Shao’s on PCDTBT:PC70BM at ∼ 100 mW/cm2, and this
work’s on P3HT:PCBM at ∼ 50 mW/cm2. Published VOC data for either of these
systems does not show this plateaux [253, 257], suggesting that the IM-KPFM does
not measure the VOC , and is likely to measure the effective Fermi level change when
the system generates charge coupled with the LUMO/LUMO offset of the donor
and acceptor.
The other notable difference between the two techniques is the timescales
measured at maximum light intensity, 256 W/m2. Tr-EFM measured τc and τd to
be 599 ± 6 µs and 520 ± 5 µs respectively for P3HT:PCBM at 50°C. At 70°C, at
similar light intensities, the τ from IM-KPFM was measured to be 41 ± 18 µs. In
this case the nature of the data indicates that τd > τc, a result which does not agree
with the Tr-EFM data. However, published work on this subject indicates that τc
should indeed be faster than τd, with τd ∼ 30µs [238].
There is, however, an indication in the IM-KPFM results of longer timescale
behaviour under certain conditions. After the annealing of the PTB7:PC70BM sam-
ples a kink in the results was noted and fitted. This kink corresponded to a τ of
1.2 ± 0.1 ms, on a similar order of magnitude to the timescales measured by Tr-
EFM. Since data of an equivalent light intensity and temperature was not measured
across the two techniques it is uncertain as to whether these are measuring the same
process, however, it seems likely. In the case of the Tr-EFM, the likely timescale
measured is that of trapping and detrapping, as these have timescales in the kHz
range [258]. IM-KPFM appears to measure the recombination lifetimes since they
closely match those found for P3HT:PCBM measured with TPV [238], though there
is evidence that the timescale measured may not be that of the carrier lifetime [256].
A comparison of the results measured here can be found in Table 4.4.
4.4 Conclusions
Here, the implementation and quantification of Tr-EFM and IM-KPFM have been
demonstrated on both P3HT:PCBM and PTB7:PC70BM. In terms of their imple-
mentation, Tr-EFM requires no external equipment other than a controllable light
source, making this technique easier for stand-alone system integration. On the
other hand, quantification of results requires careful calibration of the cantilever’s
response at the lift height used for experimentation.
IM-KPFM is in practice simpler to quantify, relying only on the fitting of the
frequency dependent results, however, this technique requires a second light source,
one that can ideally be modulated to frequencies exceeding 100 kHz, and a signal
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generator capable of generating these driving signals. Tr-EFM is faster to acquire
than IM-KPFM, and as such can be used in point by point mapping. IM-KPFM is
inherently slower and hence without sacrificing statistical reliability, cannot be used
in point by point mapping. This can be overcome by using a scanning technique
which does not quantify the characteristic times of charging and discharging. It is
clear that Tr-EFM and IM-KPFM measure different processes, as in Tr-EFM τc >
τd, which is not the case for IM-KPFM or published TPV results [238]. For the
archetypal P3HT:PCBM, IM-KPFM yields τd ∼ 40 µs, whereas Tr-EFM yields τd
and τc ∼ 0.5 ms. There is evidence of both these time scales being relevant here.
Whilst Tr-EFM may not measure the timescale of recombination, the SPV
measured after calibration follows the expected dependence of VOC with light in-
tensity and has the expected magnitude, suggesting it is a convenient approach for
measuring VOC at the nanoscale. IM-KPFM also has a logarithmic dependence
on light intensity, however, this seems to saturate at relatively low values of light
intensity. It is unclear what this is caused by, additionally, the magnitude does not
seem to be easily related to VOC . Overall, the two techniques are complimentary in
their characterisation of the lifetime and SPV of OPV thin films.
P3HT:PCBM PTB7:PC70BM
Tr-EFM IM-KPFM Tr-EFM IM-KPFM
τc 600 µs << τd 1000 µs << τd
τd 520 µs (50°C) 40 µs (70°C) 600 µs 22 µs
SPV (70°C) 400 mV 20 mV 150 mV -3 mV
Table 4.4: A summary and comparison of temperature dependent
Tr-EFM and IM-KPFM on P3HT:PCBM and PTB7:PC70BM. Val-
ues are approximate at comparable light intensities and tempera-
tures, differences are stated. For IM-KPFM the SPV refers to the
SPV difference.
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Chapter 5
Conclusions and Further Work
5.1 Conclusions
A reliable method for testing material properties of OSCs for emerging OPV appli-
cations is crucial to understanding why some devices have superior performance to
others. This work has presented three techniques; FVBS, Tr-EFM and IM-KPFM
that, in combination, are capable of measuring the physical properties of device ac-
tive layers, including mechanical properties and correlating them to the topography
of these layers. FVBS allows measurement of zero field mobility, and the field de-
pendence of the mobility, whilst also measuring the Young’s modulus and adhesion
of the sample’s surface. The latter two techniques focus on measuring illumination
dependent properties of the active layers including the VOC and an idea of the re-
combination lifetime. Using all three techniques in combination could help develop
materials and structures before the addition of a top contact, and probe nanoscale
heterogeneities.
5.1.1 FVBS
Conductive AFM has had a long history of usage in studying OPV materials. The
work presented in Chapter 3 gives a robust and comparatively easy-to-use method
and analysis technique for quantitative nanoscale characterisation. By combining
with nanomechanical measurements the contact area between tip and sample is also
characterised, allowing more accurate quantitative results.
This work combines force volume mapping with current-voltage measure-
ments to the effect that mechanical and electrical data can be collected simultane-
ously with high spatial resolution. The JKR model was used to fit the force distance
data, and to determine the average contact area during the dwell period of the FVBS
149
mapping. A linear relation was found between the measured current at -5 V and
the contact area extracted from the fitting, showing that direct measurement of the
contact area is necessary for accurate charge carrier mobility determination. The
contact area was then used to convert current-voltage data into JV data allowing
the usage of a modified Mott-Gurney model to extract the charge carrier mobility
and field dependence of the mobility. The fitting of the JKR model also allows ex-
traction of the sample’s Young’s modulus, with the surface adhesion being extracted
in the process of fitting.
FVBS mapping was demonstrated on two different systems: spin coated 80
- 120 nm thick P3HT on 5 nm of MoOx deposited by OMBD on an ITO glass
substrate; and OMBD grown VOPc deposited on a graphene coated copper foil.
The mechanical and electrical properties of as-cast and annealed P3HT were
compared at different temperatures. Annealed P3HT tested at 130°C showed a di-
rect correlation between the measured zero field mobility and the measured Young’s
modulus that was not present in the as-cast P3HT measured at 30°C, suggesting
that the structure is different between the two samples. The average mobility in-
creased from 5.1 ± 0.1 × 10−4 cm2/Vs in the 30°C as-cast sample to 32.5 ± 0.4 ×
10−4 cm2/Vs in the 130°C annealed sample, meanwhile the average Young’s modu-
lus decreased from 0.86 ± 0.02 GPa to 0.69 ± 0.02 GPa. The spatial resolution of
this data suggests that the trends observed were real, with clear areas of higher and
lower mobility and Young’s modulus being distinguishable. Spatial resolution and
high data density also helped to determine when changes in measured parameters
were due to the sample or the tip conditions changing; a feature of AFM that is
notoriously hard to determine.
Using a smaller number of data points, the temperature dependence of the
adhesion and zero field mobility was investigated for as-cast P3HT when heated
from 70°C to 140°C and subsequently cooled over the same temperature range. The
mobility was shown to rise with temperature, albeit with slightly lower values in the
high temperature range when cooled. The adhesion in general rose with tempera-
ture, though it showed some interesting behaviour at specific temperatures, namely
140°C and 110°C. After cooling, the spread of adhesion across the area increased,
suggesting some physical change in the sample after annealing. Unfortunately ro-
bust determination of the annealing effects could not be determined from this study,
due to the effects of degradation over the timescales of the experiment.
The work on VOPc here focussed on comparing the mobility of VOPc grown
at room temperature (RT) and VOPc grown at 130°C (HT). Firstly the morphology
of RT grown VOPc was very different to that of the HT, with the HT presenting
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large crystalline islands and the RT as polycrystalline films. FVBS was achieved
on both of these topographies with only slight changes in the methodology. Quan-
titative analysis of the force curves gathered required that the Young’s modulus of
VOPc be measured with a stiffer cantilever in comparison to know moduli materi-
als silicon and PMMA, yielding an average Young’s modulus of 2.2 ± 0.2 GPa for
VOPc. The contact area of the FVBS was then calculated using this value of the
Young’s modulus to yield average mobilities of 0.27 ± 0.04 cm2/Vs and 0.14 ± 0.07
cm2/Vs for the HT and RT VOPc respectively. The average mobility is higher and
more uniform for HT VOPc, whilst for RT VOPc the mobility was found to vary
wildly with some values higher than for the HT VOPc. This was due to the HT
VOPc being oriented unfavourably for transport in a through-plane configuration,
but its crystalline nature gave a more uniform response. By contrast, the random
orientation of the RT VOPc meant that the mobilities measured had a very large
spread.
In both cases, FVBS proved to give quantitative measures of the electrical
and mechanical properties of the two systems studied.
5.1.2 Tr-EFM
Time resolved EFM is a technique recently devised and developed by the Ginger
group to measure photo-excited charge with a high spatial and temporal resolution.
The frequency shift of a cantilever oscillating above a surface is measured in response
to an applied light pulse, and its time response analysed to determine the charging
time of the tip surface capacitor.
In Chapter 4, Tr-EFM was used to study two BHJ OPV blends, P3HT:PCBM
and PTB7:PC70BM, both at room temperature and as a function of temperature.
A new approach to calibrate the measurements was developed, allowing the surface
photovoltage to be determines from the measured frequency shift. This required
the frequency shift to be recorded as a function of applied tip bias, and as a func-
tion of the average tip-surface distance. The SPV extracted showed a logarith-
mic dependence as a function of light intensity, echoing the expected behaviour of
VOC , suggesting that this technique could be used to give a measure of VOC at the
nanoscale. The logarithmic dependence of the extracted SPV was evident in both
the P3HT:PCBM and the PTB7:PC70BM samples tested, though the values of SPV
measured were greater for the P3HT:PCBM than for the PTB7:PC70BM samples.
Measurements were also made as a function of temperature, with the logarithmic
behaviour persisting across the whole range measured. The P3HT:PCBM sample
showed a complex dependence of the SPV on temperature, whilst the PTB7:PC70BM
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sample’s SPV decreased with increasing temperature.
Tr-EFM was also used to look at the tip sample capacitance charging time of
both of these samples, in measurements that were simultaneous to the determination
of the SPV. For P3HT:PCBM this charging time was around 0.5 ms and had no
discernible increase with light intensity or temperature, whilst the PTB7:PC70BM
sample had a higher charging time of around 1 ms and showed some deviation
with temperature showing charging times of around 2 ms at 110°C. Neither sample
showed any deviation of charging time as a function of light intensity.
Maps of both the charging time and the measured SPV were made using a
pixel by pixel approach on P3HT:PCBM. This showed no correlation between these
two parameters however it did show the potential for spatially resolved measure-
ments of this kind.
5.1.3 IM-KPFM
Intensity modulated Kelvin probe force microscopy (IM-KPFM) was used to study
the discharging time of P3HT:PCBM and PTB7:PC70BM. The approach is similar
to that of transient photovoltage measurements in that a constant background light
is used to create an equilibrium charge state. The surface potential is measured
in response to a modulated incident light applied in pulses, and the potential dif-
ference between the modulated light being on or off is measured. This difference
is investigated as a function of the modulation frequency and fitted to a stretched
exponential to yield a timescale, τ , reminiscent of a recombination time. In this
work, the surface potential was investigated as a function of the intensity of the
background light applied and as a function of modulated light intensity. Increasing
the background light intensity leads to shorter lifetimes measured, as expected from
previous results with this method, though τ increases when the modulated light
intensity was increased for P3HT:PCBM.
Using a set background and modulated light intensity, the temperature de-
pendence of τ was investigated for P3HT:PCBM and PTB7:PC70BM. P3HT:PCBM
has a complicated response to temperature: when heated τ decreases from around
40 µs at 70°C to around 20 µs at 150°C. When cooled, τ appeared to increase as the
temperature decreased though results below 100°C on cooling were not gathered.
PTB7:PC70BM showed a rapid decrease in τ with increasing temperature, dropping
from around 22 µs at 70°C to around 6 µs at 140°C. On cooling, this behaviour was
reversed, rising to around 30 µs at 70°C and further to around 80 µs at 30°C.
Spatially resolved information can be gathered using a constant modulation
frequency and scanning the sample in lift off SKPM mode. This was also demon-
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strated for both sets of samples, though no definite conclusions could be drawn.
5.2 Further Work
5.2.1 FVBS
The work presented in Chapter 3 focussed mainly on P3HT. For direct comparison
with the results from Tr-EFM and IM-KPFM studies, it would be interesting to
apply FVBS to the blended structure P3HT:PCBM. It may also be beneficial to
apply more sophisticated models of contact mechanics to this system to achieve more
accurate contact areas and hence more accurate mobilities, though the applicability
of these models will always be dependent on the specific tip and sample used. In
terms of the P3HT work and its conclusions, it would be interesting to explore the
nature of the mechanical and electrical properties as a function of the annealing
temperature. However, the data gathered by this technique is often unreliable due
to changing tip properties during measurement, hence this kind of study may be
infeasible as it would require long time scale scans over many samples.
The addition of photodependence to FVBS would be a worthwhile aim, al-
though initial calculations predict currents below the noise limit of the AFM used
here. However, it may be possible to investigate this if an AFM was built with the
explicit purpose of having high intensity incident illumination on the sample and a
high sensitivity, low noise current pre-amplifier.
Although FVBS was applied here only to OSCs, the technique is generi-
cally applicable to conducting samples. Appropriate nanomechanical (JKR, DMT,
Hertz..) and electrical (ohmic, diode, tunnelling...) models can be applied through
similar methodology.
5.2.2 Tr-EFM
Firstly, it would be useful to obtain a full set of data on both systems tested for
the full range of temperatures from 30°C to 150°C. Due to time constraints this was
not possible. In order to properly compare τ from Tr-EFM measurements to the
IM-KPFM values, τd should be extracted from the Tr-EFM data. For the results
presented in Chapter 4 there was little difference between the results of τc and τd
for Tr-EFM most likely due to the limited (∼ 10µs) time resolution of the AFM
controller. However, if this was improved, the data from these two techniques may
be more comparable.
With an increase in the time resolution and consistent calibration, the map-
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ping of SPV and τc, and τd at high resolution on surfaces could prove to be a useful
technique for elucidating how different regions of a sample respond to incident light.
Equally, measuring the response to different wavelengths of applied light may be
useful to investigate the behaviour of the donor or acceptor.
5.2.3 IM-KPFM
Like the Tr-EFM getting a full data set for IM-KPFM also took a lot of time, hence
on the heating cycle the starting temperature tended to be high at 70°C. With more
time to study starting at 30°C and covering up to 150°C on heating and cooling
would be preferable. This may reveal the annealing behaviour of these samples
more clearly. Equally, conducting comparisons between as-cast and annealed sam-
ples without the full temperature dependence may yield differences in the nanoscale
behaviour of τ . Temperature dependent measurements above 150°C may yield in-
teresting results. Higher temperatures may also only be possible in the non contact
regimes offered by Tr-EFM and IM-KPFM.
The surface potential difference in IM-KPFM depended greatly on the back-
ground light intensity, with more background illumination creating shorter measured
lifetimes and incomplete fitting. The background light allows IM-KPFM to be com-
pared with transient photovoltage measurements, however, using a background light
meant that the frequency dependent curves were incomplete due to the low lifetimes
measured. If brighter light, or lights that were able to modulate more swiftly were
used, it may be possible to determine the relationship between the charging time
and discharging time. The exact relationship may be determined by simulating the
behaviour with a range of charging and discharging timescales and examining the
fitting behaviour of the scaling factor. Investigating this further may give unique
information.
Both Tr-EFM and IM-KPFM measure timescales τc and τd, and a form of
SPV. It would be beneficial to determine how these relate to VOC , JSC or the
recombination lifetime of the systems studied. Since the values for τ measured in
IM-KPFM agree very well with values achieved by Shuttle et al. [238] it is likely
that the IM-KPFM measure of τd measures the charge carrier lifetime, though the
possible contributions from the capacitance of the space charge region should also
be further investigated [256]. However, it is likely that τc and τd measured by Tr-
EFM correspond to capacitive properties of the material and their possible links to
JSC are worth exploring. Equally, the SPV measured by Tr-EFM is likely to be
closely related, if not identical to VOC , the validity of this, is also worth testing.
Ideally, this could be performed en situ to the AFM so that the same light source
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is used for both measurements. Shadow mask deposited top contacts would allow
device measurements and AFM measurements to be taken on the same devices as
the gaps between contacts are large enough for AFM measurements to occur. The
relation of SPV measured in IM-KPFM to material properties is another question
that warrants further study and could be achieved in a similar manner.
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5.3 Appendix
5.3.1 JKR Model Fitting
The code for achieving a JKR model fitting is displayed below, along with an ex-
planation of its usage.
1 f unc t i on fitJKR ( Ind , Force , W coef , adh , Vsigma )
wave Ind , Force , W coef , Vsigma // Indentat ion wave , f o r c e wave ,
f i t t i n g c o e f f i c i e n t s and f i t t i n g e r r o r s
3 va r i ab l e adh // c a l c u l a t ed adhes ion
5
W coef [ 0 ] = {30e−9, 0 . 5 e9 , ( adh ) , 1} // i n i t i a l c ond i t i on s
cor re spond ing to t i p radius , combined Young ’ s Modulus , adhes ion
f o r c e and a t o l e r an c e parameter .
7
Var iab le V=DimSize ( Ind , 0 )
9 Var iab le W=DimSize ( Force , 0 )
11 Make/N=(V) /O fitwaveJKR
fitwaveJKR=0
13 Make/N=(V) /O ResidualJKR
ResidualJKR=0
15 Make/O/T/N=3 T Constra ints
T Constra ints [ 0 ] = {”K0 < 100e−9” , ”K0 > 5e−9” , ”K1 > 0” , ”K3 > 0 .9 ” , ”
K3 < 1 .1 ”} // c on s t r a i n t s to the f i t t i n g va r i ab l e s
17
Var iab le V f i tOpt ions = 4 // a l l ows e r r o r r epo r t i ng
19 Var iab le V FitError = 0
Var iab le V f itQuitReason=0
21 FuncFit/NTHR=0/Q/W=2/ODR=0/H=”0010” JKRDawnOffset W coef Ind /X=
Force /D=fitwaveJKR /C=T cons t r a in t s /R=ResidualJKR /A=0 // f i t t i n g
command
wave W sigma
23
Vsigma=W sigma
25 Kil lwaves W sigma
va r i ab l e x
27
ResidualJKR=abs (ResidualJKR ) // e r r o r check ing
29 Dupl icate /O Ind , IndAbs
IndAbs=abs ( Indabs )
31 V=DimSize ( Force , 0 )
Redimension/N=(V−1) ResidualJKR , IndAbs
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33 I n t e g r a t e ResidualJKR /X=Force /D=Res Int
In t e g r a t e IndAbs /X=Force /D=Ind Int
35 V=DimSize ( Res Int , 0 )
W=DimSize ( Ind Int , 0 )
37 i f ( ResidualJKR > ( 0 . 1* IndAbs ) )
x=1
39
e l s e
41 x=0
end i f
43
re turn x
45 End
Here, “JKRDawnOffset” fits Equation (2.4) − (2.5), with a Levenberg-Marquardt
least squares fitting method, finding the minimum of a function expressed as the sum
of the squares of non-linear functions [259]. In this case there are only three fitting
variables: the tip radius, combined Young’s modulus and a tolerance parameter.
The tolerance parameter allows for a 10% mis-calibration of the cantilever force by
applying a scaling parameter to the force data, constrained between 0.9 and 1.1.
This way, if there is an imperfect calibration, the fitting doesn’t fail by default.
The residual wave is used as an indication of the quality of fit. The residual
wave and the indentation data wave are integrated and if the integral value of the
residual is over 10% of the indentation integral, the fitting is determined to have
failed and a value of 1 is returned by the function. This is used to filter whether
data points are accurate or not.
5.3.2 Modified Mott-Gurney Model Fitting
The procedure for fitting the modified Mott-Gurney model is displayed.
1 th r ead sa f e func t i on fitModMG( curr , b ias , W coef , Vsigma , dev )
Wave curr , b ias , W coef , Vsigma , dev //Current and b ia s wave , then
the c o e f f i c i e n t and e r r o r waves , f o l l owed by the standard dev i a t i on
o f the cur rent
3 va r i ab l e x
5
W coef [ 0 ] = {1e−6,1e−4 ,0} // I n i t i a l c ond i t i on s o f the f i t t i n g
corre spond ing to the zero f i e l d mobi l i ty , gamma and y o f f s e t .
7
Var iab le V=DimSize ( curr , 0 )
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9 Make/N=(V) /O f i twave // f i t t i n g wave c r e a t i on
f i twave=0
11 Make/N=(V) /O posRes // Res idua l wave c r e a t i on
posRes=0
13 Var iab le V f i tOpt ions = 4 // va lue s a l low f o r e r r o r r epo r t i ng
Var iab le V FitError = 0
15 Var iab le V FitQuitReason=0
17 FuncFit/NTHR=0/Q/W=2/ODR=0 ModMG W coef curr /R=posRes /X=bia s /D=
f i twave / I=1 /W=dev // f i t t i n g command
Wave W sigma
19
Vsigma=W sigma
21 x=V chisq
23 re turn V FitQuitReason
End
The residual wave, posRes, describes the difference between the fitting and the data
and can be used to check the quality of the fit. The variable V FitQuitReason,
depends on the exit parameters of the fitting algorithm. If the fitting performs
correctly, V FitQuitReason is equal to zero, if this is not the case the fitting is
deemed inaccurate and the result not shown. On completion of a successful fit,
the fit parameters are extracted and the mobility is scaled using the contact area
calculated from the JKR fitting.
5.3.3 Tr-EFM Macro
Before the measurement takes place, the tip is engaged to within range of the sam-
ple, and delayed here for 20 s. The delay after this engage allows drift from a large
movement in the z-piezo to settle, any further movements should not cause signif-
icant drift. This is not shown in Figure 5.1 as, providing the temperature is kept
constant, this only needs to occur once. After this occurs, the steps in Figure 5.1
can be iterated over, each iteration can occur at a distinct temperature, lift height,
tip bias or light intensity.
1 The tip is engaged onto the sample’s surface and the program delays for 0.2 s
to ensure any movement is finished.
2-6 The output signals are then set up. The AFM will need to read in the am-
plitude and the phase, so blank waves are created here for them. The light
signal and the bias applied to the tip are controlled by a procedure that writes
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Figure 5.1: Tr-EFM macro: showing elements contained within a
loop structure common to each Tr-EFM measurement.
these waves before each separate experiment. Setting up these waves takes
approximately 0.2 s so the tip does not dwell on the surface. A pre-set tip bias
is also applied at this point.
7 The tip is withdrawn to a pre-set lift height above the surface.
8 Frequency modulation is turned on allowing the effective cantilever resonance
frequency to be found at the measurement bias and tip height.
9-10 These steps tell the program what will be transmitted, measured and when
to do so. The Input and Output steps point to the waves that were created
earlier, which are then sent to the appropriate inputs and outputs in the AFM
controller. The event code displayed here is the command to start the reading
and writing of the data for the measurement.
11 This short delay allows the frequency modulation to settle to an equilibrium
value before the experiment starts.
12 The drive frequency reached by the feedback loop is stored.
13 The feedback loop is turned off as the phase during the measurement needs to
be recorded.
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14 The stored drive frequency is applied to the piezo, this is the frequency used
during measurement.
15 The event code is written to the AFM, starting the measurement.
16 This 0.3 s delay allows the measurement to complete.
17 The nudge command withdraws the tip to a safe distance from the surface so
that any drift does not result in the tip crashing.
18 All data gathered is stored, including the cantilever tuning information (not
shown in Figure 5.1).
19 The cantilever drive frequency is restored to the original value from the tuning.
Changes to the process must be made for temperature dependent measure-
ments as 500 nm is no longer a safe distance to retract when the temperature rises.
Hence, the pre-engage of the tip and a withdraw command need to be added in an
external loop whenever the temperature rises.
5.3.4 IM-KPFM Macro
Figure 5.2 displays a simplified procedure for performing IM-KPFM. The initial
engage allows the tip to be close to the sample minimising z piezo drift during the
experiment. Once this is completed the waves are allocated in which to store the
data and the experimental parameters are initialised. Typically 3 modulation pulses
are used per point in the experiment, the light intensity of the modulated light is set
at its maximum value (1 corresponding to 10 V on the LEDs) and the force distance
i.e. distance above the surface used for measurement was 50 nm. A loop structure
is then shown, this allows the modulation frequency to be iterated over. In reality
there is a second loop repeating the experiment 10 times at each frequency. The
other parameters, light intensity and force distance can also be iterated over in the
same manner as the modulation frequency.
The measurement commences when a force curve is taken, positioning the
tip 50 nm above the samples surface, a short delay allows this to be fully completed.
The background light is then turned on followed by the surface potential feedback.
While the feedback loop is operating the output and input waves are setup and
the experiment is performed. The slight delay here allows the feedback to be stable
before the measurement occurs. The feedback and background light are then turned
off and the data is saved. A nudger operation is then used to withdraw the tip a short
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Figure 5.2: Simplified Macro for IM-KPFM experiment, a loop
structure is defined by the blue box.
distance before the next iteration commences. Once complete the tip withdraws.
Each single measurement takes around 5 s.
5.3.5 IM-KPFM Analysis
The timing wave from the AFM is used to define when the modulation is on or
off and the program averages the on and off sections independently. The difference
between the modulated light being on and off is calculated and normalised to the
response at 10 Hz, which is defined as 0.5, i.e. the response should be halfway
between on and off for low modulation frequencies. The responses at each frequency
are averaged, this is normally an average of 10, though the exact number can be
changed in the experiment. A stretched exponential is fitted to the normalised
difference as a function of modulation frequency. The fitting follows the following
procedure
Make/N=4/O W coef
2 W coef [0 ]={10ˆ −4 ,0 .5 ,1 ,0 .5} // I n i t i a l c ond i t i on s
Make/O/T/N=3 T Constra ints // Const ra int s
4 T Constra ints [ 0 ] = {”K0 > 0” , ”K1 > 0” , ”K2 > 0” , ”K2 < 0 .99 ” , ”K3 > 0” , ”
K3 < 1 .5 ”} // , ”K2 > 0” ,”K2 < 0 .95” // Const ra int s
FuncFit/NTHR=0/Q/W=2/H=”0000” FitKPM W coef NormDif [ 1 , 1 2 ] /X=
waveAvMF /D=Fit /C=T Constra ints / I=1/W=waveSdDif
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where the equation fitted called FitKPM corresponds to
Vsp,avg(f) = C + Sc
τfΓ
(
1
β ,
(
1
2τf
)β)
β
(5.1)
where C is the normalised value at 10 Hz, Sc is the scaling factor, Γ describes
the incomplete mathematical gamma function, β is the stretching factor, f is the
frequency of modulation and τ is the time scale. The initial conditions given by
W coef describe τ , β, Sc and C respectively. This fitting also requires these variables
to be constrained with all four variables being defined to be positive, and Sc being
less than 1. C can and should be fixed at 0.5 providing the normalisation is correct
and the data matches expected patterns. The fitting also takes account of the
standard deviation from the mean in order to increase the accuracy of the fitting.
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