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The notion of an extended cyclic code has recently been formu- 
lated. It is known that, subject o certain polynomial constraints, 
certain random-error-correcting cyclic codes can be extended to form 
codes capable of automatically recovering from synchronization 
losses. 
It is shown in this paper that the above-mentioned constraints 
are unnecessary and that this synchronization recovery technique 
can be used with any additive-error-correcting cyclic code. 
The notion of an extended cyclic code has been formulated by Bose 
and Caldwell, 1967. These authors have shown that subject to certain 
polynomial constraints, BCH codes can be "extended" (to be defined) 
to form codes capable of automatically recovering from losses of syn- 
chronization. In this note the author shews that the above-mentioned 
constraints are unnecessary and also that the technique can be applied 
to any additive-error-correcting cyclic code. 
Consider a cyclic additive-error-correcting ( , k) code with generator 
polynomial g(x). Every code word in this code has the form 
c(z) = ~(z)g(x) (1) 
where g(x) has degree n - k and i(x) is an arbitrary polynomial of 
degree less than k. Because it is cyclic such a code is extremely sensitive 
to loss of synchronization. For example, the n-tuple following a syn- 
chronization slippage of one bit will be within Hamming distance one 
of a code word in the absence of additive errors. 
This sensitivity can be reduced by employing an extended version of 
the original code. An extended code consists of the set of code words 
* This research was performed while the author was employed by the Bell 
Telephone Laboratories, Inc. 
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formed as follows: to each (n, k) code word c(x), append a h-bit prefix 
(on the Ngh-order end) and a g-bit SUffL~ (on the low-order end). The 
prefix consists of the tz low-order bits of c(x) if h =< n; if h > n it con- 
sists of [(h)/n] t repetitions of c(x) preceded by the h -- n[(h)/n] 
low-order bits of c(x). Similarly the suffix consists of the t~ high-order 
bits if g <- n or of [(t~)/n] repetitions of c@) followed by the t~ - n[(g)/n] 
high-order bits of c(x) if t~ > n. This simple but complicated-sounding 
construction of an extended cyclic code word is illustrated in the ac- 
companying figure. 
Since the information-bearing polynomial, i(x), can be partially 
controlled by the transmitter, let us restrict i(x) to have the following 
form: 
i(x) = i ' (x)f(x) + 1 (2) 
where f (x)  is a polynomial of degree m and exponent , > t,. + h. 
This has the effect of reducing the dimensionality of the original code 
from k to k - m. Now suppose the extended code word formed from 
c(x) = g(x)[i '(x)f(x) + 1] (3) 
is transmitted through the channel and a slippage of s bits occurs. The 
integer s is negative and taken to be not greater than h if the data 
slipped in the low-order direction relative to word framing and, con- 
versely, s is positive and assumed to be not greater than tr if it slipped 
in the high-order direction (to the right). 
After framing, the received sequence, r(z) has the form 
r(x) = x~c(x) + e(x) (4) 
where e(x) denotes the additive-error pattern added to Sc(x) by the 
channel. But since the (n, /c) code is cyclic, Sc(x) is simply another 
code word; thus if e(x) is correctable with the original (n, ]c) code, the 
extended code can correct it despite the synchronization slippage. 
After additive-error correction the decoder divides the corrected 
k-tuple x~i(x) by the known polynomial f (x) .  Thus 
~i(z )  _ z~i , ( z )  + z ~ (5) 
r(z) f(x) 
The symbol [x] denotes the greatest integer contained in x. 
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The remainder produced by this division is referred to as the synchroniza- 
tion syndrome. 
Since f (x )  has exponent t~, it divides x i - 1 for i = t~ but not for 
any i < t~. Consequently the t~ remainders x~/](x); -h  <= s <= t~, 
are distinct. For if 
x j = x ~ mod f (x )  (6) 
then f (x )  divides x~-~(x ~- 1), but since h + t~ < t~ this is impossible. 
Therefore the decoder can determine the value and sign of s from the 
synchronization syndrome. Knowing s enables the decoder to recover 
synchronization and to complete the decoding process, i.e., to determine 
i (x )  in Equation 5. The polynomial f (x )  has no restrictions placed on 
it except hat its exponent exceed h + t~. The number of check bits 
necessary for synchronization is smallest when f (x )  is chosen to be a 
primitive polynomial. For emphasis this result is stated in the form of 
a theorem. 
TI=IEOREM. A cyclic, additive-error-correcting, (n, k) code can be ex- 
tended to form a (n + 2" - 2, l~ -- m) code with synchronization recovery 
capability r¢ = 2 m-1 -- 1. 
The extended cyclic code technique devised by Bose and Caldwell 
and generalized herein is a widely applicable, simply implemented 
synchronization recovery technique. It provides the capability for im- 
mediate recovery from a synchronization slippage of up to re bits in 
either direction, provided slightly more than 2ro parity check bits are 
included in each code word for this purpose. For a more complete dis- 
cussion of the properties of extended cyclic codes, see Reference 1. A 
competitive t chnique, devised by S. Y. Tong, is discussed in Reference 2.
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