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Abstract
The aim of this paper is to propose an abstract construction of spaces
which keep the main properties of the (already known) Hardy spaces H1.
We construct spaces through an atomic (or molecular) decomposition. We
prove some results about continuity from these spaces into L1 and some
results about interpolation between these spaces and the Lebesgue spaces.
We also obtain some results on weighted norm inequalities. Then we apply
this abstract theory to the Lp maximal regularity. Finally we present partial
results in order to understand a characterization of the duals of Hardy spaces.
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ularity
AMS2000 Classification: 42B25, 42B30, 42B35, 46M35
1 Introduction
The theory of real Hardy spaces started in the 60’s, and in the 70’s the atomic
Hardy space appeared. Let us recall its definition first (see [12]).
Let (X, d, µ) be a space of homogeneous type. Let ǫ > 0 be a fixed parameter. A
function m ∈ L1loc(X) is called an ǫ-molecule associated to a ball Q if
∫
X
mdµ = 0,
for all i ≥ 0,(∫
2i+1Q\2iQ
|m|2dµ
)1/2
≤ µ(2i+1Q)−1/22−ǫi and
(∫
Q
|m|2dµ
)1/2
≤ µ(Q)−1/2
1
We call m an atom if in addition we have supp(m) ⊂ Q. So an atom is exactly an
∞-molecule. Then a function f belongs to H1CW (X) if there exists a decomposition
f =
∑
i∈N
λimi µ− a.e,
where mi are ǫ-molecules and λi are coefficients which satisfy∑
i
|λi| <∞.
It was proved in [31] that the whole space H1CW does not depend on ǫ, as in fact one
obtains the same space replacing ǫ-molecules by atoms or ǫ′-molecules with ǫ′ > 0.
In the Euclidean case (X = Rn with the Lebesgue measure) this space has many
different characterizations, thanks to [31] :
f ∈ H1CW (Rn)⇐⇒ f ∈ H1 :=
{
f ∈ L1(Rn) ; ∇(√−∆)−1(f) ∈ L1(Rn,Rn)
}
(1)
⇐⇒ x 7→ sup
y∈Rn,t>0
|x−y|≤t
∣∣∣e−t√−∆(f)(y)∣∣∣ ∈ L1(Rn) (2)
⇐⇒ x 7→
(∫
y∈Rn,t>0
|x−y|≤t
∣∣∣t∇e−t√−∆(f)(y)∣∣∣2 dydt
tn+1
)1/2
∈ L1(Rn), (3)
where ∇(√−∆)−1 is the Riesz transform. The space H1 defined by (1) was the
original Hardy space of E.M. Stein (see [30]) and [31] provided the equivalence
with the definition using the maximal function and the area integral. The link
with H1CW (R
n) (due to R. Coifman one year later in [23]) can be understood from
the celebrated theorem of C. Fefferman which says (in vague terms)
h ∈ (H1)∗ ⇐⇒ ‖h‖BMO :=
(
sup
Q ball
1
µ(Q)
∫
Q
∣∣∣∣f − 1µ(Q)
∫
Q
fdµ
∣∣∣∣2 dµ
)1/2
<∞.
Here BMO is the space of John-Nirenberg. In fact it is relatively easy to show
that
h ∈ (H1CW (Rn))∗ ⇐⇒ ‖h‖BMO <∞,
hence the identification between H1 and H1CW (Rn).
The space H1CW (X) is a good substitute of L
1(X) for many reasons. For instance,
Caldero´n-Zygmund operators map H1CW (X) to L
1(X) whereas they do not map
L1(X) to L1(X). In addition, H1CW (X) (and its dual) interpolates with Lebesgue
spaces Lp(X), 1 < p < ∞. That is why H1CW (X) is a good space to extend the
scale of Lebesgue spaces (Lp(X))1<p<∞ for p tends to 1 and its dual BMO for p
tends to ∞.
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However, there are situations where H1CW (X) is not the right substitute to L
1(X)
and there has been recently a number of works with goal to define an adapted
Hardy space [1, 2, 8, 20, 17, 19, 21, 18, 22, 27]. For example H1CW (X) is not well
adapted to operators such as the Riesz transform on Riemannian manifolds (or on
graphs) or the maximal regularity operator [1, 2, 4, 27, 29]. That is why in [17, 27]
the authors define a new space H1L by the L
1(X) norm of the previous maximal
functions (in (2) and (3)) with another operator L instead of the Laplacian ∆.
With this new definition, they show that under some conditions on L, the space
H1L has an equivalent molecular definition. They have studied the intermediate
spaces between H1L and the Lebesgue spaces and also the dual space (H
1
L)
∗.
Our aim here is to construct abstract Hardy spaces by a molecular (or atomic)
decomposition and we want to use the weakest assumptions to obtain good prop-
erties for these spaces. Mainly, we want to have a criterion for the continuity of
an operator from the Hardy space into L1(X) and to have an interpolation result
between the Hardy space and Lebesgue spaces. Then we will apply these abstract
results to a particular case and we will obtain results about maximal Lq regularity.
We will finish this paper by the study of the dual space.
2 Definitions
Let (X, d, µ) be a space of homogeneous type. Excepted for the section 8 where
the space is important, we omit the space X and we shall write Lp for Lp(X,R) if
no confusion arises. Here we are working with real valued function and we will use
”real” duality. We have the same results with complex duality and complex valued
functions.
So d is a quasi-distance on the space X and µ a Borel measure which satisfies the
doubling property :
∃A > 0, ∃δ > 0, ∀x ∈ X, ∀r > 0, ∀t ≥ 1, µ(B(x, tr))
µ(B(x, r))
≤ Atδ, (4)
where B(x, r) is the open ball with center x ∈ X and radius r > 0. We call δ the
homogeneous dimension of X . For Q a ball, and i ≥ 0, we write Si(Q) the scaled
corona around the ball Q :
Si(Q) :=
{
x, 2i ≤ 1 + d(x, c(Q))
rQ
< 2i+1
}
,
where rQ is the radius of the ball Q and c(Q) its center. Note that S0(Q) corre-
sponds to the ball Q and Si(Q) ⊂ 2i+1Q for i ≥ 1, where λQ is as usual the ball
with center c(Q) and radius λrQ.
Let us denote by Q the collection of all balls :
Q := {B(x, r), x ∈ X, r > 0} .
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Let B := (BQ)Q∈Q be a collection of L2-bounded linear operator, indexed by the
collection Q. We assume that these operators BQ are uniformly bounded on L2 :
there exists a constant 0 < A′ <∞ so that :
∀f ∈ L2, ∀Q ball, ‖BQ(f)‖2 ≤ A′‖f‖2. (5)
In the rest of the paper, we allow the constants to depend on A, A′ and δ.
Now, we define atoms and molecules by using the collection B :
Definition 2.1 Let ǫ > 0 be a fixed parameter. A function m ∈ L1loc is called an
ǫ-molecule associated to a ball Q if there exists a real function fQ such that
m = BQ(fQ),
with
∀i ≥ 0, ‖fQ‖2,Si(Q) ≤
(
µ(2iQ)
)−1/2
2−ǫi.
We call m = BQ(fQ) an atom if in addition we have supp(fQ) ⊂ Q. So an atom
is exactly an ∞-molecule.
The functions fQ in this definition are normalized in L
1. It is easy to show that
‖fQ‖1 . 1 and ‖fQ‖2 . µ(Q)−1/2.
So by the L2-boundedness of the operator BQ, we have that each molecule belongs
to the space L2. However a molecule is not (for the moment) in the space L1.
In Section 7, we will put some further conditions on the operators BQ which will
guarantee that the molecules will form a bounded set in the space L1. But for the
moment, we want to work with the most general case. Now we are able to define
our abstract Hardy spaces :
Definition 2.2 A measurable function h belongs to the molecular Hardy space
H1ǫ,mol if there exists a decomposition :
h =
∑
i∈N
λimi µ− a.e,
where for all i, mi is an ǫ-molecule and λi are real numbers satisfying∑
i∈N
|λi| <∞.
We define the norm :
‖h‖H1ǫ,mol := infh=Pi∈N λimi
∑
i
|λi|.
Similarly we define the atomic space H1ato replacing ǫ-molecules by atoms.
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Let us make some remarks.
Remark 2.3 1−) First we only ask that the decomposition
h(x) =
∑
i∈N
λimi(x)
is well defined for almost every x ∈ X. So the assumption is very weak and it
is possible that the measurable function h does not belong to L1loc. It is not clear
whether these abstract normed vector spaces are complete. The problem is that we
do not know whether the decompositions for h converge absolutely. See Section 7 for
a condition insuring this. However we do not need completeness for the moment.
2−) We have the following continuous inclusions :
∀ 0 < ǫ < ǫ′, H1ato →֒ H1ǫ′,mol →֒ H1ǫ,mol. (6)
In fact the space H1ato corresponds to the space H
1
∞,mol. For 0 < ǫ < ǫ
′ < ∞ the
space H1ǫ′,mol is dense in H
1
ǫ,mol. In the general case, it seems to be very difficult to
study the dependence of the space H1ǫ,mol with the parameter ǫ and we will not study
this question here.
3−) We have seen that each molecule is an L2 function. So it is obvious that
L2 ∩H1ǫ,mol is dense in H1ǫ,mol and that L2 ∩H1ato is dense in H1ato.
3 Comparison with other Hardy spaces.
3.1 The space of Coifman-Weiss.
Due to its atomic definition, the Hardy space H1CW (R
n) of Coifman-Weiss is ob-
tained by choosing the operator BQ as follows :
BQ(f)(x) = f(x)1Q(x)− |Q|−1
(∫
Q
f
)
1Q(x).
Our atoms are the same as the ones defined in [31]. However, our molecule is
different from the one in [31]. In fact, because the BQ has the property that supp
BQ(f) ⊂ Q for any f , atoms and ǫ-molecules are the same with our definition.
Hence, for BQ with this specific property, our atomic and molecular spaces are the
same.
3.2 Hardy spaces for Schro¨dinger operators with poten-
tials.
Let X = Rn and V a nonnegative function on X . We consider the Schro¨dinger
operator
L(f)(x) := −∆f(x) + V (x)f(x).
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First case : V is compactly supported and V ∈ Lp with 2p > n ≥ 3 (we refer to
[22] for the details).
By this assumption, it is well known that −L generates a L2-bounded semi-
group (Kt)t>0, whose kernels satisfy some gaussian estimates. J. Dziubanski and
J. Zienkiewicz define a Hardy space H1L by a maximal operator. A function
f ∈ L1(Rn) belongs to H1L if
‖f‖H1L :=
∥∥∥∥sup
t>0
|Ktf(x)|
∥∥∥∥
1
<∞.
Using the properties of semi-group, the authors introduce
ω(x) := lim
s→∞
Ks1Rn(x)
and prove that the limit exists and that there is a constant c > 0 such that
∀x ∈ Rn, c ≤ ω(x) ≤ 1. (7)
With this function, they obtain an atomic decomposition of their Hardy space H1L
with the following definition of atoms : a function b is a H1L-atom if there exists a
ball Q such that b is supported in Q and satisfies
‖b‖2 ≤ |Q|−1/2 and
∫
Q
b(x)ω(x)dx = 0.
So we can identify their space H1L with our atomic space H
1
ato by choosing our
operators BQ as
BQ(f)(x) := f(x)1Q(x)−
(
1
ω(Q)
∫
f(x)ω(x)dx
)
1Q(x).
Then due to (7), the two definitions of atoms are equivalent and so
H1L = H
1
ato.
Second case : V is a nonnegative polynomial (we refer to [20, 19] for the details).
In this case, it is well known that −L generates a L2-bounded semigroup (Tt)t>0,
which satisfies some gaussian estimates. J. Dziubanski defines a Hardy space in
the same way as above : a function f ∈ L1 belongs to H1L if
‖f‖H1L :=
∥∥∥∥sup
t>0
|Ttf(x)|
∥∥∥∥
1
<∞.
Let
m(x, V ) :=
∑
β
∣∣DβV (x)∣∣1/(|β|+2)
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which is bounded below by a constant c > 0. In [19] the author shows an atomic
decomposition of this space with the following definition : a function b is an H1L-
atom if there exists a ball Q = B(y0, r) with
supp(b) ⊂ Q, ‖b‖2 ≤ |Q|−1/2, r ≤ m(y0, V )−1
and if r ≤ 1
4
m(y0, V )
−1 then ∫
Q
b(x)dx = 0.
This definition of atoms is a particular case of ours if we define the operator BQ
for Q = B(y0, r) a ball by :
BQ(f)(x) :=

f(x)1Q(x) if
1
4
m(y0, V )
−1 < r ≤ m(y0, V )−1
f(x)1Q(x)−
(
1
|Q|
∫
Q
f(y)dy
)
1Q(x) if r ≤ 14m(y0, V )−1
0 if r > m(y0, V )
−1.
With this choice we have
H1L = H
1
ato.
It is shown in [21] that one can take w as a reverse Ho¨lder weight with exponent
n/2 to obtain an identical atomic decomposition with the measure ω(x)dx instead
of the Lebesgue measure.
3.3 Hardy spaces associated to divergence form elliptic op-
erators.
Let X = Rn and A be an n × n matrix-valued function satisfying the ellipticity
condition : there exist two constants Λ ≥ λ > 0 such that
∀ξ, ζ ∈ Cn, λ|ξ|2 ≤ Re (Aξ · ξ) and |Aξ · ζ| ≤ Λ|ξ||ζ |.
We define the second order divergence form operator
L(f) := −div(A∇f).
In [27] S. Hofmann and S. Mayboroda define a Hardy space H1L associated to this
operator and give several charaterizations. For f ∈ L1 we have the equivalence of
the following norms :
‖f‖H1L := ‖f‖1 +
∥∥∥∥∥∥
(∫∫
t>0, y∈Rn
|x−y|≤t
∣∣∣t2Le−t2Lf(y)∣∣∣2 dtdy
tn+1
)1/2∥∥∥∥∥∥
1
≃ ‖f‖1 +
∥∥∥∥∥∥ supt>0, y∈Rn
|x−y|≤t
(
1
tn
∫
B(y,t)
∣∣∣e−t2Lf(z)∣∣∣2 dz)1/2
∥∥∥∥∥∥
1
.
7
In addition, they prove a molecular decomposition with the following definition :
let ǫ > 0 and M > n/4 be fixed, a function m ∈ L2 is a H1L-molecule if there exists
a ball Q ⊂ Rn such that :
∀i ≥ 0, ‖m‖2,Si(Q) ≤ 2−iǫ|2i+1Q|−1/2 (8)
∀i ≥ 0, ∀k ∈ {1, ...,M},
∥∥∥(r−2Q L−1)km∥∥∥
2,Si(Q)
≤ 2−iǫ|2i+1Q|−1/2. (9)
We do not know how to realize these molecules with our definition. However with
BQ(f) := (r
2
QL)
Me−r
2
QL(f) or BQ(f) :=
(
Id− (Id+ r2QL)−1
)M
(f),
our ǫ-molecules are H1L-molecules. So we have the inclusion
H1ǫ,mol →֒ H1L.
3.4 Hardy spaces associated to a general semigroup.
Let X = Rn. In [17], X.T. Duong and L. Yan have study the space H1L with a
more general operator L. They assume that there exists ω ∈ (0, π/2) such that L
generates a holomorphic semigroup e−zL with 0 ≤ |Arg(z)| < π/2 − ω, which has
a H∞ calculus on L2(Rn) and gaussian estimates for its kernel. Then they define
a Hardy space H1L by : for all functions f ∈ L1
f ∈ H1L ⇐⇒
∥∥∥∥∥∥
(∫∫
t>0, y∈Rn
|x−y|≤t
∣∣∣t2Le−t2Lf(y)∣∣∣2 dtdy
tn+1
)1/2∥∥∥∥∥∥
1
.
They obtained a molecular decomposition using tent spaces (Proposition 4.2 of
[17]) : a function m is called a H1L-molecule associated to a ball Q ⊂ Rn if
m(x) =
∫ ∞
0
t2Le−t
2L[a(t, .)](x)
dt
t
with a(t, x) satisfying
supp(a) ⊂ {(x, t) ∈ X × (0,∞), x ∈ Q, 0 < t ≤ rQ} and ‖a‖2, dxdt
t
≤ |Q|−1/2.
This definition of molecules is probably less restrictive than ours. So with the
choice
BQ(f) := (r
2
QL)e
−r2QL(f) or BQ(f) := f − e−r2QL(f),
we only know the inclusion
H1ǫ,mol →֒ H1L.
See also the work of P.Auscher, A.McIntosch and E. Russ [7], where a similar
construction is done on a Riemannian manifold with doubling property, L being
the Hodge-De Rham Laplacian. One of the observation there is that one does not
need pointwise bounds on the heat kernel but L2 off-diagonal bounds similar to the
ones we use in Section 7. Again the Hardy space we obtain is included in the one
of [7].
Conclusion : We have seen that our abstract construction is sometimes equal to
sometimes smaller than other ones. We will see in Section 5 that our space is big
enough to interpolate with Lebesgue spaces. However, we think that this smallness
is the main difficulty (which we will explain in Section 9) for the identification of
the dual spaces (H1ǫ,mol)
∗ and (H1ato)
∗.
4 Continuity theorem on the Hardy space.
It is well known that a Caldero´n-Zygmund operator is continuous from the Coifman-
Weiss space H1CW to L
1. We propose some general conditions which guarantee the
continuity from our Hardy spaces into L1. We have the two following results :
Theorem 4.1 Let T be an L2-bounded sublinear operator satisfying the following
“off-diagonal” estimates : for all ball Q, for all j ≥ 2 there exist some coefficient
αj(Q) such that for all L
2-functions f supported in Q(
1
µ(2j+1Q)
∫
Sj(Q)
|T (BQ(f))|2 dµ
)1/2
≤ αj(Q)
(
1
µ(Q)
∫
Q
|f |2dµ
)1/2
. (10)
If the coefficients αj(Q) satisfy
Λ := sup
Q ball
∑
j≥2
µ(2j+1Q)
µ(Q)
αj(Q) <∞, (11)
then there exists a constant C such that
∀f ∈ L2 ∩H1ato ‖T (f)‖L1 ≤ C‖f‖H1ato.
So if T is linear then it has a unique extension, which is continuous from H1ato into
L1.
Theorem 4.2 Let T be an L2-bounded sublinear operator satisfying the following
“off-diagonal” estimates : for all ball Q, for all k ≥ 0, j ≥ 2, there exist some
coefficient αj,k(Q) such that for every L
2-function f supported in Sk(Q)(
1
µ(2j+k+1Q)
∫
Sj(2kQ)
|T (BQ(f))|2 dµ
)1/2
≤ αj,k(Q)
(
1
µ(2k+1Q)
∫
Sk(Q)
|f |2dµ
)1/2
.
(12)
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If the coefficients αj,k satisfy
Λ := sup
k≥0
sup
Q ball
[∑
j≥2
µ(2j+k+1Q)
µ(2k+1Q)
αj,k(Q)
]
<∞, (13)
then for all ǫ > 0 there exists a constant C = C(ǫ) such that
∀f ∈ L2 ∩H1ǫ,mol ‖T (f)‖1 ≤ C‖f‖H1ǫ,mol.
So if T is linear then it has a unique extension, which is continuous from H1ǫ,mol to
L1.
Remark 4.3 1−) It is possible that a particular corona Sk(Q) is empty. So we
have normalized by µ(2k+1Q).
2−) One can weaken even more (10) and (12). For example (10) can be replaced
by ∫
X\4Q
|T (BQ(f))| dµ . µ(Q)1/2
(∫
Q
|f |2dµ
)1/2
in which case the proof is almost tautological. Also let us explain why we choose
a condition like (10). Our Hardy spaces depend both on ǫ and on the collection
B = (BQ)Q∈Q, so write them (just in this remark) H1ǫ,mol,B and H
1
ato,B. Take an
L2-bounded operator T . Assume that for ǫ′ > 0 it satisfies the condition (10) with
some coefficients αj(Q) satisfying :
Λ := sup
Q ball
∑
j≥2
µ(2j+1Q)
µ(Q)
αj(Q)2
jǫ′ <∞. (14)
Then it is easy to show that for m = BQ(fQ) an atom (of H
1
ato,B) associated to the
ball Q, the function T (BQ(fQ)) is an ǫ
′-molecule of H1ǫ′,TB (associated to Q). Here
we write TB := (TBQ)Q∈Q the new collection of L2-bounded operators. So we claim
that T is also continuous from H1ato,B into H
1
ǫ′,mol,TB. We have an analogous result
with (12) and the molecular spaces. Also the assumptions (10) and (12) naturally
appear when we want to work with these Hardy spaces.
3−) Notice that when ǫ =∞, Theorem 4.2 becomes Theorem 4.1. So it suffices to
prove the last one.
Proof of Theorem 4.2: First we show the following estimate : there exists a
constant C = C(ǫ) such that for all ǫ-molecule m :
‖T (m)‖L1 ≤ C (Λ + ‖T‖L2→L2) . (15)
Using definition we know that there exists a ball Q and a function fQ such that
m = BQ(fQ).
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By decomposing the space X with the scaled coronas around Q and by the linearity
of BQ, we have :
m = BQfQ =
∑
k≥0
BQ(1Sk(Q)fQ).
Using the sublinearity of T , we obtain that
|T (m)| ≤
∑
k≥0
∣∣TBQ(1Sk(Q)fQ)∣∣ .
By decomposing the integral with the coronas
(
Sj(2
kQ)
)
j≥0 which is a partition of
X , we have :
‖T (m)‖L1 ≤
∑
k≥0
∥∥TBQ(1Sk(Q)fQ)∥∥1
≤
∑
k≥0
j≥0
∫
Sj(2kQ)
∣∣T (BQ(1Sk(Q)fQ))∣∣ dµ
≤
∑
k≥0
j≥0
µ(2k+j+1Q)
(
1
µ(2j+k+1Q)
∫
Sj(2kQ)
∣∣T (BQ(1Sk(Q)fQ))∣∣ dµ
)
≤
∑
k≥0
j≥0
µ(2k+j+1Q)
(
1
µ(2j+k+1Q)
∫
Sj(2kQ)
∣∣T (BQ(1Sk(Q)fQ))∣∣2 dµ
)1/2
.
Using the “off-diagonal” estimates (12) on T and the doubling condition for the
measure µ (for the terms j ≤ 1), we get
‖T (m)‖L1 ≤
∑
k≥0
j≥2
µ(2k+1Q)
µ(2k+j+1Q)
µ(2k+1Q)
αj,k(Q)
(
1
µ(2k+1Q)
∫
2k+1Q
∣∣1Sk(Q)fQ∣∣2 dµ)1/2
+
∑
k≥0,j≤1
A2jδµ(2k+1Q)
(
1
µ(2k+1Q)
∫
X
∣∣T (BQ(1Sk(Q)fQ))∣∣2 dµ)1/2
≤
∑
k≥0,j≥2
µ(2k+1Q)
µ(2k+j+1Q)
µ(2k+1Q)
αj,k(Q)µ(2
k+1Q)−1/2 ‖fQ‖2,Sk(Q)
+
∑
k≥0,j≤1
A2jδµ(2k+1Q)1/2‖TBQ‖L2→L2 ‖fQ‖2,Sk(Q) .
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Then we use (5) to estimate ‖TBQ‖L2→L2 , and with the L2-decay on fQ, we have :
‖T (m)‖L1 ≤
∑
k≥0,j≥2
µ(2k+1Q)
µ(2k+j+1Q)
µ(2k+1Q)
αj,k(Q)µ(2
k+1Q)−1/2µ(2k+1Q)−1/22−ǫk
+ A′‖T‖L2→L2
∑
k≥0,j≤1
2−ǫk+jδ
.
∑
k≥0
2−ǫk
[∑
j≥2
µ(2k+j+1Q)
µ(2k+1Q)
αj,k(Q) + 2
δ+1
]
. Λ + ‖T‖L2→L2.
So we have proved the result for all ǫ-molecules.
Next, we introduce the space
S :=
{
f ; f =
n∑
i=1
λimi, (mi)i ǫ-molecules, ‖f‖H1ǫ,mol ≥ 10−1
(
n∑
i=1
|λi|
)}
,
which is a subspace of H1ǫ,mol.
We have that T is continuous from S into L1 : in fact if f ∈ S, there exists a finite
decomposition
f =
n∑
i=1
λimi with ‖f‖H1ǫ,mol ≥ 10−1
(
n∑
i=1
|λi|
)
,
by the sublinearity of T and (15), we have :
‖T (f)‖L1 .
n∑
i=1
|λi| . ‖f‖H1ǫ,mol.
We conclude the proof by involving the next lemma. ⊓⊔
Lemma 4.4 The set S is dense in H1ǫ,mol.
Proof : Let f ∈ H1ǫ,mol be a non zero function. Then there exists an infinite
decomposition with ǫ-molecules :
f =
∞∑
i=1
λimi and
∞∑
i=1
|λi| ≤ (1 + 10−1)‖f‖H1ǫ,mol.
Let fN be the partial sums, defined by :
fN :=
N∑
i=1
λimi.
Assume that fN is not contained in S, then
‖fN‖H1ǫ,mol ≤ 10−1
N∑
i=1
|λi|.
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However fN converges to f for the H
1
ǫ,mol-norm, so for N large enough we can
deduce from this inequality that
‖f‖H1ǫ,mol ≤ 2‖fN‖H1ǫ,mol ≤
1
5
N∑
i=1
|λi| ≤ 1
5
∞∑
i=1
|λi| ≤ 1
2
‖f‖H1ǫ,mol.
This last inequality is not possible so we conclude that for N large enough, fN is
an element of S. We have proved that S is dense in H1ǫ,mol. ⊓⊔
Remark 4.5 The same lemma holds replacing H1ǫ,mol by H
1
ato.
Remark 4.6 In order to verify the assumption (13), with the doubling property of
µ it is sufficient to check the stronger condition :
sup
k≥0
sup
Qball
[∑
j≥2
2jδαj,k(Q)
]
<∞. (16)
Example 4.7 Theorem 4.2 (resp. Theorem 4.1) applies to T = Id if (12) (resp.
(10)) holds. In this case, (12) becomes a condition on BQ which implies
H1ǫ,mol →֒ L1 (see Section 7).
Example 4.8 In the case of Coifman-Weiss Hardy space H1CW , this result gener-
alizes the Caldero´n-Zygmund conditions. We choose
BQ(f)(x) = f(x)1Q(x)−
(
µ(Q)−1
∫
Q
fdµ
)
1Q(x).
Let T be an L2 bounded operator. If we assume that the kernel K(x, y) of T satisfies
the Caldero´n-Zygmund assumptions : there exists h > 0 such that for all x 6= y
and y′ ∈ B(y, d(x, y)/2),
|K(x, y)| . 1
µ(B(x, d(x, y)))
,
|K(x, y)−K(x, y′)| . d(y, y
′)h
µ(B(x, d(x, y)))d(x, y)h
,
then it is easy to prove that T satisfies the assumptions in Theorem 4.1. So T is
continuous from H1CW = H
1
ato into L
1, which is the classical result.
So here we have obtained simple conditions for L2-bounded operators to be bounded
from H1 to L1. These conditions generalize the “Caldero´n-Zygmund” conditions
in the classical case. In next section, we are interested in interpolation results.
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5 Interpolation theorem between L2 and H1ato.
The goal of this section is to find some general conditions on BQ operators which
give us an interpolation result like : if T , an L2-bounded operator, is continuous
from H1 to L1 then T is Lp-bounded for all (or some) exponents p ∈]1, 2]. We will
use real L2-duality defined by :
∀f, g ∈ L2, 〈f, g〉 :=
∫
f(x)g(x)dµ(x).
Associated to this duality, we denote the adjoint operation by ∗.
Definition 5.1 We set AQ be the operator Id−BQ (here we can choose AQ(f) =
f1Q − BQ(f) too). For σ ∈ [1,∞] we define the maximal operator :
∀x ∈ X, Mσ(f)(x) := sup
Qball
x∈Q
(
1
µ(Q)
∫
Q
∣∣A∗Q(f)∣∣σ dµ)1/σ (17)
and a sharp maximal function adapted with our operators : for s > 0,
∀x ∈ X, M ♯s(f)(x) := sup
Qball
x∈Q
(
1
µ(Q)
∫
Q
∣∣B∗Q(f)(z)∣∣s dµ(z))1/s .
The standard maximal ”Hardy-Littlewood” operator is defined by : for s > 0,
∀x ∈ X, MHL,s(f)(x) := sup
Qball
x∈Q
(
1
µ(Q)
∫
Q
|f(z)|s dµ(z)
)1/s
.
For convenience, we recall the definition of a linearizable operator (see Definition
V.1.20 of [24]) :
Definition 5.2 An operator T on L2 is said to be linearizable if there exists a
Banach space B and a linear operator U defined from L2 into L2(X,B) such that :
∀f ∈ L2, |T (f)(x)| = ‖U(f)(x)‖B , µ− a.e. .
Examples of linearizable operators are given by maximal operators or quadratic
functionals for T . Linearizable operators are sublinear. Our main result is :
Theorem 5.3 Let σ ∈]2,∞]. Assume that for all balls Q and all functions h ∈ L2,
we have (
1
µ(Q)
∫
Q
|A∗Q(h)|σdµ
)1/σ
≤ inf
x∈Q
MHL,2(h)(x).
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Let T be an L2-bounded, linearizable, operator. If T is continuous from H1ato into
L1 then for all p ∈]σ′, 2] there exists a constant C = C(p) such that :
∀f ∈ L2 ∩ Lp, ‖T (f)‖p ≤ C‖f‖p.
In addition we have the following estimate :
‖T‖Lp→Lp . ‖T‖θL2→L2
[
‖T‖1−θ
H1ato→L1 + ‖T‖
1−θ
L2→L21µ(X)<∞
]
where θ is given by :
1
p
=
θ
2
+
1− θ
1
.
The implicit constant depends on A,A′, δ, p .
Here the quantity 1µ(X)<∞ means 1 if µ(X) <∞ and 0 if µ(X) =∞ and σ′ is the
conjuguate exponent of σ. We need some preparation before proving this result.
By Definition 5.2, the operator T is associated to a linear operator U from L2 into
L2(X,B). We fix a measurable function φ
φ : X → {λ ∈ B∗, ‖λ‖B∗ ≤ 1}
and we consider the linear operator V on L2 defined by :
∀f ∈ L2, V (f) :
{
X → R
x 7→ B〈U(f)(x), φ(x)〉B∗ . (18)
So V is L2-bounded because
‖V (f)‖2 ≤ ‖B〈U(f)(x), φ(x)〉B∗‖2 ≤ ‖‖U(f)(x)‖B ‖φ(x)‖B∗‖2
≤ ‖‖U(f)(x)‖B‖2 = ‖T (f)‖2 .
By the same argument we can prove that V is bounded from H1ato to L
1 because
we have :
∀f ∈ H1ato, ‖V (f)‖1 ≤ ‖T (f)‖1 .
By duality we know that V ∗ is continuous from L∞ into (H1ato)
∗. So we have the
following two lemmas :
Lemma 5.4 Let C1 := ‖T‖H1ato→L1. Then :
∀f ∈ L∞ ∩ L2
∥∥∥M ♯2(V ∗f)∥∥∥∞ ≤ C1‖f‖∞.
Proof : Fix a function f ∈ L2 ∩ L∞. By the L2-boundedness of V we have that
V ∗(f) ∈ L2. Fix a ball Q. Using the L2-boundedness of BQ we conclude that
B∗Q(V
∗f) exists and belongs to L2. Let h be supported in Q and normalized by
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‖h‖2 = 1, and set φQ := µ(Q)−1/2h. Then it is easy to see that m = BQ(φQ) is an
atom. With the continuity of V from H1ato to L
1, we obtain :∣∣∣∣∫ V (m)fdµ∣∣∣∣ ≤ ‖V ‖H1ato→L1‖f‖∞ ≤ C1‖f‖∞.
In addition, since m and f are L2-functions, we have :∫
V (m)fdµ =
∫
mV ∗(f)dµ =
∫
µ(Q)−1/2BQ(h)V ∗(f)dµ
= µ(Q)−1/2
∫
hB∗QV
∗(f)dµ.
In consequence, we get
∀h ∈ L2(Q), ‖h‖2,Q = 1,
∣∣∣∣∫ hB∗QV ∗(f)dµ∣∣∣∣ ≤ C1µ(Q)1/2‖f‖∞.
Hence, B∗QV
∗(f) ∈ L2(Q) and∥∥B∗QV ∗(f)∥∥2,Q ≤ C1µ(Q)1/2‖f‖∞,
which concludes the proof. ⊓⊔
Lemma 5.5 For all 1 ≤ s ≤ 2, there exists a constant C2 = C2(s) . ‖T‖L2→L2
such that :
∀f ∈ L2 ∥∥M ♯s(V ∗f)∥∥2,∞ ≤ C2‖f‖2.
Proof : Let x ∈ X and Q be a ball such that x ∈ Q. We have :(
1
µ(Q)
∫
Q
∣∣B∗Q(V ∗f)(z)∣∣s dµ(z))1/s
≤
(
1
µ(Q)
∫
Q
|(V ∗f)(z)|s dµ(z)
)1/s
+
(
1
µ(Q)
∫
Q
∣∣A∗Q(V ∗f)(z)∣∣σ dµ(z))1/σ
≤MHL,s(V ∗f)(x) +Mσ(V ∗f)(x).
Here we use the fact that s ≤ 2 ≤ σ. Taking the supremum over all balls Q ∋ x,
we get :
M ♯s(V
∗f) ≤MHL,s(V ∗f) +Mσ(V ∗f).
In addition for s ≤ 2, MHL,s is of weak type (2, 2). By the assumptions V ∗ is
L2-bounded and Mσ is of weak type (2, 2) (bounded by MHL,2). So we conclude
that M ♯s ◦ V ∗ is of weak type (2, 2). ⊓⊔
Let the parameter s = 2. From the two previous lemmas (Lemma 5.4 and 5.5) and
Marcinkiewicz’s theorem for real interpolation, we obtain that M ♯2 ◦ V ∗ is bounded
in the whole space Lr for 2 < r < ∞. If p ∈]1, 2[ is an exponent and q ∈]2,∞[
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its conjuguate exponent, then there exists also a constant C3 := C3(p, C1, C2) such
that
∀f ∈ Lq ∩ L2
∥∥∥M ♯2(V ∗f)∥∥∥
q
≤ C3‖f‖q, (19)
and C3 is bounded by :
C3 .
∥∥∥M ♯2 ◦ V ∗∥∥∥θ
L2→L2,∞
∥∥∥M ♯2 ◦ V ∗∥∥∥1−θ
(H1ato)
∗→L∞
. ‖T‖θL2→L2 ‖T‖1−θH1ato→L1 ,
because θ satisfies
1
q
= 1− 1
p
=
θ
2
.
We now begin the proof of Theorem 5.3.
Proof : We develop the proof in two steps.
1−) End of the proof for the operator V .
We are going to obtain the result as a consequence of Theorem 3.1 in [6]. With its
notations, take F = |h|2 and for all balls Q
GQ = 2|B∗Qh|2 and HQ = 2|A∗Qh|2,
where h = V ∗(f) and f ∈ L2. Then for all x ∈ Q, we have F (x) ≤ GQ(x)+HQ(x).
For all balls Q ∋ x, we have
1
µ(Q)
∫
Q
GQdµ ≤ 2M ♯2(h)(x)2 := G(x).
By assumption, for all balls Q ∋ x and x ∈ Q, we have(
1
µ(Q)
∫
Q
|HQ|σ/2dµ
)2/σ
≤ 22/σ
(
1
µ(Q)
∫
Q
|A∗Q(h)|σdµ
)2/σ
≤ 22/σMσ(h)(x)2
≤ 22/σMHL,2(h)(x)2 = 22/σMHL,1(F )(x).
Also by Theorem 3.1 of [6] (which applies because h = V ∗(f) ∈ L2 so F ∈ L1), for
1 < r < σ/2 we have :
‖F‖r ≤ ‖MHL,1(F )‖r . ‖M ♯2(h)2‖r = ‖M ♯2(h)‖22r. (20)
By using (19) and h = V ∗(f), we obtain for 2 < 2r <∞ :
‖M ♯2(h)‖2r . ‖f‖2r. (21)
Then the two previous estimates (20) and (21) give us
‖V ∗(f)‖2r . ‖f‖2r.
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We have obtained also that for all exponents q with 2 < q < σ, there exists a
constant C = C(q) such that :
∀f ∈ L2 ∩ Lq, ‖V ∗(f)‖q ≤ C‖f‖q.
Thus by duality we can obtain that V is bounded on Lp for all exponents p ∈]σ′, 2[.
2−) End of the proof for the operator T .
We have obtained that there exists a constant C4 such that for all functions φ and
for all functions f ∈ Lp ∩ L2 we have
‖V (f)‖p ≤ C4‖f‖p. (22)
Using the Hahn-Banach theorem, we have that
∀b ∈ B, ∃b∗ ∈ B∗ 1
4
‖b‖B ≤B 〈b, b∗〉B∗ and ‖b∗‖B∗ ≤ 1.
By choosing a good measurable function φ (see Remark 5.6), we can have also
V (f)(x) ≥ 1
4
‖U(f)(x)‖B =
1
4
|T (f)(x)| .
Hence by (22), we obtained that
‖T (f)‖p . ‖f‖p.
This estimate is uniform for all f ∈ Lp ∩ L2. ⊓⊔
Remark 5.6 By density we can approach the B-valued function U(f)(x) by a finite
sum
∑
1Ai(x)bi with Ai mesurable sets of X and (bi)i a finite independant family
of B. Then we chose the function φ(x) := ∑ 1Aib∗i where b∗i ∈ B∗ are chosen so
that 〈bj , b∗i 〉 = ‖bi‖B1i=j, in order to have
‖‖U(f)(x)‖B‖p,dµ(x) ≃ ‖〈T (f)(x), φ〉‖p,dµ(x) .
There is an interesting particular case when T = Id, which gives us the following
corollary :
Corollary 5.7 Assume that Mσ is bounded by MHL,2 for some σ ∈]2,∞] and that
H1ato is continuously contained in L
1 (see Section 7). Then for all q ∈]2,∞[ there
exists a constant C = C(q) such that
∀f ∈ Lq ∩ L2, ‖M ♯2(f)‖q ≤ C‖f‖q.
In addition if 1 ≤ s ≤ 2 < q < σ then we have the other inequality :
∀f ∈ Lq ∩ L2, C−1‖f‖q ≤ ‖M ♯s(f)‖q ≤ C‖f‖q.
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Proof : With these assumptions, we can apply the previous theorem with T = Id.
The first claim is obvious with (19), here we have just used the imbedding H1ato →֒
L1. The second claim is a consequence of (20) with the control |f | ≤ MHL,s(f).
To prove this, we use the assumption that Mσ is bounded by MHL,2. In the proof
of Theorem 5.3, we have used s = 2 however we can use the same arguments with
s ∈ [1, 2]. ⊓⊔
We have a second corollary (independent of Corollary 5.7) :
Corollary 5.8 Assume that for σ ∈]2,∞] the maximal operator Mσ is bounded
by MHL,2. Then we have the following inequality : for all q ∈]2, σ[ there exists a
constant cq such that for all functions f ∈ L2 ∩ (H1ato)∗ we have
‖f‖q ≤ cq‖f‖θ2
[
‖f‖1−θ
(H1ato)
∗ + ‖f‖1−θ2 1µ(X)<∞
]
, (23)
where θ is given by
1
q
=
θ
2
.
Proof : In fact we can prove this result directly by using the maximal operator
M ♯2 and the previous arguments. Here we will prove this as an application of the
previous theorem. So we take a subset E of X satisfying 0 < µ(E) < ∞, and we
write φ := 1E . We define also the operator T as :
T (h) := 〈h, f〉φ.
The assumption “f ∈ L2” guarantees that T is L2-bounded. And by the fact that
f ∈ (H1ato)∗, we obtain that T is continuous from H1ato to L1. So we can apply the
previous theorem and we conclude that T is Lp bounded for all p ∈]σ′, 2[, and we
have the following estimate :
‖T (h)‖p . ‖h‖p‖T‖θL2→L2
[
‖T‖1−θ
H1ato→L1
+ ‖T‖1−θL2→L21µ(X)<∞
]
.
By the definition of T and the duality result about Lebesgue spaces, we deduce
that (with p equals to the conjuguate exponent of q) :
‖f‖q ≃ ‖T‖Lp→Lp . ‖f‖θ2
[
‖f‖1−θ
(H1ato)
∗ + ‖f‖1−θ2 1µ(X)<∞
]
.
⊓⊔
The parameter σ plays an important role in Theorem 5.3. It permits to understand
which Lebesgue spaces Lp can be obtained by interpolation between the Hardy
space H1ato and L
2. We now see that the range for p is optimal with the following
example.
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Example 5.9 The Riesz transforms.
Here take X = Rn and let
A : Rn −→Mn(C)
be a bounded n×n matrix valued function satisfying the ellipticity condition : there
exist two constants Λ ≥ λ > 0 such that
∀x ∈ Rn, ∀ξ, ζ ∈ Cn, λ|ξ|2 ≤ Re (A(x)ξ · ξ) and |A(x)ξ · ζ| ≤ Λ|ξ||ζ |.
We define the second order divergence form operator as
L(f) := −div(A∇f).
Associated to this operator we have the Riesz transform ∇L−1/2 defined by
∇L−1/2(f) := 1√
π
∫ ∞
0
√
t∇e−tL(f)dt
t
.
From [2], we know that the interval of p ∈ [1, 2] such that the heat semigroup
(etL)t≥0 and the Riesz transform ∇L−1/2 are Lp-bounded have the same interior.
We shall denote the critical exponent pL. Moreover we know that for p ∈ [1, 2]
∇L−1/2 is Lp-bounded⇐⇒ pL < p ≤ 2.
It is shown in [1] that 1 ≤ pL < 2nn+2 and in [2] that it could be that pL > 1. In
that case the Riesz transform can not be continuous from H1CW into L
1 (otherwise
interpolation would yield pL = 1). So this is an example where the Coifman-Weiss
Hardy space is not well adapted to the operator.
We have seen in Subsection 3.3 that we can compare the Hardy space H1L of [27]
with ours. By choosing
BQ(f) := (r
2
QL)
Me−r
2
QL(f) or BQ(f) :=
(
Id− (Id+ r2QL)−1
)M
(f),
with M a large enough integer (M > n/4), we have the inclusion
∀ǫ > 0, H1ǫ,mol →֒ H1L. (24)
A ”weak” version of Lemma 2.5 in [27] asserts that for every q, 2 ≤ q < (pL)′, for
arbitrary closed sets E, F ⊂ Rn
∀t > 0, ∀f ∈ L2(E), ‖(tL∗)Me−tL∗(f)‖q,F . t
n
2
( 1
q
− 1
2
)e−cd(E,F )
2/t‖f‖2,E.
By taking t = r2Q, q = σ < (pL)
′, it is easy to check that for all balls Q, for all
h ∈ L2 (
1
|Q|
∫
Q
∣∣∣(r2QL∗)Me−r2QL∗(h)(x)∣∣∣σ dx)1/σ . inf
z∈Q
MHL,2(h)(z).
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This gives us that the maximal operator Mσ (defined by (17)) satisfies :
∀h ∈ L2, Mσ(h) . MHL,2(h).
We already know that ∇L−1/2 is L2-bounded ([5]). For ǫ > 0, Theorem 3.4 of
[27] and (24) prove that this operator is continuous from H1ǫ,mol into L
1. We can
also apply our Theorem 5.3 to deduce that the Riesz transform is Lp-bounded for
all p ∈]σ′, 2] with all σ ∈ [2, p′L[. So the Riesz transform is Lp bounded for all
exponents p ∈]pL, 2]. As we know the Riesz transform is not Lp-bounded for p ≤ pL
so our range of exponents is optimal.
From the point of view of ”Lp-theory” (we temporary forget the Hardy spaces), we
have the following result (using Theorem 4.2 and Theorem 5.3) :
Theorem 5.10 Suppose 1 ≤ p0 < 2. Let T be an L2-bounded, linearizable, opera-
tor such that for all balls Q and for all functions f supported in Q
∀j ≥ 2
(
1
µ(2j+1Q)
∫
Sj(Q)
|T (BQ(f))|2 dµ
)1/2
≤ αj(Q)
(
1
µ(Q)
∫
Q
|f |2dµ
)1/2
and
∀j ≥ 0
(
1
µ(2j+1Q)
∫
Sj(Q)
|f − BQ(f)|2 dµ
)1/2
≤ αj(Q)
(
1
µ(Q)
∫
Q
|f |p0dµ
)1/p0
,
where the coefficients αj(Q) satisfy
sup
Q ball
∑
j≥0
µ(2j+1Q)
µ(Q)
αj(Q) <∞.
Then for all exponents p ∈]p0, 2[, there exists a constant C such that
∀f ∈ L2 ∩ Lp, ‖T (f)‖p ≤ C‖f‖p.
Proof : We are going to show that with these assumptions the maximal operator
M(p0)′ (defined by (17)) is bounded by MHL,2. Then the theorem is a consequence
of Theorem 4.2 and Theorem 5.3. To prove this, let f ∈ L2 ∩L1 be a function and
σ = (p0)
′. For all balls Q containing the point x0, we can estimate the Lσ-norm by
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duality :
Mσ(f)(x0) = sup
x0∈Q
sup
g∈L2(Q)
‖g‖p0≤1
µ(Q)−1/σ
∫ (
f − B∗Q(f)
)
gdµ
= sup
x0∈Q
sup
g∈L2(Q)
‖g‖p0≤1
µ(Q)−1/σ
∫
f (g − BQ(g))dµ
≤ sup
x0∈Q
sup
g∈L2(Q)
‖g‖p0≤1
µ(Q)−1/σ
∑
j≥0
∫
Sj(Q)
|f (g −BQ(g))| dµ
≤ sup
x0∈Q
µ(Q)−1/σ sup
g∈L2(Q)
‖g‖p0≤1
∑
j≥0
‖f‖2,Sj(Q) ‖g −BQ(g)‖2,Sj(Q)
≤ sup
x0∈Q
µ(Q)−1/σ sup
g∈L2(Q)
‖g‖p0≤1
∑
j≥0
‖f‖2,Sj(Q) αj(Q)µ
(
2j+1Q
)1/2
µ(Q)−1/p0 ‖g‖p0
≤ sup
x0∈Q
∑
j≥0
‖f‖2,Sj(Q) µ(2j+1Q)−1/2αj(Q)
µ(2j+1Q)
µ(Q)
≤MHL,2(f)(x0) sup
x0∈Q
∑
j≥0
αj(Q)
µ(2j+1Q)
µ(Q)
. MHL,2(f)(x0).
⊓⊔
Let us compare with S.Blunck and P.Kunstmann’s result (see Theorem 1.1 of [10]).
We describe an improved version, due to P. Auscher (Theorem 1.1 of [2]) :
Theorem 5.11 Let 1 ≤ p0 < 2. Let B˜Q be some uniformly L2(X)-bounded opera-
tors. Let T be a L2-bounded sublinear operator such that for all balls Q and for all
functions f supported in Q
∀j ≥ 2
(
1
µ(2j+1Q)
∫
Sj(Q)
∣∣∣T (B˜Q(f))∣∣∣2 dµ
)1/2
≤ αj(Q)
(
1
µ(Q)
∫
Q
|f |dµ
)
and
∀j ≥ 0
(
1
µ(2j+1Q)
∫
Sj(Q)
∣∣∣f − B˜Q(f))∣∣∣2 dµ
)1/2
≤ αj(Q)
(
1
µ(Q)
∫
Q
|f |p0dµ
)1/p0
.
If the coefficients αj(Q) satisfy
sup
Q ball
∑
j≥0
µ(2j+1Q)
µ(Q)
αj(Q) <∞,
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then there exists a constant C such that
∀f ∈ L2 ∩ Lp0, ‖T (f)‖Lp0,∞ ≤ C‖f‖p0.
So by real interpolation, for all p ∈]p0, 2[, there exists a constant C such that
∀f ∈ L2 ∩ Lp, ‖T (f)‖p ≤ C‖f‖p.
Remark 5.12 The first “L1−L2” condition of Theorem 5.11 is stronger than the
first “L2 − L2” condition of Theorem 5.10. So Theorem 5.10 has weaker condi-
tions as far as the continuity on Lp with any p ∈]p0, 2[ is concerned. However
the assumptions in Theorem 5.11 imply the weak type (p0, p0) by a variant of the
Caldero´n-Zygmund decomposition, which does not seem to work under the assump-
tions of Theorem 5.10. Also Theorem 5.11 can be applied to sublinear operators,
not only to linearizable operators.
6 Continuity results in weighted spaces.
We have used the sharp maximal function M ♯s in previous sections. Like in the
Euclidean case, we can use it to get weighted norm inequalities.
We have the following result :
Theorem 6.1 Let T be a linear operator as in Theorem 4.1, then for 1 ≤ s ≤ 2,
we have for f ∈ L2,
M ♯s(T
∗(f)) . MHL,2(f).
Proof : Let f be a function in L2. Let us fix x0 a point and write s
′ the conjuguate
exponent of s. By using the assumption (10) of Theorem 4.1 :
M ♯s(T
∗f)(x0) = sup
x0∈Q
sup
g∈L2(Q)
‖g‖
s′
≤1
|Q|−1/s
∫
B∗Q(T
∗f)gdµ
= sup
x0∈Q
sup
g∈L2(Q)
‖g‖
s′
≤1
|Q|−1/s
∫
fT (BQ(g))dµ
≤ sup
x0∈Q
sup
g∈L2(Q)
‖g‖
s′
≤1
∑
i≥0
µ(Q)−1/s
∫
Si(Q)
|fT (BQ(g))|
≤ sup
x0∈Q
sup
g∈L2(Q)
‖g‖
s′
≤1
∑
i≥0
µ(Q)−1/s ‖f‖2,Si(Q) ‖T (BQ(g))‖2,Si(Q) .
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For x0 ∈ Q, we have the following estimates :∑
i≥0
µ(Q)−1/s ‖f‖2,Si(Q) ‖T (BQ(g))‖2,Si(Q)
≤ µ(Q)−1/s
[∑
i≤2
‖f‖2,Si(Q) ‖g‖2 +
∑
i≥3
‖f‖2,Si(Q) αi(Q)
(
µ (2i+1Q)
µ(Q)
)1/2
‖g‖2
]
. µ(Q)1/2‖g‖s′
[∑
i≤2
‖f‖2,Si(Q) +
∑
i≥3
‖f‖2,Si(Q) αi(Q)
(
µ (2i+1Q)
µ(Q)
)1/2]
. MHL,2(f)(x0)
[
1 +
∑
i≥3
αi(Q)µ
(
2i+1Q
)
µ(Q)−1
]
. MHL,2(f)(x0).
So we obtain :
M ♯s(T
∗f)(x0) . MHL,2(f)(x0).
⊓⊔
We recall the definition of Muckenhoupt’s weights and Reverse Ho¨lder classes :
Definition 6.2 A nonnegative function ω on X belongs to the class Ap for 1 <
p <∞ if
sup
Q ball
(
1
µ(Q)
∫
Q
wdµ
)(
1
µ(Q)
∫
Q
ω−1/(p−1)dµ
)p−1
<∞.
A nonnegative function ω on X belongs to the class RHq for 1 < q < ∞, if there
is a constant C such that for every ball Q ⊂ X(
1
µ(Q)
∫
Q
ωqdµ
)1/q
≤ C
(
1
µ(Q)
∫
Q
ωdµ
)
.
We have the well-known following properties (chapter 9 of [25] for the Euclidean
case) :
Proposition 6.3 For 1 < s <∞ the maximal operatorMHL,s is bounded on Lp(ω)
for all s < p <∞ and ω ∈ Ap/s. For 1 ≤ p <∞ and ω an Ap-weight, there exists
some constants C, ǫ > 0 such that for all balls Q and all mesurable subsets A ⊂ Q,
we have:
ω(A)
ω(Q)
≤ C
(
µ(A)
µ(Q)
)ǫ
. (25)
If ω is as Ap weight and 1 < p < ∞, then ω1−p′ = ω−1/(p−1) is an Ap′ weight. In
addition we have the following equivalence :
ω ∈ Ap ⇐⇒ ω1−p′ ∈ Ap′.
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With these definitions we have the following result :
Theorem 6.4 Let T be a linearizable operator which satisfies the assumption of
Theorem 4.1. We assume that for σ ∈]2,∞] the maximal operator Mσ is bounded
by MHL,2. Let p ∈]σ′, 2[ be an exponent and ω a weight so that ω ∈ Ap/σ′ ∩RH( 2
p
)′.
Then the operator T is ”bounded” on Lp(ω) : there exists a constant C such that :
∀f ∈ L2 ∩ Lp(ω), ‖T (f)‖p,ωdµ ≤ C‖f‖p,ωdµ.
For the weight ω, we define the associated measure (written by the same symbol)
ω by dω := ωdµ. Concerning the condition ω ∈ Ap/2 ∩ RH(σ′
p
)′
, we recall (Lemma
4.4 of [6]) that for σ′ < p < 2
ω ∈ Ap/σ′ ∩RH( 2
p
)′ ⇐⇒ ω1−p
′ ∈ Ap′/2 ∩RH( σ
p′
)′ . (26)
In the following proof, we will use this equivalence.
Proof : We use the notation of Theorem 5.3. Let f ∈ L2 ∩ Lq(ω1−q) where q = p′
is the conjuguate exponent of p. With h = V ∗(f), we write F = |h|2.
First we recall the fact that V ∗ is the adjoint of V related to the measure µ. So we
have that
V is Lp(ω)-bounded ⇐⇒ V ∗ is Lq(ω1−q)-bounded.
We use Theorem 3.1 of [6] with r := q/2 ∈]1, σ/2[ and ω1−2r = ω1−p′ ∈ RH( σ
p′
)′ to
obtain the weighted version of (20) :
‖F‖r,ω1−2r ≤ ‖MHL,1(F )‖r,ω1−2r . ‖M ♯2(h)2‖q,ω1−2r = ‖M ♯2(h)‖22r,ω1−2r . (27)
By using Theorem 6.1 and h = V ∗(f), we obtain for 2 < q = 2r <∞ :
‖M ♯2(h)‖2r,ω1−2r . ‖MHL,2(f)‖2r,ω1−2r .
The weight ω1−q belongs to the class Aq/2, so with Proposition 6.3 we get
‖MHL,2(f)‖q,ω1−q . ‖f‖q,ω1−q .
Then the three previous estimates give us
‖V ∗(f)‖q,ω1−q . ‖f‖q,ω1−q .
Thus by duality we obtain that V is bounded on Lp(ω) and we deduce the same
for T as in the proof of Theorem 5.3. ⊓⊔
We use the following notation of [6] :
Definition 6.5 For ω a nonnegative function on X and 0 < p0 < q0 ≤ ∞ two
exponents, we introduce the set
Wω(p0, q0) :=
{
p ∈]p0, q0[, ω ∈ Ap/p0 ∩ RH(q0/p)′
}
.
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Then we have the ”weighted” version of Theorem 5.10 :
Theorem 6.6 Let 1 ≤ p0 < 2. Let T be an L2-bounded, linearizable, operator such
that for all balls Q and for all functions f supported in Q
∀j ≥ 2
(
1
µ(2j+1Q)
∫
Sj(Q)
|T (BQ(f))|2 dµ
)1/2
≤ αj(Q)
(
1
µ(Q)
∫
Q
|f |2dµ
)1/2
and
∀j ≥ 0
(
1
µ(2j+1Q)
∫
Sj(Q)
|f − BQ(f)|2 dµ
)1/2
≤ αj(Q)
(
1
µ(Q)
∫
Q
|f |p0dµ
)1/p0
,
with coefficients αj(Q) satisfying
sup
Q ball
∑
j≥0
µ(2j+1Q)
µ(Q)
αj(Q) <∞.
Let ω be a weight. Then for all exponents p ∈ Wω(p0, 2), there exists a constant C
such that
∀f ∈ L2 ∩ Lp(ω), ‖T (f)‖p,ωdµ ≤ C‖f‖p,ωdµ.
Proof : We have proved in Theorem 5.10, that under these assumptions the
maximal operator M(p0)′ is bounded by the operator of Hardy-Littlewood MHL,2.
Then the desired result is a consequence of Theorem 6.4 with σ = (p0)
′.
Remark 6.7 Like the comparison between Theorem 5.10 and Theorem 5.11, we
can compare Theorem 6.6 with Theorem 8.8 of [6] : Theorem 6.6 needs simpler
and weaker assumptions as far as the continuity on Lp with any p ∈ Wω(p0, 2) is
concerned.
7 Embedding of H1ǫ,mol into L
1.
Here we discuss conditions on B = (BQ)Q insuring the embedding of our Hardy
spaces into L1. We assume throughout this section that B satisfies some decay
estimates : for M ′′ a large enough exponent, there exists a constant C such that
∀i ≥ 0, ∀k ≥ 0, ∀f ∈ L2, supp(f) ⊂ 2iQ ‖BQ(f)‖2,Sk(2iQ) ≤ C2−M
′′k‖f‖2,2iQ.
(28)
In the sequel, all results about the atomic space H1ato only require (28) with i = 0.
If we want to work with the molecular space H1ǫ,mol, then we require (28) for all
i ≥ 0. We have the following imbedding :
Proposition 7.1 We have the following inclusions :
∀ǫ > 0, H1ato →֒ H1ǫ,mol →֒ L1.
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Proof : We claim that all ǫ-molecules (and atoms) are bounded in L1. In fact,
using (28)
‖BQ(fQ)‖1 ≤
∑
i≥0
∥∥BQ(fQ1Si(Q))∥∥1 ≤∑
i≥0
∑
k≥0
∥∥BQ(fQ1Si(Q))∥∥1,Sk(2iQ)
.
∑
i≥0
∑
k≥0
µ(2i+kQ)1/2
∥∥BQ(fQ1Si(Q))∥∥2,Sk(2iQ)
.
∑
i≥0
∑
k≥0
µ(2i+kQ)1/22−kM
′′ ‖fQ‖2,Si(Q)
.
∑
i≥0
∑
k≥0
µ(2i+kQ)1/22−M
′′kµ(2iQ)−1/22−ǫi
.
∑
i≥0
∑
k≥0
2kδ/22−M
′′k2−ǫi . 1.
Here we use the estimates for fQ, the doubling property of µ and the fact that M
′′
is large enough (M ′′ > δ/2 works). So we obtain that all ǫ-molecules are bounded
in L1, and we can deduce the imbedding using Lemma 4.4. ⊓⊔
We recall that with this inclusion, in the study of the interpolation problem, we
have obtained a more precise result (Corollary 5.7).
Corollary 7.2 The spaces H1ato and H
1
ǫ,mol are Banach spaces.
Proof : It is obvious that these spaces are normed vector spaces. We must verify
the completeness. The proof is easy by using the following well-known condition :
for ǫ > 0, H1ǫ,mol is a Banach space if for all sequences (hi)i∈N of H
1
ǫ,mol satisfying∑
i≥0
‖hi‖H1ǫ,mol <∞,
the series
∑
hi converges in the Hardy space H
1
ǫ,mol. This is true because each
molecular decomposition is absolutely convergent in L1-sense so we can define the
series
∑
i hi as a measurable function in L
1 and it is easy to prove the convergence
for the H1ǫ,mol norm. ⊓⊔
We have another corollary :
Corollary 7.3 We also have the inclusions :
L∞ ⊂ (H1ǫ,mol)∗ ⊂ (H1ato)∗.
Now we want to compare our abstract Hardy spaces H1ato and H
1
ǫ,mol with the
classical Hardy space H1CW of Coifman-Weiss. To do this we must define for a ball
Q the function A∗Q(1X). Let m := BQ(fQ) an ǫ-molecule of H
1
ǫ,mol. We have seen
that the integral ∫
X
AQ(fQ)(x)dµ(x)
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converges in L1 sense (due to the decay of fQ and the ”off-diagonal” decay of AQ).
Also we get
∀f ∈ L1(X),
∣∣∣∣∫
X
AQ(f)(x)dµ(x)
∣∣∣∣ . sup
i≥0
‖f‖2,Si(Q)
(
µ(2iQ)
)1/2
2ǫi.
We can also consider the linear functional f → ∫
X
AQ(f)(x)dµ(x), which will be
denoted A∗Q(1X), defined on the space
Molǫ,Q :=
{
f ∈ L1(X), ‖f‖Molǫ,Q := sup
i≥0
‖f‖2,Si(Q)
(
µ(2iQ)
)1/2
2ǫi <∞
}
.
With this preparation we have the following comparison between Hardy spaces :
Proposition 7.4 Let ǫ ∈]0,∞]. The inclusion H1ǫ,mol ⊂ H1CW is equivalent to the
fact that for all Q ∈ Q, (AQ)∗(1X) = 1X in (Molǫ,Q)∗. In this case for all ǫ′ ≥ ǫ
we have the inclusions H1ato ⊂ H1ǫ′,mol ⊂ H1ǫ,mol ⊂ H1CW .
Proof :
1−) Proof of the sufficiency.
Let m := BQ(fQ) an ǫ-molecule of H
1
ǫ,mol. First we want to prove that the integral
of m is equal to 0. To show this we use the definition BQ = Id−AQ. By definition
we have ∫
X
AQ(fQ)(x)dµ(x) = 〈AQ(fQ), 1X〉 = 〈fQ, A∗Q(1X)〉.
So by the assumption, we have∫
X
AQ(fQ)dµ =
∫
X
fQdµ.
So we have shown that
∫
BQ(fQ)dµ = 0.
Now we will prove that the molecule m satisfies the good decay around the ball
Q and so is an H1CW molecule associated to the ball Q. With the previous ”off-
diagonal” decay of BQ, the uniform L
2-boundedness of BQ and the assumptions
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over fQ, we have that for all j ≥ 0 with M ′′ large enough :
‖BQ(fQ)‖2,Sj(Q) ≤
∑
i≥0
∥∥BQ(fQ1Si(Q))∥∥2,Sj(Q)
≤
j∑
k=0
∥∥BQ(fQ1Sk(Q))∥∥2,Sj(Q) + ∞∑
k=j
∥∥BQ(fQ1Sk(Q))∥∥2,X
≤
j∑
k=0
∥∥BQ(fQ1Sk(Q))∥∥2,Sj−k(2kQ) + ∞∑
k=j
‖fQ‖2,Sk(Q)
.
j∑
k=0
2−M
′′(j−k)‖fQ‖2,Sk(Q) +
∞∑
k=j
µ(Q)−1/22−kǫ
.
j∑
k=0
2−M
′′(j−k)µ(Q)−1/22−kǫ + µ(Q)−1/22−jǫ
. µ(Q)−1/22−jǫ.
So we have proved that m satisfies the decay of a classical molecule in the space
H1CW . So m ∈ H1CW and then H1ǫ,mol ⊂ H1CW follows from Lemma 4.4.
2−) Proof of the necessity.
We assume that H1ǫ,mol is included in H
1
CW . Let Q be a ball. So for each ǫ-molecule
m = BQ(fQ) we have that∫
BQ(fQ)dµ =
∫
fQdµ(Q)−
∫
AQ(fQ)dµ = 0.
We can compute the difference of the two integrals, because we have seen that they
converge in L1 sense. So by definition we have that for all f ∈Molǫ,Q∫
fQdµ = 〈A∗Q(1X), f〉,
which means that A∗Q(1X) = 1X in (Molǫ,Q)
∗. ⊓⊔
Remark 7.5 Under the assumption of the previous proposition and Theorem 5.3,
it is interesting to note that the space H1ato is smaller than the Hardy space H
1
CW
still it is big enough in L1 to get the Lp spaces by interpolation with L2.
Remark 7.6 In [17] (see Subsection 3.4) the authors study whether their space
BMOL satisfies BMO ⊂ BMOL. In Proposition 6.7 of [17], they prove that the
inclusion BMO ⊂ BMOL is equivalent to the fact that for all r > 0, e−rL(1Rn) =
1Rn. By Theorem 3.1 of [17], we know that (H
1
L)
∗ = BMOL∗ . Also we have that
H1L ⊂ H1CW ⇐⇒ ∀r > 0, e−rL
∗
(1Rn) = 1Rn.
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We recall (Subsection 3.4) that with the choice
BQ(f) := f − e−r2QL(f)
we have the inclusion
∀ǫ > 0, H1ǫ,mol ⊂ H1L.
The previous proposition shows that we have :
H1ǫ,mol ⊂ H1CW ⇐⇒ ∀r > 0, e−rL
∗
(1Rn) = 1Rn ⇐⇒ H1L ⊂ H1CW .
8 An application to maximal Lq regularity on
Lebesgue spaces.
In this section, we apply the previous general theory to maximal Lq regularity for
Cauchy Problem. First we recall the subject of maximal Lq regularity.
Let (Y, dY , ν) a space of homogeneous type. Let L the infinitesimal generator of an
analytic semigroup of operators on Lp(Y ) and J = (0, l], l > 0 or J = (0,+∞) (in
the second case, one has to assume that A generates a bounded analytic semigroup).
Consider the Cauchy problem{
du
dt
(t)− Lu(t) = f(t), t ∈ J,
u(0) = 0,
where f : J → X is given. If etL is the semigroup generated by L, u is given by
u(t) =
∫ t
0
e(t−s)Lf(s)ds.
For fixed q ∈ (1,+∞), one says that there is maximal Lq regularity on Lp(Y ) for
the problem if for every f ∈ Lq(J, Lp(Y )), ∂u
∂t
(or Lu) belongs to Lq(J, Lp(Y )). For
the maximal Lq regularity, we refer to [11], [14], [13], [16], [26], [28] etc.
We now define an operator T :
Definition 8.1 With L the generator, we define the operator :
Tf(t, x) =
∫ t
0
[
Le(t−s)Lf(s, .)
]
(x)ds.
Let p, q ∈]1,∞[ be two exponents. We know that the maximal Lq regularity on
Lp(Y ) is equivalent to the fact that T is bounded on Lp(J × Y ). That is why we
study this operator. Of course, the problem of maximal Lq regularity is completely
understood by the abstract result in [32]. Here we want to remain as concrete as
possible. In particular case we will see that theH1ǫ,mol−L1 continuity of the operator
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T below depends only on L2 assumptions. It is only when we want to deduce Lp
estimates that we need stronger assumptions which imply R-boundedness used in
[32].
We need some conditions on our semigroup etL.
Definition 8.2 Let T := (Tt)t∈J be a collection of L2(Y )-bounded operators. We
will say that T satisfies off-diagonal L2−L2 estimates at “low scale” if there exists
a function γ satisfying
∀p ≥ 0, sup
u≥1
γ(u)up <∞, (29)
such that for all balls B ⊂ Y of radius r, for all functions f supported in B if
u ≤ 2j+1r then(
1
ν(2j+1B)
∫
Sj(B)
|Tu2(f)|2 dν
)1/2
≤ ν(B)
ν(2j+1B)
γ
(
2j+1r
u
)(
1
ν(B)
∫
B
|f |2dν
)1/2
.
(30)
We also write T ∈ Olow(L2 − L2).
We will say that T satisfies off-diagonal L2−L2 estimates at “high scale” if for all
balls B ⊂ Y of radius r, for all functions f supported in B
u ≥ 2j+1r =⇒
(
1
ν(2j+1B)
∫
Sj(B)
|Tu2(f)|2 dν
)1/2
≤ ν(B)
ν(u
r
B)
(
1
ν(B)
∫
B
|f |2dν
)1/2
.
(31)
We write also T ∈ Ohigh(L2 − L2).
In these two cases, the “scale” corresponds to the ratio between the parameter u
and the size 2jr of the corona Sj(B), where we estimate the operator Tu2.
Let q0 ∈ [2,∞] be a fixed exponent, we say that T satisfies weak off-diagonal L2−Lq0
estimates if there exist coefficients (βj)j≥0 satisfying∑
j≥0
2jβj <∞ (32)
such that for all balls B and for all functions f ∈ L2(Y ) we have(
1
ν(B)
∫
B
∣∣∣Tr2Q(f)∣∣∣q0 dν
)1/q0
≤
∑
j≥0
βj
(
1
ν(2jB)
∫
2jB
|f |2dν
)1/2
. (33)
We also write T ∈ Oweak(L2 − Lq0).
Remark 8.3 1−) It is easy to check that if a collection T ∈ Ohigh(L2 − L2) then
T ∗ := (T ∗t )t>0 ∈ Oweak(L2 − L2) with some coefficients βj satisfying
∀j ≥ 0, βj ≤ γ(2j).
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2−) All these conditions are satisfied with q0 =∞ if the kernel Kt of the operator
Tt admits some gaussian estimates like
|Kt(x, y)| . 1
ν(B(x, t1/2))
e−d(x,y)
2/t.
The main result of this section is the following one :
Theorem 8.4 Let L be a generator of a bounded analytic semigroup T := (etL)t>0
on L2(Y ) such that T , (tLetL)t>0 and (t2L2etL)t>0 belong to Olow(L2−L2)∩Ohigh(L2−
L2). Then there exists a collection B = (BQ)Q of L
2(J×Y )-bounded operators such
that for all ǫ > 0 the operator T is continuous from H1ǫ,mol(J × Y ) to L1(J × Y ).
In addition if T ∗ := (etL∗)t>0 ∈ Oweak(L2 − Lq0) for a q0 ∈ [2,∞] then the max-
imal operator Mq0 (defined by (17)) is bounded by the Hardy-Littlewood maximal
operator MHL,2.
We separate the proof in several steps. First we are going to describe the choice of
the collection B. Then we will check that the assumption (5) and the one about
Mq0 are satisfied. To finish the proof, we will show the H
1
ǫ,mol−L1 boundedness of
T in Theorem 8.8.
Equip X = J × Y with the parabolic quasi-distance d and the measure µ defined
by :
d
(
(t1, y1), (t2, y2)
)
= max
{
dY (y1, y2),
√
|t1 − t2|
}
and dµ = dt⊗ dν.
If we write δ for the homogeneous dimension of the space (Y, dY , ν), then the space
X is of homogeneous type with homogeneous dimension δ + 2. We explain how
to choose the collection (BQ)Q∈Q in this special case. We choose ϕ ∈ S(R+) such
that
∫
R+
ϕ(t)dt = 1 and ϕ(t) := 0 for all t < 0 (ϕ does not need to be continuous
at 0). In fact we shall use only the fast decay of ϕ and we will never consider
regularity about it. In addition, we have added a condition for the support. This is
a ”physical” heuristids : this condition permits to define AQ(f)(t, x) by (35) with
only (f(σ, y))σ≤t, which corresponds to the ”past informations” about f . However
we do not really need this assumption in the sequel.
For each cube Q of X , we write rQ its radius and we define the BQ operator as :
BQ = Br2Q with Br(f) := f − Ar(f), (34)
where the operator Ar is defined by :
Ar(f)(t, x) :=
∫ +∞
σ=0
ϕr(t− σ)erL(f(σ, .))(x)dσ. (35)
Here we write ϕr as the L
1(R) normalized function ϕr(t) := r
−1ϕ(t/r). In fact, the
integral for σ ∈ [0,∞[ is reduced to [0, t], due to the fact that ϕ is supported in
R+.
Now we prove that these operators BQ satisfy the “good” conditions. First we have
the assumption (5) :
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Proposition 8.5 There is a constant 0 < A′ <∞ so that for all r > 0 the operator
Ar is L
2(X) bounded and we have :
‖Ar‖L2→L2 ≤ A′.
Proof : By definition the semigroup erL is L2(Y )-bounded so we have the following
estimates :
‖Ar(f)‖2 ≤
∥∥∥∥∫ +∞
σ=0
∫
y∈Y
|ϕr(t− σ)|
∥∥erL(f(σ, .))∥∥
2,dν
dσ
∥∥∥∥
2,dt
.
∥∥∥∥∫ +∞
σ=0
|ϕr(t− σ)| ‖f(σ, .)‖2,dν dσ
∥∥∥∥
2,dt
.
∥∥∥∥∫ +∞
σ=0
|ϕr(σ)| ‖f(t− σ, .)‖2,dν dσ
∥∥∥∥
2,dt
. ‖ϕr‖1 ‖f‖2,dµ . ‖f‖2,dµ .
So we have proved that Ar is L
2(X)-bounded and its boundedness is uniform for
r > 0. ⊓⊔
Theorem 8.6 Define the maximal operator
Mq0(f)(σ, x) := sup
Q ball
(σ,x)∈Q
(
1
µ(B)
∫
B
∣∣A∗Q(f)∣∣q0 dµ)1/q0 .
If (etL
∗
)t>0 ∈ Oweak(L2−Lq0) then Mq0 is bounded by the Hardy-Littlewood maximal
operator MHL,2 on X.
Proof : Let Q be a ball containing the point (σ, x) ∈ X and rQ be its radius. For
f, g ∈ L2(X) we have :
〈AQ(f), g〉 :=
∫
(t,x)∈X
∫ +∞
σ=0
ϕr2Q(t− σ)e
r2QL(f(σ, .))(x)g(t, x)dσdtdν(x)
=
∫
(t,x)∈X
∫ +∞
σ=0
ϕr2Q(t− σ)f(σ, x)
[(
er
2
QL
)∗
g(t, .)
]
(x)dσdtdν(x).
So we conclude that :
A∗Q(g)(σ, x) :=
∫
t∈R+
ϕr2Q(t− σ)
[(
er
2
QL
)∗
g(t, .)
]
(x)dt. (36)
By using the Minkowski inequality, we also have that(∫
Q
∣∣A∗Q(g)∣∣q0 dµ) 1q0 ≤ ∫
t∈R+
∥∥∥ϕr2Q(t− σ) [(er2QL)∗ g(t, .)] (x)∥∥∥q0,dν(x)dσ dt.
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By definition of the parabolic quasi-distance, we can write
Q = I × B
with I an interval of lenght r2Q and B a ball of Y of radius rQ. Then we have :(∫
Q
∣∣A∗Q(f)∣∣q0 dµ)1/q0 ≤∫
t∈R+
∥∥∥ϕr2Q(t− σ)1I(σ)∥∥∥q0,dσ
∥∥∥1B(x)(er2QL)∗ g(t, .)(x)∥∥∥
q0,dν(x)
dt.
With the assumption (33), we obtain(∫
Q
∣∣A∗Q(f)∣∣q0 dµ)1/q0 ≤∑
j≥0
∫
t∈R+
∥∥∥ϕr2Q(t− σ)1I(σ)∥∥∥q0,dσ βj ν(B)1/q0ν(2jB)1/2 ‖g(t, x)12jB(x)‖2,dν(x) dt.
Now we decompose the integration over t by :(∫
Q
∣∣A∗Q(f)∣∣q0 dµ)1/q0 ≤∑
j≥0
∑
k≥0
∫
t∈Sk(I)
∥∥∥ϕr2Q(t− σ)1I(σ)∥∥∥q0,dσ βj ν(B)1/q0ν(2jB)1/2 ‖g(t, x)12jB(x)‖2,dν(x) dt.
With the Cauchy-Schwarz inequality, we have(∫
Q
∣∣A∗Q(f)∣∣q0 dµ)1/q0
.
∑
j≥0
∑
k≥0
r−2Q
(
1 + 2k
)−l
r
2/q0
Q βj
ν(B)1/q0
ν(2jB)1/2
(2kr2Q)
1/2 ‖g(t, x)12kI×2jB(t, x)‖2,dtdν(x)
.
∑
j≥0
∑
k≥0
r
−1+2/q0
Q
(
1 + 2k
)−l+1/2
βj
ν(B)1/q0
ν(2jB)1/2
‖g(t, x)12kI×2jB(t, x)‖2,dtdν(x) .
Here l is an integer as large as we want, due to the fast decay of ϕ. Using the
maximal Hardy-Littlewood operator, we have
‖g(t, x)12kI×2jB(t, x)‖2,dtdν(x) ≤ µ
(
max{2j, 2k/2}Q)1/2 inf
Q
MHL,2(g).
So we obtain(∫
Q
∣∣A∗Q(g)∣∣q0 dµ)1/q0 ≤[∑
j≥0
∑
k≥0
r
−1+2/q0
Q
(
1 + 2k
)−l+1/2
βj
ν(B)1/q0
ν(2jB)1/2
µ
(
max{2j, 2k/2}Q)1/2] inf
Q
MHL,2(g).
We now estimate the sum over the parameters j and k. We have the two following
cases. Write
S1 :=
∑
j≥k/2≥0
r
−1+2/q0
Q
(
1 + 2k
)−l+1/2
βj
ν(B)1/q0
ν(2jB)1/2
µ
(
2jQ
)1/2
and
S2 :=
∑
k/2≥j≥0
r
−1+2/q0
Q
(
1 + 2k
)−l+1/2
βj
ν(B)1/q0
ν(2jB)1/2
µ
(
2k/2Q
)1/2
.
We must estimate these two sums. For the first, we use that µ(Q) = |I|ν(B) =
r2Qν(B) to have
S1 ≤
∑
j≥k/2≥0
2j
(
1 + 2k
)−l+1/2
βj
µ(Q)1/q0
µ(2jQ)1/2
µ
(
2jQ
)1/2
≤ µ(Q)1/q0
∑
j≥k/2≥0
2j
(
1 + 2k
)−l+1/2
βj
≤ µ(Q)1/q0
∑
j≥0
2jβj . µ(Q)
1/q0 .
In the last inequality, we have used the assumption (32) about the coefficients (βj)j .
For the second sum, we have (with the doubling property of µ and l large enough)
S2 ≤ r2/q0Q ν(B)1/q0
∑
k/2≥j≥0
r−1Q
(
1 + 2k
)−l+1/2
βj
(
µ(2k/2Q)
ν(2jB)
)1/2
. µ(Q)1/q0
∑
k/2≥j≥0
r−1Q
(
1 + 2k
)−l+1/2
βj
(
µ(2jQ)
ν(2jB)
)1/2
2(k/2−j)(δ+2)/2
. µ(Q)1/q0
∑
k/2≥j≥0
(
1 + 2k
)−l+1/2
βj2
j2(k/2−j)(δ+2)/2
. µ(Q)1/q0
∑
j≥0
(
1 + 2j
)−l+4+δ/2
βj2
−j(δ/2+1) . µ(Q)1/q0 .
So we have proved that there exists a constant C (independant on g and Q) such
that : (∫
Q
∣∣A∗Q(g)∣∣q0 dµ)1/q0 ≤ Cµ(Q)1/q0 inf
Q
MHL,2(g).
We can also conclude that
Mq0(f) . MHL,2(g).
⊓⊔
The assumption onMq0 satisfied : Mq0 is bounded byMHL,2. To apply the previous
abstract result about interpolation, we must now show that our operator T is
continuous from our Hardy spaces into L1 and prove the L2-boundedness of T .
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Theorem 8.7 T is L2(X)-bounded.
This fact was proved in [16] because it is equivalent to the maximal L2 regularity
on L2(Y ).
Now we want to apply the general Theorem 4.2. We have the following result :
Theorem 8.8 Let L be a generator of a bounded analytic semigroup on L2(Y ). As-
sume that (etL)t>0, (tLe
tL)t>0 and (t
2L2etL)t>0 belong to Olow(L2−L2)∩Ohigh(L2−
L2). Then there exist coefficients αj,k such that for all balls Q ⊂ X, for all
k ≥ 0, j ≥ 2 and for all functions f supported in Sk(Q)(
1
µ(2j+k+1Q)
∫
Sj(2kQ)
|T (BQ(f))|2 dµ
)1/2
≤ αj,k
(
1
µ(2k+1Q)
∫
Sk(Q)
|f |2dµ
)1/2
.
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In addition the coefficients αj,k (independent in Q) satisfy
Λ := sup
Q
sup
k≥0
[∑
j≥2
µ(2j+k+1Q)
µ(2k+1Q)
αj,k
]
<∞. (38)
With Theorem 4.2, these estimates imply the H1ǫ,mol(X)−L1(X) boundedness of T
for all ǫ > 0.
Proof : We write r = rQ and (t0, x0) the radius and the center of the ball Q so we
have defined BQ as Br2. The function f is fixed. The parameter j and k are fixed
too. We write Q as the product Q = I × B with I an interval of length r2Q and B
a ball of Y of radius rQ. We have
TBr2(f)(t, x) = T (f)(t, x)− TAr2(f)(t, x)
=
∫ t
0
[
Le(t−s)Lf(s, .)
]
(x)ds−
∫ t
0
[
Le(t−s)LAr2f(s, .)
]
(x)ds,
where [
Le(t−s)LAr2f(s, .)
]
(x) = Le(t−s)L
[∫ +∞
σ=0
ϕr2(s− σ)er2Lf(σ, .)dσ
]
(x).
So we obtain
T (Br2f)(t, x) =∫
R
∫
R
ϕr2(s− σ)
[
10<σ≤tLe(t−σ)Lf(σ, .)(x)− 10<s≤tLe(t−s+r2)Lf(σ, .)(x)
]
dσds.
(39)
We have three time-parameters σ, t and s. As in the case of Caldero´n-Zygmund
operators, the difference within the two brackets is very important. This will allow
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us to obtain the necessary decay for the coefficients αj,k. We decompose into two
domains :
D1 := {(σ, t, s), 0 ≤ σ ≤ t ≤ s} and D2 := {(σ, t, s), 0 ≤ s, σ ≤ t} .
For i ∈ {1, 2} we set Di(t) := {(σ, s); (σ, t, s) ∈ Di} and
Ui(f)(t, x) :=∫∫
Di(t)
ϕr2(s− σ)
[
10<σ≤tLe(t−σ)Lf(σ, .)(x)− 10<s≤tLe(t−s+r2)Lf(σ, .)(x)
]
dσds.
As ϕ is supported in R+, we have decomposed
T (Br2f)(t, x) =
2∑
i=1
Ui(f)(t, x). (40)
If we do not want to use the condition of the support of ϕ, there is a third term
which is estimated as the first one.
We begin the study when one of the two terms, in the square brackets, vanishes.
The radius r is fixed for all the proof and we set
χN(y) :=
1
r2
(
1 +
|y|
r2
)−N
.
1−) First case : (σ, s) ∈ D1(t).
Here we have the following expression :
U1(f)(t, x) = −
∫ ∞
t
∫ t
0
ϕr2(s− σ)Le(t−σ)Lf(σ, .)(x)dσds.
There is no ”cancellation” so we can directly estimate it by using the fast decay of
ϕ. For N a large enough integer
|U1(f)(t, x)| . r2
∫ t
0
χN(t− σ)
∣∣Le(t−σ)Lf(σ, .)(x)∣∣ dσ.
By definition of the parabolic quasi-distance,
(t, x) ∈ Sj(2kQ)⇐⇒
{
dY (x, x0) ≃ 2k+jr
|t− t0| ≤ (2k+j+1r)2 or
{
dY (x, x0) . 2
k+jr
|t− t0| ≃ (2k+j+1r)2 .
So, as f is supported in 2kQ, we have(
1
µ(2j+k+1Q)
∫
Sj(2kQ)
|U1(f)(t, x)|2 dν(x)dt
)1/2
. I + II (41)
37
with
I :=
(
r4
µ(2j+k+1Q)
∫
22(j+k)I
(∫
22kI
χN (t− σ)
∥∥Le(t−σ)Lf(σ, .)∥∥
2,Sj(2kB)
dσ
)2
dt
)1/2
and
II :=
 r4
µ(2j+k+1Q)
∫
S2j(22kI)
(∫
22kI
∥∥Le(t−σ)Lf(σ, .)∥∥
2,2k+j+1B
22N(k+j)
dσ
)2
dt
1/2 .
∗ Study of I.
By using off-diagonal estimates L2 − L2 (30), we know that
1
ν(2j+k+1B)1/2
∥∥Le(t−σ)Lf(σ, .)∥∥
2,Sj(2kB)
≤
ν(2k+1B)
ν(2k+j+1B)|t− σ|γ
(
2j+kr√|t− σ|
)(
1
ν(2k+1B)
∫
2k+1B
|f(σ, .)|2dν
)1/2
.
That is why, by using Cauchy-Schwarz inequality and the equality
µ(2j+k+1Q) = ν(2j+k+1B)22(j+k)r2,
we estimate I by the product 1
22(k+j)
∫
22k+2jI
∫
22kI
χ2N (t− σ)
(
ν(2k+1B)
ν(2k+j+1B)|t− σ|
)2
γ
(
2j+kr√|t− σ|
)2
dσdt
1/2
2kr
(
1
µ(2k+1Q)
∫
2k+1Q
|f |2dµ
)1/2
.
Then we get
I .
ν(2k+1B)
ν(2k+j+1B)
[
1
|22k+2jI|
∫
22k+2jI
∫
22kI
χ2N (t− σ) 2
2kr4
|t− σ|2
γ
(
2j+kr√|t− σ|
)2
dσdt
]1/2(
1
µ(2k+1Q)
∫
2k+1Q
|f |2dµ
)1/2
.
2kν(2k+1B)
ν(2k+j+1B)
(∫ 22(j+k)
0
(1 + v)−2N
1
v2
γ
(
2j+k√
v
)2
dv
)1/2
(
1
µ(2k+1Q)
∫
2k+1Q
|f |2dµ
)1/2
.
2kν(2k+1B)
ν(2k+j+1B)
2−j−k
(∫ ∞
1
(
1 + 2k+jv−2
)−2N
γ(v)2vdv
)1/2
(
1
µ(2k+1Q)
∫
2k+1Q
|f |2dµ
)1/2
.
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∗ Study of II.
In this case, we have t ∈ S2j(22kI) and σ ∈ 22kI, so
|t− σ| ≃ 22(j+k)r2.
By using off-diagonal estimates (31), we know that
1
ν(2j+k+1B)1/2
∥∥Le(t−σ)Lf(σ, .)∥∥
2,2k+j+1B
.
1
22(j+k)r2
(
1
ν(2k+1B)
∫
2k+1B
|f(σ, .)|2dν
)1/2
.
So we obtain that
II .
(
1
22(j+k)r2
∫
t∈S2j (22kI)
∫
22kI
2−4N(k+j)
22kr2
24(j+k)r4
dσdt
)1/2
(
1
µ(2k+1Q)
∫
2k+1Q
|f |2dµ
)1/2
. 2−4j2−2Nk+j
(
1
µ(2k+1Q)
∫
2k+1Q
|f |2dµ
)1/2
.
We have also the following estimate
I + II .
(
1
µ(2k+1Q)
∫
2k+1Q
|f |2dµ
)1/2
[
2−4j2−N(k+j) +
ν(2k+1B)
ν(2k+j+1B)
2−j−k
(∫ ∞
1
(
1 + 2k+jv−2
)−2N
γ(v)2vdv
)1/2]
.
With (41), here we can choose
αj,k =
[
2−N(k+j) +
ν(2k+1B)
ν(2k+j+1B)
2−j−k
(∫ ∞
1
(
1 + 2jv−2
)−N
γ(v)2vdv
)1/2]
for N a large enough integer.
2−) Last case for (σ, s) ∈ D2(t) : 0 ≤ s, σ ≤ t.
The relation (39) gives us that :
U2(f)(t, x) =
∫ t
0
∫ t
0
ϕr2(s− σ)
[
Le(t−σ)Lf(σ, .)(x)− Le(t−s+r2)Lf(σ, .)(x)
]
dσds.
Here we use the time regularity. We have :∣∣∣Le(t−σ)Lf(σ, .)(x)− Le(t−s+r2)Lf(σ, .)(x)∣∣∣ = ∣∣∣∣∫ t−σ
t−s+r2
∂LezLf(σ, .)(x)
∂z
dz
∣∣∣∣
=
∣∣∣∣∫ t−σ
t−s+r2
L2ezLf(σ, .)(x)dz
∣∣∣∣ .
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Then we repeat the same arguments as before :(
1
µ(2j+k+1Q)
∫
Sj(2kQ)
|U2(f)(t, x)|2 dν(x)dt
)1/2
. I + II (42)
with
I :=
(
1
µ(2j+k+1Q)
∫
22k+2jI
(∫
22kI
∫ t
0
χN(s− σ)
∫ t−σ
t−s+r2
∥∥L2ezLf(σ, .)∥∥
2,Sj(2kB)
dzdsdσ
)2
dt
)1/2
and
II :=
(
1
µ(2j+k+1Q)
∫
t∈S2j(22kI)
(∫
22kI
∫ t
0
χN (s− σ)
∫ t−σ
t−s+r2
∥∥L2ezLf(σ, .)∥∥
2,2k+jB
dzdsdσ
)2
dt
)1/2
.
∗ Study of I.
By using off-diagonal estimates (30), we know that
1
ν(2j+k+1B)1/2
∥∥L2ezLf(σ, .)∥∥
2,Sj(2kB)
≤
ν(2kB)
ν(2k+j+1B)z2
γ
(
2j+kr√
z
)(
1
ν(2kB)
∫
2kB
|f(σ, .)|2dν
)1/2
.
So we obtain
I .
ν(2kB)
ν(2k+j+1B)
(
1
µ(2kQ)
∫
2kQ
|f |2dµ
)1/2 [
1
22(k+j)r2
∫
22k+2jI
∫
22kI(∫ t
0
1
r2
(
1 +
|s− σ|
r2
)−N ∣∣∣∣∫ t−σ
t−s+r2
2kr
z2
γ
(
2j+kr√
z
)
dz
∣∣∣∣ ds
)2
dσdt
]1/2
.
We use the inequality∣∣∣∣∫ t−σ
t−s+r2
1
z2
γ
(
2j+kr√
z
)
dz
∣∣∣∣ ≤ ‖γ‖∞ ∣∣∣∣ 1t− s+ r2 − 1t− σ
∣∣∣∣ = ‖γ‖∞ |s− σ + r2||t− σ||r2 + t− s|
. ‖γ‖∞
1 + |s−σ|
r2
22(j+k)r2
(
1 + |t−s|
r2
) . ‖γ‖∞
(
1 + |s−σ|
r2
)2
24(j+k)r2
, (43)
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to have
I .
‖γ‖∞ν(2kB)2k
ν(2k+j+1B)24(k+j)r
(
1
|22k+2jI|
∫
22k+2jI
22kr2dt
)1/2(
1
µ(2kQ)
∫
2kQ
|f |2dµ
)1/2
.
ν(2kB)
ν(2k+j+1B)
2−4j‖γ‖∞
(
1
µ(2kQ)
∫
2kQ
|f |2dµ
)1/2
.
Here we can choose
αj,k =
ν(2kB)
ν(2k+j+1B)
2−4j‖γ‖∞ ≃ µ(2
kQ)
µ(2k+j+1Q)
2−2j‖γ‖∞.
∗ Study of II.
In this case, we have |t − σ| ≃ 22(k+j)r2. By using off-diagonal estimates (31), we
know that for z ≥ r2
1
ν(2j+k+1Q)1/2
∥∥L2ezLf(σ, .)∥∥
2,2k+jB
≤ 1
z2
ν(2kB)
ν( z
1/2
r
B)
(
1
ν(2kB)
∫
2kB
|f(σ, .)|2dν
)1/2
.
So we obtain
II . 2−j
∫
22k+2jI
∫
22kI
(∫ t
0
χN(s− σ)
∫ t−σ
t−s+r2
1
z2
ν(2kB)
ν( z
1/2
r
B)
dzds
)2
dσdt
1/2
(
1
µ(2kQ)
∫
2kQ
|f |2dµ
)1/2
.
We use the inequality (based on the doubling property of ν) that for all z ∈
[t− σ, t− s+ r2] we have
1
ν( z
1/2
r
B)
.
1
ν( |t−σ|
1/2
r
B)
(
1 +
|t− σ|1/2
z1/2
)δ
.
1
ν( |t−σ|
1/2
r
B)
(
1 +
|t− σ|1/2
(t− s+ r2)1/2
)δ
.
1
ν( |t−σ|
1/2
r
B)
(
1 +
1 + |t−σ|
1/2
r
1 + |t−s|
1/2
r
)δ
.
1
ν( |t−σ|
1/2
r
B)
(
1 +
|s− σ|1/2
r
)δ
.
So as N is an integer as large as we want, we can estimate
II .
ν(2kB)
2jν(2j+k+1B)
(∫
22k+2jI
∫
22kI
(∫ t
0
χN(s− σ)
∫ t−σ
t−s+r2
1
z2
dzds
)2
dσdt
)1/2
(
1
µ(2kQ)
∫
2kQ
|f |2dµ
)1/2
.
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Then we use (43) (with γ equal to the constant function) to finally obtain (with
an other exponent N)
II .
ν(2kB)
ν(2j+k+1B)2j24(j+k)r2
(∫
22k+2jI
∫
22kI
(∫ t
0
χN (s− σ)ds
)2
dσdt
)1/2
(
1
µ(2kQ)
∫
2kQ
|f |2dµ
)1/2
.
ν(2kB)22kr2
ν(2j+k+1B)24(j+k)r2
(
1
µ(2kQ)
∫
2kQ
|f |2dµ
)1/2
.
µ(2kQ)
µ(2j+k+1Q)22j+2k
(
1
µ(2kQ)
∫
2kQ
|f |2dµ
)1/2
.
So here we can choose
αj,k =
µ(2kQ)
µ(2j+k+1Q)22j+2k
.
3−) End of the proof.
With the decomposition (40), we have proved in the two previous points that we
have the estimate (37) with the coefficients αj,k satisfying
αj,k . 2
−N(k+j) +
ν(2kB)
ν(2k+j+1B)
2−j
(∫ ∞
1
(
1 + 2jv−2
)−2N
γ(v)2vdv
)1/2
+
µ(2kQ)
µ(2j+k+1Q)22j
(1 + ‖γ‖∞) .
We are going to check that (38) is satisfied. So we must bound the quantity
λk,Q :=
∑
j≥2
µ(2j+k+1Q)
µ(2k+1Q)
αj,k
by a constant (independent on k and Q). The coefficient αj,k is estimated by three
terms. By using the doubling property for µ, with N large enough we can sum the
first term 2−N(k+j). For the second term with N ≥ 2, we use (29) to have
∑
j≥2
µ(2j+k+1Q)
µ(2k+1Q)
ν(2kB)
ν(2k+j+1B)
2−j
(∫ ∞
1
(
1 + 2jv−2
)−2N
γ(v)2vdv
)1/2
.
∑
j≥2
2j
(∫ ∞
1
(
1 + 2jv−2
)−2N
γ(v)2vdv
)1/2
.
(∫ ∞
1
v2N+1γ(v)2dv
)1/2
<∞.
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For the third term of αj,k, we have∑
j≥2
µ(2j+k+1Q)
µ(2k+1Q)
µ(2kQ)
µ(2j+kQ)22j
(1 + ‖γ‖∞) .
∑
j≥2
2−2j <∞.
We have the desired property due to the additionnal factor 2−2j, which is obtained
by the time-regularity of the semigroup in the case 2−). So the assumption (38) is
satisfied. ⊓⊔
We have the same result for the adjoint operator T ∗ :
Theorem 8.9 Let L be a generator of a bounded analytic semigroup on L2(Y ). As-
sume that (etL
∗
)t>0, (tL
∗etL
∗
)t>0 and (t
2L2∗etL
∗
)t>0 belong to
Olow(L2 − L2) ∩ Ohigh(L2 − L2). Then there exists coefficients αj,k satisfying
Λ := sup
k≥0
[∑
j≥2
µ(2j+k+1Q)
µ(2k+1Q)
αj,k
]
<∞, (44)
such that for all balls Q ⊂ X, for all k ≥ 0, j ≥ 2, for all functions f supported in
Sk(Q)(
1
µ(2j+k+1Q)
∫
Sj(2kQ)
∣∣T ∗(B∗Q(f))∣∣2 dµ
)1/2
≤ αj,k(Q)
(
1
µ(2k+1Q)
∫
Sk(Q)
|f |2dµ
)1/2
.
These estimates show with Theorem 4.2 that T ∗ is H1ǫ,mol − L1 bounded for every
ǫ > 0, with the Hardy space H1ǫ,mol := H
1
ǫ,mol,(BQ
∗)
Q∈Q
(which is the Hardy space
constructed with the dual operators B∗Q).
Proof : The adjoint operator T ∗ is given by :
T ∗f(t, x) =
∫ Z
s=t
[
L∗
(
e(s−t)L
)∗
f(s, .)
]
(x)ds.
The parameter Z depends on the time interval J , it is defined by :
Z :=
{ ∞ if J = (0,∞)
l if J = (0, l)
.
The argument of the previous theorem can be repeated and we omit details. ⊓⊔
So now we can apply our general result to obtain the following result :
Theorem 8.10 Let L be a generator of a bounded analytic semigroup on L2(Y )
such that (etL)t>0, (tLe
tL)t>0 and (t
2L2etL)t>0 belong to Olow(L2−L2)∩Ohigh(L2−
L2) and (etL
∗
)t>0 belongs to Oweak(L2−Lp′0) for a p0 ∈]1, 2[. Then for all p ∈]p0, 2]
the operator T is Lp(X)-bounded and so we have the maximal regularity on Lp(Y ).
In addition if we know that (etL
∗
)t>0, (tL
∗etL
∗
)t>0 and (t
2L2∗etL
∗
)t>0 belong to Olow(L2−
L2) ∩Ohigh(L2 −L2) and (etL)t>0 belongs to Oweak(L2 − Lq0) for a q0 ∈]2,∞] then
for all p ∈ [2, q0[ the operator T is Lp(X)-bounded and so we have the maximal
regularity on Lp(Y ).
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Proof : We use Theorem 5.3 for the operator T and T ∗ whose hypotheses are
satisfied thanks to Theorem 8.8, 8.9 and 8.6. Then we conclude by duality for
p ≥ 2. ⊓⊔
Remark 8.11 We recall the result of S. Blunck and P.C. Kunstmann (Theorem
1.1 of [9]). Assume that the semigroup etL satisfies for p0 < 2 < q0 the following
Lp0 − Lq0 off-diagonal estimates for all balls B ⊂ Y :
(
1
ν(B)
∫
B
∣∣∣er2QL(f)∣∣∣q0 dν)1/q0 ≤∑
j≥0
βj
(
1
ν(2j+1B)
∫
Sj(B)
|f |p0dν
)1/p0
(45)
with coefficients βj satisfying
sup
B ball
∑
j≥0
βj
(
ν(2j+1B)
ν(B)
)1/p0
2j(δ−1) <∞. (46)
(We recall that δ is the homogeneous dimension of the space Y .) Then L has
maximal regularity on Lr for all r ∈ (p0, q0).
With our previous theorem, to get maximal regularity for all r ∈ (p0, q0), we need
to ask some L2 − L2 off-diagonal estimates and the two following conditions
(etL
∗
)t>0 ∈ Oweak(L2 − Lp′0) and (etL)t>0 ∈ Oweak(L2 − Lq0).
The second condition (etL)t>0 ∈ Oweak(L2 −Lq0) implies that we have (45) with βj
satisfying ∑
j≥0
βj2
j <∞,
which is a weaker condition than (46) for δ ≥ 2. So our use of Hardy spaces,
adapted to the maximal regularity operator, permits us to show some maximal Lr
regularity assuming some ”stronger” L2−L2 off-diagonal estimates for the operators
etL, LetL, L2etL and theirs duals and some ”weaker” off-diagonal estimates L2−Lq0
and Lp0 − L2 for the operators etL and etL∗ than those required by the result of S.
Blunck and P.C. Kunstmann.
To finish we will show some results on our Hardy space. First we have the off-
diagonal decay (28) and so we are in the particular case of the section 7.
Proposition 8.12 Assume that (etL)t>0 ∈ Olow(L2−L2). For BQ defined by (34)
and (35), we have that for all balls Q ⊂ X
∀i ≥ 0, ∀k ≥ 0, ∀f ∈ L2(2kQ), ‖BQ(f)‖2,Si(2kQ) ≤ C2−M
′′i‖f‖2,2kQ (47)
with an exponent M ′′ as large as we want.
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Proof : By definition we have just to prove the decay for the AQ operator. Let r
be the radius of Q. As previously, we write Q = I × B where I is an interval of
length r2 and B is a ball in Y of radius r. Recall that
AQ(f)(t, x) :=
∫ +∞
σ=0
[
ϕr2(t− σ)er2Lf(σ, .)
]
(x)dσ.
For i ≤ 1, we just use the L2(Y )-boundedness of AQ to prove (47). Then for
i ≥ 2 and (σ, y) ∈ 2kQ if (t, x) ∈ Si(2kQ) we have that d((x, t), (σ, y)) ≃ 2k+ir
and by using the definition of the parabolic quasi-distance, we conclude that either
x ∈ Si(2kB) either t ∈ S2i(22kI). We will study the two cases :
First for x ∈ Si(2kB), by the off-diagonal estimate (30) we have the estimate : for
all σ > 0∥∥∥er2L(f(σ, .))∥∥∥
2,Si(2kB)
.
ν(2kB)
ν(2i+kB)
γ
(
2i+k
)(ν(2i+kB)
ν(2kB)
)1/2
‖f(σ, .)‖2,2kB.
So by the Minkowski inequality, we obtain
‖AQ(f)(t, .)‖2,Si(2kB)
.
∫ +∞
σ=0
(
1 +
|t− σ|
r2
)−N
ν(2kB)
ν(2i+kB)
γ
(
2i+k
)(ν(2i+kB)
ν(2kB)
)1/2
‖f(σ, .)‖2,2kB dσ
r2
.
(
ν(2kB)
ν(2i+kB)
)1/2
γ
(
2i+k
) ‖f‖2,2kQ1
r
.
Then we integrate for t ∈ 22(i+k)I to have
‖AQ(f)‖2,22(i+k)I×Si(2kB) .
(
ν(2kB)
ν(2i+kB)
)1/2
2i+kγ
(
2i+k
) ‖f‖2,2kQ.
For the second case, we have |t− σ| ≃ 22(i+k)r2. By using the L2(Y )-boundedness
of the semigroup ∥∥∥er2L(f(σ, .))∥∥∥
2,2i+kB
. ‖f(σ, .)‖2,2kB.
So by the Minkowski inequality, we obtain
‖AQ(f)(t, .)‖2,2k+iB) .
∫
σ∈2kI
(
1 + 22(k+i)
)−N ‖f(σ, .)‖2,2kB dσr2
. 2−2(k+i)(N−1)‖f‖2,2kQ
1
r
.
So we can conclude that
‖AQ(f)‖2,S2i(22kI)×2i+kB . 2−(N−2)(k+i)‖f‖2,2kQ.
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With these two cases, we can conclude (for N any large enough integer)
‖AQ(f)‖2,Si(2kQ) .
(
2−(N−2)i +
(
ν(2kB)
ν(2i+kB)
)1/2
2i+kγ
(
2i+k
)) ‖f‖2,2kQ
which with the decay of γ permits to prove the result. ⊓⊔
With these decay, we have shown that the Hardy spaces H1ato(X) and H
1
ǫ,mol(X) are
included into the space L1(X). In fact we can improve this result, by comparing
it with the classical Hardy space of Coifman-Weiss on X .
Proposition 8.13 Let ǫ > 0. The inclusion H1ato(X) ⊂ H1ǫ,mol(X) ⊂ H1CW (X) is
equivalent to the fact for all r > 0, (erA)∗(1Y ) = 1Y (in the sense of Proposition
7.4).
Proof : We use the notations of Proposition 7.4. By using this Proposition, we
know that H1ǫ,mol(X) ⊂ H1CW (X) is equivalent to the fact that for all balls Q of X ,
A∗(1X) = 1X in the sense of (Molǫ,Q)∗. Let Q = B((tQ, cQ), rQ) be fixed. By (36)
we know that
A∗Q(g)(σ, x) :=
∫
t∈R+
ϕr2Q(t− σ)
[(
er
2
QL
)∗
g(t, .)
]
(x)dt.
As
∫
R
ϕ(t)dt = 1, we formally obtain
A∗Q(1X)(σ, x) = (e
r2QL)∗(1Y )(x).
This equality can be rigorously verified by defining (er
2
QL)∗(1Y )(x) as the continuous
linear form on the space
Molǫ,rQ(Y ) :=
{
f ∈ L1(Y ), ‖f‖Molǫ,rQ(Y ) <∞
}
,
where
‖f‖Molǫ,rQ(Y ) := sup
i≥0
‖f‖2,Si(QY )
(
ν(2iQY )
)1/2
2ǫi.
Here we write
QY = B(cQ, rQ) = {y ∈ Y, dY (x, cQ) ≤ rQ}
the ball in Y . Then the equivalence is a consequence of Proposition 7.4. ⊓⊔
In the paper [3] (which corresponds to the appendix : the chapter 6), the authors
have shown that with −L equals to the laplacian on X a complete Riemannian
manifold with doubling and Poincare´ inequality, the operator T is bounded on
H1CW (X) (not just bounded into L
1(X)). This is a better result than the one here
because Proposition 8.13 applies (see [3]) so
H1ato(X) ⊂ H1ǫ,mol(X) ⊂ H1CW (X) ⊂ L1(X).
But the H1CW -boundedness is using stronger hypotheses than ours in a specific
situation.
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9 Study of the duals of Hardy spaces.
In this section, we come back to (X, d, µ) an abstract space of homogeneous type
and we study the dual space of our Hardy spaces. In the Euclidean case the dual
space of H1CW is BMO. The other Hardy spaces, discussed in Section 3, have duals
charaterized by a space of BMO-type ([17, 27]). In our situation, it is not so easy,
and we obtain partial answers. So first, we give the definition of the Bmo∞ space :
Definition 9.1 A function f ∈ L2 belongs to the space Bmo∞ if
‖f‖BMO := sup
Q ball
(
1
µ(Q)
∫
Q
∣∣B∗Q(f)∣∣2 dµ)1/2 = ∥∥∥M ♯2(f)∥∥∥∞ <∞.
We define BMO∞ as the completion of Bmo∞ with this pseudo-norm.
We note BMO∞ because the norm is a norm of type BMO and we put the index
∞ to note that this space is the closure of L2. So it could be thought as the space
of BMO-functions with some decay at ”infinity”.
We have the following inclusion :
Proposition 9.2 The space (H1ato)
∗ ∩ L2 is included into Bmo∞ and
∀f ∈ (H1ato)∗ ∩ L2, ‖f‖BMO ≤ ‖f‖(H1ato)∗ .
We have the same result for the molecular Hardy space (H1ǫ,mol)
∗.
The proof is the same as in Lemma 5.4.
To characterize the dual space, we should show the other inclusion and we would
like to forget the ”L2-condition”. We give two results in this direction.
Proposition 9.3 The space Bmo∞ is included into (H1ato)
∗ ∩ L2 and :
∀φ ∈ Bmo∞, ‖φ‖(H1ato)∗ . ‖φ‖BMO.
By density, we get that BMO∞ →֒ (H1ato)∗.
Proof : Let φ ∈ Bmo∞ be a function, then φ ∈ L2. Let m = BQ(fQ) ∈ L2 be an
atom, then we must estimate the quantity :
〈φ,m〉 =
∫
φ(z)BQ(fQ)(z)dµ(z) =
∫
Q
B∗Q(φ)(z)fQ(z)dµ(z).
Then we get :
|〈φ,m〉| ≤ ∥∥B∗Q(φ)∥∥2,Q ‖fQ‖Q ≤ ∥∥B∗Q(φ)∥∥2,Q µ(Q)−1/2.
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Using the BMO-norm, we have
|〈φ,m〉| ≤ ‖φ‖BMO.
So we have shown that φ can be extended in a continuous linear form on all atoms.
By using Lemma 4.4, this proves that φ is a continuous linear form on H1ato. ⊓⊔
So for the atomic case, we need no other condition to have the two inclusions. For
the dual space of molecular space, it seems necessary to have other conditions.
Here is an example.
Proposition 9.4 For a ball Q, we write rQ for the radius. Assume that the oper-
ators AQ depend only on the radius rQ that is AQ = ArQ and BQ = BrQ. In this
case for all ǫ > 0, Bmo∞ is included into (H1ǫ,mol)
∗ ∩ L2 and :
∀φ ∈ Bmo∞, ‖φ‖(H1ǫ,mol)∗ . ‖φ‖BMO.
Therefore by density, we have BMO∞ →֒ (H1ǫ,mol)∗.
Proof : Let m = BQ(fQ) be an ǫ-molecule. Breaking the integral with the corona
Si(Q), we have :
|〈φ,m〉| ≤
∑
i≥0
∫
Si(Q)
B∗Q(φ)(z)fQ(z)dµ(z) ≤
∑
i≥0
∥∥B∗Q(φ)∥∥2,Si(Q) ‖fQ‖2,Si(Q)
≤
∑
i≥0
∥∥B∗Q(φ)∥∥2,Si(Q) µ(2i+1Q)−1/22−ǫi.
We want to cover 2i+1Q by a union of balls (Q˜k)1≤k≤κ with
∀k, C−1rQ ≤ rQ˜k ≤ rQ and
κ∑
k=1
12−M Q˜k ≤ 1
where M and C are integers which are large enough and depend only on the space
X . Let us explain how we can do this. Choose
(
B(xi,
1
3
rQ)
)
i
a maximal collection
of disjoint balls. Then we put in the collection (Q˜k)k all the balls B(xi,
1
10
rQ) such
that
B(xi, rQ) ∩ 2i+1Q 6= ∅.
By maximality, it is easy to see that the collection (Q˜k) covers the whole set 2
i+1Q.
By disjointness, we have that
κ∑
k=1
1 1
3
Q˜k
≤ 1.
So we can deduce that :∥∥B∗Q(φ)∥∥22,Si(Q) = ∥∥∥B∗rQ(φ)∥∥∥22,Si(Q) .
κ∑
k=1
∥∥∥B∗rQ(φ)∥∥∥22,Q˜k .
κ∑
k=1
∥∥∥B∗rQ(φ)∥∥∥22, rQ
r
Q˜k
Q˜k
.
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Here we use : rQ ≥ rQ˜k . In addition the radius of the ball
rQ
rQ˜k
Q˜k is now equal to
the radius rQ, also
∥∥∥B∗rQ(φ)∥∥∥2
2,
rQ
rQk
Q˜k
=
∥∥∥∥∥B∗rQr
Q˜k
Q˜k
(φ)
∥∥∥∥∥
2
2,
rQ
r
Q˜k
Q˜k
. µ(
rQ
rQ˜k
Q˜k)‖φ‖BMO.
By using the doubling property of the measure and the fact that rQ ≃ rQ˜k , we get
∥∥B∗Q(φ)∥∥22,Si(Q) . κ∑
k=1
‖φ‖2BMOµ(Q˜k) . ‖φ‖2BMO
κ∑
k=1
µ(3−1Q˜k)
. ‖φ‖2BMOµ(2i+1Q).
Therefore we have the estimate
|〈φ,m〉| .
∑
i≥0
‖φ‖BMO2−ǫi . ‖φ‖BMO.
Thus we have shown that φ is linearly continuous on all the ǫ-molecule. With the
help of Lemma 4.4, we can extend it to a continously linear form on the whole
molecular space. ⊓⊔
Remark 9.5 Assume that AQ is defined by the help of a semi-group AQ = ArQ =
e−rQL for a generator L. Then the previous condition is satisfied and with some
good conditions about L, we can characterize the dual space (H1ǫ,mol)
∗∩L2 as Bmo∞.
It is interesting to notice that this space does not depend on ǫ.
Here we have not found a general answer for the dual space (H1ato)
∗. We have only
the result Bmo∞ = L2 ∩ (H1ato)∗. Now to have a complete result for the duality,
we must forget the “L2 condition”. In such an abstract case, it seems very difficult
to do this. The difficulty is to have a representation of a linearly continuous form
of H1ato. Let l belongs to (H
1
ato)
∗, by the definition of atom we have that the
operator BQ is continuous from L
2(Q) into H1ato. So we can compute l ◦BQ, which
is continuous from L2(Q) into R. By the Riesz representation theorem, we know
that there exists hQ ∈ L2(Q) such that for all f ∈ L2(Q)
l ◦BQ(f) :=
∫
Q
hQ(x)f(x)dµ(x).
Now to have a good representation of l, we “need to invert” the operator BQ to
have formally : for all atom g associated to the ball Q
l(g) =
∫
Q
hQ(x)B
−1
Q g(x)dµ(x) =
∫
Q
B−1∗Q hQ(x)g(x)dµ(x).
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Then we need to define a “good” function φ (which does not depend on Q) such
that for each ball Q and for each atom g associated to Q we have
l(g) =
∫
Q
B−1∗Q hQ(x)g(x)dµ(x) =
∫
X
φ(x)g(x)dµ(x).
Here if we do not want to invert, we need a decomposition of identity with the BQ
operators. That is why, in [17, 27] the authors use a Caldero´n reproducing formula
to identify their dual space.
So there are two questions to solve and we do not know how to do this ; other
informations on the collection of operators B = (BQ)Q∈Q seem to be necessary, but
we do not know at this time which ones.
We have seen that the space (H1ato)
∗ is probably too big to be identified with a
BMO-space. However we are going to show that the subspace L2∩ (H1ato)∗ is dense
in the whole space (H1ato)
∗ for a weak topology. Let us study the topology of Bmo∞
in (H1ato)
∗ for the weak * topology. We recall that S is the set of functions f ∈ H1ato
so that there exists a finite decomposition into atoms (mi) satisfying :
f =
n∑
i=1
λimi with ‖f‖H1ato ≥ 10−1
(∑
i
|λi|
)
.
By Lemma 4.4, we know that S is dense in H1ato.
Proposition 9.6 If the space Bmo∞ is dense in L2 (for the strong topology) then
Bmo∞ is dense in (H1ato)
∗ for the weak * topology of S∗.
Proof : We claim that the space Bmo∞ is total, that is :
{f ∈ S; ∀φ ∈ Bmo∞, 〈f, φ〉 = 0} = {0} . (48)
To prove this, let f ∈ S be a function in the left set. Then f has a finite atomic
decomposition so it is an L2-function, and we have
∀φ ∈ Bmo∞ ⊂ L2, L2〈f, φ〉L2 = 0.
As Bmo∞ is assumed to be dense in L2 and f belongs to L2, we can deduce that
f = 0, which proves (48).
We use a general fact : Theorem 4 of [15] to obtain the density for the weak *
topology. ⊓⊔
We can have a more precise theorem in the case of the section 7 :
Proposition 9.7 Assume that the assumptions (28) of the section 7 are satisfied.
The space L∞∩L2 is dense in (H1ato)∗ for the weak * topology of (H1ato)∗. For ǫ > 0,
L∞ ∩ L2 is dense in (H1ǫ,mol)∗ for the weak * topology.
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Proof : The proof is the same as the one of Proposition 9.6. We will deal with
the case ǫ ∈]0,∞] and we will prove the two claims. The fact that the space L∞ is
total, means that :{
f ∈ H1ǫ,mol, ∀φ ∈ L∞ ∩ L2 ⊂ (H1ǫ,mol)∗, 〈f, φ〉 = 0
}
= {0} . (49)
This fact is obvious because the function f ∈ L1 (due to Proposition 7.1). As for
Proposition 9.6, we use the Theorem 4 of [15] to conclude. ⊓⊔
In fact to have a complete representation theorem for the dual space, we probably
need to make some new assumptions. In [17, 18, 27], the authors characterize the
dual space by a BMO-space, by using an equivalent definition of their Hardy spaces
with tent spaces.Using molecular decomposition in tent spaces, they obtain some
molecular decomposition of their Hardy spaces. Without other assumptions, our
molecular decomposition is strictly more restrictive than theirs. So in the general
case, we think that the dual space of our Hardy spaces is bigger than a BMO-
space. We have seen that our Hardy spaces are ”big” enough to obtain a good
interpolation result with the scale of Lebesgue spaces, but they seem to be too
”small” to have a fine dual space.
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