Detecting important regions in videos has been extensively studied for past decades for their wide variety of applications including video summarization and retargeting. Visual attention models draw much attention for this purpose, which find visually salient regions. However, visual attention models ignore intentionally captured regions (ICRs) derived from videographers' intentions, i.e., what the videographers wanted to capture in their videos. This paper proposes a Markov random field-based ICR model for finding them. Observing that a videographer's intention is embedded into camera motion together with objects' motion, our ICR model uses point trajectory-based features to distinguish ICRs from non-ICRs. It also leverages spatial and temporal consistency of ICRs to improve the performance. We have experimentally demonstrated our ICR model's performance and the difference between ICRs and visually salient regions.
INTRODUCTION
Important region detection in videos plays an essential role in various applications, such as video summarization, retargeting, and compression [1, 2, 3, 4, 5, 6] . For example, video retargeting locates important regions and crops them for adapting the video to small displays [3] . Conventionally, visual attention models [7, 8, 9, 10, 11, 12, 13] have been widely used for detecting important regions. Since they find visually salient regions that viewers may focus on, they can be viewed as important regions from viewers' perspective.
There is another perspective for important region detection, i.e., videographers' one. When a videographer takes a video with a mobile camera, she/he usually has a capture intention [14] , which stands for why she/he captures the video, e.g., to record the growth of children or beautiful scenery. Such a capture intention induces regions in the video that are intentionally captured by the videographer as shown in Fig. 1 , which are called intentionally captured regions (ICRs). ICRs are essential for the video: If the videographer's capture intention is, e.g., to record the growth of her/his child, hiding the region corresponding to her/his child completely spoils the capture intention. In this sense, we can deem ICRs to be important regions from videographer's perspective.
In some applications, ICRs are more reasonable than visually salient regions, especially for videos taken with mobile video cameras, because the main content of such videos is usually determined by the videographers' capture intentions. This strongly motivates us to establish a method to find ICRs. In our previous work [15] , a method has been proposed to classify persons in videos into intentionally captured or accidentally framed in persons and used for fully automatic video privacy protection [16, 17, 18] . However, the application of [15] is severely limited due to its incapability of finding ICRs, which can be general objects including even scenery.
This paper proposes to find ICRs through generating an intention map, which represents how likely a pixel belongs to ICRs, as in Fig. 2(d) . To generate the intention map, we build an ICR model based on the observation that the capture intentions are embedded in the relationship between the camera and objects' motion. The main challenge of our ICR model is the unavailability of the objects' motion, i.e., ICRs can be arbitrary regions in contrast to [15] , which makes explicit detection and tracking of target objects infeasible. We instead use point trajectories obtained by [19] that provides long term trajectories of relatively dense points. The point trajectories are classified into those in ICRs or non-ICRs. The intention map is then generated based on the classification results. Our ICR model is an extension of the work [20] . To improve the performance of ICR classification, our new ICR model uses the Markov random field (MRF) to leverage the spatial and temporal consistency of ICRs. The main contributions of this paper are summarized as follows: (i) We develop a MRF-based ICR model for classification, which makes use of point trajectories [19] as well as spatial and temporal consistency of ICRs. (ii) We propose to generate intention map so that our ICR model can be used instead of conventional visual attention models. (iii) We experimentally evaluate the performance of our ICR model and compare it with a visual attention model [7] to emphasize the difference between the ICRs and visually salient regions.
MRF-BASED ICR MODEL FOR CLASSIFICATION
When a videographer takes a video, she/he preliminarily has a capture intention and determines target objects, which correspond to ICRs in the video. For getting a better view of target objects, the videographer tries to, e.g., arrange them at appropriate positions in the frame by moving the mobile camera. In contrast, the videographer usually does not pay much attention to the other objects in the scene. Therefore, trajectories of each object in the scene can be a cue for distinguishing ICRs and non-ICRs. Since detection and tracking are difficult for an arbitrary object, we instead use point trajectories [19] , each of which is composed of the motions of the camera and the object that the point belongs to, for classification.
This classification can be done by the support vector machine (SVM) or other classifiers. For accurate classification, we leverages the following spatial and temporal consistency through a MRF-based ICR model: (i) Since the point trajectories are dense ( Fig. 2(b) ), the classification results are highly correlated for neighboring points in similar color and motion. (ii) ICRs do not change frequently so that viewers can comprehend what they are seeing.
Features: We firstly calculate point trajectory-based features. Let
⊤ be the i-th point in the t-th frame where ⊤ means transpose and i = 1, . . . , I, and X t,i the point trajectory that contains points corresponding to x t,i in the successive 2T frames centered at the frame, i.e.,
Since X t,i is a composition of the camera motion and the motion of the object that x t,i belongs to, we try to find the motion of stationary background objects as a representation of the camera motion. Let B t = (X t,1 , . . . , X t,I ′ ) denote a matrix consisting of the point trajectories in the stationary background objects. As the rank of B t is three [21] , a point trajectory in B t can be represented by a linear combination of the three bases of point trajectories. Assuming that the stationary background objects dominate the largest region in the frame, we extract the bases by finding B ′ t = (X t,j , X t,k , X t,m ) that minimizes the following criterion using RANSAC as in [21] :
where point trajectories in B ′ t are selected from all point trajectories in the frame. We define feature vector v t,i that consists of all elements of X t,i and B ′ t as well as c t,i (B ′ t ) to indicate how likely x t,i is on stationary background objects.
MRF-based ICR model: Our classification assigns to x t,i a label l t,i ∈ {0, 1} representing whether x t,i belongs to ICRs (l t,i = 1) or not (l t,i = 0). For this, we develop a MRF-based ICR model, which calculate probability q t,i of l t,i = 1 given feature vectors and the previous frame's result. Figure 3 shows our ICR model. Let V t = {v t,1 , . . . , v t,I } be the set of feature vectors and q t−1 = (q t−1,1 , . . . , q t−1,I ) a vector of the probabilities of l t−1,i = 1 obtained as the previous frame's result. We define the probability of label vector l t = (l t,1 , . . . , l t,I ) given q t−1 and V t as p(l t |q t−1 , V t ) = e −E(lt,qt−1,Vt) /Z, where E is an energy function, and Z is a normalizing constant. E is defined as
where ϕ, ψ, and θ are data, temporal consistency, and spatial consistency terms, respectively, and A is a set of all adjacent points. β and γ control the contribution of ψ and θ. The marginal probability of l t,i is given by
and q t,i is given by
Data term ϕ(l t,i , v t,i ) models the relationship between l t,i and v t,i . We use a SVM for this purpose. The decision value from a trained SVM is denoted by f (v t,i ), where a large value of f (v t,i ) implies l t,i = 1. The data term is given by
where ς(·) is a sigmoid function to make this term in [0, 1].
Temporal consistency term ψ(l t,i , q t−1,i ) penalizes different labels assigned to corresponding points in successive frames. Considering that a label with a high probability likely to give the same label in the next frame, we define the temporal consistency term as
Spatial consistency term θ t,i,j (l t,i , l t,j ) penalizes different labels assigned to adjacent points x t,i and x t,j , where Delaunay triangulation determines set of adjacent points. Observing if labels l t,i and l t,j agree or not correlates to how much the points differ, we define the spatial consistency term as
In this term, d t,i,j measures the difference between x t,i and x t,j in color, motion, and position. Let u t,i,j be a vector consisting of the Euclid distances of the colors, motions, and positions between x t,i and x t,j . Each component in this vector Fig. 4 . ROC curves.
is expected to be small if the labels agrees; therefore, we define d t,i,j as the squared Mahalanobis distance of the vector,
, where the mean is assumed to be 0, and the variance Σ is estimated from a training dataset. The term defined in Eq. (7) gives a small value when d t,i,j is small, but the value is bounded by α since a larger value of d t,i,j does not necessarily indicate different labels.
A label vector that approximately minimizes the energy can be obtained by the graph cut algorithm [22] , which is fed into intention map generation. Figure 2 (c) shows q t,i 's, which clearly distinguish ICR and non-ICR compared to Fig. 2(b) .
INTENTION MAP GENERATION
We generate an intention map that indicates how likely each pixel belongs to an ICR. For this, letting M t (z) be the value of intention map for the pixel at z = (x, y) in the t-th frame, q t,i is propagated to pixels around x t,i as
where NN t (z) is the set of indices of K nearest neighbor points to z. An example of M t (z) is shown in Fig. 2(d) .
EXPERIMENTAL RESULTS
We evaluated our ICR model using a dataset containing 44 videos with ground truth ICRs. The average duration of the videos was 46.2 second at 30 frames per second. We asked the videographers who took the videos to specify the ICRs for every 10 frames since this was a laborious task, and the specified ICRs were used as ground truth.
To evaluate the performance of our ICR model, we employed the false positive rate (FPR) and the true positive rate (TPR). Let TP, TN, FP, and FN be the numbers of true positives, true negatives, false positives, and false negatives, where TP is, for example, defined as the number of points for which q t,i > TH and x t,i is included in a ground truth ICR. 
FPR and TPR were calculated via four-fold cross-validation, i.e., we trained the SVM and estimated parameter Σ using 33 videos and calculated FPR and TPR using the remaining 11 videos. Values of T , α, β, and γ were empirically set to 5, 0.2, 5, and 0.8. To show the difference between our ICR model and visual attention models, we generated saliency maps in [7] , and calculated FPR and TPR using x t,i 's. Figure 4 shows the ROC curves for our ICR model (OURS) and the visual attention model (VA). The area under the ROC curves (AUC) were 0.66 for OURS and 0.55 for VA. The low value of VA indicated that the correlation between the visually salient regions and ICRs was low. Our ICR model outperformed the visual attention model, although the performance is not sufficient. The ROC curve for VA was jagged because large values were rare in VA and thus its FPR and TPR were concentrated around (0, 0). Figure 5 shows example frames from two videos in our dataset (the first and fourth rows), the saliency maps (the second and fifth rows), and intention maps (the third and the sixth rows). For intention map generation, we used K = 3. To visualize the saliency maps whose values lie in a wide range, we normalized each of them to [0, 1] . In these figures, the visual attention model gave responses to visually salient regions (such as a high contrast regions), but such regions do not have a strong correlation with ICRs. Our ICR model, on the other hand, predicted the presence of ICRs except for the third frame in Fig. 5(b) . This is because the presence of ICRs are mainly reflected in slow camera motion, and our ICR model successfully captured this cue, although relatively slow camera motion resulted in the failure in the third frame in Fig. 5(b) . However, our ICR model did not estimate the shapes of ICRs.
CONCLUSION
In this paper, we have introduced a concept of ICRs, which can be viewed as important regions from videographers' perspective, and have proposed to generate an intention map using an ICR model for finding ICRs. Observing that capture intentions are embedded in the camera motion in accordance with object motion, our ICR model uses point trajectories as a cue for distinguishing ICRs from non-ICRs. Our experimental results demonstrated that our ICR model successfully predicted the presence of ICRs, but its performance was still insufficient for estimating the actual shapes of ICRs. Our future work includes determining parameters as they seem to much depend on the video content. Developing new features is another challenge for estimating the shapes of ICRs.
