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1.1 Introduction
One of the foremost goals of high-energy physics is to test the Standard Model of particle physics and
to search for indications of new physics beyond. Towards this aim, the experimental high-energy physics
program is pursuing three complementary approaches: experiments at the “energy frontier” try to directly
produce non-Standard Model particles in collisions at large center-of-mass energies; experiments at the
“cosmic frontier” look for astronomical evidence of new interactions and aim to detect cosmically-produced
non-Standard-Model particles through their interaction with ordinary matter; while experiments at the
“intensity frontier” [1] make precise measurements of rare processes and look for discrepancies with the
Standard Model. In many cases, interpretation of the experimental measurements requires a quantitative
of understanding the nonperturbative dynamics of the quarks and gluons in the underlying process. Lattice
gauge theory provides the only known method for ab initio quantum chromodynamics (QCD) calculations
with controlled uncertainties, by casting the fundamental equations of QCD into a form amenable to high-
performance computing. Thus, facilities for numerical lattice QCD are an essential theoretical adjunct
to the experimental high-energy physics program. This report describes the computational and software
infrastructure resources needed for lattice gauge theory to meet the scientific goals of the future energy-
and intensity-frontier experimental programs. We focus on the efforts and plans in the US, but comparable
efforts are ongoing in Europe and Japan.
Experiments at the intensity frontier probe quantum-mechanical loop effects; thus they can be sensitive to
physics at higher energy scales than those directly accessible at the LHC. Measurements in the quark-flavor
sector, for example, constrain the scale of new particles with O(1) couplings to be greater than 1,000 TeV
or even 10,000 TeV [2]. Contributions from new heavy particles may be observable as deviations of the mea-
surements from Standard-Model expectations, provided both the experimental measurements and theoretical
predictions are sufficiently precise. For many quantities, the comparison between the measurements and
Standard-Model predictions are currently limited by theoretical uncertainties from nonperturbative hadronic
amplitudes such as decay constants, form factors, and meson-mixing matrix elements. These nonperturbative
hadronic parameters can only be calculated with controlled uncertainties that are systematically improvable
using numerical lattice QCD. The U.S. Lattice-QCD Collaboration (USQCD) lays out an ambitious five-year
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vision for future lattice-QCD calculations in the white paper “Lattice QCD at the Intensity Frontier” [3],
explaining how they can provide essential and timely information for current, upcoming, and proposed
experiments. In some cases, such as for the determination of CKM matrix elements that are parametric
inputs to Standard-Model predictions, improving the precision of existing calculations is sufficient, and the
expected increase in computing power due to Moore’s law will enable a continued reduction in errors. In other
cases, like the muon g − 2 and the nucleonic probes of non-Standard-Model physics, new hadronic matrix
elements are required; these calculations are typically computationally more demanding, and methods are
under active development.
Precision measurements at high-energy colliders can also probe quantum-mechanical loop effects. Future
proposed facilities such as the International Linear Collider (ILC), Triple-Large Electron-Positron Collider
(TLEP), or a muon collider would enable dramatic improvements in measurements of Higgs partial widths
to sub-percent precision, but a reduction in the theoretical uncertainties on the Standard-Model predictions
to this level will be needed to fully exploit these measurements. Currently parametric errors from the
quark masses mc and mb and the strong coupling constant αs are the largest sources of uncertainty in the
Standard-Model branching-ratio predictions for the dominant Higgs decay mode H → b¯b, many other Higgs
decay channels, and the Higgs total width [135]. Numerical lattice-QCD simulations provide the only first-
principles method for calculating the parameters of the QCD Lagrangian; in fact, they currently provide
the single-most precise determinations of αs and mc, and a competitive calculation of mb. In the next few
years, increased computing resources will enable a significant reduction in the uncertainty on mb, smaller
reductions in the errors on mc and αs, and further corroboration for all of these quantities from independent
lattice calculations. Ultimately, the goal is to improve the accuracy of QCD calculations to the point where
they no longer limit what can be learned from high-precision experiments at both the energy and intensity
frontiers that seek to test the Standard Model. Indeed, lattice-QCD calculations of hadronic matrix elements
and fundamental QCD parameters may play a key role in definitively establishing the presence of physics
beyond-the-Standard Model and in determining its underlying structure.
The Large Hadron Collider (LHC) aims to directly produce new particles in high-energy proton-proton
collisions that can be detected by the ATLAS and CMS experiments, and already these experiments have
discovered a ∼ 125 GeV Higgs-like particle [4, 5]. If, however, electroweak symmetry breaking is realized in
Nature via the Standard-Model Higgs, the mass of the light Higgs must be finely tuned, leading to the well-
known hierarchy problem. Therefore many proposed new-physics models aim to provide a deeper dynamical
mechanism that resolves this shortcoming of the Standard Model. Examples include technicolor [6, 7], in
which the Higgs may be a dilaton associated with the breaking of conformal (i.e. scale) symmetry, or little
Higgs scenarios [8, 9, 10], in which the Higgs is a pseudo-Goldstone boson associated with chiral-symmetry
breaking. The common thread in these classes of new-physics models is that the Higgs boson is composite,
and its dynamics are nonperturbative near the electroweak scale. Therefore a natural tool for studying these
theories is lattice gauge theory. In recent years, members of the lattice-gauge-theory community have been
developing methods to study gauge theories beyond QCD. The USQCD Collaboration documents progress
in lattice calculations for beyond-the-Standard Model physics in the white paper “Lattice Gauge Theories
at the Energy Frontier” [11], and outlines strategic goals for the next five years focusing on aiding new-
physics searches at the LHC. The current highest priority is to find a viable composite-Higgs model with
a light scalar and an oblique S-parameter [12] consistent with precision electroweak constraints, and then
to compute predictions of this theory that can be tested at the 14-TeV LHC run for other quantities such
as the heavier particle spectrum and W -W scattering. More broadly, the goal of the lattice beyond-the-
Standard Model effort is to develop quantitative tools for studying new gauge theories, which may behave
quite differently than naive expectations based on intuition from QCD. In the future, numerical lattice gauge
theory calculations can provide essential quantitative input to Higgs (and other new-physics) model building,
and, ultimately, play a key role in discovering TeV-scale strong dynamics.
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The lattice gauge theory research community in the United States coordinates much of its effort to obtain
computational hardware and develop software infrastructure through the USQCD Collaboration. Support
for USQCD has been obtained from the high-energy physics and nuclear physics offices of DOE in the form of
(i) funds for hardware and support staff, (ii) computational resources on leadership-class machines through
INCITE awards, and (iii) SciDAC awards for software and algorithm development. The first has consisted
of two 4–5 year grants, the second of which extends until 2014. Since its inception, the INCITE program has
awarded computing resources to USQCD every year. SciDAC has funded three software projects for lattice
QCD, the most recent beginning in 2012. All three components have been critical for progress in lattice
QCD in the past decade. The primary purpose of USQCD is to support the high-energy and nuclear physics
experimental programs in the U.S. and worldwide. To this end, USQCD establishes scientific priorities,
which are documented in white papers [11, 3, 13, 14]. USQCD’s internal and INCITE computing resources
are then allocated, in a proposal driven process, to self-directed smaller groups within USQCD to accomplish
these goals.
At present, members of USQCD make use of dedicated high-capacity PC and GPU cluster funded by the DOE
through the LQCD-ext Infrastructure Project, as well as a Cray XE/XK computer, and IBM Blue Gene/Q
and Blue Gene/P computers, made available by the DOE’s INCITE Program. During 2013, USQCD as a
whole expects aggregate production of 214 sustained Tflop/sec-yrs from these machines, where ”sustained
Tflop/sec” refers to the floating point performance of lattice-QCD codes. USQCD also has a PRAC grant
to develop code for the NSF’s new petascale computing facility, Blue Waters. Further, subgroups within
USQCD apply individually to utilize other DOE and NSF supercomputer centers. For some time, the
resources USQCD has obtained have grown with a doubling time of approximately 1.5 years, consistent with
Moore’s law, and this growth rate will need to continue to meet the collaboration’s scientific objectives.
The software developed by USQCD under a SciDAC grant enables U.S. lattice gauge theorists to use a wide
variety of architectures with very high efficiency, and it is critical that USQCD software efforts continue at
their current pace. Historically, the advance preparation of USQCD for new hardware has enabled members
to take full advantage of early science time that is often available while new machines are coming online and
being tested. Over time, the development of new algorithms has had at least as important an impact on the
field of lattice QCD as advances in hardware, and this trend is expected to continue, although the rate of
algorithmic advances is not as smooth or easy to predict as that of hardware.
This report presents the future computing needs and plans of the U.S. lattice gauge theory community, and
argues that continued support of the U.S. (and worldwide) lattice-QCD effort is essential to fully capitalize
on the enormous investment in the high-energy physics experimental program. This report is organized as
follows. Section 1.2 presents the role of lattice QCD to aid in the search for new physics at the energy and
intensity frontiers. Next, Section 1.3 presents details of the computational hardware and software resources
needed to undertake these calculations. Finally, Section 1.4 recaps the main findings of this report. Achieving
the scientific goals outlined in the USQCD white papers [11, 3] and summarized here will require support
of both the national supercomputing centers and of dedicated USQCD hardware, investment in software
development, and support of postdoctoral researchers and junior faculty. Given sustained investment in
numerical lattice field theory, the lattice community will continue to carry out the nonperturbative theoretical
calculations needed to support the current and future experimental particle-physics programs at the energy
and intensity frontiers.
1.2 Physics motivation
In this section we first provide a brief introduction to lattice QCD. We summarize the dramatic progress in
the past decade, with some emphasis on calculations carried out under the auspices of USQCD, and highlight
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calculations that validate the whole paradigm of numerical lattice-QCD. This sets the stage for Secs. 1.2.2
and 1.2.3, which describe a broad program of lattice-QCD calculations that will be relevant for experiments
at the intensity and energy frontiers, respectively.
1.2.1 Lattice field theory methodology and validation
Lattice gauge theory formulates QCD on a discrete Euclidean spacetime lattice, thereby transforming the
infinite-dimensional quantum field theory path integral into a finite-dimensional integral that can be solved
numerically with Monte Carlo methods and importance sampling. In practice, lattice-QCD simulations are
computationally intensive and require the use of the world’s most powerful computers. The QCD Lagrangian
has 1+Nf +1 parameters: the gauge coupling g
2, the Nf quark masses mf , and the CP -violating parameter
θ¯. Because measurements of the neutron electric dipole moment (EDM) bound θ¯ < 10−10, most lattice-QCD
simulations set θ¯ = 0. The gauge-coupling and quark masses in lattice-QCD simulations are tuned by
calibrating to 1 +Nf experimentally-measured quantities, typically hadron masses or mass-splittings. Once
the parameters of the QCD action are fixed, everything else is a prediction of QCD.
There are many ways to discretize QCD, particularly the fermions, but all of them recover QCD in the
continuum limit, i.e., when the lattice spacing a→ 0. The various fermion formulations in use have different
advantages (such as computational speed or exact chiral symmetry) and different sources of systematic
uncertainty; hence it is important to compute quantities with more than one method for independent
validation of results. The time required for numerical simulations increases as the quark mass decreases
(the condition number of the Dirac operator, which must be inverted, increases with decreasing mass), so
quark masses in lattice simulations have usually been higher than those in the real world. Typical lattice
calculations now use quark masses such that the pion mass mpi . 300 MeV, while state-of-the art calculations
for some quantities attain pions at or slightly below the physical mass of mpi ∼ 140 MeV. Over the coming
decade, improvements in algorithms and increases in computing power will render chiral extrapolations
unnecessary.
Most lattice-QCD simulations proceed in two steps. First one generates an ensemble of gauge fields with
a distribution exp[−SQCD]; next one computes operator expectation values on these gauge fields. A major
breakthrough in lattice-QCD occurred with the advent of gauge-field ensembles that include the effects of the
dynamical u, d, and s quarks in the vacuum. Lattice-QCD simulations now regularly employ “Nf = 2+1” sea
quarks in which the light u and d sea-quark masses are degenerate and somewhat heavier than the physical
values, and the strange-sea quark mass takes its physical value. Further, “Nf = 2 + 1 + 1” simulations that
include a charm sea quark are now underway; dynamical charm effects are expected to become important as
precision for some quantities reaches the percent level. During the coming decade, even Nf = 1 + 1 + 1 + 1
simulations which include isospin-breaking in the sea are planned.
The easiest quantities to compute with controlled systematic errors and high precision in lattice-QCD
simulations have only a hadron in the initial state and at most one hadron in the final state, where the
hadrons are stable under QCD (or narrow and far from threshold). These quantities, often referred to
as “gold-plated,” include meson masses and decay constants, semileptonic and rare decay form factors, and
neutral meson mixing parameters, and enable determinations of all CKM matrix elements except |Vtb|. Many
interesting QCD observables are not gold-plated, however, such as resonances like the ρ and K∗ mesons, fully
hadronic decay matrix elements such as for K → pipi and B → DK, and long-distance dominated quantities
such as D0-D¯0 mixing. That said, lattice QCD with current resources is beginning to tackle such quantities,
particularly in K → pipi decay.
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Many errors in lattice-QCD calculations can be assessed within the framework of effective field theory.
Lattice-QCD calculations typically quote the following sources of uncertainty:
• Monte Carlo statistics and fitting ;
• tuning lattice spacing and quark masses by calibrating to a few experimentally-measured quantities
such as mpi, mK , mDs , mBs , mΩ, and fpi;
• matching lattice gauge theory to continuum QCD using fixed-order lattice perturbation theory, step-
scaling, or other partly or fully nonperturbative methods;
• chiral and continuum extrapolation by simulating at a sequence of light (up and down) quark masses
and lattice spacings and extrapolating to mlat → mphys and a → 0 using functional forms derived in
chiral and weak-coupling QCD perturbation theory;
• finite volume corrections, which may be estimated using effective theory and/or studied directly by
simulating lattices with different spatial volumes.
The methods for estimating uncertainties can be verified by comparing results for known quantities with
experiment. Lattice-QCD calculations successfully reproduce the experimentally-measured low-lying hadron
spectrum [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25], as shown in Fig. 1-1. Lattice-QCD results agree
with nonlattice determinations of the charm-and bottom-quark masses [26, 27, 28] and strong coupling αs
[27, 29, 30, 31, 32, 33, 34], but now surpass the precision obtained by other methods. Further, lattice-QCD
calculations correctly predicted the mass of the Bc meson [35, 36], the leptonic decay constants fD and
fDs [37, 38], and the D → K`ν semileptonic form factor [39, 40] (see Fig. 1-2) before the availability of
precise experimental measurements. These successful predictions and postdictions validate the methods of
numerical lattice QCD, and demonstrate that reliable results can be obtained with controlled uncertainties.
In the last five years lattice QCD has matured into a precision tool. Results with fully controlled errors are
available for nearly twenty matrix elements: the decay constants fpi, fK , fD, fDs , fB and fBs , semileptonic
form factors for K → pi, D → K, D → pi, B → D, B → D∗, Bs → Ds and B → pi, and the four-fermion
mixing matrix elements BK , f
2
BBB and f
2
Bs
BBs . By contrast, in 2007, only fK/fpi was fully controlled [44].
The present lattice errors for a sample of matrix elements relevant for the CKM unitarity-triangle fit, along
with forecasts for the anticipated lattice errors in five years, can be found in the “Report of the Quark Flavor
Phyics” working group in these proceedings or in Ref. [3]. In the kaon sector, errors are at or below the
percent level, while for D and B mesons errors range from few to ∼10%. Because these matrix elements
cannot be obtained directly from experiment, it is important to cross-check these results with independent
calculations using different lattice actions and analysis methods. Indeed, this has been done for almost all the
quantities noted above. This situation has spawned two lattice averaging efforts, latticeaverages.org [45]
and FLAG-1 [46], which have recently joined forces and expanded to form a worldwide Flavor Lattice
Averaging Group (FLAG-2), with first publication expected before the end of 2013.
1.2.2 Lattice QCD for the intensity frontier
Experiments at the “intensity frontier” cover a broad range of areas within high-energy, and even nuclear,
physics. The common thread is that, through the use of intense beams and sensitive detectors, they search
for processes that are extremely rare in the Standard Model and look for tiny deviations from Standard-
Model expectations. Therefore the future success of the experimental intensity-physics program hinges
on reliable Standard-Model predictions on the same timescale as the experiments and with commensurate
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Figure 1-1. Hadron spectrum from many different lattice-QCD calculations [15, 16, 17, 18, 19, 20, 21,
22, 23, 24, 25]. Open symbols denote masses used to fix bare parameters; closed symbols represent ab
initio calculations. Horizontal black bars (gray boxes) show the experimentally measured masses (widths).
b-flavored meson masses (B
(∗)
c and H
(∗)
(s) near 1300 MeV) are offset by −4000 MeV. Circles, squares and
diamonds denote staggered, Wilson and domain-wall fermions, respectively. Asterisks represent anisotropic
lattices (at/as < 1). Red, orange, yellow and green and blue signify increasing ensemble sizes (i.e., increasing
range of lattice spacings and quark masses). From Ref. [41].
Figure 1-2. Comparison of Nf = 2+ 1 lattice-QCD calculations of D-meson form factors [39, 42] (curves
with error bands) with measurements from CLEO [43] (points with error bars). From Ref. [43].
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uncertainties. In many cases, the comparison between the measurements and Standard-Model predictions
are currently limited by theoretical uncertainties from nonperturbative hadronic amplitudes that can only be
computed with controlled uncertainties that are systematically improvable via lattice QCD. Thus facilities
for numerical lattice QCD are an essential theoretical compliment to the experimental program.
In this section we discuss several key opportunities for lattice-QCD calculations to aid in the interpretation
of experimental measurements at the intensity frontier. In some cases, such as for the determination of
CKM matrix elements that are parametric inputs to Standard-Model predictions, improving the precision
of existing calculations is sufficient, and the expected increase in computing power due to Moore’s law will
enable a continued reduction in errors. In other cases, like the muon g − 2 and the nucleonic probes of
non-Standard-Model physics, new hadronic matrix elements are required; these calculations are typically
computationally more demanding, and methods are under active development. More details can be found
in the USQCD whitepaper “Lattice QCD at the Intensity Frontier” [3], the document “Project X: Physics
Opportunities” [47], and in the summary reports by other working groups in these proceedings.
• Quark-flavor physics. Reducing errors in the hadronic matrix elements involving quark-flavor-changing
transitions has been a major focus of the worldwide lattice-QCD community over the last decade. The
results for some quantities are now very precise, and play an important role in the determination of the
elements of the CKM matrix and in tests of the Standard Model via the global CKM unitarity-triangle
fit.
In the kaon sector, errors on gold-plated matrix elements (such as leptonic decay constants and neutral
kaon mixing) have been computed to a few percent or better precision, and promising methods are
being developed to attack more complicated quantities such as K → pipi amplitudes [48, 49, 50] and
the long-distance contributions to the KL-KS mass difference ∆MK [51, 52]. Initial results suggest
that calculations of the two complex decay amplitudes A0 and A2 describing the decays K → (pipi)I for
I = 0 and 2 respectively are now realistic targets for large-scale lattice QCD calculations. The complex
I = 2, K → pipi decay amplitude A2 has now been computed in lattice QCD with 15% errors [49, 50],
and a full calculation of ′ with a total error at the 20% level may be possible in two years. This
advance will open the exciting possibility to search for physics beyond the Standard Model via existing
experimental measurements from KTeV and NA48 of direct CP -violation in the kaon system [53, 54].
Further, with this precision, combining the pattern of experimental results for K → piνν¯ with ′/ can
help to distinguish between new-physics models [55, 47].
The rare kaon decays K+ → pi+νν¯ and KL → pi0νν¯ are especially promising channels for new-physics
discovery because the Standard-Model branching fractions are known to a precision unmatched by
any other quark flavor-changing-neutral-current process. The limiting source of uncertainty in the
Standard-Model predictions for BR(K+ → pi+νν¯) and BR(KL → pi0νν¯) is the parametric error from
|Vcb|4, and is approximately ∼10% [56]. Therefore a reduction in the uncertainty on |Vcb| is essential for
interpreting the results of the forthcoming measurements by NA62, KOTO, ORKA, and subsequent
experiments at Project X as tests of the Standard Model. The CKM matrix element |Vcb| can be
obtained from exclusive B → D(∗)`ν decays given lattice-QCD calculations of the hadronic form
factors [57]. In the next five years, the projected improvement in the B → D∗`ν form factor will
reduce the error in |Vcb| to . 1.5%, and thereby reduce the error on the Standard-Model K → piνν¯
branching fractions to . 6%. With this precision, the theoretical uncertainties in the Standard-Model
predictions will be commensurate with the projected experimental errors in time for the first stage of
Project X.
Errors on D- and B-meson matrix elements are currently larger than their counterparts in the kaon
sector, typically a few to several per cent. Because mc and mb are large relative to typical lattice
spacings in current simulations, lattice-QCD simulations of charm and bottom quarks all rely on the
use of effective field theory to control the associated discretization errors. The most well-studied
Community Planning Study: Snowmass 2013
8
Lattice field theory for the energy and intensity frontiers:
Scientific goals and computing needs
and precise heavy-quark observables are the leptonic decay constants fD(s) and fB(s) , for which there
are already several independent calculations available using different lattice actions and simulation
parameters [58, 59, 60, 61, 62, 63, 64, 65, 66]. Lattice calculations of fB and fBs are needed for
the theoretical predictions of BR(B → τν) and BR(Bs → µ+µ−), respectively, and are currently
the largest sources of uncertainty in the Standard-Model rates [67]. With the projected increase in
computing resources over the next five years, simulations with finer lattice spacings and physical light-
quark masses will enable a straightforward reduction in the errors on fB and fBs to the percent level.
Combined with the anticipated improved experimental precision from Belle II and the LHCb upgrade,
this will increase the reach of new-physics searches in these channels. In the next few years, the errors on
other simple hadronic matrix elements will also continue to shrink: examples include the D → pi(K)`ν
form factors, the B → pi`ν form factor, the B → D(∗)`ν form factors, and neutral B0d(s)-meson mixing
matrix elements. These will enable even more precise determinations of CKM matrix elements and
stringent constraints on the apex of the CKM unitarity triangle.
The scope of lattice-QCD calculations in B-meson sector will continue to expand in the next few years.
For example, the branching ratio for B → K`+`− is now well measured, and increasingly precise results
from LHCb and Belle II are expected. Present theoretical estimates for the Standard-Model prediction
obtain the vector and tensor B → K form factors from light-cone sum rules. The first result for these
form factors from first-principles lattice QCD appeared recently [68], however, and other independent
lattice calculations are nearing completion [69]. The lattice calculation of B → K`+`− is similar
to that of B → pi`ν form factor, and similar accuracies are expected over the next five years. The
B → K vector and tensor form factors are also needed to describe decays involving missing energy,
B → KX, in beyond-the-Standard-Model theories [70], and analogous form factors are needed for
B → piX and K → piX decays. Further, the K → pi tensor form-factor is needed to evaluate new-
physics contributions to K → pi`+`− [71]. The lattice computations of tensor form factors for K → pi
and B → pi to are straightforward extensions of existing calculations; therefore comparable accuracy
to the present errors in the corresponding vector form factors can be achieved soon, and future errors
are expected to continue to follow the projections for similar matrix elements.
The D-meson system provides complimentary information to the kaon and B-meson sectors because
charm flavor-changing neutral currents involve down-type quarks. Experimental measurements of
D0-D0 mixing and CP -violation in D → pipi and D → KK decays from LHCb and eventually
Belle II, in particular, offer potentially sensitive tests of the Standard Model and unique probes of new
physics, but improved Standard-Model predictions are needed. Lattice-QCD calculations of the relevant
hadronic matrix elements are challenging, and theoretical work towards developing practical methods
is underway. The calculation of CP -violation in D → pipi and D → KK decays is more challenging
than that for K → pipi decay, which already represents the present frontier of lattice calculations. In
both cases, one must deal with the fact that two-hadron states in finite-volume are not asymptotic
states. Further, for D decays, there are many allowed multi-hadron final states with E < mD: pipi and
KK mix with ηη, 4pi, 6pi, etc. The finite-volume states used by lattice QCD are inevitably mixtures
of all these possibilities, and one must disentangle these states so as to obtain the desired matrix
element. Recently, a first step towards developing a complete method has been taken [72], in which the
problem has been solved in principle for any number of two-particle channels, and assuming that the
scattering is dominantly S wave. This is encouraging, and it may be that this method will allow one
to obtain semi-quantitative results for the amplitudes of interest. Turning this method into practice
will likely take ∼ 5 years due to a number of numerical challenges (in particular the need to calculate
several energy levels with good accuracy). In the more distant future, it should possible to generalize
the methodology to include four particle states; several groups are actively working on the theoretical
issues and much progress has been made already for three particles [73, 74, 75]. The short-distance
contributions to D0-D0 to can be calculated via lattice QCD as for kaons and B-mesons, but computing
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the long-distance contributions is more difficult than in ∆MK because many more states propagate
between the two insertions of the weak Hamiltonian.
• Neutrino experiments. One of the largest sources of uncertainty in accelerator-based neutrino exper-
iments arises from the determination of the neutrino flux. This is because the beam energies are
in the few-GeV range, for which the interaction with hadronic targets is most complicated by the
nuclear environment. At the LBNE experiment, in particular, the oscillation signal occurs at energies
where quasielastic scattering dominates. Therefore a measurement or theoretical calculation of the
νµ quasielastic scattering cross section as a function of energy Eν provides, to first approximation, a
determination of the neutrino flux. The cross section for quasielastic νµn → µ−p and ν¯µp → µ+n
scattering is parameterized by hadronic form factors that can be computed from first principles with
lattice QCD. The two most important form factors are the vector and axial-vector form factors,
corresponding to the V and A components of W± exchange. The vector form factor can be measured
in elastic ep scattering. In practice, the axial-vector form factor has most often been modeled by a
one-parameter dipole form [76]
FA(Q
2) =
gA
(1 +Q2/M2A)
2
, (1.1)
although other parametrizations have been proposed [77, 78, 79, 80]. The normalization gA = FA(0) =
−1.27 is taken from neutron β decay [28]. The form in Eq. (1.1) in the low Q2 range relevant neutrino
experiments does not rest on a sound foundation. Fortunately, the lattice-QCD community has a
significant, ongoing effort devoted to calculating FA(Q
2) [81, 82, 83, 84, 85]. Recently two papers
with careful attention to excited-state contamination in the lattice correlation functions and the chiral
extrapolation [86] and lattice data at physical pion mass [87] find values of the axial charge in agreement
with experiment, gA ≈ 1.25. A caveat here is that Refs. [86, 87] simulate with only Nf = 2 sea quarks.
If these findings are confirmed by other groups, the clear next step is to compute the shape of the
form factors with lattice QCD. If the calculations of the vector form factor reproduce experimental
measurements, then one could proceed to use the lattice-QCD calculation of the axial-vector form
factor in analyzing neutrino data.
Proton decay is forbidden in the Standard Model but is a natural prediction of grand unification.
Extensive experimental searches have found no evidence for proton decay, but future experiments will
continue to improve the limits. To obtain constraints on model parameters requires knowledge of
hadronic matrix elements 〈pi,K, η, . . . |O∆B=1|p〉 of the baryon-number violating operators O∆B=1 in
the effective Hamiltonian. Estimates of these matrix elements based on the bag model, sum rules,
and the quark model vary by as much as a factor of three [88, 89, 90, 91], and lead to an O(10)
uncertainty in the model predictions for the proton lifetime. Therefore, ab initio QCD calculations of
proton-decay matrix elements with controlled systematic uncertainties of even ∼ 20% would represent
a significant improvement, and be sufficiently precise for constraining GUT theories. Recently the RBC
and UKQCD Collaborations obtained the first direct calculation of proton-decay matrix elements with
Nf = 2 + 1 dynamical quarks [92]. The result is obtained from a single lattice spacing, and the total
statistical plus systematic uncertainties range from 20–40%. Use of gauge-field ensembles with finer
lattice spacings and lighter pions, combined with a new technique to reduce the statistical error [93],
however, should enable a straightforward reduction of the errors to the ∼ 10% level in the next five
years.
• Charged-lepton physics. Charged-lepton flavor violation (CFLV) is so highly suppressed in the Standard
Model that any observation of CLFV would be unambiguous evidence of new physics. Many new-
physics models allow for CLFV and predict rates close to current limits. Model predictions for
the µ → e conversion rate off a target nucleus depend upon the light- and strange-quark content
of the nucleon [94]. These quark scalar-density matrix elements are also needed to interpret dark-
matter detection experiments in which the dark-matter particle scatters off a nucleus [95, 96, 97].
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Lattice-QCD can provide nonperturbative calculations of the scalar quark content of the nucleon with
controlled uncertainties. Results for the strange-quark density obtained with different methods and
lattice formulations agree at the 1–2σ level, and a recent compilation quotes an error on the average
ms〈N |s¯s|N〉 of about 25% [101]. With this precision, the current lattice results already rule out the
much larger values of ms〈N |s¯s|N〉 favored by early non-lattice estimates [98, 99, 100]. Lattice-QCD
can also provide first-principles calculations of the pion-nucleon sigma term [102, 103, 104, 105, 106]
and the charm-quark content of the nucleon [107, 108]. A realistic goal for the next five years is to
pin down the values of all of the quark scalar density matrix elements for q = u, d, s, c with ∼ 10–20%
uncertainties; even greater precision can be expected on the timescale of a continuation of Mu2e at
Stage 2 of Project X.
The muon anomalous magnetic moment aµ provides one of the most precise tests of the SM and places
important constraints on its extensions [1]. With new experiments planned at Fermilab (E989) and
J-PARC (E34) that aim to improve on the current 0.54 ppm measurement at BNL [109] by at least a
factor of four, it will continue to play a central role in particle physics for the foreseeable future. In
order to leverage the improved precision on g−2 from the new experiments, the theoretical uncertainty
on the Standard Model prediction must be shored-up, as well as be brought to a comparable level of
precision [1].
The largest sources of uncertainty in the SM calculation are from the non-perturbative hadronic
contributions. The hadronic vacuum polarization (HVP) contribution to the muon anomaly, aµ(HVP),
has been obtained to a precision of 0.6% using experimental measurements of e+e− → hadrons and
τ → hadrons [110, 111]. The result including τ data is about two standard deviations larger than
the pure e+e− determination, and reduces the discrepancy with the Standard Model to below three
standard deviations [110]. A direct lattice-QCD calculation of the hadronic vacuum polarization with
∼ 1% precision may help shed light on the apparent discrepancy between e+e− and τ data; ultimately
a lattice-QCD calculation of aµ(HVP) with sub-percent precision can circumvent these concerns. The
HVP contribution to the muon anomalous magnetic moment has been computed in lattice QCD by
several groups [112, 113, 114, 115, 116, 117, 118], and statistical errors on lattice calculations of
aµ(HVP) are currently at about the 3–5% level, but important systematic errors remain. Anticipated
increases in computing resources will enable simulations directly at the physical quark masses with large
volumes, and brute-force calculations of quark-disconnected diagrams, thereby eliminating important
systematic errors.
Unlike the case for the HVP, the hadronic light-by-light (HLbL) contribution to the muon anomaly
cannot be extracted from experiment. Present estimates of this contribution rely on models [119, 120],
and report errors estimated to be 25–40% range. Therefore an ab initio calculation aµ(HLbL) is the
highest theoretical priority for (g − 2)µ. A promising strategy to calculate aµ(HLbL) is via lattice
QCD plus lattice QED where the muon and photons are treated nonperturbatively along with the
quarks and gluons [121]. First results using this approach for the single quark-loop part of the HLbL
contribution have been reported recently [122]. Much effort is still needed to reduce statistical errors
which remain mostly uncontrolled. In order to bring the error on the HLbL contribution to, at, or
below, the projected experimental uncertainty on the time scale of the Muon g−2 experiment, one must
reduce the error on aµ(HLbL) to approximately 15% or better. Assuming this accuracy, a reduction
of the HVP error by a factor of 2, and the expected reduction in experimental errors, then the present
central value would lie 7–8σ from the SM prediction.
• Tests of fundamental symmetries with nucleons. Beyond-the-Standard-Model sources of CP violation
that may help to explain the observed baryon asymmetry include nonzero electric dipole moments
(EDMs) of leptons and nucleons [123] or neutron-anti-neutron mixing [128].
Lattice QCD can provide first-principles QCD calculations of the strong-CP contribution to the neutron
EDM dN/θ¯ with improved precision and controlled uncertainties, as well of matrix elements of non-
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SM EDM-inducing operators. Pilot lattice-QCD calculations have already been carried out for this
strong-CP contribution to the neutron and proton EDMs [124, 125, 126]. Currently the statistical
errors are still ∼30%, both because of the general property that nucleon correlation functions have
large statistical errors and because the calculation involves correlation functions weighted with the
topological charge, which introduces substantial statistical fluctuations. A lattice-QCD calculation of
the matrix elements of dimension-6 operators needed for beyond-the-Standard Model theories is also
underway [127]. This research is still in an early phase, and a reasonable and useful goal for the coming
five years is a suite of matrix elements with solid errors at the 10–20% level.
A low-energy process that would provide direct evidence for baryon number violation from beyond-the-
Standard Model physics is the transition of neutrons to antineutrons, which violates baryon number by
two units [128]. A proposed neutron-antineutron oscillation experiment at Project X could improve the
limit on the n-n¯ transition rate by a factor of ∼ 1000. For many grand unified theories (GUTs) with
Majorana neutrinos and early universe sphaleron processes, the prediction for the oscillation period
is between 109 and 1011 seconds [129, 130, 131, 132, 133]. However, this estimate is based on naive
dimensional analysis, and could prove to be quite inaccurate when the nonperturbative QCD effects
are properly accounted for. Calculations of these matrix elements with reliable errors anywhere below
50% would provide valuable guidance for new-physics model predictions. Lattice-QCD calculations
can provide both the matrix elements of the six-fermion operators governing this process and calculate
the QCD running of these operators to the scale of nuclear physics. Initial work on computing these
matrix elements is currently underway [134]. The main challenge at this stage is to make sufficient
lattice measurements to obtain a statistically significant signal. A first result is expected in the next 1–
2 years, with anticipated errors of ∼ 25%; results with errors of ∼ 10% or smaller should be achievable
over the next five years.
1.2.3 Lattice field theory for the energy frontier
Experiments at the “energy frontier” directly probe physics up to the TeV scale. Therefore they can provide
unique information about the mechanism of electroweak symmetry breaking realized in nature, either through
direct production of new particles or through observing deviations from Standard-Model rate predictions.
Numerical lattice field theory simulations can aid in the search for new physics at current and future high-
energy collider facilities in both situations.
If new TeV-scale resonances are discovered at the LHC or elsewhere, in particular with the same quantum
numbers as existing electroweak particles (i.e. W ′, Z ′, and h′), these states may be composite objects that
result from an underlying strongly-coupled theory such as in Technicolor or Little-Higgs models. In this
case, nonperturbative lattice gauge theory simulations will be needed to make quantitative predictions for
the masses and decay constants of these new particles to be compared to the experimental data, and thereby
narrow the space of possible new-physics models. If, on the other hand, non-Standard Model particles
are too heavy for direct detection, indirect evidence for Higgs compositeness may still appear as altered
rates for electroweak gauge-boson scattering, changes to the Higgs coupling constants, or the presence of
additional light Higgs-like resonances. In this scenario, quantitative lattice-field-theory input may be even
more valuable to distinguish between underlying strongly-coupled theories above the TeV-scale that lead to
similar experimental observations at lower energies.
As at the intensity frontier, searches for new physics at high-energy colliders via observing deviations from
Standard-Model rates demand precise predictions with controlled uncertainties. Parametric errors from the
quark masses mc and mb and the strong coupling constant αs are the largest sources of uncertainty in
the Standard-Model branching-ratio predictions for several Higgs decay channels [135]. Future proposed
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collider facilities such as the ILC, TLEP, or a muon collider would reduce the experimental uncertainties in
Higgs partial widths to the sub-percent level, so reducing the theoretical uncertainties in the corresponding
Standard-Model predictions to the same level is essential. Numerical lattice-QCD simulations provide the
only first-principles method for calculating the parameters (quark masses and coupling constant) of the QCD
Lagrangian. Thus supporting lattice-QCD calculations are critical for exploiting precision measurements
current and future high-energy colliders.
In this section we discuss key opportunities for lattice gauge theory calculations to aid in the interpretation
of experimental measurements at the energy frontier. In some cases, such as for the determination of quark
masses and αs, precise calculations are already available, and the application of future computing resources
to existing lattice methods will enable a continued reduction in errors and further independent cross-checks.
In other cases, like calculations of strongly-coupled beyond-the Standard Model gauge theories, new lattice
simulation software and analysis methods are required; these calculations are typically computationally more
demanding, and methods are under active development. More details can be found in the USQCD whitepaper
“Lattice Gauge Theories at the Energy Frontier” [11] and in the summary reports by other working groups
in these proceedings.
• Parametric inputs αs, mc, and mb to Standard-Model Higgs predictions. The single largest source
of error in the theoretical calculation of the dominant Standard-Model Higgs decay mode H → bb is
the parametric uncertainty in the b-quark mass [135]. Because this mode dominates the total Higgs
width, this uncertainty is also significant for most of the other Higgs branching fractions. Parametric
uncertainties in αs and mc are the largest sources of uncertainty in the partial widths H → gg and
H → cc, respectively.
The most precise known method for obtaining the quark masses mc and mb from lattice simu-
lations employs correlation functions of the quark’s electromagnetic current [29, 27] Moments of
these correlation functions can easily be calculated nonperturbatively in lattice simulations and then
compared to the perturbative expressions which are known to O(α3s). These moments can also be
determined from experimental e+e−-annihilation data as in Ref. [26]. The lattice determination of
mMSc (mc, nf = 4) = 1.273(6) GeV is currently the most precise in the world [28]; this is primarily
because the data for the lattice correlation functions is much cleaner than the e+e− annihilation
data. The uncertainty is dominated by the estimate of neglected terms of O(α4s) in the continuum
perturbation theory. Therefore only modest improvements can be expected without a higher-order
perturbative calculation.
The result for the b-quark mass obtained in this way is mMSb (mb, nf = 5) = 4.164(23) GeV [27], and
is not currently as precise as the results from e+e− annihilation [26, 28]. The sources of systematic
uncertainty are completely different than for mc. In this case, perturbative uncertainties are tiny
because αs(mb)
4  αs(mc)4, and discretization errors dominate the current uncertainty, followed by
statistical errors. These should be straightforward to reduce by brute force computing power, and so
are likely to come down by a factor of two in the next few years, perhaps to δmb ∼ 0.011 GeV or
better. Precisions of that order for mb have already been claimed from e
+e− data from reanalyses of
the data and perturbation theory of Ref. [26], and coming lattice calculations with be able to check
these using the computing power expected in the next few years.
The strong coupling constant, αs, is also an output of these lattice calculations, and a very precise
value of αs(MZ , nf = 5) = 0.1183(7) has been obtained in Ref. [27], with an uncertainty dominated
by continuum perturbation theory. Unlike the heavy-quark masses, for which the correlation function
methods give the most precise results at present, there are numerous good ways of obtaining αs with
lattice methods. Several other quantities have been used to make good determinations αs with lattice
QCD, including Wilson loops [27], the Adler function [32], the Schro¨dinger functional [31], and the
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ghost-gluon vertex [34]. All of the lattice determinations are consistent, and each is individually more
precise than the most precise determination that does not use lattice QCD. The most precise current
determination of αs may improve only modestly over the next few years, since the error is dominated
by perturbation theory.
Lattice-QCD calculations have already determined the quark massesmc andmb and the strong coupling
αs more precisely than is currently being assumed in discussions of Higgs decay channels [135]. The
current uncertainties in αs, mc, and mb from lattice QCD are all currently around a half a per cent
and the results, especially for mb, will continue to improve. For all of these quantities, increased
corroboration from independent lattice calculations is expected in the next few years, making the
determinations very robust. If the future lattice error on αs is reduced by ∼ 30% to ±0.0004, and
that on mb is reduced by a factor of two to ±0.011 GeV, and these uncertainties are used in the
Standard-Model Higgs predictions, then the parametric uncertainty on Γ(H → bb¯) would be reduced
to 0.8%, and the total uncertainty on Γ(H → bb¯) would be reduced to 2.8%.
• Composite-Higgs model building. The recent discovery of the Higgs-like particle at ∼ 126 GeV is the
beginning of the experimental search for a deeper dynamical explanation of electroweak symmetry
breaking beyond the Standard Model. In preparation for the start of the LHC, the lattice-field-theory
community has developed an important research direction to study strongly-coupled gauge theories
that may provide a natural electroweak symmetry breaking mechanism. The primary focus of this
effort is now on the composite Higgs mechanism, and is described in greater detail in the USQCD
white paper “Lattice Gauge Theories at the Energy Frontier” [11].
New strongly-coupled gauge theories can behave quite differently than na¨ıve expectations based on
intuition from QCD. Applying advanced lattice-field-theory technology to these theories enables quan-
titative study of their properties, and may provide new nonperturbative insight into this fundamental
problem. The organizing principle of the USQCD program in beyond-the-Standard Model physics is
to explore the dynamical implications of (i) approximate scale invariance and (ii) chiral symmetries
with dynamical symmetry breaking patterns that give rise to the composite Higgs mechanism with
protection of the light scalar mass. A light composite Higgs that arises as a pseudo-dilaton associated
with spontaneous breaking of conformal symmetry may occur in technicolor models, and is also rather
natural in supersymmetric theories with flat directions. Finding an experimentally-viable candidate
model requires first identifying a near-conformal “walking” theory, and then computing the spectrum
to see if it contains a light scalar that is well-separated from the remaining new strongly-coupled
resonances. The S-parameter in this theory must also be consistent with current precision electroweak
constraints. Once a candidate model is discovered, predictions can be made for experimental observ-
ables including the spectrum and modifications to W -W scattering that can be tested at the 14-TeV
run at the LHC or at future high-energy collider facilities. A naturally-light composite Higgs can
also arise as a pseudo-Nambu Goldstone boson in Little Higgs and minimal conformal technicolor
models [10, 136]. At the TeV scale, the physics of the higher-scale theory may be parameterized in
terms of an effective theory with a set of low-energy constants whose numerical values are determined
by the underlying UV completion. A central challenge to support this scenario for models based on
effective phenomenological Lagrangians is to use lattice field theory to demonstrate that quantitatively
viable UV-completions theories exist. Once a model with a psuedo-Nambu Goldstone Higgs has been
established, lattice simulations can provide ab initio calculations of the low-energy constants from
the underlying high-scale theory. These parameters can then be used to make testable predictions
for the 14-TeV LHC run. In the coming years, lattice calculations of new strongly-coupled gauge
theories will become a valuable quantitative tool for narrowing the space of beyond-the-Standard
Model theories, and will be essential if the mechanism of electroweak symmetry breaking realized in
Nature is nonperturbative.
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The development of new tools to study gauge theories beyond QCD has been important to studying
both composite-Higgs paradigms. The existing lattice-QCD software has been extended to enable
simulations of theories with arbitrary numbers of colors Nc and flavors Nf , and with fermions in the
adjoint and two-index symmetric (sextet) representations [137, 138, 139]. Existing lattice methods
to study the running coupling in QCD have been extended to identify theories with near-conformal
behavior [140, 141, 142, 143, 144]. Other methods being used to look for viable composite-Higgs
theories include computing the mass anomalous dimension (which should be of O(1) to generate
sufficiently large fermion masses without large flavor-changing neutral currents) [145, 146, 147, 139]
and computing the hadron spectrum to identify the pattern of chiral-symmetry breaking and possible
Higgs candidates [148, 149, 150, 151]. Calculations of several important low-energy properties such
as the S parameter [148] and W -W scattering [152] have been obtained for a few specific theories,
particularly SU(3) gauge theories with increasing numbers of fermions in fundamental and higher
representations. The S parameter in particular is one of the stronger constraints on new physics
modifying the electroweak sector. The lattice result for S in the SU(3) theory with Nf = 2 fundamental
fermions is in conflict with electroweak precision measurements, but the observed reduction in S for
Nf = 6 fermions indicates that the value of S in many-fermion theories can be acceptably small [148],
in contrast to more na¨ıve scaling estimates [12].
• Supersymmetry model building. Supersymmetry (SUSY) is perhaps the most studied extension of the
Standard Model of particle physics. In such models the Higgs is naturally light since it is accompanied
by a fermionic partner whose mass is protected by chiral symmetries. Because the observed low-energy
world is not supersymmetric, however, any realistic supersymmetry model must provide a mechanism
for spontaneous SUSY breaking. Because the SUSY-breaking order parameter cannot belong to any
of the supermultiplets, SUSY breaking must arise from interactions with a largely “hidden” sector in
which SUSY is spontaneously broken. Phenomenologically, this leads to explicit soft breaking terms
in the low-energy Lagrangian of the visible sector. In general there are many such terms with a priori
undetermined couplings (called the soft parameters), thereby resulting in a large parameter space and
a lack of predictivity at low energies. The particle spectrum of the visible sector is often assumed to
be independent of the details of the hidden sector, and only affected by the mechanism for mediating
the breaking. When the hidden sector is strongly-coupled, however, predictions for the visible sector
depend sensitively on the SUSY-breaking mechanism [153, 154].
Dynamical SUSY breaking generated via dimensional transmutation in the hidden sector provides a
natural mechanism for the large separation between the Planck scale and the expected supersymmetry
breaking scale of a few TeV [155]. A simple candidate for this hidden sector is a supersymmetrized
version of QCD with Nc colors and Nf massive flavors [156]. Nonperturbative lattice field theory
methods can be used to study the vacuum structure and dynamics of super QCD, and ultimately
to compute the values of the numerous soft parameters in the low-energy theory in terms of only
a handful parameters of the hidden-sector super-QCD theory (given the mechanism for mediating
SUSY breaking). This will place important quantitative constraints on low-energy supersymmetric
models (such as the MSSM) and provide essential quantitative input to realistic supersymmetric model
building. Recent lattice efforts have focused on super-Yang Mills with the gauge group SU(2) and
N = 1 supersymmetries [157, 158, 159], and shown that the obtained value of the gluino condensate
agrees with theoretical expectations. Building a realistic SUSY-breaking sector capable of yielding
the soft parameters of the low-scale SUSY theory, however, requires adding quarks (plus their scalar
superpartners) and extending the gauge group to a larger number of colors. The simplest super-QCD
system that is expected to exhibit metastable SUSY-breaking vacua corresponds to four colors and five
flavors [156]; the simulation of such a theory with current algorithms will require petascale computing
resources, and therefore is not anticipated for the near future. Nevertheless, further numerical study
of super QCD using lattice methods will help to develop the necessary software and analysis tools for
future more realistic simulations, and will likely lead to valuable insights regarding dynamical SUSY
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breaking along the way to the more ambitious goal of computing the soft-breaking parameters from
the underlying hidden-sector super-QCD Lagrangian.
1.3 Resources for lattice studies at the energy and intensity fron-
tiers
In this section we discuss the computational and software infrastructure resources needed to reach the
scientific goals set out above. We focus on the efforts and plans in the US, but comparable efforts are
ongoing in Europe and Japan. We begin in Sec. 1.3.1 by describing the computational resources currently
used by the U.S. lattice gauge theory community. Then, in Sec. 1.3.2, we provide forecasts for computing
capabilities on an approximately five-year time scale based on extrapolations from current processor and
networking roadmaps. We also discuss the new physics calculations that will be enabled with these resources.
In Sec. 1.3.3 we speculate on possible computing resources beyond 2018.
1.3.1 Computational requirements and current resources
The simulation codes of lattice gauge theory require substantial computing resources in order to calculate
hadron masses and interactions with sufficient precision to test the Standard Model against emerging
experimental measurements. At present, lattice theorists in the United States run these codes on a variety of
hardware, including large supercomputers at DOE and NSF leadership computing facilities, medium-range
supercomputers and clusters at centers supported by the NSF’s XSEDE Program and at NERSC, dedicated
computing systems at Fermilab, Jefferson Lab, and Brookhaven, and smaller clusters at university sites.
Depending upon the size of problem and the type of calculation, either capability or capacity computing
systems are required. Access to both types of computing resources is essential for the lattice field theory
community.
Lattice gauge theory simulations require parallel programming techniques, with the calculations running
cooperatively across hundreds to many thousands of processors or processor cores. The simulations must be
run on hardware suitable for massively parallel computations. Although the simulations are floating point
intensive, on all current high-performance computing systems throughput is limited by the rate that operands
can be supplied to the floating point execution units, either because of memory bandwidth limitations or by
the latency and bandwidth of interprocessor communications. Interprocessor communications of data rely
on message-passing algorithms, typically implemented using an MPI [160] library.
At present, lattice theorists in the United States run their codes on a variety of high-performance computing
hardware. The first type is commodity clusters based on Intel or AMD x86 processors and Infiniband
networks, which have hundreds of nodes and thousands of cores. A second type is accelerated commodity
clusters, similar to the the standard clusters but with general purpose graphics processing units (GPUs)
or Intel many integrated core (MIC) accelerators installed in each server; these clusters have fewer nodes
but typically hundreds of accelerators. A third type is very large scale Cray supercomputers, consisting
of thousands of AMD x86 processors with a proprietary network, with the newest models also containing
thousands of GPUs. Finally, lattice theorists use very large scale IBM BlueGene supercomputers, consisting
of hundreds of thousands of PowerPC cores interconnected on a proprietary network.
The Cray and IBM supercomputers provide better scaling for large processor-count jobs and so are capable
of efficiently performing calculations using tens of thousands of processors. Computing allocations on these
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DOE leadership-class facilities favor calculations that require significant fractions of the machines, and
operational policies restrict running jobs to those with large minimum processor counts. Commodity clusters
and accelerated clusters give better cost efficiency for smaller jobs, spanning hundreds to a few thousand
core. More than half of integrated computing capacity used by USQCD since 2006 has been provided by
commodity clusters and accelerated clusters.
Prior to 2006, computing capacity improvements in new generations of processors resulted from the higher
clock speeds enabled by smaller semiconductor feature sizes. Device physics factors slowed the rate of
improvement as leakage currents and other inefficiencies began to dominate power consumption. Processor
manufacturers instead moved to putting multiple processing cores in each processor package. As feature
sizes decreased, in the same die area these multicore processors first provided two, then four, and now as
many as sixteen cores. The cores within a package are coupled together with shared memory caches and
common memory address spaces. For lattice-QCD software, which already coped via message passing with
the difficulties of running a single calculation across a large number of cooperating processors, the transition
to multicore processors was largely seamless. One significant issue with multicore systems did emerge: the
need to strictly assign processes to individual cores and to use “local” memory; all recent commodity systems
with multiple processor sockets use NUMA (Non-Uniform Memory Access) designs that cause additional
latency and effectively lower memory bandwidth when a core accesses main memory attached to a different
processor socket.
Since 2006, lattice theorists began to exploit general purpose graphics processing units (GPUs) for their
floating point computing capabilities. Two major vendors, NVIDIA and ATI, began selling numerical
accelerators based on their GPU chips and provided programming environments such as CUDA (NVIDIA)
and OpenCL (ATI and others). Unlike the multicore processors discussed above, which can be utilized with
conventional message-passing software, these accelerators have orders of magnitude higher core counts, with
much smaller local memory per core. Fully exploiting the potential computing capacity of these accelerators
requires considerable expertise and programming effort. For large lattice-QCD simulations, the problems
must be spread across multiple accelerators, leading to a hierarchy of computing resources with very different
performance: very fast but small local memory physically attached to the accelerator cores, much larger but
slower (higher latency, lower bandwidth) memory in the host system housing the accelerator, and additional
processors, accelerators, and memory in host systems connected via an Infiniband network.
The generation of ensembles of gauge-field configurations is the largest numerical problem in lattice-QCD
simulations. Because the configurations in an ensemble are members of a Markov chain, the individual
jobs must be performed in series. To minimize time-to-solution, the individual calculations must run on a
large number of cores on machines with architectures that deliver excellent scaling at very high processor
count. Typical jobs span tens of thousands of cores, running for months to produce the order thousand
configurations of a given ensemble. Such calculations require capability machines such as Blue Gene or Cray
supercomputers.
Capability hardware operated by the DOE and currently employed for lattice-QCD calculations include
BlueGene/P and /Q, and Cray XK7 supercomputers. The USQCD collaboration applies as a single entity
for INCITE allocations on the DOE leadership-class computing facilities (LCF) at Argonne National Lab
(BlueGene hardware) and Oak Ridge National Lab (Cray hardware). These facilities are funded by the
DOE Advanced Scientific Computing Research (ASCR) program office. The USQCD INCITE awards for
lattice-QCD simulations are consistently among the largest allocations at either of the ANL or ORNL LCF.
For calendar year 2012, these allocations were 50M and 46M core hours, respectively, and in 2013, 290M
(250M on the BlueGene/Q and 40M on the BlueGene/P) and 140M core-hours. In terms of integrated
sustained teraflops, for lattice-QCD applications 290M and 140M core-hours correspond to approximately
90 and 22 Tflop/sec-yrs.
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Table 1-1. Utilized core-hours of leadership-class facility (LCF) and dedicated capacity hardware for
lattice-QCD simulations. The conversion factors for lattice-QCD sustained Tflop/sec-years, assuming 8000
hours per year, is 1 Tflop/sec-year = 3.0M core-hour on BlueGene/Q hardware, and 1 Tflop/sec-year =
6.53M core-hour on BlueGene/P and Cray hardware. Only USQCD-Collaboration resources are shown.
The drop in ANL LCF utilized capacity in 2012 occurred because fewer opportunistic core-hours (“zero-
priority queues”) were available due to increased demand by other facility users.
Year ANL LCF ORNL LCF Dedicated Capacity Hardware
(BG/P + BG/Q core-hours) (Cray core-hours) (core-hours)
2010 187M 53.6M 125M
2011 182M 49.8M 205M
2012 143M 77.9M 330M
2013 290M (allocated) 140M (allocated) 971M (planned)
Computations of operator expectation values using gauge-field ensembles are relatively more I/O-intensive
than ensemble generation, span a wide range of smaller job sizes, and can be run in parallel. That is,
such analysis calculations, repeated for each member of an ensemble, can consist of tens to hundreds of
independent jobs running simultaneously on a large capacity computing system. Time-to-solution is not
critical for the individual jobs, so even though they execute many of the same computational kernels as the
ensemble generation calculations on capability machines, they can be run using fewer processors; because
of strong scaling effects, running at lower processors counts yields better performance per processor on the
kernels. Depending upon the specific stage of the analysis computation, the individual jobs range in size from
requiring a single multicore computer to many thousands of cores across hundreds of computers. A single
analysis campaign, such as the calculation of a leptonic decay constant, may consist of tens of thousands of
individual jobs. These jobs run most efficiently and cost effectively on large commodity clusters.
Capacity hardware consists of Infiniband-coupled commodity clusters, some of which include GPU hardware
accelerators. The DOE HEP and NP program offices have supported the lattice gauge theory community
by funding since FY2006 dedicated capacity hardware at Fermilab, Jefferson Lab, and Brookhaven. Lattice
gauge simulations for nuclear physics have similar computational requirements to those for high energy
physics and can utilize the same hardware. Two joint HEP/NP projects, LQCD (FY06-FY09) and LQCD-ext
(FY10-FY14), have provided funds for hardware purchases and support personnel. USQCD has submitted a
proposal for a project extension, LQCD-ext II, which would run from FY14-FY19. These dedicated capacity
resources are allocated by USQCD. As of the beginning of July 2013, the dedicated USQCD hardware at
Fermilab, Jefferson Lab, and Brookhaven has a total capacity of 570M and 770M core-hours, respectively, on
conventional and GPU-accelerated hardware. In terms of integrated sustained teraflops, these correspond,
respectively, to 88 Tflop/sec-yrs and 119 Tflop/sec-yrs. Because sufficient allocations are not available via
INCITE, and because the LCFs require that individual jobs use a large fraction of the computers, these
dedicated USQCD hardware resources provide essential computing capacity. In Table 1-1 we list the LCF
capability and dedicated capacity resources utilized for lattice-QCD simulations since 2010. The capability
resources are broken out showing both the ANL and ORNL leadership-class facilities; the capacity resources
include all usage on the DOE HEP and NP funded hardware at Fermilab, Jefferson Lab, and BNL.
Non-DOE supported resources are also used for lattice-QCD calculations. USQCD has a PRAC grant for
the development of code for the NSF’s petascale computing facility, Blue Waters, and has a significant
allocation on this computer during 2013. Subgroups within USQCD also make use of computing facilities
at the DOE’s National Energy Research Scientific Computing Center (NERSC), the Lawrence Livermore
National Laboratory (LLNL), and centers supported by the NSF’s XSEDE Program. In addition, the RBC
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Collaboration has access to dedicated Blue Gene/Q computers at the RIKEN BNL Research Center at
Brookhaven National Laboratory and the University of Edinburgh.
Because of the variety of processor types and parallel architectures, efficient utilization of the above com-
puting resources requires flexible and effective software. Since 2004, DOE grants to USQCD during the
three SciDAC [161] programs (2001-2006, 2006-2011, and 2011-2016) led to the development of the USQCD
software stack [162]. This stack includes low-level communications and I/O application program interfaces
(APIs) implemented via libraries ported to and optimized for each of the architectures. The stack includes
linear algebra libraries with routines that operate on single lattice sites, or across a full lattice with commu-
nications between neighboring sites. Lattice-QCD applications utilize the various libraries of the software
stack to run efficiently on any of the available computing resources. The USQCD software stack is a publicly
available resource supporting all of the main lattice gauge and fermion actions in current use. Further, it
provides a general purpose framework that can be extended to other quantum field theories besides QCD.
In addition to the computational resources discussed above, lattice field theory simulations require data
storage and network resources. Tape archives of the various gauge-field ensembles are maintained at multiple
sites to insure against accidental loss. Ensembles reside on disk at any of the computational resource sites
where they are required as input data for analysis jobs. Intermediate data products generated and used in
the analysis campaigns, such as quark propagators, reside on disk. Computationally expensive propagators
may be archived to tape, as well as distributed to any other site where they serve as inputs to additional
analyses. Although the volumes are modest compared to the various experiments, lattice field theory data
require substantial storage resources. For example, at Fermilab as of July 2013 over 1.8 petabytes of lattice
field theory data were on tape, an increase of 0.8 petabytes over the volume stored as of July 2012. The
dedicated capacity clusters at Fermilab and Jefferson Lab utilize more than 1.4 petabyes of disk configured in
parallel file systems. Fortunately, USQCD can leverage the storage infrastructure at Fermilab and Jefferson
Lab built to support the DOE experimental programs. The transfer of data between sites relies on national
data networking infrastructure, such as ESnet, to achieve the required data rates. Similar to data storage,
the volume and rate of data transfer is modest compared to that required by experiments, but is nevertheless
substantial.
By matching the scale of a lattice field theory simulation to the most suitable type and size of machine,
the USQCD community maximizes the overall cost-effectiveness of available computing resources. Utilizing
both leadership-class facilities and dedicated clusters is an effective means for meeting the computing needs
of the lattice community. Continued support of both the national supercomputing centers and of dedicated
USQCD hardware, and support for software and algorithm development, will be needed to meet the scientific
goals enumerated in Secs. 1.2.2 and 1.2.3.
1.3.2 Projected capabilities in the next five years
According to publicly available information from vendor roadmaps, during the next several years commodity
server computers, such as those used in the dedicated lattice-QCD clusters discussed in Section 1.3.1 above,
will likely be similar to the current multicore machines. Core counts per processor will increase two-fold or
more, improvements in core architectures will yield higher flop counts per clock cycle, and memory bandwidth
will increase through higher memory clock speeds and perhaps through new memory architectures. Infiniband
or similar networking will continue to increase in speed, doubling every three to five years. Together, these
hardware improvements should continue the exponential drop in cost per sustained flop for lattice-QCD
simulations that has been observed for more than the past decade. However, during the two dedicated
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hardware projects that ran from FY2006 to FY2009 and from FY2009-FY2014, the halving time for price
per flop has increased, from about 19 months to over 26 months.
Better cost effectiveness, with the burden of more difficult programming, will continue to be available by
incorporating accelerators such as GPUs and the emerging Intel MIC hardware into conventional servers.
These accelerators will continue the trend of having large low power core counts with small, fast local
memory, with challenging communications bottlenecks for accessing non-local memory and communicating
with neighbor processors and accelerators via the system I/O bus (“PCI express”) and over Infiniband or
similar networks.
Judging from the trends of the last half decade, the evolution of supercomputers at the leadership-class
facilities may follow two distinct patterns: one similar to that observed on the IBM BlueGene series of
machines, and the other to the Cray series. On BlueGene-like hardware, future machines may have increased
core counts and hardware threads per node, with each processor continuing to run at low speeds compared
with Intel and AMD x86 processors. For large core-count jobs, this requires heterogeneous software which
simultaneously uses multithreading across local cores and hardware threads, and message passing between
nodes. The current BlueGene/Q supercomputer exemplifies this pattern. Software developed under the
current SciDAC-3 lattice-QCD grant copes well with this architecture.
On Cray-like hardware, future machines may have a larger fraction of their computing capacity delivered
by accelerators such as NVIDIA GPUs or by future Intel MIC-architecture coprocessors. These processing
elements would have very high core counts, perhaps in the thousands, running at low power and with access
to small, fast local memory. Problems of interest for lattice field theory would have to be spread across
thousands of these coprocessors There would be challenging communications bottlenecks between the GPU
or other coprocessor elements, with access to non-local memory only with high latency and low bandwidth
over the local I/O bus for neighbor elements, and over the high-performance network for more distant
coprocessors. The Titan supercomputer at ORNL exemplifies this pattern. To fully exploit supercomputers
like Titan, new algorithms must be developed to minimize the penalties imposed by the communications
bottlenecks. Recently [163] an implementation of Lu¨scher’s [164] domain decomposition communications-
avoidance algorithm developed with DOE support via the SciDAC program has demonstrated very good
strong scaling using hundreds of GPUs.
As computational capacities increase over the next five years, data storage volumes will increase as well.
Gauge-field ensemble and propagator data file sizes will increase at the planned finer lattice spacings and
larger simulation volumes. Since these are space-time simulations, data volumes increase as the fourth power
of inverse lattice spacing. In 2013, the LQCD-ext dedicated hardware project increased the fraction of the
hardware budget spent on storage from five to eight percent to accomodate the increased demand. The
fraction of time spent by analysis jobs on file I/O will continue to increase. Improvements to software will
be necessary to optimize I/O, and the workflow patterns employed during analysis campaigns may need to
change to reduce demands on disk and tape storage.
The advent of petascale supercomputers is for the first time enabling widespread simulations with physical
up and down quark masses at small lattice spacings and large volumes. This development will enable major
advances on a range of important calculations. Over the next five years, the US lattice-QCD effort in
precision matrix elements for the intensity frontier will generate large sets of gauge-field ensembles with
the domain-wall fermion (DWF) [165, 166, 167] and highly improved staggered quark (HISQ) [168] lattice
actions. Each of these formulations has its own advantages, and the availability of two independent sets of
configurations will enable valuable cross-checks on lattice calculations of the most important quantities.
While the challenges to further reductions in errors depend on the quantity, a few key advances in the next
five years will help a broad range of calculations. First, the widespread simulation of physical u and d quark
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Table 1-2. Available resources for lattice-QCD simulations assumed for the planned program of physics
calculations. The conversion factors for lattice-QCD sustained Tflop/sec-years, assuming 8000 hours per
year, is 1 Tflop/sec-year = 3.0M core-hour on BlueGene/Q hardware, and 1 Tflop/sec-year = 6.53M core-
hour on BlueGene/P and Cray hardware.
Year Leadership Class Dedicated Capacity Hardware
(Tflop/sec-yrs) (Tflop/sec-yrs)
2015 430 325
2016 680 520
2017 1080 800
2018 1715 1275
2019 2720 1900
masses will obviate the need for chiral extrapolations. Such simulations have already been used for studies of
the spectrum and several matrix elements including the leptonic decay constant ratio fK/fpi and the neutral
kaon mixing parameter BˆK [169, 170, 171, 172, 173]. A second advance will be the systematic inclusion
of isospin-breaking and electromagnetic (EM) effects. Once calculations attain percent-level accuracy, as
is the case at present for quark masses, fK/fpi, the K → pi`ν and B → D∗`ν form factors, and BˆK , one
must study both of these effects. A partial and approximate inclusion of such effects is already made for
light-quark masses, fpi, fK and BˆK . Full inclusion would require nondegenerate u and d quarks and the
incorporation of QED into the simulations, both of which are planned for the five-year DWF and HISQ
configuration-generation programs. A final across-the-board improvement that will likely become standard
in the next five years is the use of charmed sea quarks. These are already included in two of the major
streams of gauge-field ensembles being generated worldwide [174, 175].
The anticipated increase in computing resources over the next five years will significantly benefit the already
mature quark-flavor physics program, improving the precision of weak-matrix elements needed to determine
CKM matrix elements, constrain the CKM unitarity triangle, and search for evidence of non-Standard Model
quark flavor-changing interactions. It will also enable dramatic reduction in the errors of nucleon matrix
elements needed to compute nucleon-neutrino scattering cross sections, interpret µ→ e conversion and dark-
matter experiments, and search for violations of fundamental symmetries of the Standard Model. Lattice
calculations involving nucleons, however, typically require larger spatial volumes and more statistics than
their meson counterparts. Therefore achieving comparable percent-level precision for nucleon matrix elements
will require more computing time than the USQCD anticipates receiving on the leadership-class machines
and on dedicated hardware in the next few years, so the US lattice-QCD community could profitably take
advantage of additional computing resources were they to become available.
The planned U.S. physics program over the next five years is described in detail in the USQCD whitepa-
pers [11, 3, 13, 14]. This physics program assumes the availability to USQCD of capability resources at
the DOE leadership-class facilities, as well as the availability of dedicated capacity resources at Fermilab,
Jefferson Lab, and BNL, deployed and operated under the proposed LQCD-ext II project extension. The
sustained LQCD Tflop/sec-years provided by these resources by year are given in Table 1-2. In all, this
program of physics calculations will require well over an order of magnitude of increased computing capacity
beyond that used in prior years. Further, over an order of magnitude increase in storage utilization (disk
and tape) from the current approximately 2 petabyte usage will be needed to support the simulations. This
computing and storage capacity can be provided by the growth of the various leadership-class facilities
and larger allocations on those supercomputers, and by the continued availability and expansion of the
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dedicated hardware for lattice field theory supported by the DOE HEP and NP program offices. The
anticipated evolution of high-performance computing hardware will also require the evolution of software
and the introduction and refinement of new techniques and algorithms. DOE support for the personnel to
invent and refine algorithms and to provide new software will also be necessary to exploit the hardware and
to complete the planned physics program.
1.3.3 Lattice computing beyond 2018
Beyond the five-year timescale, concrete projections for the physics capabilities and computing needs of
numerical lattice calculations become less reliable and more speculative. Lattice field theory is a theoretical
area of research, and the development of new lattice formulations and analysis methods as well as better
computing algorithms drive rapid, but difficult-to-anticipate, evolution of the field. Here we attempt to
extrapolate to the extended time period covered by the Snowmass study based on existing lattice methods
and increased computing resources. For concreteness, we focus on weak matrix-element calculations, for
which current lattice results are the most precise and there is the most quantitative experience.
We begin with the conservative assumptions that exascale performance (1018 flops/second) will be achieved
by 2022, and that a further factor of 100 will be available by 2032. Present large-scale lattice calculations at
physical quark masses are performed in volumes of linear size L ≈ 6 fm and with inverse lattice spacing 1/a
as small as ∼ 2.5 GeV. Thus, these 102 and 104 advances in computer capability will allow an increase in
physical volume to 15 and 36 fm or in inverse lattice spacing to 5 and 10 GeV, respectively. Statistical errors
can be reduced by a factor of ten, or even one hundred, as needed. These three directions of substantial
increase in capability translate directly into physics opportunities. The large increase in possible Monte
Carlo statistics will enable a reduction in the errors on many nucleon matrix elements to the percent level,
and on quark flavor-changing matrix elements to the sub-percent level. Such increased statistics will also
directly support perhaps few-percent precision for results that depend on quark-disconnected diagrams such
as ′ and the KL − KS mass difference. For most QCD calculations, the non-zero pion mass implies that
finite volume effects decrease exponentially in the linear size of the system. However, this situation changes
dramatically when electromagnetic effects are included. Here the massless photon leads to substantial finite
volume errors which decrease only as a power of L as the linear system size L becomes large. The ability
to work on systems of linear size 20 or 30 fm will play an important role in both better understanding
electromagnetic effects using lattice methods, and achieving the 10% errors in the computation of such
effects that are needed to attain 0.1% overall errors in quantities such as the light-quark-mass ratio mu/md
and the leptonic decay-constant ratio fK/fpi. Finally the ability to work with an inverse lattice spacing as
large as 10 GeV will allow substantial improvements in the treatment of charm and bottom quarks, and
enable determinations of many quantities involving B and D mesons with errors well below 1%.
Clearly an enhanced computational capability of four orders of magnitude, coupled with possibly equally large
theoretical and algorithmic advances, will have a dramatic effect on the phenomena that can be analyzed and
precision that can be achieved using lattice methods. The possibility of making Standard-Model predictions
with errors that are an order-of-magnitude smaller than present experimental errors will create an exciting
challenge to identify quantities where substantially increased experimental precision is possible. With the
ability to make highly accurate Standard-Model predictions for a growing range of quantities, experiments
can be designed to target those quantities that are potentially most sensitive to physics beyond-the-Standard-
Model, rather than being limited to those quantities which are least obscured by the effects of QCD.
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1.4 Summary
Facilities for numerical lattice gauge theory are an essential theoretical compliment to the experimental
high-energy physics program. Lattice-QCD calculations now play an essential role in the search for new
physics at the intensity frontier. They provide accurate results for many of the hadronic matrix elements
needed to realize the potential of present experiments probing the physics of flavor. The methodology has
been validated by comparison with a broad array of measured quantities, several of which had not been
well measured in experiment when the first good lattice calculation became available. In the next decades,
lattice-QCD has the welcome opportunity to play an expanded role in the search for new physics at both
the energy and intensity frontiers.
The USQCD Collaboration, which consists of most theoretical physicists in the U.S. involved in the numerical
study of QCD and beyond-the-Standard Model theories using lattice methods, has laid out an ambitious
vision for future lattice calculations matched to the experimental priorities of the planned experimental high-
energy physics program in the white papers “Lattice QCD at the Intensity Frontier” and “Lattice Gauge
Theories at the Energy Frontier” [3, 11]. These detailed documents present a concrete five-year plan for both
the collaboration’s foremost scientific goals and the theoretical, algorithmic, and computational strategies
for achieving them.
In the U.S., the effort of the lattice gauge-theory community has been supported in an essential way
by hardware and software support provided to the USQCD Collaboration. The USQCD Collaboration’s
hardware project is up for renewal in 2015, and USQCD is currently in the midst of obtaining CD-0 approval
from the DOE for the project extension LQCD-ext II. Achieving the goals outlined in these white papers and
meeting the needs of current, upcoming, and future experiments will require continued support of both the
national supercomputing centers and of dedicated USQCD hardware through LQCD-ext II, investment in
software development through SciDAC funding, and support of postdoctoral researchers and junior faculty
through DOE and NSF grants to lab and university lattice gauge theorists.
The main findings of this report are summarized here:
• The scientific impact of many future experimental measurements at the energy and intensity frontiers
hinge on reliable Standard-Model predictions on the same time scale as the experiments and with com-
mensurate uncertainties. Many of these predictions require nonperturbative hadronic matrix elements
or fundamental QCD parameters that can only be computed numerically with lattice-QCD. The U.S.
lattice-QCD community is well-versed in the plans and needs of the experimental high-energy program
over the next decade, and will continue to pursue the necessary supporting theoretical calculations.
Some of the highest priorities are improving calculations of hadronic matrix elements involving quark-
flavor-changing transitions which are needed to interpret rare kaon decay experiments, improving
calculations of the quark masses mc and mb and the strong coupling αs which contribute significant
parametric uncertainties to Higgs branching fractions, calculating the nucleon axial form factor which
is needed to improve determinations of neutrino-nucleon cross sections relevant experiments such as
LBNE, calculating the light- and strange-quark contents of nucleon which are needed to make model
predictions for the µ → e conversion rate at the Mu2e experiment (as well as to interpret dark-
matter detection experiments in which the dark-matter particle scatters off a nucleus), and calculating
the hadronic light-by-light contribution to muon g − 2 which is needed to solidify and improve the
Standard-Model prediction and interpret the upcoming measurement as a search for new physics.
Lattice field-theory calculations will also increasingly contribute to collider experiments at the LHC
14-TeV run by providing quantitative nonperturbative input for Higgs and other new-physics model
building.
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• The successful accomplishment of USQCD’s scientific goals requires access to both capacity and
capability machines, and hence support for both leadership-class facilities and dedicated computing
clusters. Use of leadership-class facilities alone would provide insufficient computational resources
needed to complete the planned calculations, and would be unsuitable for the mix of lattice-field-
theory job requirements. USQCD’s experience and proven track-record with purchasing, deploying,
utilizing, and maintaining dedicated clusters will enable the collaboration to take advantage of future
improvements in commodity clusters, such as increased core counts per processor and improved memory
and networking bandwidth. USQCD’s five-year computing strategy uses current vendor roadmaps to
anticipate the probable evolution of high-performance computing hardware over this time period. The
purchase of new dedicated lattice hardware on an annual basis, however, provides essential flexibility
to accommodate changes and developments, and thereby to purchase the most cost-effective machines
for lattice-field-theory calculations.
• The successful utilization of future computing resources requires software that runs efficiently on new
computing architectures, and hence support for postdocs and scientific staff to develop lattice-gauge-
theory code. Such positions cannot be supported by grants to lab and university theory groups alone.
The USQCD Collaboration’s libraries for lattice-field-theory calculations are publicly available and
are used by most of the U.S. community. USQCD’s experience and proven track-record in developing
software for diverse machines such as IBM and Cray supercomputers, PC commodity clusters, and
GPU-accelerated clusters, will enable the collaboration to fully exploit the computing capacity of
future architectures.
• Support of USQCD through hardware and software grants, access to leadership-class computing facili-
ties, and funding lab and university theorists, is essential to fully capitalize on the enormous investments
in the DOE’s high-energy physics and nuclear-physics experimental programs. Given continued support
of the lattice-gauge-theory effort in the U.S. and worldwide, lattice calculations can play a key role
in definitively establishing the presence of physics beyond the Standard Model and in determining its
underlying structure.
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