Abstract. We establish global pointwise bounds for the Green's matrix for divergence form, second order elliptic systems in a domain under the assumption that weak solutions of the system vanishing on a portion of the boundary satisfy a certain local boundedness estimate. Moreover, we prove that such a local boundedness estimate for weak solutions of the system is equivalent to the usual global pointwise bound for the Green's matrix. In the scalar case, such an estimate is a consequence of De Giorgi-Moser-Nash theory and holds for equations with bounded measurable coefficients in arbitrary domains. In the vectorial case, one need to impose certain assumptions on the coefficients of the system as well as on domains to obtain such an estimate. We present a unified approach valid for both the scalar and vectorial cases and discuss several applications of our result.
Introduction
In this article, we are concerned with the Green's matrix for elliptic systems in a (possibly unbounded) domain Ω ⊂ R n , n ≥ 3. We assume that the coefficients are measurable functions defined in the whole space R n satisfying the strong ellipticity condition 
for some constant ν ∈ (0, 1]. We do not assume the the coefficients are symmetric. We will later impose some further assumptions on the operator but not explicitly on its coefficients. In the scalar case (i.e. m = 1), the Green's matrix becomes a scalar function and is usually called the Green's function. It is well known that the Green's function G(x, y) is nonnegative in Ω and for all x, y ∈ Ω with x y, we have (1.4) G(x, y) ≤ K|x − y| 2−n ,
where K is a constant depending on the dimension n and the ellipticity constant ν of the operator; see [14] , [12] . It is also known that if Ω is a bounded domain satisfying the uniform exterior cone condition, then for all x, y ∈ Ω with x y, we have where K and α ∈ (0, 1) are constants depending only on n, ν, and Ω; see [12] . The methods used in [14] and [12] rely heavily on the Harnack's inequality and the maximum principle and does not work for the general vectorial case. By assuming that Ω is a bounded C 1 domain and the coefficients of the operator are uniformly continuous in Ω (or belong to VMO), Dolzmann and Müller [6] proved the global estimate (1.4) in the vectorial setting. It should be noted that Fuchs [7, 8] obtained a similar result earlier, but under a stronger assumption that the coefficients are Hölder continuous. Recently, Hofmann and Kim [13] derived the existence of a Green's matrix in an arbitrary domain, under the assumption that weak solutions of the system satisfy interior Hölder continuity estimates. They also derived various estimates for the Green's matrix of such a system, including an interior version of the estimate (1.4), which was applied to the development of the layer potential method for equations with complex coefficients in [1] . Their method is interesting because it works for both scalar and vectorial cases, but however, they did not attempt to derive the global estimates (1.4) or (1.5) for the Green's matrix in the vectorial setting. The goal of this article is to present how one can derive a global estimate corresponding to (1.4) for Green's matrix of the elliptic systems (1.1) in a domain Ω using a local boundedness estimate for the weak solutions of the system vanishing on a portion of the boundary; see Condition (LB) below for the precise statement of the local boundedness estimate. In fact, we show that such a local boundedness estimate is a necessary and sufficient condition for the Green's matrix of the system to have a global pointwise bound like (1.4). We will also show how to derive a global estimate like (1.5) for Green's matrix of the elliptic system (1.1) in a domain Ω by using a local Hölder continuity estimate for the solutions of the system vanishing on a portion of the boundary ∂Ω; see Condition (LH) below for the statement of the local Hölder estimate, and also the condition (LH ′ ) in Remark 3.11, which is a little bit weaker. The novelty of our work is in presenting a unifying method that re-proves the global estimates (1.4) and (1.5) for the Green's function for the uniformly elliptic operators with bounded measurable coefficients as well as the corresponding estimates for the Green's matrix of the elliptic systems (1.1), for instance, in a bounded C 1 domain with uniformly continuous or VMO coefficients. Moreover, it has other interesting applications to L ∞ -perturbation of diagonal systems in a domain satisfying the uniform exterior cone condition, elliptic systems satisfying Legendre-Hadamard condition in a bounded C 1 domain with principal coefficients in VMO and lower order terms in L ∞ , Stokes systems in a three-dimensional Lipschitz domain, etc.; see Section 4 below. As a matter of fact, application to L ∞ -perturbation of diagonal systems in a domain satisfying the uniform exterior cone condition shows the power and flexibility of our method since that result does not seem to follow from other known methods, such as that based on the L p theory by Dolzmann and Müller [6] . The organization of the paper is as follows. In Section 2, we introduce some notations and definitions including our definition of the Green's matrix of the system (1.1) in Ω. In Section 3, we give precise statement of the conditions concerning the local estimates for weak solutions of the systems and state our main theorems. In Section 4, we present applications of our main results. The proofs of our main results are given in Section 5 and a technical lemma is proved in Appendix.
Finally, a few remarks are in order. We do not treat the case n = 2 in our paper. In two dimension, the Green's matrix has logarithmic growth and requires some different methods; see [6] and also [5] . As a matter of fact, the method used in this paper breaks down and does not work in that case. By this reason, the two dimensional case will be discussed in a separate paper [4] , where we will also treat a parabolic extension of our results. As alluded earlier, the main difference between our result and that of [13] is that they were mostly concerned with the Green's matrix of a L ∞ -perturbed diagonal systems in the whole space R n and focused on interior estimates of the Green's matrix while our paper is mainly concerned with the global estimates like (1.4) and (1.5), which we believe are quite more useful in practice, especially in the vectorial case. In [2] , Auscher and Tchamitchian introduced the "Dirichlet property (D)" in connection with the Gaussian estimates for the heat kernel of the operator L, which is very similar to the condition (LH) of this article. We would like to hereby thank Pascal Auscher for kindly informing us about the paper [2] .
Notations and Definitions
Let L be an elliptic operator acting on column vector valued functions u = (u 1 , . . . , u m )
T defined on a domain Ω ⊂ R n , n ≥ 3, in the following way:
where we use the usual summation convention over repeated indices α, β = 1, . . . , n, and 
We use the same function space Y 1,2 (Ω) as in [13] . For reader's convenience, we reproduce the definition below. 
is the set of all infinitely differentiable functions with compact supports in Ω.
Notice that by the Sobolev inequality, it follows that
Definition 2.4. Let Σ ⊂ Ω and u be a Y 1,2 (Ω) function. We say that u vanishes (or write
Notation 2.6. We denote Ω R (x) = Ω ∩ B R (x) and Σ R (x) = ∂Ω ∩ B R (x) for any R > 0. We abbreviate Ω R = Ω R (x) and Σ R = Σ R (x) if the point x is well understood in the context.
Definition 2.7.
We say that an m × m matrix valued function G(x, y), with entries G i j (x, y) defined on the set (x, y) ∈ Ω × Ω : x y , is a Green's matrix of L in Ω if it satisfies the following properties:
loc (Ω) and LG(·, y) = δ y I for all y ∈ Ω, in the sense that (2.8)
(Ω \ B r (y)) for all y ∈ Ω and r > 0 and G(·, y) vanishes on ∂Ω. 
We note that part iii) of the above definition gives the uniqueness of a Green's matrix; see [13] . We shall hereafter say that G(x, y) is "the" Green's matrix of L in Ω if it satisfies all the above properties.
Main results
The following condition, which hereafter shall be referred to as (LB), is used to obtain pointwise bounds for the Green's matrix G(x, y) of L in Ω.
Condition (LB).
There exist R max ∈ (0, ∞] and N 0 > 0 such that for all x ∈ Ω, R ∈ (0, R max ), and f ∈ L ∞ (Ω R (x)), the following holds: 
The following condition (IH) combines two conditions that appeared as the properties (H) and (H) loc in [13] . It means that weak solutions of Lu = 0 and 
Moreover, the Green's matrix G(x, y) satisfies the estimate
where C = C(n, m, ν, N 0 ).
The following theorem says that the converse of Theorem 3.3 is also true if we assume the condition (IH).
Theorem 3.9. Assume the condition (IH) and let G(x, y) be the Green's matrix of L in Ω.
Suppose there exists R max ∈ (0, ∞] such that for all x, y ∈ Ω satisfying 0 < |x − y| < R max , we have
Then the condition (LB) is satisfied with the same R max and N
Remark 3.11. In fact, one can replace the condition (IH) in Theorem 3.6 and Theorem 3.9 by the following condition (IH
Here, [u] C µ 0 (B R/2 ) denotes the usual Hölder seminorm. It is not hard to see that condition (IH) implies (IH ′ ) with C 0 = C 0 (n, m, ν, µ 0 , N 1 ) and the same µ 0 and R c . As a matter of fact, the conditions (IH) and (IH ′ ) are equivalent under our basic assumptions on the operator L; see [13, Lemma 2.3] . However, the condition (IH ′ ) does not imply (IH), for instance, in the presence of lower order terms in the operator L. In this sense, (IH ′ ) is a weaker condition. We point out that the properties (H) and (H) loc in [13] can be replaced entirely by the condition (IH ′ ), without affecting the conclusion of the main theorems in [13] .
The following condition, which hereafter shall be referred to as (LH), is a combination of (IH) and another condition that appeared as the property (BH) in [13] .
Condition (LH).
There exist µ 0 ∈ (0, 1], R max ∈ (0, ∞], and N 1 > 0 such that for all x ∈ Ω and R ∈ (0, R max ), the following holds:
Remark 3.12. In the condition (LH), the constant R max is interchangeable with c · R max for any fixed c ∈ (0, ∞), possibly at the cost of changing the constant N 1 in the condition (LH)
It will be shown in Appendix that (LH) implies (LB). Also, it is obvious that (LH) implies (IH). Therefore if (LH) is satisfied, then by Theorem 3.6, the Green's matrix G(x, y) of L in Ω exists and satisfies the estimate (3.4). The following theorem asserts that in fact, in such a case, a better estimate for G(x, y) is available near the boundary ∂Ω.
Theorem 3.13. Assume the condition (LH) and let G(x, y) be the Green's matrix of L in Ω.
Then for all x, y ∈ Ω satisfying 0 < |x − y| < R max , we have
where C = C(n, m, ν, µ 0 , N 1 ). If R max < ∞ and Ω is bounded, then for all x, y ∈ Ω with x y, we have the estimate (3.14)
Remark 3.15. It will be clear from the proof of Theorem 3.13 (see (5.39) in §5.4) that we in fact have the following estimate, which is slightly stronger than (3.14): For all x, y ∈ Ω with x y, we have
Remark 3.16. The following condition (LH ′ ) can be used as a substitute for (LH) in Theorem 3.13: There exist µ 0 ∈ (0, 1], R max ∈ (0, ∞], and C 0 > 0 such that for all x ∈ Ω and R ∈ (0, R max ), the following holds:
) is a weak solution of either Lu = 0 or t Lu = 0 in Ω R (x) and vanishes on Σ R (x), then we have
It is not hard to verify that the condition (LH) implies (LH ′ ) with C 0 = C 0 (n, m, ν, µ 0 , N 1 ) and the same µ 0 and R max . Also, it can be easily seen that the condition (LH ′ ) implies both the conditions (LB) and (IH ′ ). We note that the condition (LH ′ ) is, however, weaker than condition (LH) in general. From the proof of Theorem 3.13, it should be clear that the conclusion of Theorem 3.13 remains the same under a weaker condition (LH ′ ).
Applications of Main Results
4.1. Scalar case. In the scalar case (i.e., m = 1), both conditions (LB) and (IH) are satisfied with R max = ∞ and N 0 = N 0 (n, ν) in any domain Ω; see e.g., [11] . Also, in the scalar case, the Green's matrices are nonnegative scalar functions; see [12] . Therefore, the following corollary is an immediate consequence of Theorem 3.6.
where C = C(n, ν) is a universal constant independent of Ω.
Remark 4.3. Corollary 4.1 is widely known (see e.g., [12, 14] ). However, it should be mentioned that unlike [12, 14] , we do not need to assume that Ω is bounded.
Also, in the scalar case, the condition (LH) is satisfied if Ω satisfies the condition (S), the definition of which is given below. In fact, if L is a small L ∞ -perturbation of a diagonal system, then the condition (LH) is satisfied whenever Ω satisfies the condition (S); see §4.2 below.
Condition (S).
There exist θ > 0 and R a ∈ (0, ∞] such that
The following corollary is then an easy consequence of Theorem 3.13.
Corollary 4.4. Assume m = 1 and let G(x, y) be the Green's function of L in Ω, where Ω is a domain satisfying the condition (S). Then, G(x, y) satisfies the estimate (4.2).
Moreover, for all x, y ∈ Ω satisfying 0 < |x − y| < R a , we have
where C = C(n, ν, θ) and µ 0 = µ 0 (n, ν, θ). If R a < ∞ and Ω is bounded, then for all x, y ∈ Ω with x y, we have the estimate (4.5) with C = C(n, ν, θ, R a / diam Ω). 
where C = C(n, ν) and µ 0 = µ 0 (n, ν).
L
∞ -perturbation of diagonal systems. Let a αβ (x) be scalar functions satisfying
for all x ∈ R n with some constant ν 0 ∈ (0, 1]. Assume that Ω satisfies the condition (S) and let A αβ i j (x) be the coefficients of the operator L. We denote
, where δ i j is the usual Kronecker delta symbol. By [13, Lemma 4.6] , there exists a number E 0 = E 0 (n, ν 0 , θ) such that if E < E 0 , then the condition (LH) is satisfied by L in Ω with parameters µ 0 = µ 0 (n, ν 0 , θ), N 1 = N 1 (n, m, ν 0 , θ), and R max = R a . Therefore, the following corollary is another easy consequence of Theorem 3.6 and Theorem 3.13. There exists E 0 = E 0 (n, ν 0 , θ) such that if E < E 0 , then the Green's matrix G(x, y) of L in Ω exists and for all x, y ∈ Ω satisfying 0 < |x − y| < R a , we have
where C = C(n, m, ν 0 , θ) and µ 0 = µ 0 (n, ν 0 , θ). If R a < ∞ and Ω is bounded, then for all x, y ∈ Ω such that x y, we have the estimate (4.10) with C = C(n, m, ν 0 , θ, R a / diam Ω).
Example 4.11.
Let Ω = {x ∈ R n : x n > ϕ(x ′ )}, where x = (x ′ , x n ) and ϕ : R n−1 → R is a Lipschitz function with the Lipschitz constant K. Then Ω satisfies the condition (S) with θ = θ(n, K) and R a = ∞. If L is a small L ∞ -perturbation of a diagonal system in the sense of Corollary 4.9, then the Green's matrix G(x, y) of L in Ω exists and we have
where C = C(n, m, ν 0 , K) and µ 0 = µ 0 (n, ν 0 , K).
Systems with VMO coefficients.
For a measurable function f on R n , we set
f.
We say that f belongs to VMO if lim δ→0 ω δ ( f ) = 0; see [16] . 2), (1.3) . Then for all x, y ∈ Ω with x y, we have
where C and µ 0 are constants depending on n, m, ν, Ω, and ω δ ( A αβ ).
In the above corollary, one may assume that A αβ satisfy the weaker Legendre-Hadamard condition and may even include lower order terms in the operator. More precisely, let (4.13)
where A αβ , B α ,B α , and C are m × m matrix valued functions on R n satisfying (4.14)
for some constant ν ∈ (0, 1], and λ is a scalar constant.
Corollary 4.15.
Let Ω be a bounded C 1 domain and let the operator L λ be defined as in (4.13) with the coefficients satisfying the conditions (4.14). We assume further that the leading coefficients A αβ belong to VMO. There exists λ 0 ≥ 0 such that if λ > λ 0 , then the Green's matrix G(x, y) of L λ in Ω exists and for all x, y ∈ Ω with x y, we have
where the constants µ 0 and C depend on n, m, ν, Ω, λ, and ω δ ( A αβ ).
To give a sketch of proof for Corollary 4.15, first we note that for sufficiently large λ, we have the solvability of the following problem in Y
where f ∈ L ∞ c (Ω). In particular, one can construct the "averaged Green's matrix" G ρ (x, y) of L λ in Ω by following the argument in [13, §4] . Also, it is not hard to see that the condition (LH ′ ) in Remark 3.11 is satisfied in this case. In particular, we have the condition (LB). We point out that these are all the ingredients needed for construction of the Green's matrix G(x, y) of L λ in Ω. Then by modifying the proofs of Theorem 3.6 and Theorem 3.13, one can prove the above corollary; see Remark 3.16. The details are left the the reader.
Remark 4.16. In Corollary 4.12 and Corollary 4.15, the conditions of Ω and A αβ can be relaxed. We may assume that Ω is a bounded Lipschitz domain with a sufficiently small Lipschitz constant, and ω δ ( A αβ ) is also sufficiently small for some δ > 0; see e.g., [2] .
Stationary Stokes system.
Let Ω ⊂ R 3 be a bounded Lipschitz domain with connected boundary. We consider the stationary Stokes system (4.17)
− ∆u + ∇p = 0, div u = 0 in Ω.
It is known that the condition (LH) is satisfied in this setting; see [17] and also [3] . We also note that Caccioppoli's inequalities are available for the system (4.17). Then again, by modifying the proof of Theorem 3.13, one can prove the following corollary.
Corollary 4.18.
Let Ω ⊂ R 3 be a bounded Lipschitz domain with connected boundary. Let G be the Green's matrix of the stationary Stokes system (4.17) in Ω. Then for all x, y ∈ Ω with x y, we have
for some positive constants C and µ 0 depending on Ω.
We remark that estimate (4.19) of the Green's matrices for the Lamé system and the Stokes system were recently shown in [3] by a different method to ours.
Proofs of Main Theorems

Proof of Theorem 3.3.
Let R ∈ (0, R max ) and y ∈ Ω be arbitrary, but fixed. Assume that f ∈ L ∞ (Ω) is supported in Ω R (y) and let u be defined by (2.9). Notice that we may take u in place of φ in (2.10). Then by (2.3) we have
Also, notice from Remark 2.2 that u ∈ W 1,2 (Ω R (y)). Therefore, u is a weak solution of t Lu = f in Ω R (y) vanishing on Σ R (y) and thus, by the condition (LB) we have
Then by (5.2), (5.1), and Hölder's inequality, we derive
Hence, by (2.9) and (5.3), we conclude that
Therefore, by duality, we conclude from (5.4) that
Next, notice that (LB) implies that for x ∈ Ω and R ∈ (0,
Then, by a standard argument (see e.g., [10, pp. 80-82]) we also have
where the constant C p depends on n, N 0 , and p. Now, for any x ∈ Ω such that 0 < |x − y| < R max /2, set R := 2|x − y|/3. Notice that Definition 2.7 implies that G(·, y) ∈ W 1,2 (Ω R (x)) and satisfies LG(·, y) = 0 weakly in Ω R (x) and G(·, y) = 0 on Σ R (x). Therefore, by (5.6) and (5.5), we have
We have thus shown that
where C = C(n, m, ν, N 0 ). The theorem then follows from Remark 3.2.
5.2. Proof of Theorem 3.6. The existence of the Green's matrices G(x, y) and t G(x, y) as well as the identity (3.7) is a consequence of the condition (IH); see [13, Theorem 4 .1] and [13, Eq. (4.34)]. Then, by Theorem 3.3, the condition (LB) yields the estimate (3.4) . Also, by [13, Eq. (4. 24)], we find that the estimate in (3.8) is valid for 0 < r < (d y ∧ R c )/2. To give a full proof of (3.8), we need to make use of the estimate (3.4) and adapt the arguments used in [13] as follows.
For
0 (Ω) be the averaged Green's matrix of L in Ω as constructed in [13, §4.1] . Notice that by [13, Eq. (4. 3)], we have
Also, by [13, Eq. (4.
2)], we have
where C = C(n, m, ν). Denote by H the Hilbert space Y Thus, if we set w to be the k-th column of G ρ (·, y) in (5.10), we obtain from (5.8) that
Also, if we set w = u in (5.10), it follows from (2.3) that
Let us now assume that f is supported in Ω R := Ω R (y), where y ∈ Ω and R ∈ (0, R max ) are arbitrary, but fixed. Notice that u ∈ W 1,2 (Ω R ) and u is a weak solution of
On the other hand, (5.12) and Hölder's inequality yields
By combining the above two inequalities, we obtain
Then, by (5.11) and (5.13) we derive
Therefore, by duality, we conclude that
Now, for any x ∈ Ω such that 0 < |x − y| < R max /2, let us take R := 2|x − y|/3. Notice that if ρ < R/2, then G ρ (·, y) ∈ W 1,2 (Ω R (x)) and satisfies LG ρ (·, y) = 0 in Ω R (x) and vanishes on Σ R (x). Therefore, as in (5.7), we have
We have thus proved that for any x, y ∈ Ω satisfying 0 < |x − y| < R max /2, we have
where C = C(n, m, ν, N 0 ). Next, fix any r ∈ (0, R max /2) and let v ρ be the k-th column of G ρ (·, y), where k = 1, . . . , m and 0 < ρ < r/6. Let η be a smooth function on R n satisfying
, and |Dη| ≤ 4/r.
We set u = η 2 v ρ in (5.8) and then use (5.14) to obtain
Therefore, by (5.15), (2.3), and (5.16), we obtain
provided that 0 < ρ < r/6. On the other hand, if ρ ≥ r/6, then (5.9) implies
By combining the above two estimates, we obtain
Notice from (5.16) and (5.15) that for 0 < ρ < r/6, we have
In the case when ρ ≥ r/6, we obtain from (5.9) that
Notice from [13, Eq. (4.19) ] that there exists a sequence {ρ µ } ∞ µ=1 tending to zero such that
0 (Ω \ B r (y)) for all r > 0. Therefore, (3.8) follows from (5.17), (5.18), and the obvious fact that R max /2 and R max are comparable to each other in the case when R max < ∞. The proof is complete.
Proof of Theorem 3.9.
As we mentioned in the proof of Theorem 3.6, the condition (IH) implies the existence of the Green's matrices G(x, y) and t G(x, y) in Ω and also the identity (3.7) . Hence, if G(x, y) satisfies the estimate (3.10), then so does  t G(x, y) . Therefore, by the symmetry, it is enough to prove (LB) for weak solutions of t Lu = f . Let x ∈ Ω and R ∈ (0, R max ) be given. Assume that u ∈ W 1,2 (Ω R (x)) is a weak solution of
Let G ρ (·, y) be the averaged Green's matrix of L in Ω as in the proof of Theorem 3.6. Set v = ζu, where ζ is a smooth cut-off function on R n satisfying
, and |Dζ| ≤ 16/R.
Notice that v ∈ Y 1,2 0 (Ω) and thus, by (5.8), we obtain (5.21)
On the other hand, notice that ζG
). Hence, if we set w to be the k-th column of ζG ρ (·, y), then by (5.19), we obtain
Recall that supp ζ ⊂ B R/2 (x). Therefore, by combining (5.21) and (5.22), we obtain (Ω \ B r (y)). Notice that
Therefore, by taking limits in (5.23) and using (5.20), we have for almost all y ∈ Ω R/4 (x),
Denote A R (y) = Ω 3R/4 (y) \ B R/8 (y). By using Hölder's inequality and (5.20) we obtain
and
Observe that G(·, y) ∈ W 1,2 (Ã R (y)) and it satisfies LG(·, y) = 0 weakly inÃ R (y) and vanishes on ∂Ω ∩ ∂Ã R (y). Then by the Caccioppoli's inequality and the estimate (3.10), we obtain
Therefore, we have
.
) is a cut-off function such that η ≡ 1 on B R/2 (x) and |Dη| ≤ 4/R, and use a standard argument, we derive
|η f ||ηu|.
By the Sobolev inequality, Hölder's inequality, and Cauchy's inequality, we obtain
By choosing ε small enough, we then obtain
Therefore, by using the estimate (3.10) we derive
By using the estimate (3.10) again, we also obtain
By combining above estimates (5.25), (5.26), and (5.27), we conclude from (5.24) that
where C = C(n, m, ν, C 0 ). Since (5.28) holds for all x ∈ Ω and R ∈ (0, R max ), we obtain (LB) by a standard covering argument.
Proof of Theorem 3.13.
Notice that by Lemma 6.1 and Theorem 3.6, we have
To prove the estimate (3.14), we first claim that
where C = C(n, m, ν, µ 0 , N 1 ). The following lemma is the key to prove (5.30).
Lemma 5.31. Assume the condition (LH).
For R ∈ (0, R max ) and x ∈ Ω such that d x < R/2, let u ∈ W 1,2 (Ω R (x)) be a weak solution of Lu = 0 in Ω R (x) vanishing on Σ R (x). Then, we have
where C = C(n, m, ν, µ 0 , N 1 ).
Proof. Letũ be an extension of u by zero on B R (x) \ Ω. Notice thatũ ∈ W 1,2 (B R (x)) and Dũ = χ Ω R Du in B R (x). Then by the Poincaré's inequality and (LH), we find that for all r ∈ (0, R/2] and y ∈ B R/2 (x), we have
. Then by the Campanato's characterization of Hölder seminorms, we have
By taking limit r → d x in the above inequality, we derive (5.32).
Now we are ready to prove the claim (5.30). We may assume that d x < |x − y|/4 because otherwise (5.30) follows from (5.29). We then set R = |x − y|/2 and u to be k-th column of G(·, y), for k = 1, . . . , m, in Lemma 5.31 to obtain
On the other hand, since Ω R (x) ⊂ Ω \ B R (y) and R < R max /2, we have by (3.8) that
By combining the above two inequalities, we find that
which implies (5.30) since we assume d x < |x − y|/4. We have proved the claim. We prove the estimate (3.14) using (5.30). Since the condition (LH) is symmetric between L and t L, by applying the above argument to t G(x, y) and then interchanging x and y, we obtain, via the identity (3.7) and Remark 3.12, that
Again, we may assume that d x < |x − y|/8 to prove (3.14) because otherwise (3.14) would follow from (5.34). We set R = |x − y|/4 and u to be k-th column of G(·, y), for k = 1, . . . , m, in Lemma 5.31, and then use the Caccioppoli's inequality to obtain
Notice that for all z ∈ Ω 2R (x), we have 2R < |z − y| < 6R. Therefore, by the assumption R = |x − y|/4 and (5.34), we obtain
By combining (5.35) and (5.36), we obtain
which implies (3.14) since we assume d x < |x − y|/8. This completes the proof of (3.14)
for all x, y ∈ Ω satisfying 0 < |x − y| < R max . Next, we prove the second part of the theorem. Suppose R max < ∞ and diam(Ω) < ∞. Let x, y be arbitrary but fixed points in Ω satisfying |x − y| ≥ R max /2. Let R = R max /4 and v be the k-th column of G(·, y) for k = 1, . . . , m. Notice that v ∈ W 1,2 (Ω R (x)) and v is a weak solution of Lv =0 in B R (x) vanishing on Σ R (x). Hence, by (5.6) with p = 2n/(n − 2), we have
Therefore, by the above estimate and (3.8) we have
max . On the other hand, if we set R = R max /4 and u to be the k-th column of G(·, y) for k = 1, . . . , m, in Lemma 5.31, then by (3.8) again, we find that if d x < R/4 = R max /8, then
By combining (5.37) and the above estimate, we derive the following conclusion.
Then, by using (5.38) and arguing similarly as above, we obtain
Therefore, we conclude from (5.39) that for all x, y ∈ Ω satisfying |x − y| ≥ R max , we have
From the above estimate, we obtain (3.14) in case when |x − y| ≥ R max , with the constant C replaced by (R max / diam Ω) 2−n−2µ 0 C. Recall that we already have (3.14) in the case when 0 < |x − y| < R max . The proof is complete. 
In particular, the condition (LB) holds with the same R max and N 0 = N 0 (n, m, ν, µ 0 , N 1 ).
Proof. We shall only consider the case when u is a weak solution of Lu = f since the proof of the other case is identical. Throughout the proof, we denote by C a constant depending on the prescribed parameters n, m, ν, p and also the numbers µ 0 , N 1 that appears in the condition (LH). As usual, the constant C may vary from line to line. Observe that w ∈ W 1,2 0 (Ω s (x)) and w is a weak solution of Lw = f in Ω s (x). Therefore, we obtain
Choose p 0 ∈ (n/2, p) such that µ 1 := 2 − n/p 0 < µ 0 . Then 
Finally, the above inequality together with a standard covering argument yields (6.2). The proof is complete.
