The maximum-weighted bipartite matching problem between two sets U = V = [1 : n] is defined by a matrix W = (w ij ) n×n of "affinity" data. Its goal is to find a permutation π over [1 : n] whose total weight ∑ i w i,π(i) is maximized. In various practical applications 1 , the affinity data may be of low rank (or approximately low rank): we say W has rank at most r if there are 2r vectors u 1 , ...,
Introduction
The maximum-weighted bipartite matching [4, 7] is a fundamental problem at the intersection of graph theory, geometric design, and combinatorial optimization [10, 5] . An instance of this optimization problem is a weighted bipartite graph G = (U, V, W ), where U = V = [1 : n] {1, 2, ...n} denote the two vertex sets, and the matrix W = (w i,j ) n×n ∈ R n×n defines the affinity weights 2 between every pair of elements between U and V . The optimization objective is to find a perfect matching, which can be expressed by a permutation π over [1 : n] , such that the total weights of the matching
is maximized.
In various practical applications, the affinity data may be of low rank (or approximately low rank). As an example, we consider the following basic problem of assigning university volunteers to mentor high-school students in an outreach program: Assume n university students volunteer to teach a summer program at one of the n high schools in the city of Los Angeles. The city would like to assign each high school exactly one mentor. However, the teaching capacities c = (c 1 , ..., c n ) vary from mentor to mentor and the educational needs d = (d 1 , ..., d n ) vary from school to school. Suppose the educational benefit of a particular assignment π can be (approximately) expressed by ∑ n i=1 c i · d π(i) . To maximize this potential benefit of mentorships, it amounts to find a maximum weighted matching in a bipartite graph where W = c · d T is a matrix of rank 1. In general, the needs of the school could be multidimensional, and are characterized by a small nubmer of principal concerns. For instance, the educational needs maybe approximately classified by the "academic needs" and "social needs". The mentoring capacities of the volunteers may also be characterized according to these two dimensions. In this context, the educational needs and mentoring capacities are each approximated by two vectors d a = (d a 1 , ..., d a n ) d s = (d s 1 , ..., d s n ) c a = (c a 1 , ..., c a n ) c s = (c s 1 , ..., c s n ), and the educational benefit of a particular assignment π is approximately expressed by
(c a i · d a π(i) + c s i · d s π(i) ).
To maximize this benefit, it amounts to find a maximum weighted matching in a bipartite graph where W = c a · (d a ) T + c s · (d s ) T is an affinity matrix of rank 2. Partially motivated by this type of applications, David Karger [6] (in 2009) asked to characterize the structure of the bipartite matchings when the affinity data is of low rank. For an integer r, W has rank at most r if there exist 2r vectors u 1 , ..., u r , v 1 , ...v r ∈ R n such that
A combinatorial study of algorithmic interest is about the structure of the augmenting cycles for improving sub-optimal bipartite matchings. This subject will be the focus of our work as well. Below, we will use −−−−−−→ i 0 i 1 ...i k−1 to denote the cycle (i.e., the cyclic permutation) that maps i l to i l+1 mod k , for 0 ≤ l ≤ k − 1. The number k here is called the length of the cycle. It is well known that when a matching π is not maximum with respect to W , there exists a cycle σ = −−−−−−→ i 0 i 1 ...i k−1 ∈ S n such that the composite permutation σ • π ∈ S n improves π. Such an σ is referred to as an augmenting cycle of π (with respective to W ).
Before stating the intial conjecture that motivated our work, we first consider the case when r = 1, i.e., there are real vectors u = (u 1 , ..., u n ) T and v = (v 1 , ..., v n ) T such that W = uv T . We say that a permutation σ sorts the entries of u in descending order if
Then, it is relatively standard (e.g., see [2] ) to show that π is a maximum-weighted bipartite matching if and only if the following is true: Suppose σ is the permutation that sorts the entries of u in descending order, then π • σ also sorts the entries of v in descending order. Thus, if π is sub-optimal with respect to a rank-one affinity matrix W , then π has an augmenting cycle of length 2.
In general, let us define the following: Definition 1.1 (Locality of Weighted Bipartite Matchings). The locality of an affinity matrix W ∈ R n×n is defined to be the minimum k such that every sub-optimal matching with respect to W has an augmenting cycle of length at most k.
Thus, every rank-1 matrix has locality at most two, which is independent of its size! This observation gives rise to the following natural conjecture that inspired our research.
Conjecture 1.2 (Locality of Low-Rank Bipartite Matchings
). There exists a function h : Z + → Z + such that for all n, every matrix W ∈ R n×n has locality at most h(rank (W )), where Z + is the set of positive integers.
In this paper, we give a nearly tight characterization of the locality of low-rank bipartite matchings. In Section 2, we give a counter-example to Conjecture 1.2. We show that for any integer n ≥ 2, there is a matrix W ∈ [0, 1] n×n of rank 2 that has a bipartite matching that can be augmented only by a cycle of length n. In Section 3, we complement this counter-example by showing that Conjecture 1.2 is in fact nearly true from the perspective of perturbations. Specifically, we prove the following theorem. In this section, we give a counter-example to Conjecture 1.2. We will construct, for any integer n ≥ 3, a rank-2 matrix W ∈ [0, 1] n×n and a suboptimal bipartite matching π for W , and show that π does not have any augmenting cycle of length less than n (with respective to W ). This counter-example provides us with some basic insights regarding low-rank bipartite matchings, and for our perturbation analysis.
Our counter-example matrix takes the form
and X λ = (x ij ) n×n has all entries equal to zero except that X 1,n = λ ∈ [0, 1]. In other words, we perturb a rank-one matrix u · u T by an exceptionally sparse matrix X λ . Note that rank(W ) = 2 if λ ̸ = 0. We will specify the value λ below for inducing a violation of Conjecture 1.2.
For convenience, note that
The following basic property of rank-one matrices will be used in our analysis.
Proof. Consider any permutation π ̸ = I ∈ S n . There must be a pair (i 0 , i 1 ), 1 ≤ i 0 < i 1 ≤ n, such that π(i 0 ) < π(i 1 ). Let σ ∈ S n be such that σ(i l ) = π(i 1−l ) for l ∈ {0, 1} and σ(k) = π(k) for k ∈ {1, 2, ...n} \ {i 0 , i 1 }. In other words, σ augments π by swapping i 0 and i 1 . We have
Note that the identity permutation I defines a maximum-weighted bipartite matching with respect to Y . Thus,
This property gives rise to the following property of matrix W defined above.
Lemma 2.2.
Let W be the matrix defined by Equation (1) and I ∈ S n be the identity permutation. Then, for any π ∈ S n such that π ̸ = I and π(1) ̸ = n, we have
We 30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Proof. For any π ∈ S n with π(1) = n, we have µ
Below, we will establish that I is the unique maximum-weighted bipartite matching of W , and that π 0 is the unique second best matching of W . Consequently, to improve π 0 , one has to directly augment it to I. One can achieve this only by using the cycle − −−−−− → 1, 2, · · · n, implyiung that the locality of W is exactly n.
We first construct π 0 and bound its total weight. By Proposition 2.1, we have
since once π 0 (1) is committed to n, the result bipartite graph of (n − 1) vertices has rank 1.
To show that I and π 0 are the top two bipartite matchings, consider an arbitrary permutation π ∈ S n with π ̸ = I. There are two basic cases:
1. If π(1) = n and π ̸ = π 0 , then Proposition 2.1, µ W (π 0 ) > µ W (π) by the definition of π 0 .
If
Thus, I and π 0 are the top two bipartite matchings of W .
Finally note that as
A Perturbation Theorem
In this section, we prove that bipartite matchings of low-rank affinity data enjoy "approximate" locality: Every low-rank matrix can be approximated by another low-rank matrix whose locality only depends on the rank of the original matrix and the magnitude of the perturbation. For the convenience of the reader, we restate our main theorem. 
The key step in our analysis is to conduct an effective "rank-preserving" perturbation. Note that entry-wise rounding may substantially increase the rank of the matrix. To preserve ranks, we instead perform rounding on a factor of the rank decomposition of the matrix W = XY where the number of columns and rows, respectively of X and Y , is equal to rank (W ). We establish Theorem 3.1 by the following three basic lemmas.
• In Lemma 3.2, we prove the locality of a matrix is upper bounded by the number of distinct columns .  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65
• In Lemma 3.3, we show that any low-rank matrix whose entries are from a small set of elements cannot have too many distinct columns.
• In Lemma 3.5, we prove that every matrix W over [0, 1] has a rank decomposition W = XY , over [−1, 1].
We then obtain the approximation matrix W essentially by rounding entries of the factor X and Y . Because entries of X and Y are from a bounded domain [−1, 1], we can effectively control the cumulated errors when multiplying the rounded versions of X and Y .
Proof. Consider an arbitrary suboptimal bipartite matching π ∈ S n with respect to W . Let
Suppose for the sake of contradiction that it is not true, then there exist 0 ≤ p < q ≤ k − 1 such that w jp = w jq . Without loss of generality, assume that p ≥ 1. Consider the following two cycles
Note that both σ 1 and σ 2 are shorter than σ. The inequality implies that µ W (σ 1 • π) > µ W (π) or µ W (σ 2 • π) > µ W (π), hence one of them can be used to improve π, which contradict to the assumption that σ is among the shortest augmenting cycles of π. Thus, the k columns w j 0 , ...w j k−1 are pairwise different. Because W has at most d distinct columns, we then have k ≤ d, as claimed. Proof. Assume W = (w ij ) n×n and r = rank (W ). There is a submatrix X = (x ij ) r×r that has full rank. Without loss of generality, assume that 6   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Because X is full rank, we know that for each 1 ≤ j ≤ n, there is a unique real vector
Consequently, the number of distinct columns of W is exactly that of distinct w ′ i 's. The lemma then follows immediately from the fact that there are at most |D| r distinct w ′ i 's. Proof. Note that the matrix X T has at most |D| r distinct columns. Thus, W T = Y T X T has at most |D| r distinct columns, as each of its columns is formed by the product Y T and columns of X T . The corollary then follows immediately from Lemma 3.2 and the fact that W and W T have the same locality. Proof. Let w i ∈ R n denote the i th column of the matrix W , for 1 ≤ i ≤ n. Since W has rank r, there is a set of n − r independent vectors
.., t n }, and det ([T ]) denotes the determinant of the matrix each of whose columns is a unique vector in T .
Since the rank of W is r and w k 1 , ...w kr are indepenent vectors, for any 1 ≤ i ≤ n, there exist y ij ∈ R, 1 ≤ j ≤ r such that w i = ∑ r j=1 y ij w k j . In other words, if we set X = [w k 1 , ...w kr ] and Y = (y ij ) T n×r , then W = XY . Because X is a submatrix of W , we have X ∈ [0, 1] n×r . To complete the proof of the lemma, we now use the fact that |det ([w k 1 , ...w kr , t r+1 , ..., t n ]) | is maximized to show that |y ij | ≤ 1.
For each pair of 1 ≤ i ≤ n and 1 ≤ j ≤ r, let
. By the definition of T , we know that |det ([T ij ]) | ≤ |det ([T ]) | and det ([T ]) ̸ = 0, and thus |y ij | ≤ 1.
We are now ready to prove Theorem 3.1.
Proof. (of Theorem 3.1) Suppose W = (w ij ), and rank(W ) = r. By Lemma 3.5, there are matrices
We first define a matrix by rounding X. Let
W ′ has the following three properties: 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 1. rank (W ′ ) ≤ r.
2. X ′ is defined on a finite domain of size ⌈ r ϵ ⌉. Thus, by Corollary 3.4, the locality of W ′ is at most ⌈ r ϵ ⌉ r .
For any 1
. We can apply a simple translation to move these entries to [0, 1] as stated in the theorem: Let
where 1 is the n-by-n all-one matrix. The following simple argument shows that W satisfies all the requirements of the theorem:
• W and W ′ has the same locality, which is at most ⌈ r ϵ ⌉ r .
An Optimal Locality Bound for Unweighted Bipartite Graphs
When the domain D is a finite set, Lemma 3.3 and Lemma 3.2 together show that Conjecture 1.2 is true. The upper bound of the locality, however, is exponential in the rank of the affinity matrix W . It remains open if there exist D and r such that some affinity matrix W ∈ D n×n of rank r has locality |D| Ω(r) . In this section, we consider the special case when D = {0, 1}. We give a tight, linear upper bound on the bipartite matching locality in term of the rank of the affinity matrix. The binary case corresponds to non-weighted bipartite graphs. Specifically, we will prove the following theorem. To prove this theorem, we first examine some structural properties of suboptimal bipartite matchings that will be useful for the two objectives of our analysis: (1) identifying a short augmenting cycle whose length can be bounded by some parameters of the structure, and (2) providing a lower bound on the rank of W in terms of these structural parameters.
Suppose π ∈ S n is a suboptimal matching of W ∈ {0, 1} n×n . Because edges has weights either 0 or 1, the suboptimality implies that µ W (π) < n. We first show that the pair (W, π) can be transformed into a particular normal form which will benefit our search for short augmenting cycles while provide a lower bound on rank (W ). Consider two permutations σ, δ ∈ S n . We can 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 rearrange the rows of W by σ and the columns by δ, and obtain a new matrix W ′ which, denoted by W ′ = σW δ, is actually the product of the permutation matrix corresponding to σ, the matrix W , and the permutation matrix corresponding to δ. Let γ = δ • π • σ −1 . As µ W (π) = µ W ′ (γ), the locality of W ′ is equal to that of W .
In order to set up our construction and analysis, we will first use the following lemma to permutate rows and columns of W so that all the matching edges of W selected by the permutation π lie at the anti-diagonal of the µ W (π) × µ W (π) leading principal sub-matrix, as illustrated in Figure 1 . Proof. Since µ W (π) = µ, there are integers 1 ≤ i 1 < i 2 < · · · < i µ ≤ n such that w i k ,π(i k ) = 1, 1 ≤ k ≤ µ. Let j k = π(i k ). Let σ ∈ S n be any permutation which maps i k to k, and δ ∈ S n be any permutation which maps j k to µ + 1 − k, for all 1 ≤ k ≤ µ. It is straightforward to verify that σ and δ meet the requirement of the lemma.
We further construct a block structure representation of W ′ as illustrated in Fig. 2 . We will use this block structure to build the augmenting cycle for the bipartite matching γ = δ • π • σ −1 , which will in turn define an augmenting cycle of the same length for π. We introduce some notations to capture this block structure.
Definition 4.3 (Partition of a Matrix)
. Given a matrix X ∈ R n×n and an integer 0 ≤ k < n, 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 
and u 0 = v 0 = n − k.
We now examine the matrix W ′ defined in Lemma 4.2 in the framework of this matrix partition: Assume that (σ, δ) is a pair of permutations satisfying the condition of Lemma 4.2. Recall µ = µ W (π). Let T σ,δ denote the maximal integer t ≥ 0 such that there are vectors
which satisfy all of the following conditions (as illustrated in Figure 2 ):
2. The (u, v, µ)-partition of W ′ = σW δ is an anti-triangular block matrix. That is, if i + j > 2t + 2, the (i, j) th block W ′ ij = 0. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 Note that T σ,δ is well defined, because the three conditions trivially hold if t = 0. By a greedy construction, when t = T σ,δ one can uniquely define the vectors u and v (to be denoted by u σ,δ and v σ,δ respectively).
In the rest of this section, let (σ,
is over all the pairs of permutations that meet the requirement of Lemma 4.2. For notational simplicity, let t = T σ,δ ,
The following lemma further claims that the central block must be of the two forms in Fig.  3 .
Then one of the following conditions must hold:
1. There is µ ′ < i ≤ p t+1 and µ ′ < j ≤ q t+1 such that x ij = 1.
There is µ
Proof. For contradiction, assume that neither of the two conditions holds. We will show that there are permutations σ ′ , δ ′ such that T σ ′ ,δ ′ > t, which leads to a contrdiction.
Consider sets I = {1 ≤ i ≤ µ ′ : there exists µ ′ < j ≤ q t+1 such that x ij = 1} and J = {1 ≤ j ≤ µ ′ : there exists µ ′ < i ≤ p t+1 such that x ij = 1}. Let u t+1 = |I| and v t+1 = |J|. Now we show that u t+1 > 0 and v t+1 > 0.
Assume on the contrary that u t+1 = 0. Since Condition 1 does not hold, the last u t columns of X are all zero. Therefore, each non-zero entry of W ′ appears either in the first ∑ t i=1 u i rows or in the first µ − ∑ t i=1 u i columns of W ′ . This implies that for any permutation ρ ∈ S n , µ W ′ (ρ) ≤ µ = µ W ′ (γ). However, we have observed that γ is non-optimum relative to W ′ since so is π relative to W . This contradiction means that u t+1 > 0. Likewise, we also have v t+1 > 0.
Because Condition 2 does not hold by assumption, there is no i ∈ I or j ∈ J such that i + j = µ ′ + 1. Then we have two facts. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Likewise, define δ 2 ∈ S n , with each u j replaced by v j and σ 1 replaced by
It is straightforward to verify the following facts:
• The pair (σ ′ , δ ′ ) meets the requirement of Lemma 4.2.
As a result, 
We proceed case by case to find a short augmenting path for
In this and the following paragraph, we assume that t ≥ 1. Let i t = µ − j t+1 + 1. We know that
Recall that for the (u, v, µ)-partition of W ′ , each row of the block W ′ t,t+2 is non-zero. Thus, there must be µ −
, and we can likewise find j t−1 such that w ′ i t−1 ,j t−1 = 1. Iterate until we get a sequence of pairs (i t , j t ), (i t−1 , j t−1 ), ...(i 1 , j 1 ), as illustrated in Fig. 4(a) .
On the other hand, let j −t = µ − i −(t+1) + 1. We know that
Let j −t+1 = µ − i −t + 1, and we can likewise find i −t+1 such that w ′ i −t+1 ,j −t+1 = 1. Iterate until we get a sequence of pairs (i −t , j −t ), (i −(t−1) , j −(t−1) ), ...(i −1 , j −1 ), as illustrated in Fig. 4(a) .
It is straightforward to verify that θ is an augmenting cycle of γ relative to W ′ . The length of θ is at most 2(t + 1) ≤ rank(W ′ 
, and we can likewise find j t−1 such that w ′ i t−1 ,j t−1 = 1. Iterate until we get a sequence of pairs (i t , j t ), (i t−1 , j t−1 ), ...(i 1 , j 1 ), as illustrated in Fig. 4(b) . 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 On the other hand, let j −t = µ − i −t + 1. We know that Fig. 4(b) .
. It is straightforward to verify that θ is an augmenting cycle of γ relative to W ′ . The length of θ is at most 2(t + 1) + 1 ≤ rank(W ′ ) + 1 by Lemma 4.5.
Therefore, in either case, there is an augmenting cycle θ of γ = δ • π • σ −1 relative to W ′ , whose length is at most rank(
It is easy to see that the length of the cycle δ −1 • θ • δ equals that of θ.
Altogether, an arbitrary permutation π can be augmented relative to W by a cycle whose length is at most rank(W ′ ) + 1 = rank(W ) + 1.
Theorem 4.6. For any positive integers n and r < n, there exists a matrix W ∈ {0, 1} n×n whose rank is r and whose locality is r + 1.
Proof. Let W ∈ {0, 1} n×n be the matrix all of whose entries are zero except that all the main diagonal and lower diagonal entries of the r × r leading principal sub-matrix are 1. It is straightforward to show that rank(W ) = r and the locality of W is r + 1.
Conclusion
This paper addresses the structure of perfect matchings of a weighted bipartite graph. It partially answers a 6-year open problem proposed by David Karger. It shows that in general, the locality of a weighted bipartite graph can't be bounded by a universal function of the rank of the affiliated data. However, for any ϵ > 0, there is an ϵ-perturbation of the affiliated data such that the resulting locality is upper bounded by ⌈r/ϵ⌉ r , where r is the rank of the original data. This means that an arbitrary small perturbation can result in desired locality.
Furthermore, we show that if the weights are over a finite domain D, the locality of a weighted bipartite graph is indeed upper bounded by |D| r , where r is the rank of the affiliated  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 data. Though the bound is exponential in r, it is independent of the size of the graph. For the special case of D = {0, 1}, i.e. the graphs are non-weighted, we prove that the tight universal upper bound is as low as r + 1.
For future work, we conjecture that in the finite domain case, the upper bound is polynomial in both |D| and r. We will try smoothed analysis of the locality for general case.
We hope that our work may lead to an alternative approach to fast approximation of maximum weighted bipartite matchings [3] by approximating the affinity data with low-rank data. A low-rank based approach could also be useful for geometrically defined matching problems [12, 13, 11, 1, 8] . One possible next step of research is to obtain a better understanding of graph decomposition -i.e., approximating a weighted graph with the sum of a "low-rank" graph and a graph whose structure is easy for matching augmentation. The significance of this work also lies in the following observation: maximum weighted matching (MWM) problem is essentially an optimization problem, so the knowledge on the landscape of the objective function will help find good algorithms. Our work exactly explores an important aspect of the landscape. For example, if only binary matrices of locality 2 are considered, one can easily design a MWM algorithm whose complexity is O(n 2 ), smaller in order than the complexity of the best known MWM algorithm [9] for binary matrices .  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 
