Abstract. The potential use of GPS for precise length determination is currently a topic of extensive research. A prior work was dedicated to submillimetric length determination over short baselines under ideal conditions of data availability and clear environment. This paper presents a new computation method suited to the less favourable working conditions that are usually encountered in practice, which is based on both robust estimation theory and the use of an ambiguity free estimation method. As the experimental comparisons with the standard procedure based on least squares ambiguity determination show, it provides more stable values and permits to obtain results significant to the submillimetre level with time spans of the order of a few hours.
Introduction
Distance measurement with submillimetre accuracy in the open air for distances from a few meters to a few hundred meters is a challenging task at the present moment. Apart from the traditional use of submillimetric electronic distancemeters (EDM), there has recently been a growing interest in the potential use of GPS technology for precise length determination (Koivula et al 2012) .
EDM length determination with submillimetre accuracy is a complicated task since it requires, first, accurate knowledge of the index of refraction of the propagation medium, which involves accurate determination of the existing conditions of atmospheric pressure, temperature and humidity and, second, the costly task of a prior calibration of the EDM in a dedicated infrastructure that provides traceability to the SI meter.
Conversely, GPS scale is acknowledged to be highly accurate for geodetic purposes, i.e. known at the level of 1 ppb (10 -9 ) for worldwide scale, since it is based on satellite precise orbits that are currently known to the 1 cm accuracy level. Its scale stability for short distance determination, however, is not so clear. We dedicated a previous work to the study of GPS reproducibility, i.e. the inner consistency of GPS measurements, in short baselines and we found that the standard positioning procedure (coordinate determination after ambiguity fixation using L 1 carrier phase observables) for 1 h time span baselines yields lengths that vary within an interval of a few millimetres along the day (Baselga et al 2013) . It was also shown that submillimetric precision results can be obtained after some hours of observation -ideally 24 h and using the same equipment in both baseline ends -and that these results are significantly consistent in the long term (along the year) despite the existence of small systematic effects of the order of a few tenths of a millimetre.
In the present paper we want to benefit from a couple of tools, namely global robust estimation and an ambiguity-free functional model, to propose a new strategy for length determination that considerably reduces noise amplitude and permits to obtain a reliable solution with less observation time spans whereas being comparable in terms of computation time to the standard least squares ambiguity determination approach.
The motivation for our approach can be founded on the following three bases.
First, there may be non-Gaussian errors in GPS measurements or, equivalently as Niu et al (2013) concluded, "it is not always optimal to model the GNSS positioning noise as white noise". That is, some systematic or gross errors may appear: most noticeably, as we experienced in Baselga et al (2013) , a sidereal period signal possibly due to multipath, which is known to play a major role in short baselines (Amiri-Simkooei and Tiberius 2007) . Besides, as Altamimi et al (2011) noted, seasonal signals may be found in GPS, since, e.g., the Earth is continuously deforming due to nontidal loading effects but modelling of these phenomena is still not incorporated in the processing of geodetic data by the IERS Technique Centres. According to Griffits and Ray (2012) orbit mismodelling or deficiencies in EOP tide models may also be expected. And finally, errors or approximations in the antenna or radome calibration may be expected (Ray et al 2008) , especially since individual antenna calibrations are affected at the few millimetre level by near field multipath (Baire et al 2013) .
Second, Robust estimation (RE) techniques were developed to obtain a solution that is maximum resistant towards the influence of gross and systematic errors (Andrews et al 1972 , Huber 1981 . They have been extensively used in geodetic and surveying problems (Fuchs 1982 , Chen et al 1987 , Harvey 1993 , Yang 1999 , Yang et al 2002 and, in particular, successfully applied to GPS positioning after the pioneer work by Wieser and Brunner (2002) . In Baselga (2007) it was shown that a robust estimator has to be computed as a global optimization problem in order to be truly robust; otherwise it may result in a local optimum rather than the global one. This strategy, named Global Robust Estimation (GRE), was then applied to the successful determination of single frequency baselines affected by strong ionospheric delays that were intractable by the classical least squares approach (Baselga and García-Asenjo 2008a) and multipath mitigation (Baselga and García-Asenjo 2008b) .
Third, our present problem is the determination of a short baseline with submillimetric accuracy in real working conditions. Knowledge of initial approximate coordinates of around 1 or 2 cm accuracy is here regarded as a prerequisite, which can be trivially obtained by standard GPS positioning (or PPP). Once these coordinates are known there is no longer need for the ambiguity resolution determination approach and the ambiguity-free functional model in Baselga (2014) can be used instead. Searching in the coordinate domain instead of the coordinate plus ambiguity domain dramatically reduces the search space dimension to three, thus enabling a quick search by the global optimization method by which the robust estimator is to be computed. The explanation of these second and third bases, i.e. GRE and the proposed ambiguity-free method, is the subject of the next section of the paper.
As a final remark we must acknowledge that the final step for a successful theory of submillimetric GPS length determination has to be a comprehensive study of compatibility with length patterns traced to the definition of the meter (absolute scale). Highly precise reproducibility, as addressed in the present paper, is merely a necessary though not sufficient condition for precise accuracy, which includes closeness to the absolute meter. In the Experiments section we include the comparison of a distance derived both by GPS and by an EDM traced to the SI meter. We understand that the successful comparison in one baseline -or half a dozen baselines -does not suppose an experimental demonstration of compatibility, but again it has to be fulfilled as a necessary condition. Extensive experimental comparisons are required to fully verify this compatibility. At any rate, the fact that the scale agreement found among GPS and the other space geodetic techniques is better than 1.10 -9 (Altamimi et al 2011) makes us regard the possibility of absolute submillimetric GPS distance determination for lengths of some hundred metres as a plausible assumption worth of thorough verification.
Functional model and solution
Let us write the double-differenced carrier phase observation equation for receivers i and j and satellites k and l as 
For sufficiently short baselines it is assumed that ionospheric and tropospheric delays, instrumental delays and clock errors are cancelled, thus resulting in a zero-centred Gaussian double-differenced residual kl ij  . However, it has to be emphasized, this is not the case if multipath or any other periodic effect plays a non-negligible role, such as in the case of submillimetric length determination, as it was shown in Baselga et al (2013) . Being only interested in the case of short baselines the use of only L1 frequency observables is unquestionable, since they are less noisy than L2 observables or any linear combination of observables (Xu 2003) .
The use of the least-squares estimator in a functional model, Eq. (1), where residuals are not zerocentred Gaussian variables provides suboptimal results and a robust estimator must be preferred instead (Huber 1981) . Considering that a robust estimator is optimally computed as a global optimization problem and that the minimum L 1 -norm (please note that there is a conflict of notation here, L 1 -norm refers to the minimum sum of absolute residuals and has not to be confused with the GPS frequency L 1 ) has been shown to be a successful robust estimator (e.g. Fuchs 1982 , Harvey 1993 , Baselga and García-Asenjo 2008a , 2008b we will solve for the coordinates implicit in (1) after a few manipulations along with the statistic condition of minimum L 1 -norm.
We can arrange (1) This functional model (4) has to be complemented with a minimum condition in order to be solved. As said, the assumption of zero-centred Gaussian residuals that leads to the least-squares estimator is not the best option when there may be systematic effects or gross errors. A much more robust estimator is the minimum L 1 -norm estimator derived from the Laplace or double exponential distribution, which is a symmetric distribution that decays from the mean much faster than the Gaussian distribution. If where the search domain D can be defined, for instance, as the cube centred in the initial approximate coordinates (X j0 , Y j0, Z j0 ) with corners in (X j0  , Y j0   , Z j0  ) being  a sensible figure for the correct solution to be included in the domain, e.g. 1 cm if this complies with the existing degree of accuracy of the approximate coordinates.
We could thought of each of these 2 cm-length cube sides to be divided into parts of 0.1 mm and thus have a three-dimensional lattice of 201 3  810 6 possible solutions. Each of the feasible solutions could be plugged into the objective function f in (6) and retain the one with a minimum value for f as the solution to our problem. This brute-force procedure can be easily done by a computer in a few seconds or even less (depending on the number of observations), but it is advisable to perform the search in a more sensible manner and follow one of the established global optimization methods, like the simulated annealing (SA) method. For further details on SA the reader is referred to Baselga (2010) and references therein.
Once the unknown coordinates (X j , Y j, Z j ) have been determined, the baseline length is straightforwardly obtained
It is worth mentioning that the computation of coordinates and subsequent derivation of the distance remains up to the moment as the most consistent method for the determination of the baseline length. Other functional models may be established directly based on the baseline length as an unknown, but, to our knowledge, they all yield poorer results in terms of precision.
Once the rationale for our new strategy and the corresponding solution method have been introduced, we present in the following sections applications to real data where the comparison between the traditional solution and the proposed strategy permits us to conclude on the degree of improvement attained.
Experiments

Experiment 1
We start by applying the new strategy to some representative data of our previous work (Baselga et al 2013) where baseline lengths were obtained after positioning by traditional least squares ambiguity determination. In particular, we will focus on the baseline LNC1-LNC2, see features in Table 1 , whose stations belong to CORS network (Snay and Soler 2008) . By using IGS final ephemerides (Dow et al 2009) , the most recent igs08.atx absolute antenna calibration file and an elevation mask of 15º we formed double-differenced L 1 -carrier phases and obtained solutions both by the traditional method based on least squares ambiguity determination and by the new strategy of GRE with the ambiguity-free model.
Experiment 2
We also want to analyze the performance of both methods under more common field working conditions, in particular, for baselines that are not being continuously measured but only occupied for a period of a few hours. Therefore we used a pair of Leica AR25 choke ring antennas, with the corresponding signal splitters and four Trimble 5700 receivers to observe during 6 h on a pair of geodetic pillars belonging to the Universidad Politécnica de Valencia (UPV) campus EDM calibration baseline, Table 2 . IGS ephemerides and absolute antenna calibration were also used, and we obtained solutions by both methods for different observation time spans. 
Results and discussion
When we compute distances by the standard approach, i.e. after least squares adjustment ambiguity determination, we observe the typical length variations in a range of a few millimetres along a day. By contrast, the proposed approach of GRE with an ambiguity-free functional model provides more stable solutions. Figure 1 shows the 24 distances obtained for a typical day -in particular, day 263 of year 2011 -for baseline LNC1-LNC2, where each distance has been computed from a 1 h observation time span. Figure 2 shows baseline length results along one week. As it can be seen, this variation within a range below one millimetre is maintained for GRE. Table 3 summarizes the results obtained with both methods after processing 1 h time span vectors for the entire year. In particular, it is worth to note how the maximum deviation from the means decreases from 2.3 mm with the standard approach to 1.1 mm with the proposed method of GRE over the ambiguity-free model. In view of all of these figures we may have, in general, the hope of obtaining results significant to the submillimetre level with short observation periods, possibly two or three hours, by using GRE and the ambiguity-free model. Now we study the results obtained in our UPV baseline where the observation conditions were less favourable, especially with regard to potential reflections on the surrounding buildings and trees, as well as for the limitation in observation times to hours instead of months, what makes the experiment results more meaningful to reflect most real working conditions.
As it was mentioned, we used four receivers connected to the pair of signal splitters attached to each of the antennas. Thus we could first analyze the zero baseline observation residuals, exclusively due to the internal precision of the receivers. The double-differenced carrier phase residuals for the zero baselines were typically below 2 mm, which represents undifferenced carrier phase residuals below 1 mm.
A reference value for the measured length had been previously obtained by means of an absolute scale transfer campaign from the Nummela baseline -see Jokela and Häkli (2006) -with a Mekometer ME5000 EDM: 94.4010  0.0002 (2) m.
For the total of 6 hours of observation data we computed baselines for time spans of 30 minutes, 1 hour, 1 hour and 30 minutes, and 2 hours. For each experiment the corresponding baselines have been numbered and therefore we have 12 baselines in the first experiment, 6 in the second, 4 in the third and 3 in the forth. With time spans of 30 minutes - Figure 3a) -we can observe no significant differences between the two approaches: in both of them some of the computed baselines, especially the first ones, differ some millimetres from the reference value. The situation seems not to improve much with time spans of 1 hour, Figure 3b) . A careful look, however, must lead us to consider that with the exception of the second value all lengths are within 1 mm of the reference value for the case of the GRE method, or 3 mm for the standard method. As a plausible hypothesis one may regard the existing multipath environment as the responsible for these quite large figures that are intractable even for the GRE method. For the 1 hour and 30 minutes time spans both methods result in a solution were large amplitudes have been clearly reduced ( Figure 3c ): only one value remains around 1.5 millimetres from the reference solution for the case of the classic approach, whereas all four values are clearly within 1 millimetre for the GRE method. Finally, with 2 hour baselines both type of solutions are clearly within 1 millimetre from the reference value. As a result of the two experiments, we can conclude that GPS length determination with significance up to the submillimetre level may be attainable after short observation periods -a few hours -by means of GRE with an ambiguity-free method. The classic length determination procedure after least squares ambiguity determination seems to show a lower performance although it can also yield submillimetric results with longer observation periods. In any case, we want to remember that, as we said before, extensive research is needed to confirm the GPS scale consistency with the absolute meter.
Conclusion
After a prior work in which GPS submillimetric distance determination over short baselines was studied under ideal conditions of both observation time duration and clear environment, a new computation method has been proposed bearing in mind the practical application to less favourable conditions.
The method is based on both robust estimation theory and the use of a previously presented ambiguity-free GPS functional model. As it is observed in experimental comparisons with the standard procedure based on least squares ambiguity determination it provides more stable values and permits to obtain meaningful results at the submillimetre level with shorter observation time spans of the order of a few hours.
More experimental field tests are needed however to confirm the degree of improvement of the procedure proposed in this paper as well as the compatibility of the obtained metre with the SI metre realized by other metrology techniques.
