INTRODUCTION
OUR PROBLEM is to maximize a differentiable function, /(x), of an n-dimen- . 2 In general, we denote by subscripts partial differentiation with respect to the indicated arguments, and a superscript o means evaluation at the point xo. Then go is the m x n matrix of partial derivatives of the functions gJ(x) with respect to the variables, x x,.., xn, evaluated at x = xo; lo is an m-vector of Lagrange multipliers, and JOg, is an n-vector. 779 and take the limit of the left-hand side as 0 * 0,3 to obtain (
1.3) tx(X xo) + t(xO) > /(x)
which is an alternative definition of concavity for differentiable functions. The inequality (1. [7] defines a function to be convex towards the origin if (1.7) holds (his terminology is geometrically valid in the case he considers, where fx > 0); since (1.7) can be shown to imply quasi-concavity, the two definitions are equivalent. function can always be so extended.) In this paper, we shall usually deal with functions quasi-concave over nonnegative values of the variables.
It is clear from (1.1) that all concave functions are quasi-concave. It also can be shown that any monotonic nondecreasing function of a quasi-concave function-and therefore of a concave function-is quasi-concave.5 However, not every quasi-concave function can be expressed as a monotonic nondecreasing function of a concave function.6 Thus quasi-concavity is a generalization of the notion of concavity.
In terms of traditional economic theory, a concave function is one that satisfies the second order conditions for a maximum, that is, Moreover, a sufficient condition for /(x) to be quasi-concave for x > 0 is that D,havethesign(-)rforallxandallr 1,..., n.8
We seek sufficient conditions for xo > 0 to maximize /(x) subject to the constraints g(x) > 0 when /(x) and g(x) are differentiable quasi-concave functions. It is not true that (KTL) alone are sufficient conditions for a constrained maximum, as the following examples illustrate.
Any monotonic function of one variable is clearly quasi-concave. Let The constrained maximum occurs at xl = X2 = 1/2, but there is no value of A for which (KTL) can be satisfied at that point. This example also illustrates the fact that it is the constraint functions and not the constraint set which must satisfy the additional condition, for (1.15) and (1.16) 1-xl-x2 >0 define the same convex set. Yet (KTL) are satisfied at xo with AO = 1/2 when the constraint is (1.16), and, in fact, in this case (KTL) is a necessary condition for a maximum. The Kuhn-Tucker Constraint Qualification is designed to meet the problem. Since it is rather complicated to apply, in Section 3 below, we present a simpler condition on quasi-concave constraints which, when satisfied, implies that the Constraint Qualification must be satisfied, and therefore that (KTL) are necessary for a constrained maximum.
SUFFICIENT CONDITIONS FOR A CONSTRAINED MAXIMUM
Let a relevant variable be one which can take on a positive value without necessarily violating the constraints. Or, more formally, xio is a relevant variable if there is some point in the constraint set, say x*, at which xjo > 0. Then we shall prove the following theorem: In view of (4.1), we can write The sufficiency of (5.1) for consumers' demand theory is widely assumed; however, the only rigorous proof, under rather severe regularity conditions, is that of Wold [ (2) Production. The theory of efficient production can now be extended to include production functions that are quasi-concave but not concave, that is to those cases in which there are increasing returns to scale but a diminishing marginal rate of substitution.
Suppose, for example, that an enterprise carries on production in a set of independent processes which transform purchased inputs into intermediate goods which are not traded on the market, and both into outputs. Let the scale or intensity of the ith process be measured by the variable xi. Let the jth output or input into the ith process be a monotonic function gij(xi) that is positive if the commodity in question is an output of the process, negative if it is an input. Number the final outputs j 1,..., ml, the purchased inputs, j= 
PROPERTIES OF QUASI-CONCAVE FUNCTIONS
In Section 1, we gave several alternative definitions of quasi-concavity. Although the equivalence of these definitions, or their relationships when they are not strictly equivalent, seems to be rather generally understood, we have been unable to find in the literature either a proof of the equivalence of quasi-concavity and diminishing marginal rates of substitution (or increasing marginal rates of transformation), or a statement of the relationship between quasi-concavity and the signs of the bordered determinants of partial derivatives of quasi-concave functions.20 Therefore, we provide both here.
Let /(x) be a twice differentiable quasi-concave function, and let xo and xl be any two nonnegative vectors, not zero and not proportional to each other. Let The right-hand side of (6.25) is positive for r < n; with the aid of (6.27) we have that (-1) rDr > 0 for r < n. To insure quasi-concavity, it is sufficient that (-1)nDD > 0. In view of (6.27) and (6.25), this is equivalent to Since the first n-I terms are negative, this means that the last term must outweigh them all, or that gn' must be sufficiently small relative to (gn)2 This places an upper limit on the permissible rate of increasing returns in the nth process. The stronger the rate of diminishing returns in the other processes, the greater is the permissible rate of increasing returns in the nth process.
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