Abstract Data discretization is an important step in the process of machine learning, since it is easier for classifiers to deal with discrete attributes rather than continuous attributes. Over 
Introduction
Most of the real-world problems involve continuous attributes, each of which possesses more values. Obviously, due to exponential growth of data in the database systems, operating continuous values is comparatively complex in comparison to discrete values.
Therefore, conversion of input data sets with continuous attributes into data sets with discrete attributes is necessary to reduce the range of values, and this is indeed known as data discretization. Although, transforming the continuous values of attribute into a few discrete values may be expressed nominally (e.g. "low", "medium" and "high" ) or the attribute may even be nominal before transformation. The values of nominal attributes are further needed to normalize such as: 1(low), 2(medium), 3(high). In Knowledge Discovery of Databases(KDD), discretization process is known to be one of the most important data preprocessing tasks. Discretization of continuous attributes has been extensively studied (Khiops and Boulle, 2004; Catlett,1991; Ching et al.,1995; Chmielewski and Grzymala-Busse, 1996; Dougherty et al., 1995; Fayyad and Irani, 1993; Kohavi and Sahami, 1996; Pal and Biswas, 2005) , prior to the learning process.
Several machine learning algorithms have been developed to mine knowledge from realworld problems. However, many of them such as (Apte and Hong, 1996; Cendrowaka,1987; Clark and Niblett T., 1989) cannot handle continuous attributes, whereas each of them can operate on discretized attributes. Furthermore, even if an algorithm can handle continuous attributes its performance can be significantly improved by replacing continuous attributes with its discretized values (Catlett, 1991; Pfahringer,1995) .The other advantages in operating discretized attributes are the need of less memory space and processing time in comparison to their non-discretized form. In addition, much larger rules are produced, while processing continuous attributes. On the other hand, a disadvantage of discretizing a continuous value in some cases, is the loss of the information in the available original data. For example, two different values in the same discretization interval are considered equal, even though they may be at two different extremes of the interval. Such an effect can reduce the precision of Machine Learning algorithm (Ventura and Martinez,1995) . The loss of information, in fact, increases the rate of misclassification instead of improvement of classification accuracy.
In machine learning, discretization methods can be divided into number of categories such as: unsupervised or supervised, local or global. Unsupervised discretization methods are not provided with class label information, whereas supervised discretization methods are supplied with a class label for each data item value. Again, local methods are restricted to discretizing single continuous attribute per run, whereas global ones operate on more than one continuous attribute at the same run. Equal Frequency Binning (Liu et al., 2002 ) is a simple unsupervised and local discretization algorithm which discretizes continuous valued attributes by creating a specified number of bins. On the other hand, MDLP ( Fayyad and Irani, 1993) is an entropy based supervised and local discretization method. Further, ChiMerge (Kerber, 1992) and Chi2 (Liu and Setiono, 1997) are the local methods that provide statistically justified heuristic method for supervised discretization. In particular, both the heuristic methods discretize attribute by taking account into the interdependence between class labels and attribute values. Recently, Kurgan and Cios(2004) have developed a new supervised approach CAIM(class-attribute independence maximization) to minimize the loss between class-attribute interdependency, finding minimum number of sub-intervals.
Interestingly, a brief review on the comparison study among the discretization approaches is presented below. Dougherty et al. (1995) compare discretization results obtained by unsupervised discretization versus a supervised method presented by Holte (1993) and the entropy based method proposed by Pfahringer (1995) . They conclude that supervised methods are better than unsupervised discretization method as they generate fewer classification errors. Kohavi and Sahami (1996) show that the number of classification errors generated by the discretization method of Fayyad and Irani (1993) is comparatively smaller than the number of errors generated by the discretization algorithm proposed by Auer et al. (1995) . They recommend that entropy based discretization methods are usually better than other supervised discretization algorithms. Recently, Ruoming et al. (2009) have reported that their proposed dynamic programming approach significantly reduces the classification errors as compared to the existing discretization approaches. However, it is well accepted that there is no superior discretization method that gives best results across all domains. Marzuki and Ahmad (2007) have suggested that different discretization methods perform better in one or more domains.
In general, most of the discretization processes lead to a loss of information and can't reduce values of discrete attribute. The MIL discretizer (Sarkar et al., 2011) has much emphasized in this respect. However, there are scopes to improve this algorithm, and the present study has focused on these points. In particular, the loss of information is, in fact, This paper begins with discussing the importance of discretization method in data mining. In Section-2, the proposed approach modified MIL is presented in details, following a brief on simple discretization process. Section-3 shows the experimental results.
Finally, conclusion is summarized in Section-4.
Discretization by Modified Minimum Information Loss (MIL) Discretizer
Brief idea on simple discretization process:
In particular, a discretization problem takes a set of instances as input, each of which has values for a set of attributes. The set of attributes can contain all discrete attributes or all continuous attributes or a combination of discrete and continuous attributes. Optionally, one of these can be a special attribute called class attribute.
On the other hand, a discretization process converts input data sets with continuous attributes (if any) into data sets with discrete attributes. However, each discretization technique must be such that the accuracy of the prediction made from the discretized data is at least as good as the prediction made from the original continuous data. In practice, a simple discretization process consists of the following four major steps:
(i) sort all the continuous values of the attribute to be discretized,
(ii) choose a cut point to split the continuous values into sub-intervals, (iii) split or merge the sub-intervals of continuous values, (iv) choose the stopping criteria of the discretization process.
Original MIL approach:
Ideally, the goal of the proposed discretization approach MIL is to achieve maximum performance in terms of classification accuracy while minimizing the loss of information (i.e., mis-classification rate). The approach follows the split and merge strategy. In other way, a set of sub-intervals for each continuous attribute is initially decided and these are merged afterward. However, for optimal merging, two parameters namely, threshold value (TS) and computed threshold value (CTS) for each sub-interval play an important role. The parameters are defined below.
Suppose a continuous attribute A i of a classification problem with m examples possesses ℓ and u as the lower and upper limits respectively. Now, assume that the entire range of any continuous attribute is initially split into n sub-intervals, where
Here, 'c' is an user set constant, and 's' represents the number of values of the class (target) attribute in the same classification problem. In particular, n is chosen as proportional to the number of class values, assuming that attribute information disperses over the data set as per the values of class attribute. Clearly, total number of selected points (i.e., values) over the entire range must be n+1, since the number of sub-intervals is n. The points are denoted here as:
Now, assuming uniform distribution of data over the entire range of the attribute, the TS of each sub-interval is decided as:
It is, in fact, the expected frequency of each sub-interval. Of course, such a uniform distribution for each sub-interval does not practically occur. For this reason, interest is given to measure CTS of each sub-interval with the aim to merge subintervals. The CTS of each sub-interval simply tells the number of samples practically occurring within itself. So, CTS j of any sub-interval S j (1≤ j ≤ n), can be expressed as follows:
, where f k is the frequency of examples occurring in S j .
The MIL algorithm:
In fact, the MIL algorithm starts with a set of sub-intervals of an attribute, and finally results a minimal number of merged sub-intervals. More specifically, the algorithm uses a greedy approach which searches for promising optimal merged sub-intervals (each represents a discrete value) as per the criteria specified at Step-3.
Roughly speaking, the algorithm consists of two basic steps (given below).
• Initialization of discretization scheme • Consecutive addition of sub-intervals in order to result optimal merged subintervals (i.e., regions) based on the MIL criterion.
The pseudo-code of the approach is presented below.
• • The term region means collection of one or more consecutive subintervals by merging (i.e., it is a merged sub-interval).
• CTS(R) implies CTS of region R. Step-2: 2.1. Replace each missing value (if any) of A i in example(s) by a random number lying in (d min , d max ). 2.2. Find CTS i (1 ≤ i ≤ n), (i.e., CTS of each sub-interval with length h, starting at the point d min ), Tot_CTS = CTS 1 (i.e., CTS of the 1 st sub-interval R:
Step-3: 3.1. If CTS(R) (i.e., CTS of the current region R:
TS
of the same region R, then do the following sub-tasks.
3.1.1. TS = TS + n m . As evidences, the results of two experiments over Heart (Swiss) data set are shown in Appendix-III(b). This data set is chosen because the performance of any classifier over this data set is not good enough.
Let us consider also an analytical discussion in this regard. For instance, if we set criteria like (TS/2), instead of
Step-3.1 of the algorithm, then the probability of decreasing number of discrete values may be high, and that may simultaneously loose information of the attribute. On the other hand, criteria like (TS/4) instead of
TS , set in Step-3.1 increases the probability of resulting more number of discrete values (i.e., almost closer to original range of attribute). Accordingly, saving space and time due to discretization is not expected up to mark.
Analysis on time complexity:
If the data set contains total m samples, then the MIL algorithm takes only O(m) (i.e., linear) time to discretize each continuous attribute, since it needs only four scans to discretize a continuous attribute. Although, it is safe to say that space complexity of MIL algorithm is comparatively more in comparison to any state of art discretizer like MDLP. It is approximately O(n), since two extra arrays (each of size O(n) ) are used to find TS and CTS for n initial sub-intervals.
Thus, the complexity analysis (mainly time complexity) recommends that MIL algorithm is well suited for large problems too.
Modified MIL approach:
The MIL algorithm discretizes by merging only those intervals which had very few members (i.e., CTS(R) < TS/3). However, the present opinion on merging of these intervals would better represent the continuous data if these intervals have similar number of members in them, as because the earlier version has not concentrated on those intervals, each of which have members more than TS/3. A brief outline especially focusing on the modification of the original MIL algorithm is presented below. Actually, the modification attempts to cater to this observation. 9.5. last_small_merge = true.
Find the minimum (dmin) and the maximum(dmax) values of
9.6. end.
Step 10: 
end
Step 11: If (i < n) goto Step 9.
Step 12: Assign a discrete value for each continuous value of the attribute as per the respective merged sub-interval's range.
In short, intervals are either merged or left alone. If they are merged then they are merged according to the rules:
After the intervals are merged, each of them is discretized by taking the mean of the new ranges. For Each instance in the training data set the continuous value is replaced with the discretized value. This is done for all the attributes in the data that need discretization.
Experimental Design and Results
In this section, the details of experiments carried out are first described. Then, the accuracy results on the selected data sets are reported and analyzed appropriately.
No doubt, all experiments in this study are performed on the same machine.
Experimental Design:
For empirical evaluation of the discretizers: MIL and the modified-MIL, eleven well-known continuous and mixed-mode data sets are collected from UCI machine learning repository (Blake et al., 1999) . A summary of the data sets is given in Table- The classifier is tested on each data set but descretized by namely MIL, modified-MIL and MDLP discretizers .
To quantify the impact of the performance of discretization algorithms, results (i.e., classification accuracies) achieved by the classifier on each discretized data set over 50 runs are averaged. Also, the computed standard deviation(s.d) on the basis of these 50
results is recorded along with the respective mean value. However, in each of 50 runs, 30% of the total data is selected randomly as training set and the rest as test set, maintaining almost uniform class distribution in each training set. Obviously, the main intention behind selecting less data for training set is to reduce the biasness of classifier towards training data.
The classification accuracy of a rule set generated by any classifier is expressed as 
Conclusion and Future Work
In the present investigation, the initial number of sub-intervals for each continuous attribute is user set. This number is, in fact, decided here as proportional to the it cannot be universally applied to each attribute of a problem.
The classification results using discretized data show that the modified-MIL algorithm in comparison to the other two leading algorithms improves classification accuracies achieved by the subsequently used machine learning algorithms. Further, the computed standard deviation values of the classification accuracies conclude that the performance of modified version is more reliable for classification.
For the safe, it may be pointed out that if CTS value of each sub-interval for any continuous attribute is greater than or equal to its TS, then there exists a probability of generating n discrete values (i.e., equal to initial number of sub-intervals) by this In a nutshell, the goodness of the present approach MIL is evaluated based on missing value handling criteria for attributes, the number of generated discrete values of attributes, the classification accuracy and the execution time, capability of handling volumetric data.
There is scope for further improvement in MIL(i.e., deciding number of distinct subintervals for each continuous attribute). Assume that CTS of I 1 is less than 3 TS = 2, so merge I 1 with the next sub-interval I 2 . Now, assume that the sum of CTS of I 1 and I 2 is greater than or equal to 2* 3 TS . So, the first merged optimal sub-interval is found, and it is R 1 = [0.10, 0.140). and hence MPval = MPval + 1 = 0 + 1 = 1 is set to R 1 ( i.e., it is the first found discrete value ).
Appendix
All the above computations are performed by step-3 of the presented algorithm.
Step-3 continues until n sub-intervals are processed. At step-5, the respective discrete value is set to the last region, i.e., a region R consisting of the value ≥ 0.90.
The final step of the algorithm, i.e., step-6 assigns discrete values to the continuous values of the attribute. Say CTS(1) = 1. Since it is less than TS/3(2) We merge it with the next interval. Now, assume that the sum of CTS of I 1 and I 2 is greater than or equal to 2* 3 TS . So, the first merged optimal sub-interval is found, and it is R 1 = [0.10, 0.140). This step is the same as the MIL algorithm. 
