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Abstract
Motion perception is a critical capability determining a variety of aspects of
insects’ life, including avoiding predators, foraging and so forth. A good num-
ber of motion detectors have been identified in the insects’ visual pathways.
Computational modelling of these motion detectors has not only been providing
effective solutions to artificial intelligence, but also benefiting the understanding
of complicated biological visual systems. These biological mechanisms through
millions of years of evolutionary development will have formed solid modules
for constructing dynamic vision systems for future intelligent machines. This
article reviews the computational motion perception models originating from
biological research of insects’ visual systems in the literature. These motion
perception models or neural networks comprise the looming sensitive neuronal
models of lobula giant movement detectors (LGMDs) in locusts, the translation
sensitive neural systems of direction selective neurons (DSNs) in fruit flies, bees
and locusts, as well as the small target motion detectors (STMDs) in dragonflies
and hover flies. We also review the applications of these models to robots and
vehicles. Through these modelling studies, we summarise the methodologies
that generate different direction and size selectivity in motion perception. At
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last, we discuss about multiple systems integration and hardware realisation of
these bio-inspired motion perception models.
Keywords: insect visual systems, motion perception models, looming,
translation, small targets motion, applications
1. Introduction
Motion perception is critically important to serve a variety of daily tasks for
animals and humans. Insects, in particular, are ‘experts’ in motion perception,
even though they have tiny brains and much smaller number of visual neu-
rons compared to vertebrates. Much evidence has demonstrated their amazing
ability to deal with visual motion and interacting with dynamic and cluttered
scenes corresponding to quick and flexible reactions like collision avoidance and
target tracking and following, and even on some aspects, performing better than
vertebrates and humans [30, 28, 26, 31, 66, 59, 193].
Insects have compact visual systems that can extract meaningful motion cues
and distinguish different motion patterns for proper behavioural response. For
example, locusts can fly for hundreds of miles in dense swarms free of collision;
honeybees show centre response when crossing a tunnel; preying mantises can
monitor small moving prey in visual clutter. Such appealing talent draws atten-
tion from not only biologists but also computational modellers and engineers.
In terms of biology, the underlying circuits and mechanisms of insects’ visual
processing systems remain largely unknown to date [193, 59, 66]. While the
biological substrates are elusive, the computational modelling and applications
to machine vision are of particular usefulness to help understand the neural
characteristics and demonstrate the functionality of visual circuits or pathways
[193, 31, 59]. In addition, these models can be ideal modules for designing dy-
namic vision systems or sensors for future intelligent machines like robots and
vehicles for motion perception in a low-energy, fast and reliable manner.
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1.1. Related survey of biological visual systems research
The past several decades have witnessed much progress in our understanding
of cellular and sub-cellular mechanisms of mysterious biological visual systems.
There have been some specific visual neurons or pathways identified in insects
like various kinds of flies [121, 214, 250, 12, 213, 224, 17, 248, 125, 210, 21, 136],
locusts [189, 231, 157, 200, 175, 176, 227, 211], bees [154, 14, 13], as well as
ants [245] and mantises [6, 232]. Two researches have reviewed fundamental
mechanisms in insect visual motion detection; these comprise classic models
and functions [37, 29]. At early stages, fly visual systems are seminal models
to study animals’ motion-detecting strategies [27]. Borst et al. have reviewed
thoroughly the step-by-step physiological findings on the fly visual systems and
summarised the visual course control; these include behaviours, algorithms and
circuits [29, 30, 26, 28, 49]. Importantly, they have also pointed out the com-
monality in design of fly and mammalian motion vision circuits [31]. By con-
trast to the correlated elementary motion which is velocity-dependent, Aptekar
briefly reviewed the higher-order figure detection with non-Fourier or statisti-
cal features in flies that correlates with human vision [3]. In addition, Rind
et al. devoted to research the underlying structures and mechanisms of lo-
cust visual systems to learn looming perception and collision avoidance schemes
[174, 171, 172, 199, 168, 170, 175, 176, 211, 227, 110, 173, 201]. On the be-
havioural level, a research reviewed escape behaviours in insects caused by visual
stimuli, and moreover, demonstrated the complexity of both visual and escape
circuits [33].
1.2. Related survey of bio-inspired models and applications
These naturally evolved vision systems have been providing us with a rich
source of inspiration for developing artificial visual systems for motion percep-
tion. As hardware has swiftly developed, these bio-inspired models become
applicable to robotics. A good number of surveys emerged to demonstrate how
machine vision benefits from computational modelling of insects vision. Iida re-
viewed the models motivated by flying insects and the applications to robotics
3
[105]. Floreano et al. proposed an overview of applying bio-inspired control
methodology for vision-based wheeled and flying robots [56]. Srinivasan et al.
studied rigorously the models and control methods inspired by visual systems
in flying insects like honeybees for visually guided flight control and naviga-
tion [204, 206, 205]. Huber presented visuomotor control in flies and visually
behaviour-based models, control and design for robotics [103]. Franceschini de-
voted to survey biological research and computational models on the basis of
a scheme of fly elementary motion detectors (EMDs) and relevant bio-robotics
applications, systematically [59]. Recently, Serres and Ruffier reviewed the ap-
plications of fly optic flow-based strategies to UAVs and MAVs for multiple
visually guided behaviours, like collision avoidance, terrain following, landing
and tunnel crossing [193]. More generically, Desouza and Kak surveyed vision
techniques, that varied from traditional computer vision methods to insects op-
tic flow strategies, for mobile robots navigation [44]. On the other hand, Webb
reflected with the influence of robot-based research including bio-inspired vision
on biological behaviour of animals [225, 226]; importantly, these seminal works
revealed that the bio-robotic studies could be good paradigms for studying bi-
ological behaviours.
1.3. Taxonomy of the proposed review
There are a lot of publications in computational modelling of motion per-
ception neural systems originating from animals’ visual systems research in the
past decades, shedding light on significant breakthrough in bio-inspired artificial
visual systems for future robotics and autonomous vehicles. These publications
cover computational modelling of different motion patterns, such as looming,
translation, small target motion, and rotation and etc., as well as various appli-
cations. However, there is no systematic review on this promising research field
though some of them have been casually touched upon in different papers.
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Figure 1: The taxonomy proposed in this review.
To the best of our knowledge, the proposed survey for the first time covers
computational models sensitive to different motion patterns including looming,
translation, small target motion, that originate from several kinds of insects’
visual system research. These insects include locusts, fruit flies (or drosophila),
dragonflies, hover flies, and bees (bumblebees and honeybees). The vast major-
ity of biological and computational studies have been focusing on the various
kinds of flies and locusts. Although there have been a few reviews on biolog-
ical and computational models, as well as applications of fly visual systems,
e.g. [193, 59, 26]; no survey has been provided to involve the looming sensitive
neuron models inspired by locust visual systems and the small target motion
sensitive neuron models inspired by dragonflies and hover flies and correspond-
ing applications, systematically.
In the real world, the diversity of motion patterns can be categorised into
a few types that involve expansion and contraction of objects, translation, ro-
tational or spiral motion and etc. Depending on the distance between moving
objects and the observer, it can be also defined the other specific motion pattern
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Table 1: Nomenclature of this review
LGMD(s) lobula giant movement detector(s)
DCMD descending contra-lateral movement detector
DSN(s) direction selective neuron(s)
STMD(s) small target motion detector(s)
SFS small field system
EMD(s) elementary motion detector(s)
LPTC(s) lobula plate tangential cell(s)
LGN lobula giant neuron
OF optic flow
HR(C) Hassenstein-Reichardt (correlator)
FDN(s) figure detection neuron(s)
PD(s) preferred direction(s)
ND(s) null or non-preferred direction(s)
DS direction selectivity
VLSI very large scale integration
FPGA field-programmable gate array
UAV unmanned aerial vehicle
MAV micro air vehicle
of small target movements. Perceiving and recognising these different motion
patterns in a visually cluttered and dynamic environment is critically important
for the survival of insects. With regard to the diversity of visual neurons that
possess specific sensitivity to different motion patterns, this article reviews bio-
inspired motion perception models and applications in the literature according
to different direction and size selectivity, as illustrated in the Fig. 1. These
models represent the distinct direction selectivity (DS) to looming and trans-
lation in visual neurons of locusts, fruit flies and bees, as well as the specific
size selectivity to small target motion in visual neurons of dragonflies and hover
flies.
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Another significance of this review is that it summarises the similarities
in computational modelling of different visual neurons. Moreover, this review
demonstrates the key methods for generation of both the direction and the
size selectivity in motion perception models. This review also suggests that
the computational modelling of similar motion sensitive neurons in other in-
sects like mantis and arthropods like crabs may learn from the existing models.
Furthermore, we discuss about the integration of multiple neural systems to
handle more complex visual tasks, and point out the hardware realisation of
these models.
The taxonomy proposed in this review is given in the Fig. 1. The Table 1
illustrates the nomenclature of this review. The rest of this article is organised
as follows: First, the looming sensitive neuronal models and applications of two
locust lobula giant movement detectors (LGMDs) – LGMD1 and LGMD2 will
be reviewed in the Section 2. In the Section 3, we will introduce translation
sensitive neural systems and their wide applications in flying robots including
UAVs and MAVs; we will also present the cutting-edge research of ON and OFF
pathways underlying motion perception in biological visual systems. In the Sec-
tion 4, we will survey a specific group of visual neural networks for sensing small
target motion. In the Section 5, we will summarise the commonality in compu-
tational modelling of different insect visual systems, as well as demonstrating
the generation of different direction and size selectivity in these models. We
will also have further discussion about multiple systems integration, potential
hardware implementations of these motion perception models. Finally, we will
summarise this review paper in the Section 6.
2. Looming perception neuron models
This section reviews looming sensitive neuronal models as collision-detecting
systems and applications inspired by the locust visual systems. These include
two neuronal models of the LGMD1 and the LGMD2. In addition, this section
introduces different methods to shape the looming selectivity in computational
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structures. This section covers also existing applications of these looming de-
tectors in mobile ground robots, UAVs and ground vehicles.
The looming stimuli indicate movements in depth of objects that approach
representing collision, which is very frequent visual challenges to animals. Recog-
nising looming objects, timely and accurately, is certainly crucial for animals’
survival deciding a variety of visually guided behaviours like avoiding preda-
tors. A few looming sensitive neurons have been explored in insects like locusts
[152] and flies [42], and arthropods like crabs [150]. Amongst these animals,
the locusts have been researched with a good number of studies demonstrating
looming perception schemes, e.g. [175, 176, 189], which have been adopted to
design artificial collision sensitive models and sensors, e.g. [43, 23, 237, 72, 8].
As the results of millions of years of evolutionary development, locusts are ‘ex-
perts’ in collision detection and avoidance, which can fly in dense swarms for
hundreds of miles free of collision. Realising this robust ability is required for
future intelligent machines like autonomous robots and vehicles interacting with
dynamic and complex environments.
2.1. LGMD1-based neuron models and applications
2.1.1. Biological research background
As early in the 1970s, biologists had explored, anatomically, a group of
large inter-neurons in the lobula neuropile layer of the locust’s visual brain.
These neurons were named as lobula giant movement detectors (LGMDs) [152,
151]. The LGMD1 was first identified as a movement detector and gradually
recognised as a looming objects detector, e.g. [152, 173, 168]. In the same
place, the LGMD2 was also identified as a looming detector but with unique
characteristics that are different to the LGMD1 [199]. Both the LGMD1 and
the LGMD2 respond most strongly to objects that approach over other kinds
of movements like recession and translation [170, 175, 176].
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(a) (b)
Figure 2: Illustrations of the LGMD1 morphology: (a) illustration of the pre-synaptic neu-
ropile layers to the LGMD1 neuron and the post-synaptic one-to-one target DCMD neuron,
adapted from [175], (b) illustration of the LGMD1’s large dendritic fan (A) and two additional
dendritic fields (B, C) that receive distinct synaptic inputs, adapted from [78].
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Figure 3: LGMD1 neural response to approaching and receding stimuli (a), adapted from
[175]: arrows indicate a hyper-polarisation response of strong inhibition after activation. (b)
LGMD1 neural response to approaching and translating stimuli by a variety size and speed
of moving objects, adapted from [155].
The vast majority of researches have been concentrating on the LGMD1.
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This neuron has been demonstrated to play dominant roles in locusts capable
of flying [231, 175, 171, 211, 227, 170]. In terms of neuromorphology, the Fig. 2
illustrates an LGMD1 neurone and both its pre-synaptic and post-synaptic neu-
ral structures. Generally speaking, the LGMD1 integrates visual signals from
different dendritic areas; these generate two kinds of flows, i.e. the excitations
and the inhibitions. The neural processing within the circuit is a competition
between these two types of flows [170, 76]. More precisely, the activation of
LGMD1 requires the ‘winner’ of competition to be the excitatory flow. In addi-
tion, the descending contra-lateral movement detector (DCMD) is a one-to-one
connection of post-synaptic target neuron to the LGMD1 [173, 110, 201, 85];
this neuron conveys the generated spikes by the LGMD1 to following motion
control neural systems corresponding to avoidance behaviours [201].
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Figure 4: The LGMD1-DCMD pathway in locusts responds to a variety of courses of collision
and deviations from collision, against a simple background or dynamic clutter, adapted from
[231]. Red solid vertical lines indicate time of collision. Red dashed vertical lines represent
time of transition. Asterisks indicate the time of a local valley or peak in response to a
transition.
So, what does the LGMD1’s neural response look like? The Fig. 3 demon-
strates the responses to different visual stimuli; these comprise objects approach-
ing and receding (Fig. 3a), as well as translating stimuli by varied sizes of dark
objects and speeds of translations (Fig. 3b). It can be clearly seen from the
Fig. 3 that the LGMD1 neuron responds most strongly to looming objects that
approach, representing the highest firing rates. It is only briefly excited by the
object moving away. The translating stimuli bring about short-term and weak
responses of the LGMD1 regardless of the size, direction and speed of objects.
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More recently, Yakubowski et al. demonstrated the neural response of LGMD1
in locusts against a visually cluttered or dynamic background and more abun-
dant visual stimuli including objects deviate from a collision course [231]. It can
be seen from the Fig. 4 that the LGMD1 responds vigorously to a variety of on-
coming threats; it can well discriminate collision from movements that objects
transit to recession; this response is also affected by the degree of complexity of
background motion like dynamic visual clutter.
Figure 5: Schematic of LGMD1 visual neural network proposed by Rind, adapted from [175]:
this network consists of four layers of photoreceptors (P), excitations (E), lateral inhibitions
(I) and summation cells (S), as well as two cells of LGMD1 and feed forward inhibition (F).
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(a) (b) (c)
Figure 6: Schematic of an LGMD1-based visual neural network taken only 6 cells as an
instance (a), with a G (grouping) layer (b) and a FFM (feed forward mediation) mechanism
(c), adapted from [235].
2.1.2. Computational models and applications
Computational modelling of such a fascinating looming sensitive neuron has
emerged since the 1990s. A seminal work was proposed by Rind and Bramwell to
model an LGMD1-based neural network [170], as illustrated in the Fig. 5. In this
research, they looked deeper into the pre-synaptic signal processing mechanism
in the looming sensitive neural network and proposed a way explaining how
the lateral inhibitions can play crucial roles to cut down the motion-dependent
excitations in a both spatial and temporal mode; importantly, this mechanism
effectively shapes the LGMD1’s looming selectivity to respond most powerfully
to approaching objects. Importantly, this research highlighted that the visual
information sensed by the first layer of photoreceptors is divided into two kinds
of signals within the pre-synaptic structure, that is, the excitations and the
lateral inhibitions. In addition, the lateral inhibitions are temporally delayed
relative to the excitations and spread out to neighbouring cells, symmetrically
in space and decaying in temporal. The interaction between such two types of
signals determines the specific looming selectivity of the LGMD1 to approaching
rather than receding and translating movements. In addition, a feed forward
inhibition can suppress the LGMD1 neuron, directly. It can also mediate the
LGMD1’s response at some critical moments like the end of approach and the
start of recession.
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Figure 7: The results of robot collision detection with normalised neural responses (blue lines)
and burst of spikes (red-dashed lines), tested by different speeds from slow (a) to fast (c) as
well as light conditions from dim (d) to extremely bright (f): the overtime trajectory is shown
for each result. (a)–(c) are adapted from [194] and (d)–(f) are adapted from [235].
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Figure 8: A reactive collision avoidance strategy via integrating a bilateral pair of LGMD1
neuronal models to control left and right wheels of the robot, respectively, adapted from [241]:
(a) the control strategy in robot, (b) the bilateral LGMD1-DCMD visual neural networks.
Figure 9: Micro-robot arena tests implemented with an LGMD1 model [101] as the only
collision-detecting sensor: the agent was tested at different speeds and with varied densities of
obstacles in an arena. The green line indicates robot overtime trajectory and the red circles
denote the obstacles. The experimental data is adapted from [101].
15
ΣMD
LGMD
SU
lu
m
in
a
n
ce
+
+
+
+
+
+
+
+
+
diffusion layer
+
--
(a)
 
 
 
 
  
 
 
 
 
 
(b)
S
P
LGMD
IS
IP
Left Right Top Bottom
Left Right Down Up
LGMDs
DCMDs
(c)
(d)
         
FFI
E layer
S layer
I layer
LGMD cell
NR layer
A cell
R cell
D cell
         
         
           P layer
(e) (f)
Figure 10: Schematics of a variety of LGMD1-based visual neural networks: (a) an LGMD1
model encoding onset and offset responses by luminance increments and decrements, adapted
from [114], (b) a modified LGMD1 model for multiple looming objects detection, adapted
from [233], (c) a simplified LGMD1 model for collision avoidance of an UAV, adapted from
[188], (d) a modified LGMD1 model with enhancement of collision selectivity, adapted from
[133, 132], (e) a modified LGMD1 model with a new layer for noise reduction and spiking-
threshold mediation, adapted from [198, 197], (f) an LGMD1 neural network based on the
modelling of elementary motion detectors for collision detection in ground vehicle scenarios,
adapted from [91].
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Figure 11: Schematic of a non-linear and multi-layered LGMD1 visual neural network, adapted
from [8]: this modelling study emphasises the non-linear interactions between the feed-forward
excitation and the feed-forward inhibition.
Based on this LGMD1 modelling theory, a good number of models have been
produced during the past two decades; these works have not only been extending
and consolidating the LGMD1’s original functionality for looming perception,
but also investigating the possible applications to mobile machines like robots
and vehicles. More specifically, the proposed LGMD1 neuronal model by Rind
[170] was for the first time implemented in a ground mobile robot for collision
detection in two seminal works [22, 23]. Rind further demonstrated the use-
fulness of LGMD for guiding flying robot behaviour and pointed out another
group of directional selective neurons that sense ego-motion could be integrated
with the LGMD for better the collision-detecting performance [169]. In addi-
tion, Yue et al. applied the LGMD1 model as an optimised collision-detecting
solution for cars; a novel genetic algorithm was for the first time incorporated
in this neuronal model for improving collision detection performance in driv-
ing scenes [240]. After that, Yue and Rind developed new mechanisms in the
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LGMD1-based visual neural network, to enhance the ability of extracting loom-
ing features from complex and dynamic environments and adapting to different
illuminations [235], as illustrated in the Fig. 6. This method was verified by
a vision-based mobile ground robot [194, 235] with better performance in col-
lision detection. Compared with previous bio-robotic studies, the robot agent
can recognise potential collision tested by different speeds and light conditions,
as shown in the Fig. 7. With similar ideas, Yue and Rind continued explor-
ing the potential of LGMD1 model in robotic applications like near range path
navigation; these works include a development of a visually guided control with
a bilateral pair of LGMD1-DCMD neurones for a reactive collision avoidance
strategy [241, 237] (Fig. 8). Hu et al. applied a similar LGMD1 visual neural
network as an embedded vision system in a vision-based autonomous micro-
robot to demonstrate its computational simplicity for in-chip visual processing
[102, 101]. To verify its validity and reliability, the miniaturised robot with on-
board LGMD1 processing was tested in an arena mixed with many obstacles,
as the results shown in the Fig. 9. The results demonstrated very high suc-
cess rate of collision detection tested by different speeds of robot and densities
of obstacles. Very recently, the similar approach has been implemented in a
hexapod walking robot [35] and a small quad-copter for collision avoidance in
short-range navigation [249].
Moreover, there are many derivatives of the proposed LGMD1-based neural
network by Rind [170], as illustrated in the Fig. 10. These computational mod-
els consist of new methods to enhance the collision selectivity to approaching
objects [133], new layers to reduce environmental noise [198, 197], and etc.There
are also researches on corresponding applications for cars [124, 91] and mobile
robots [43], as well as implementations in hardware like field-programmable gate
array (FPGA) [132].
Interestingly, Gabbiani has pointed out that there are many ways to build
the looming sensitive neuronal models like the locust LGMD [80]. For exam-
ple, another important theory underlines the non-linearity in the modelling of
looming sensitive neurons, that is, the LGMD1 would represent a highly non-
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linear processing or competition between the inhibitory and the excitatory flows,
proposed by Gabbiani et al. [77, 79, 78]. They have also demonstrated the cor-
respondence between the calculations of feed forward excitation/inhibition and
the angular speed/size of looming objects within the field of view. Here, the
feed forward inhibition features a critical role to shape the collision selectivity
of the LGMD1 [73]. With respect to the non-linear interactions between the
excitations and inhibitions, the LGMD1 neuronal model could possess a biologi-
cally plausible invariance to varied shapes, textures, grey levels and approaching
angles of looming patterns [81, 76].
Based on the non-linear theory of modelling the LGMD, Keil gave an in-
sight into the mathematical explanations for the generation of non-linearity in
the LGMD neuronal model [112, 113]. Badia et al. incorporated the non-linear
(multiplicative) elementary motion detectors (EMDs) to construct the LGMD1
for sensing and avoiding potential collision [19]. Stafford et al. also applied sim-
ilar strategies to model the LGMD1 for handling looming perception in driving
scenarios [207]. In addition, as illustrated in the Fig. 11, a non-linear LGMD1
visual neural network was proposed by Badia et al. [8]; the functionality of
this model fits well the non-linear properties of an LGMD1 neuron given by
Gabbiani [78], and it possesses the invariance of collision detection to looming
stimuli with varied shapes, textures and approaching angles [76]. Importantly,
they also demonstrated that the LGMD1 model can encode onset and offset
response depending on luminance increments and decrements that bring about
different delayed information of excitations and inhibitions, after a seminal work
with ON and OFF mechanisms proposed in [114]. Moreover, this model has been
successfully implemented in a mobile ground robot performing well in an arena
for collision detection in near range navigation.
19
2.2. LGMD2-based neuron models and applications
2.2.1. Characterisation
(a)
MOTOR
DCMD
UNKNOWN
A
B
C
SIZ
(b)
Figure 12: Neuromorphology of the LGMD1 and the LGMD2: (a) 3D reconstruction of
dendritic trees of LGMD1 and LGMD2 indicated by white and green arrows, respectively,
adapted from [211], (b) a schematic diagram of both the pre-synaptic and the post-synaptic
areas of LGMD1 (red) and LGMD2 (grey), adapted from [68].
The LGMD2 is a neighbouring partner to the LGMD1 also as a looming
detector. It has similar characteristics but different selectivity to the LGMD1
[199, 176, 211, 168, 110, 171, 166]. On the aspect of neuromorphology, as il-
lustrated in the Fig. 12, the LGMD2 has also large fan-shaped dendrite trees
within its pre-synaptic area (Fig. 12a); however, comparing to the LGMD1, the
lateral fields (B, C in the Fig. 12b) that convey feed forward inhibitions are
not found to the LGMD2, and moreover the post-synaptic target neuron to the
LGMD2 has not been explored so far. Importantly, a physiological study has
demonstrated the development of both neurons in locusts, from adolescence to
adulthood: the LGMD2 matures earlier in juvenile locusts that lack wings and
live mainly on the ground [211]. As a result, the LGMD2 plays crucial roles in
juvenile locusts for perceiving predators and likely leads to hiding behaviours
against looming stimuli [211, 72].
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(a) (b)
Figure 13: Biological data of LGMD2 neuron responses to (a) dark and light objects looming
and (b) translating stimuli, adapted from [199].
More precisely, the specific living environments for young locusts endow the
LGMD2 a particular neural characteristic, that is, it is only sensitive to dark
looming objects within bright background whilst not responding to white or
light objects approaching within dark background, which represent a preference
to the light-to-dark luminance change. Moreover, the biological functions of
LGMD2 differ from the LGMD1 in a number of ways. First, the LGMD2 is not
sensitive to a light or white looming object whereas the LGMD1 is. Second,
the LGMD2 does not respond to dark objects that recede at all, while the
LGMD1 is often excited though very briefly [199]. Both the LGMD1 and the
LGMD2 responds shortly to translation regardless of the size and the direction of
moving objects [199]. They are neither sensitive to wide-field luminance change
and grating movements [199]. The Fig. 13 clearly illustrates these features.
Furthermore, to investigate the place where the looming selectivity forms in
such neurons, Rind et al. recently looked into the pre-synaptic neuropile layer
of Medulla in the locust’s visual brain. This research proposed that the specific
looming selectivity of both LGMDs may generate within the pre-synaptic fields
[176]: the lateral-and-self inhibition mechanism works effectively to form the
selectivity.
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Figure 14: Schematic of a seminal LGMD2-based visual neural network, adapted from [69, 72]:
the model processes visual information with ON and OFF mechanisms that encode brightness
increments and decrements, separately: the ON channels are rigorously suppressed to realise
the LGMD2’s specific looming selectivity to dark objects. In this model, the excitations are
delayed in the OFF pathway and the inhibitions are delayed in the ON pathway, due to the
ON (onset) and OFF (offset) mechanisms.
2.2.2. Computational models and applications
For computationally modelling the LGMD2, only a handful of studies have
been proposed so far. A seminal work appeared in the 2015: Fu and Yue pro-
posed an LGMD2-based visual neural network to implement an LGMD2 in a
vision-based micro-robot with similar selectivity to the light-to-dark luminance
change via the modelling of ON and OFF mechanisms [69]. This model sepa-
rates luminance change into parallel channels and encodes the excitations and
the inhibitions via spatiotemporal computation similarly to the LGMD1 model
[101], but with different delayed information, as illustrated in the Fig 14. More
precisely, in order to achieve the specific looming selectivity of LGMD2 to dark
objects only, the ON channels are rigorously sieved; the ON and OFF mecha-
nisms also bring about different temporally delayed information in each separate
pathway. The effectiveness and flexibility of this LGMD2-based visual neural
network has been validated by arena tests of an autonomous micro-robot [72],
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as illustrated in the Fig. 15. For the first time, the specific functionality of
an LGMD2 neuron revealed by biologists has been realised in a computational
structure. Compared with all the aforementioned LGMD1 models, it only re-
sponds to dark looming objects and briefly to the receding of light objects,
representing a preference to the light-to-dark luminance change, as depicted in
the Fig. 17a.
COLIAS
COLIAS
COLIAS
Figure 15: Micro-robot arena tests implemented with an LGMD2 model: the robot agent was
tested by different layouts and densities of obstacles in an arena. The black lines indicate
robot overtime trajectories and the red circles denote the obstacles. The blue circles indicate
the start position of robot agent. The experimental data is adapted from [72].
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Figure 16: Schematic of a general LGMDs model adapted from [67]: in this visual neural
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Figure 17: Results of shaping the selectivity between the LGMD1 and the LGMD2 neuronal
models via the modelling of ON and OFF pathways and spike frequency adaptation: (a) the
LGMD2 responds to dark and light approach-recession movements compared with an LGMD1
model [235], adapted from [68], (b) the effects of shaping the selectivity through blocking either
the ON or the OFF pathways, adapted from [68]. The horizontal dashed lines indicate the
spiking threshold. The image size change within the field of view is depicted at each bottom.
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For further investigating the different looming selectivity between the LGMD1
and the LGMD2, Fu et al. proposed a hybrid visual neural model, which was
smoothly implemented in an autonomous micro-robot for collision detection
in an environment containing multiple dynamic robot agents [67]. In this re-
search, both the LGMDs were implemented in the robot agents and tested in
both dark and bright environments. Each looming sensitive neuron handles a
half region of the field of view for a bilateral control of robot reactive avoid-
ance behaviours [67]. This study has verified the effectiveness of such a strategy
for guiding timely collision avoidance of mobile robots, and more importantly,
demonstrated that the ON and OFF pathways would be a crucial structure
for separating the different looming selectivity between the LGMD1 and the
LGMD2. Although there is little physiological evidence showing the existence
of such polarity pathways in the locust’s visual systems [151, 227], the proposed
computational models could evidence similar mechanisms in looming sensitive
neural circuits or pathways [68].
2.3. Different mechanisms to mediate the looming selectivity
The looming selectivity to moving objects that approach over other kinds
of visual challenges has been formed very well in locusts through millions of
years of evolutionary development. As a result, the locust LGMDs spike most
strongly to looming stimuli. However, from the perspective of computational
modellers, it is still an open challenge to shape the selectivity in looming per-
ception neuron models. Though these state-of-the-art models can be applied
as quick and efficient collision detectors, the performance, compared with the
locusts, is far from acceptable, since they are greatly affected by some irrelevant
motion patterns like recession and translation. They are also restricted by the
complexity of background in real-world visual clutter. In the future, artificial
machines should possess similar ability like the locusts with efficient and robust
collision-free systems to better serve the human society.
There have been a few methodologies proposed to mediate the looming selec-
tivity. Rind et al. demonstrated that two kinds of inhibitions – the pre-synaptic
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lateral inhibitions and the feed forward inhibition can cooperatively mediate
the looming selectivity by cutting down the excitation caused by receding and
translating stimuli [170]. Gabbiani et al. presented the non-linear computa-
tions make the neuron liable to differentiate looming from receding stimuli [76].
In addition, they revealed an intrinsic neural property of such looming sensi-
tive neurons, that is, the spike frequency adaptation (SFA), which leads the
LGMD to discriminate objects that approach from recession and translation
[155, 156, 75]. As mentioned above, these methods have been implemented
in mobile ground robots for collision detection in near range navigation, e.g.
[235, 194, 241, 237, 8, 101]. However, these theories have not been validated by
challenge in more complex real-world scenarios, though some of them have been
casually touched upon [207, 124, 240].
In addition, for computationally modelling these mechanisms, there is a
trade-off between the algorithmic efficiency and the efficacy. Computational
modellers have always been trying to balance both, in order to achieve reliable
and efficient performance in intelligent machines like mobile robots and vehi-
cles. Yue and Rind proposed a hybrid neural system incorporating a translating
sensitive neural network, in order to extract colliding information from mixed
motion cues [234]. This method is effective in some driving scenarios; it nev-
ertheless costs more computational power than an LGMD model alone. Meng
et al. designed an organisation of the LGMD1’s post-synaptic field to monitor
the gradient change of model output for discriminating approach from reces-
sion [133] (Fig. 10d). This method was smoothly implemented in the FPGA
[132]; however such a structure is not biological reasonable. Moreover, a neural
network of directional motion-detecting neurons in locusts was integrated with
the LGMD1 neural network to ensure the recognition of imminent collision in
some driving scenarios [246]. In this research, the field of view was divided into
different regions processed by specialised neurons, separately. More recently, Fu
et al. has demonstrated efficacy of combining two bio-plausible mechanisms –
ON and OFF pathways and spike frequency adaptation to enhance the required
selectivity of both the LGMD1 and the LGMD2 models [67, 68]. These mod-
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els have been validated by bio-robotic tests on the embedded system. To be
more intuitive, some example results are illustrated in the Fig. 17b to clarify
the effects of separating visual processing in parallel pathways in a computa-
tional structure to achieve different looming selectivity for detecting either dark
or light objects. Notably, the neuron model with either ON or OFF pathway
blocked is only briefly activated by light or dark object moving away.
2.4. Further discussion
Within this section, we have reviewed the computational models and ap-
plications originating from locust visual systems research throughout the past
several decades. These computational models have been demonstrated effec-
tiveness and flexibility for collision detection in some mobile machines, which
shed light on building robust collision-detecting neuromorphic sensors for future
intelligent machines for collision detection in both a cheap and reliable manner.
Biologists have also explored similar looming sensitive visual neurons in other
animals; these include fruit flies (drosophila) [42, 45, 215, 138] and arthropods
like crabs [131]. For instance, the lobula giant neurons (LGNs) in crabs have
been identified as looming detectors that are located in the lobula layer and
correspond to reactive collision avoidance behaviours [149, 212, 18]. The possible
computational roles of such visual neurons have also been proposed in [150].
However, there are no systematic studies on the modelling and applications of
such fascinating looming detectors in crabs. Though the LGNs have different
neuromorphology compared to the LGMDs, the computationally modelling of
LGNs may learn from the practical experience of existing LGMDs models.
3. Translation perception neural systems
This section reviews computational models and applications of translation
sensitive motion detectors and neural networks inspired by the insect visual
neurons and pathways. First, the modelling of directionally selective motion-
detecting neurons in locusts, namely the locust direction selective neurons (DSN)
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will be introduced in the Section 3.1. Then, we will review a classic model cat-
egory of fly elementary motion detector (EMD) and corresponding applications
to robotics in the Section 3.2. After that, the cutting-edge biological findings
and computational models of fly ON and OFF pathways and lobula plate tan-
gential cells (LPTC), namely the fly DSNs, will be presented in the Section
3.3.
Compared to the ‘non-directional’ neurons such as the looming sensitive
LGMD1 and LGMD2, the research on the DSN in animals has a much longer
history; it can be even dated back to two centuries ago. Franceschini pointed
out that an initial idea of ‘directionally selective motion sensitive cells’ was pro-
posed by Exner early in the 1894 [61]. The past several decades have witnessed
much physiological progress in our understanding of the cellular mechanisms
underlying the DS. More specifically the DSNs have been found in many ani-
mal species. These include invertebrates like flies [29], locusts [166], as well as
vertebrates like rabbits [15], mice [31]. Borst demonstrated the similarities of
circuits and algorithms in design of insect and vertebrate motion detection sys-
tems for translational motion perception [31]. Generally speaking, this field of
research has been attracting much more attention from cross-disciplines. Here
in this article, we will focus on presenting some milestone biological theories on
translation perception neurons and pathways, and corresponding models with
bio-robotic applications.
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Figure 18: Schematics of the locust DSNs based visual neural networks with both pre-synaptic
and post-synaptic structures, adapted from [236, 238].
3.1. Computational models of the locust DSNs
For locusts, Rind explored the characteristics of DSNs in the 1989, in both
physiology and morphology [166, 167]. These neurons respond to horizontal
directional motion: they are rigorously excited by translation in preferred di-
rection (PD) and inhibited by movements in non-preferred direction (ND).
On the basis of these biological findings, a few computational models have
been proposed by Yue and Rind [236, 238]. Generally speaking, these translation
sensitive visual neural networks have been modelled with exquisite organisation
of different post-synaptic DSNs for collision recognition, especially in driving
scenarios. Interestingly, as illustrated in the Fig. 18, these locust DSN mod-
els arise from the LGMD1-based visual neural networks: the computational
structure of DSN looks similar to the LGMD1; they nevertheless possess dif-
ferent lateral-inhibition mechanisms. More concretely, in the LGMD1 neural
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networks, the inhibitions spread out to the surrounding areas of a correspond-
ing excitatory cell, symmetrically (Fig. 6); on the contrary, in the DSNs neural
networks, the inhibitions spread out, asymmetrically and directionally, as shown
in the Fig 18a and 18c. Therefore, the specific DS of locust DSNs could have
been shaped by such a directional lateral-inhibition mechanism that cuts down
local excitations caused by near-by translation. For example, with a strong in-
hibition from the right side with temporal delay, the excitation caused by left
moving edges can be eliminated or attenuated (Fig. 18b). Likewise, each direc-
tionally sensitive cell is inhibited by the same directional motion. With design
of post-synaptic architecture, as illustrated in the Fig. 18c and 18d, this model
can detect looming objects, and moreover, recognise the direction of impending
collision via activation of specific DSN. Furthermore, Yue and Rind extended
the functionality of DSNs visual neural network to sense eight directional motion
with similar methods, as depicted in the Fig. 18d [238]: in this research, they
also investigated the effects of different post-synaptic organisations on collision
detection via evolutionary computation.
(a) LGMD1 model (b) DSNs model (c) Hybrid model
Figure 19: Schematics of a hybrid visual neural network with three sub-models, i.e., the
LGMD alone, the DSNs alone and the hybrid, competing for the collision recognition role via
genetic algorithms, adapted from [239].
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It appears that the locust DSNs and LGMDs models are both effective so-
lutions to collision detection. A question emerges that which type of visual
neurons in locusts could play dominant roles of collision recognition. To ad-
dress this, Yue and Rind designed a hybrid visual neural network integrating
the functionality of both neuron models [239], as illustrated in the Fig. 19. In
this research, two individual neural networks competed with the hybrid neu-
ral system via a switch gene and evolutionary computation. As a result, the
LGMD model alone outperforms other candidates for collision recognition due
to its computational simplicity and robustness.
3.2. Fly EMDs models and OF-based strategy
3.2.1. Background
(a) Fly compound eyes (b) Fly visual neuropile layers
Figure 20: Illustrations of fly compound eyes (a) and underlying neuropile layers (b) for
motion perception, adapted from [61] and [28].
The fly visual systems have been researched by a significant number of stud-
ies over a century since the first appearance of research early in the 1890s
[61]. From early stages, the fly visual systems have become prominent model
paradigms for studying biological visual processing methodologies and design-
ing artificial motion perception vision systems [92, 29, 30, 27, 49]. With de-
velopment of biological techniques, the fundamental structures of neuropile
layers and cellular implementations within the fly preliminary visual path-
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ways have been better understood by biologists with numerous papers, e.g.
[61, 121, 213, 84, 21, 250, 224, 115, 21]. They have always been attempting to
understand the mechanisms underlying motion perception from fly compound
eyes, e.g. [98, 57, 58], to internal pathways and neurons, e.g. [125, 210, 4, 21, 87].
The Fig. 20 illustrates the fly compound eyes and the underlying neuropile lay-
ers of preliminary visual pathways for motion perception.
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Figure 21: Schematic of an EMD process in four steps: d and M indicate a time delay
and a multiplication process on correlated signals from two neighbouring sensitive cells (red),
adapted from [64].
3.2.2. Fly motion detectors
For defining the computational roles of fly motion detection, a few theories
have been proposed in the past half-century, as summarised in [4] and illustrated
in the Fig. 22. A classic and elegant mathematical model was proposed by
Hassenstein and Reichardt to account for biological motion perception [92]. It
was named as the ‘HR detector’ or ‘HRC’ (Hassenstein-Reichardt correlator);
this has become commonly referred to as Reichardt detectors or simply the
EMD [163, 27, 89, 64]. As illustrated in the Fig. 21, it has been used to explain
motion perception strategy by the activity of neighbouring photoreceptors in
the field of view. From these works, we can summarise that the EMD models
have the following characteristics for translational motion detection:
1. The direction of motion can be recognised by comparing the activity of at
least two correlated photoreceptors in space.
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2. The EMD can not tell the true velocity of a translating pattern; it is
sensitive to the spatiotemporal frequencies of stripes that pass over the
stationary detectors.
3. It is also affected by the contrast between a moving pattern and its back-
ground, that is, the model responds more strongly to higher contrast trans-
lating objects under an identical speed.
4. There are two paramount parameters in the EMD – the spacing between
a pairwise detectors and the temporal delays for both detectors which can
significantly influence the detection of motion direction and intensity.
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Figure 22: Schematics of a variety of classic fly motion detectors adapted from [4].
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Recently, two studies on fly motion detectors [4, 87] brought together previ-
ous famous algorithmic models in the literature, like the HR half-detector (Fig.
22a) to enhance motion in the PDs, the Barlow-Levick (BL) detector (Fig. 22b)
to suppress motion in the NDs, and the full HR detectors (Fig. 22c) that map
PD and ND motion to positive and negative outputs. More importantly, both
the papers proposed that the HR and the BL mechanisms may work in different
sub-regions of the fly receptive field [4, 87]. It also appears that visual motion
detection in flies could rely upon the processing of three input channels that
integrates an HR detector with a BL detector [4], as illustrated in the Fig. 22d.
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Figure 23: A variety of EMD models: (a) This model integrates multiple pairwise EMDs in
a two-dimensional form to compute the visual odometer, adapted from [106]. (b) This model
is used to simulate fly fixation behaviour by combining the EMD with an individual location
sensitive pathway, adapted from [12]. (c)-(d) These are models for estimating angular velocity
in the bee’s brain, adapted from [41] and [218], respectively.
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3.2.3. EMD models and OF-based applications to robotics
There are a huge number of computational models and applications that arise
from the EMD theories. A main utility of the EMDs is to mimic fly and bee
optic flow (OF) strategy within the field of view, e.g. [122, 111, 32, 24, 51, 121].
As illustrated in the Fig. 24a, the OF can be defined as a flow vector-field
perceived by the visual modality of either animals or machines [121, 193]; this
field is generated by the relative and apparent motion between observer and
scene. The OF includes two sub-fields of the translational flow and the rotational
flow: both are rigorously dependent of the structure of environment including
textures and brightness and etc. Most Importantly, such a visual strategy can
be used to conduct various forms of insect behaviours such as landing, e.g.
[215, 13, 184] and terrain following, e.g. [193, 184, 141, 53] and tunnel crossing
or travelling, e.g. [14, 161] and corridor centring response, e.g. [5, 41, 192] and
collision or obstacle avoidance, e.g. [248, 20, 130, 139, 159] and target tracking,
e.g. [136, 186] and fixation behaviours, e.g. [12].
sense a particular self-motion. Local mo-
tions of an optic flow field, for example
rol
detectors with appropriate preferred direc-
tions. A wide-field neuron selectively col-
lects and spatially integrates the signals of
these motion detectors. Hence it would be
most sensitive to that particular optic flow
and consequently to the self-motion that
caused the flow.
(a) (b)
Figure 24: Illustrations of fly OF strategy based on the EMDs: (a) a classic method for the
integration of local optic flow vectors for the estimation of self-motion, adapted from [121],
(b) a collision avoidance strategy based on the OF by a dragonfly, adapted from [86].
A well-known type of velocity-tuned EMDs was proposed by Franceschini et
al. in the 1992 [60]. Being different from the classic HRC, the output of the
velocity-tuned EMDs demands on the ratio between the photoreceptors angle in
space, as well as the time delay for each pairwise contrast detection photorecep-
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tors. This model had been initially tested on a mobile robot [60]. Subsequently,
this model has also been named ‘time of travel’ [137] or ‘facilitate and sample’
scheme which was implemented in pulse-based analogue VLSI velocity sensors
[120].
Furthermore, Iida proposed a method to integrate each pairwise local EMDs
in a spatiotemporal manner to compute the visual odometer over time (Fig.
23a): this approach was validated by navigation of a flying robot [106, 104].
Snippe and Koenderink demonstrated possible solutions to extract optical ve-
locity by the design of ensembles of HR detectors [202]. Zanker et al. inves-
tigated the speed tuning and estimation of EMDs [243, 242]. Subsequently,
they analysed video sequences of outdoor scenes from a panoramic camera and
performed optic flows as motion signal maps via two dimensional EMDs [244].
Rajesh et al. modified the traditional HR detector to improve the velocity sen-
sitivity and reduce the dependence on contrast and image structure: this work
matched the neurobiological findings that an adaptive feedback mechanism is
effective to normalise contrast of input signals in order to improve the reliability
of velocity estimation [162]. In addition, Bahl et al. incorporated in the EMDs
a parallel position sensitive pathway to track a translating stripe in a simple
background and mimic a Drosophila behavioural response to fixation, as shown
in the Fig. 23b: this work was reconciled with electro-physiological recordings
from motion-blind flies very well [12].
As a variation of the EMD, a few angular velocity estimation models were
proposed to account for corridor-centring behaviours of bees, e.g. [41, 218], as
illustrated in the Fig. 23c and 23d. Similarly to [106], the integrated response
can be used as a visual odometer over time. Moreover, there are also studies
on the temporal adaptation of EMDs [38, 89], the contrast sensitivity of EMDs
[178], and an EMDs-based algorithm for global motion estimation [140], as well
as a non-directional HR detectors model for simulating insect speed-dependent
behaviour [96], and so on.
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(a) fixed-wing hovering MAV (b) autonomous sighted hovercraft (c) ‘Robot Fly’
(d) 100-g micro-helicopter (e) flying robot ‘OSCAR I’ (f) ‘OSCAR II’
(g) silicon retina (h) ‘CurvACE’ sensor (compound eye)
Figure 25: A few instances of bio-robotic applications of the fly EMDs and OF based control
strategy: (a) is adapted from [86], (b) is adapted from [181], (c)-(f) are adapted from [59], (g)
is adapted from [216], (h) is adapted from [55].
The aforementioned considerable amount of computational studies have demon-
strated the effectiveness and computational simplicity of the fly EMDs models
and OF-based control strategies. As a result, these models have been leading
the design of small and efficient artificial translation perception sensors, such as
silicon retina mimicking the structure of fly compound eye as shown in the Fig.
25g which was designed in very tiny size and used for on-board autopilots [216],
as well as implementation of CurvACE – miniature curved artificial compound
eyes in the Fig. 25h which has the optical spatial filtering done by the bell-shape
angular sensitivity created on each photoreceptor [55], as well as sensor imple-
mentation using thresholding-based digital processing on the MAV [185, 179]. In
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addition, as illustrated in the Fig. 25, these models have been very widely used
in bio-robotic applications. These bio-inspired robots can show similar visually-
guided behaviours like insects. More concretely, there are many ground and
flying robots benefiting from the OF-based sensors which are used for guiding
the robots for autopilots, e.g. [187, 183, 161, 62, 63] , and collision avoidance
(Fig. 25a, 25c), e.g. [86, 59, 193, 158], and tunnel crossing (Fig. 25a, 25c),
e.g. [180, 181, 193], and terrain following, e.g. [186, 53], take-off and landing
behaviours (Fig. 25d, 25e, 25f), e.g. [59], as well as indoor and outdoor visual
odometry on a car-like robot [128]. There is also comparison on aerial robot
between auto-adaptive retina based implementations using thresholding-based
digital processing and cross-correlation digital processing [216]. Regarding this
field, two prominent review papers [59, 193] introduce, more systematically, the
relevant bio-robotic approaches and applications of the fly EMDs and OF.
3.2.4. Further discussion
A shortcoming or unsolved problem of the fly EMD-based models for trans-
lation perception is the velocity tuning of motion detection. In other words, a
biological motion-detecting circuit may not tell the true velocity of stimuli [64].
The reason is that for each combination of such ‘delay-and-correlate’ motion
detectors, it is advisable to decide the spacing between each pairwise detec-
tors, and the time span for the delay in follow-up non-linear computation like
the multiplication, each factor of which will affect the model’s performance for
sensing translation [243]. For example, perceiving faster movements requires a
larger spatial span between detectors if fixing the temporal delay; instead, it
requires a shorter time delay when the spacing is unchanged.
Another defect is that the state-of-art models or strategies for motion per-
ception still lack robust mechanisms for filtering out irrelevant motion from
dynamic visual clutter of great complexity in the real world, so that they are
always influenced by environmental noise such as windblown vegetation and
shifting of background or surroundings caused by ego-motions. From a com-
putational modeller’s perspective, it is still a big challenge to make the motion
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perception visual systems robust to filter out irrelevant from relevant motion
dealing with a complex and dynamic scene like the driving scenarios.
3.3. Modelling of fly ON and OFF pathways and LPTCs
Within this subsection, we will continue to present the cutting-edge bio-
logical research in fly visual systems. We will focus on the understanding of
underlying circuits or pathways in the fly visual brains for preliminary motion
detection. We have now understood from the Section 3.2 that visual neurons
compute the direction of motion conforming to the HR or related theories: both
flies and bees apply the EMDs to sense optical flows, which is very effective to
deal with a variety of insect visually-guided behaviours. We have also known
that the optical flow is sensed by the fly compound eyes after spatial filtering
of motion information. However, a few questions still exist: where does the
specific DS form to perceive translation stimuli within the internal structure of
fly visual pathways? Which neurons carry out the corresponding neural com-
putation? And how does the neural response connect to visuomotor control?
3.3.1. Biological exploration
To address these questions, biologists have demonstrated that fly ON and
OFF parallel visual pathways and LPTCs are the proper places to implement
directionally selective signal processing, as illustrated in the Fig. 26a [30, 26,
28, 31]. A seminal work by Franceschini et al., early in the 1989, had proposed
a transient ON-OFF nature of EMD response in the housefly: in this research,
a splitting of an EMD into an ON-EMD and an OFF-EMD was presented to
sense light and dark edge translation, separately [61]. Though many parts of the
underlying neural mechanisms in the fly visual systems still remain unknown
until today, many efforts have been made by biologists for exploring internal
structures including cellular functionality underlying directional motion percep-
tion, particularly in the recent two decades [177, 17, 125, 210, 4, 87, 21, 54, 2,
209, 217, 195, 196, 213]. More concretely, a nice progress was made by Joesch et
al., in the 2010. They looked into the downstream processing of photoreceptors
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and found that the visual signals are split into two parallel polarity pathways by
L1 (ON) and L2 (OFF) inter-neurons in the neuropile layer of Lamina [108], as
illustrated in the Fig. 26a. After that, Maisak et al. revealed the characteristics
of T4 and T5 cells in the neuropile layers of Medulla and Lobula [129] in the
Fig. 26b. Subsequently, a group of LPTCs in the neuropile layer of Lobula
Plate has been also identified as wide-field detectors that integrate upstream
visual signals [129, 191, 74, 84] (Fig. 26a and 26b). Importantly, the LPTCs
have been demonstrated to process the optic flow field sensed by photoreceptors
on a higher level corresponding to the control of visual flight course [193]. Fur-
thermore, as shown in the Fig. 26c, the horizontal translation sensitive LPTCs
are rigorously activated by motion in the PD yet inhibited by motion in the ND
underlying the specific DS of the fly DSNs.
(a) (b) (c)
Figure 26: Schematic diagrams of fly preliminary motion-detecting neuropile layers: (a) The
underlying ON and OFF pathways with interneurons and LPTCs perceive visual motion
stimuli and generate the DS to four cardinal directional motion. (b) The neuromorphology
of fly visual circuits – the LPTCs pool directionally specific motion signal, individually into
each sub-layers. (c) The LPTCs respond to directional translating stimuli by movements of
dark and light bars, respectively. (a), (b) are adapted from [87] and (c) is adapted from [28].
On the basis of these biological findings, we can draw a directional tuning
map of fly preliminary visual processing through multi-layers to demonstrate
the following steps for translational motion perception, according to the Fig.
26a:
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1. The motion detection starts with splitting visual signals captured by pho-
toreceptors (R1-6) in the first Retina layer into two parallel ON and OFF
pathways; this is done by the large mono-polar cells (LMCs) – L1 and L2
in the second Lamina layer.
2. The L1 inter-neurons convey onset response by luminance increments to
neurons in the Medulla layer; whilst the L2 inter-neurons relay offset re-
sponse by luminance decrements to neurons in the Lobula layer.
3. The EMDs are equipped to the T4 cells in the Medulla layer in the ON
pathway, and the T5 cells in the Lobula layer in the OFF pathway in order
to generate directionally specific motion signals. It is worth emphasising
that the four cardinal directions are formed in different groups of T4 and
T5 cells, separately.
4. Finally, the LPTCs integrate signals from ON and OFF channels in the
Lobula Plate; motion information with an unanimous direction congre-
gates at a same sub-layer and jointly flow downstream to circuits like
motion-driven neural systems.
5. There is another pathway, that is, the L3–Tm9–T5 (Fig. 26a) that provide
locational information of objects to the OFF pathway and is regardless of
the direction of motion [54]; this pathway cooperates effectively with the
ON and OFF pathways to conduct a fly fixation behaviour [12, 70].
3.3.2. ON and OFF motion detectors
Since the cellular implementations of EMDs have been demonstrated to be
in the process of the ON and OFF pathways, there have been a few fly motion
detectors with the ON and OFF mechanisms, as illustrated in the Fig. 27. The
fundamental computation conform to the full HR detectors (Fig. 22c). More
precisely, a 4-Quadrant (4-Q) detector encodes input combinations of ON-ON,
OFF-OFF, ON-OFF and OFF-ON cells, which mathematically conform to the
traditional EMDs (Fig. 27a). Eichner et al. proposed a 2-Quadrant (2-Q)
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motion detector, as illustrated in the Fig. 27b; this model processes input com-
binations of only the same sign signals, i.e., ON-ON in the ON pathway and
OFF-OFF in the OFF pathway [52]. In addition, they revealed also a small frac-
tion of original signals can pass through into the motion-detecting circuits which
demonstrates that not only the transient luminance change but also the perma-
nent brightness can be encoded by motion sensitive neurons. Moreover, Clark
et al. presented a 6-Quadrant (6-Q) detector through behavioural experiments
on fruit flies, as illustrated in the Fig. 27c; this model was constructed to match
the behavioural observations in L1 and L2 blocked flies [36]. In this compu-
tational theory, either polarity pathways convey positive and negative contrast
changes with edge selectivity inside motion detection circuits. To make a de-
cision between these alternatives that determine motion detection strategy in
flies, a case study suggested the existence of two over six quadrants detectors,
by genetically silencing either the ON or the OFF pathway [109].
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(a) three types of fly motion detectors
A
(b) 2-Q model
L1 L2 L1 L2
Rotational
Behavior
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dark
edge
selective
light
edge
selective
HP filter
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(c) 6-Q model
Figure 27: Schematics of classic fly motion detectors with different combinations of ON and
OFF detectors: (a) three basic types – a pairwise EMDs (A), a 4-Q model (B) and a 2-Q
model (C), adapted from [52], (b) the 2-Q detector with input combinations of the same
sign polarity detectors, adapted from [52], (c) a 6-Q detector processes ON and OFF edge
information in both pathways, adapted from [36].
3.3.3. Computational models
Following previous EMD and OF strategies, these different ON and OFF
combinations of fly motion detectors have given us further understandings of
the complex fly visual processing circuits; however, there is very few modelling
studies, systematically, testing these polarity detectors and LPTC in real-world
scenes with dynamic visual clutter. To fill this gap, Fu and Yue recently pro-
posed a fly DSNs based visual neural network with ensembles of 2-Quadrant
detectors to extract translational motion cues from a cluttered real physical
background [71]. Subsequently, they extended this model to a behavioural re-
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sponse to fixation mimicking the fly behaviour, by incorporating in a newly-
modelled position sensing system of the L3-Tm9-T5 pathway in the Fig. 26a
[70]. This model was then successfully implemented on the embedded system
in an autonomous micro-robot [65]. Likewise, Wang et al. estimated the back-
ground motion by the LPTC responses to shifting of visually cluttered scenes.
In this modelling study, a maximisation operation mechanism was proposed to
simulate the functionality of the wide-field Tm9 neurons [220], which effectively
improves the performance of perceiving wide-field background translation.
4. Small target motion perception models
In previous sections, we have reviewed motion perception models that orig-
inate from insect visual systems and possess specific DS to looming and trans-
lation visual stimuli and corresponding applications to artificial machines. This
section continues to review computational models of a specific group of visual
neurons, which are sensitive to moving objects with small sizes only. These
include small target motion detector (STMD) in the Section 4.2 and figure de-
tection neuron (FDN) in the Section 4.3 that have particular size selectivity to
small target motion, with relevant biological findings about the STMD and the
FDN in insect visual systems.
4.1. Background
Due to the long sight distance, targets such as mates or preys, always ap-
pear as small dim speckles whose size may vary from one pixel to a few pixels
in the field of view. Being able to perceive such small targets, in a distance and
early, would endow insects with more competitiveness for survival. However,
from a modeller’s perspective, small target motion detection against naturally
cluttered backgrounds has been considered as a challenging problem which in-
cludes the following several aspects: (1) small targets cannot provide sufficient
visual features, such as shape, colour and texture, for target detection; (2) small
targets are often buried in cluttered background and difficult to separate from
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background noise; (3) ego motion of the insects may bring further difficulties
to small target motion detection. These challenges have been solved well by
insects after long-term evolutionary development, and their small target motion
detection visual systems are efficient and reliable.
4.2. Small target motion detectors
4.2.1. Biological research
In the insect visual systems, a class of specific small-field motion sensitive
neurons, called the small target motion detectors (STMD), is characterised by
their exquisite sensitivity for small target motion. The STMD neurons have
been observed in several insect groups, including hawk moths [39], hover flies
[40], and dragonflies [147, 148, 146]. In the past two decades, the anatomy
and physiology of STMD neurons have been further investigated with a good
number of researches [145, 143, 16, 25, 142, 144, 83].
Figure 1 shows responses of a typical STMD (STMD 1).
Stable recordings from healthy STMDs typically (but not
always) lack spontaneous firing activity, but when a small
target moves through their receptive field, they give a
powerful response that is often in excess of 200 spikes/s for
optimal-sized stimuli. In many cases (as in Figure 1B), the
response of STMDs to larger stimuli is indistinguishable from
spontaneous activity.
Responses in Visual Clutter
Existing models for insect feature detection suggest that
selectivity for small targets arises from inhibitory feedback
from ‘‘tangential’’ neurons [10–13] sensitive to wide-field
optical flow and found in a specialized sub-region of the
lobula complex, the lobula plate. For example, the FD1
neuron of the blowfly lobula plate has been shown to receive
inhibitory feedback via GABAergic synapses with the outputs
of centrifugal horizontal (CH) tangential neurons tuned to
the motion of wide-field optical flow stimuli [11,13]. A
prediction of such models is that the presence of moving
background ‘‘clutter’’ should inhibit the response to target
motion. To test whether the STMD neurons we describe are
tuned by similar mechanisms, we designed a random, broad-
Figure 1. Physiology and Morphology of a Typical Class of Non-Directional STMD (Type 1) with a Large Contralateral Receptive Field, Recorded from the
Left Lobula
(A) The receptive field map constructed by drifting targets in four directions across the stimulus display (see Materials and Methods). Elevation values
are positive above the equator, and azimuths are negative to the left of the midline (i.e., ipsilaterally).
(B) Raw responses of the neuron to motion of three different-sized targets (0.88, 38, or 158 high by 0.88 wide) drifted through the center of the receptive
field (horizontal scans at an elevation of 608). The bars indicate the peri-stimulus duration and the arrows the direction of target motion.
(C) The morphology of STMD 1 reconstructed from a Lucifer yellow fill shows extensive arborization through the lobula (Lo). A contralateral projection
through the protocerebrum (Prot) probably provides the input. The arrow points to the recording location. Med, medulla.
DOI: 10.1371/journal.pbio.0040054.g001
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relative velocity difference between the target and the
background [12,18]. This is a striking finding, consid-
ering the importance relative motion models have been
given in the literature [(e.g. 14,17,19)].
A recent model [20] explains how targets can be visual-
ized against moving clutter, even without relative velocity
differences (Figure 2a). The model relies on the signature
of a dark target moving across a single point in space. Such
motion has a unique spatiotemporal profile where the
spatially limited target’s leading edge (dark contrast
change) is followed a short time later by its trailing edge
(bright contrast change). The core of Wiederman’s model
[20] thus depends on half-wave rectification that splits
the signal from the same point in space into separate ON
and OFF contrast channels, corresponding to the leading
and trailing edges of the target, which are then temporally
correlated (Figure 2a). The addition of fast adaptation and
strong spatial antagonism inside the motion detector itself
leads to sensitivity to the spatiotemporal dynamics associ-
ated with target motion. The resulting non-directional
elementary STMDs can be spatially pooled in STMDs
with larger receptive fields [20].
Early anatomical studies of the fly optic lobes showed that
the column underlying each facet is represented by up to
100 unique interneurons, leading to the suggestion that
visual input is processed in many parallel streams [21–
23,24]. In support of this notion, local motion is com-
puted in a fundamentally different way in the elementary
SMTD ([20], Figure 2a), compared with the classic
correlation type elementary motion detector (EMD
[25]). In the EMD, directional motion sensitivity is
generated by temporally correlating the luminance input
from two neighboring points in space. EMD input
underlies widefield optic flow processing in most bio-
logical systems [26]. Whereas electrophysiology on
neurons sensitive to optic flow, and behavioral responses
to similar stimuli, provide strong support in favor of an
underlying EMD input, recent technical advances have
allowed more direct investigation of the EMD itself, in
the genetic model Drosophila [27]. Even if the precise
layout is still under intense debate [28–30], recent work
suggests that the EMD input may also be halfwave
rectified [31], and split into separate ON and OFF chan-
nels [32] (the 2-quadrant model [29,33] shown in
Figure 2b).
Target detection using spatiotemporal
dynamics
Several predictions of the elementary STMD model have
been confirmed in electrophysiological recordings of their
downstream targets, the STMDs. For example, the
model relies on strong spatial inhibition from neighboring
units (Figure 2a). The presence of such lateral inhibition
was investigated by quantifying the response to a target
moving in the presence of a distracter target at varying
distances [34]. As the distracter target moved through the
strong symmetrical surround, peak inhibition was gener-
ated at ca. 38 separation (Figure 2c). This matches the
predictions from the model [20], and thus accounts for
the sharp size tuning of STMDs (Figure 1).
Besides the target’s spatial profile, elementary STMD
output relies strongly on the target’s temporal profile
[20]. STMDs are velocity tuned [35,36], with peak
responses to velocities matching the temporal filters of
the model [20]. Seen from a single point in space, a wide
target moving fast approaches the temporal profile of a
narrow target moving slower. Responses of a dragonfly
STMD to targets that were either square (0.8  0.88) or
elongated (0.8  88) showed that the velocity optimum
had in fact shifted to higher velocities for the wider targets
[35], highlighting the important role temporal mechan-
isms play (Figure 2d).
To function during actual target pursuit, STMDs need to
respond to a target visualized against background motion
and not to features embedded in the background texture.
Accompanying this requirement, elementary STMD mod-
eling [20] and STMD physiology [18] show that
branches, edges and other features that may approach
the correct spatiotemporal profile of an optimal target are
surprisingly rare in natural scenes. Furthermore, the
responses to such false-positive targets are much smaller
than responses to optimal high-contrast targets inserted in
conspicuous spots of a panoramic natural scene [18]. These
examples (response to natural scenes, Figure 2c,d) thus
suggest that the elementary STMD model [20] provides a
good computational framework for explaining how small
target selectivity is generated in STMDs.
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Figure 28: STMD neuronal raw responses: (a) neuronal responses to motion of three different-
sized targets (0.8◦, 3◦, or 15◦ high by 0.8◦ wide) drifted against bright backgrounds: the
horizontal bars indicate the movement duration and the arrows denote the direction of target
motion, adapted from [143]. (b) the response of an STMD to targets of varying height, adapted
from [142].
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anti-preferred direction for the target motion. In Figure 5B
and 5C, the background pattern (458/s) moved slightly slower
than the target (508/s), with the position of the background
texture randomized between presentations. Velocity differ-
ences have been considered an essential cue for discrim-
ination of moving features [10,12,16,17]. However, the
response persists even when we match the velocity of the
background pattern to that of the target (508/s, Figure 5D).
Contrast Sensitivity
Our results are surprising because the feedback hypothesis
predicts that the response to targets should be strongly
suppressed by the presence of background motion [10–12].
This property is not universal among the STMD neurons we
recorded however: The presence of moving background
clutter inhibited the response to target motion in one of
the eight STMD classes we studied (three recordings). In the
five classes referred to earlier however (e.g., Figure 5), the
response to target motion was remarkably robust in the
presence of confounding background motion. Could this
response result from the high contrast of the target against
the background pattern? To the human eye, the target is
obvious in even a static view of the stimulus (Figure 3A)
because the random phase of individual components of the
background pattern we selected leads to an image that lacks
hard edge contours, whereas the target has sharp black edges.
The low resolution of typical insect optics would [18],
however, blur the boundaries of the target considerably, so
detection of the target against the cluttered background
requires extraordinary contrast sensitivity. The 0.88 by 0.88
target size selected in these experiments is a powerful
stimulus for STMDs (Figures 1B and 4C), yet is well below
the size of the receptive field of just a single photoreceptor in
the eye of E. tenax. Indeed, an optical model that takes
account of the modulation transfer function of the eye and
the stimulus size (Figure 2) suggests that such small targets
have an effective (‘‘neural’’) contrast against even the bright-
est parts of the background of just 20%.
Figure 4. Physiology and Morphology of a Direction-Selective STMD Neuron Class Selected for Detailed Analysis (STMD 2)
(A) A receptive field map of local preferred direction. The neuron responds optimally to motion down and away from the midline. The length of the
arrows indicates the strength of the response, and its angle the preferred direction of motion (see Materials and Methods).
(B) A z-axis projection of the morphology of STMD 2 after Lucifer yellow staining. A compact group of dendrites in the dorsal lobula plate correspond
closely to the retinotopic location of the physiological receptive field and are presumably inputs. Outputs are located in the lateral subesophageal
ganglion.
Lo, lobula; Me, medulla; O, esophageal foramen.
(C) Raw responses to target stimuli drifted against bright backgrounds as in Figure 1.
DOI: 10.1371/journal.pbio.0040054.g004
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We have further quantified the limits that effective contrast
places on the target in two ways for these neurons. Figure 6
shows data from six STMD 2 neurons. Our optical model
(Figure 2) provides a close fit to the lower part of the neuron
response tuning to small targets, suggesting that attenuation
of responses to targets below the apparent optimum is due to
reduction in their apparent contrast by spatial blur, not the
smaller target size per se. If we use this optical model (Figure
2) to predict the effective contrast of targets below the size of
a single photoreceptor, moved against a bright background,
we can thus construct a response/contrast function. Remark-
ably, even the smallest targets used in this analysis, just a
single pixel high (0.28 high by 0.88 wide), with an effective
contrast of 12%, still produce responses at 50% of the
maximal response and significantly (p , 0.05) above sponta-
neous levels (Figure 6A). In some neurons we have even
observed responses significantly above spontaneous levels (p
, 0.05) to single pixel targets (0.28 square). Given that such
targets have an effective neural contrast of just 1%, this shows
that their contrast sensitivity rivals the highest published for
any visual neurons in insects [19] and indeed rivals the
psychometric contrast sensitivity of human observers viewing
optimal large-field motion stimuli [20].
In the second set of experiments, we directly manipulated
the gray level of the target against the background clutter
pattern, with either different or matched velocity for target
and background while moving in the same direction (Figure
6B). Because the background luminance of this stimulus is
variable locally, the contrast of the stimulus can only be
expressed in an average sense, which makes comparison with
the contrast sensitivity against a plain background difficult.
Nevertheless, it is clear that contrast sensitivity remains
remarkably high independent of the type of background
motion present.
Figure 6. Contrast Sensitivity of STMD 2
(A) The response to targets drifted against a bright background, plotted
against the effective (‘‘neural’’) contrast of targets smaller than the
receptive field of individual photoreceptors (see text). Data show the
mean and standard error for six recordings in different animals. The
dashed line denotes the effective (i.e., maximum) contrast of the targets
used in (B) in which sensitivity to targets of different luminance was
evaluated in the presence of confounding background motion moving in
the same direction as the target. We varied the luminance of targets
moving at 508/s to be both brighter (open symbols) and darker (filled
symbols) than the average of the background texture, under two
conditions: moving across the background moving at 458/s (blue
triangles), or with the velocities matched at 508/s (green squares). The
graph shows the mean of three recordings from a single neuron, plotted
against nominal average Michelson contrast. The solid line shows a least
squares fit of a normalized Weibull function fitted through all conditions.
DOI: 10.1371/journal.pbio.0040054.g006
Figure 5. Responses of STMD 2 to Targets Drifted against Cluttered
Backgrounds
(A) Control experiment showing the sharp response to downward
motion of targets (at 508/s) as they cross the center of the receptive field.
Addition of motion of a background texture moving either upwards (B)
or downwards (C) at slightly lower speed (458/s) has little effect on the
response. Even when the background is drifted at the same speed (508/s)
and direction as the target (D), the neuron continues to respond.
DOI: 10.1371/journal.pbio.0040054.g005
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Figure 29: (a) R w resp nses of the directionally selective STMD ne ron which prefers target
motion to left, tested by motion of three different-sized targets (0.8◦, 3◦, or 15◦ high by 0.8◦
wide) drifted against bright backgrounds: the horizontal bars indicate the stimuli duration
and the arrows denote the direction of target motion, adapted from [143]. (b) Responses of
the STMD neuron which prefers target motion downward, to targets drifted against cluttered
ackgrounds, adapted rom [143].
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Figure 30: Schematics of an ESTMD (adapted from [229]) and a DSTMD (adapted from [222])
computational models for the detection of small target motion: the ESTMD integrates signals
from each single position, whilst the DSTMD has correlations between every two positions.
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Figure 31: The input signal (a) and the model outputs of the ESTMD (b) and the DSTMD (c):
the DSTMD has eight outputs corresponding to eight PDs θ represented by eight colours in
polar coordinate. The angular coordinate denotes the PD motion θ while the radial coordinate
denotes the strength of neural response along this PD.
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The most significant difference between the STMD and other wide-field mo-
tion sensitive neurons, like the LGMD, the DSN, the LPTC and etc., is that
the STMD has specific size selectivity to small-field movements. More precisely,
the STMD represents peak responses to targets subtending 1 − 3◦ of the field
of view, yet have no response to larger bars (typically > 10◦) or to wide-field
grating stimuli [143, 142]. To clearly demonstrate the size selectivity of STMD
neurons, the response of the STMD neuron to targets of varying heights is
shown in the Fig. 28. From the Fig. 28a, we can see that the two smaller
targets whose heights are equal to 0.8◦ and 3◦, respectively, can elicit stronger
neural response of the STMD neurons. However, the response to the larger
target whose height equals to 15◦, is much weaker and indistinguishable from
spontaneous activity. The selectivity of STMD to target height can be clearly
seen in the Fig. 28b. These results demonstrate the STMD has an optimal size
sensitivity corresponding to the strongest neural response. When target height
is higher or lower than that optimal one, the neural response will significantly
decrease.
Some STMD neurons have also demonstrated the DS [145, 143]. These
directionally selective STMD neurons respond strongly to small target motion
oriented along the PD, but show weaker or no, even fully opponent response
to the ND motion. The Fig. 29a illustrates raw responses of a directionally
selective STMD neuron which prefers target motion to left, stimulated by three
different-sized targets; this demonstrates that the larger target whose height
equals to 15◦, cannot activate the STMD neurone though by the PD motion.
However, for the smaller targets whose heights are equal to 0.8◦ and 3◦, the
STMD neuron responds strongly to the PD motion. On the other hand, when
the smaller targets move in the ND, the response of the STMD neuron is not
significantly different from spontaneous activity, which means it is inactive. In
the further research [143, 16], biologists assert that both the size and the DS of
STMD is independent on background motion. More concretely, the STMD will
rigorously respond to small target motion against visually cluttered background
regardless of background motion direction and velocity. In the Fig. 29b, we can
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see that the STMD neuron shows strong response to the small target moving
along the PD (downward), but much weaker response to the ND (upward).
Besides, the response to the small target motion is quite robust in spite of
either the direction or the velocity of background motion. In another word, the
STMD can recognise small target motion even without relative motion between
the moving objects and the background.
4.2.2. Computational models and applications
On the basis of these biological findings, a few computational models have
been put forward to simulate the STMD, in the past decade. Wiederman et al.
proposed a seminal work of an elementary small target motion detector (ESTMD
in the Fig. 30) to account for the specific size selectivity of the STMD [229].
However, the ESTMD model is unable to realise the DS of the STMD revealed
by biologists. To implement the DS, two hybrid models, i.e. the ESTMD-
EMD and the EMD-ESTMD, were proposed for achieving the DS of the STMD
[228]. More specifically, the ESTMD-EMD indicates that the ESTMD cascades
with the EMD while the EMD-ESTMD indicates that the EMD cascades with
the ESTMD. These two hybrid models have been successfully used for target
tracking against cluttered backgrounds in an autonomous mobile ground robot
[9, 11, 10]. Another directionally selective STMD model, the directionally se-
lective small target motion detector (DSTMD in the Fig. 30), was very recently
proposed by Wang et al. [222]. Compared to other STMD models, the DSTMD
provides unified and rigorous mathematical descriptions. Besides, the DS of
the DSTMD has been systematically studied and the motion direction of small
targets can be estimated [222], as illustrated in the Fig. 31. In comparison with
the ESTMD, we can obtain from the Fig. 31b and 31c that the most significant
difference between the DSTMD and the ESTMD is that the former can generate
the DS to small target motion. More precisely, in the Fig. 31c, the DSTMD has
eight outputs corresponding to eight PDs θ, θ ∈ {0, pi4 , pi2 , 3pi4 , pi, 5pi4 , 3pi2 , 7pi4 }. On
the other hand, in the Fig. 31b, the ESTMD produces only a single directional
response. To clearly show the DS, the DSTMD responses to a small target are
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shown in polar coordinates as well in the Fig. 31c: the DSTMD exhibits the
strongest response along the direction θ = pi which is consistent with the motion
direction of the detected small target translation. The other seven directional
outputs of DSTMD decrease as the corresponding direction θ deviates from the
target’s motion direction.
4.3. Figure detection neurons
4.3.1. Biological research
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Experimentally determined a and computer 
simulated b response amplitude of a FD-cell as a function of 
figure width, a Stimulus induced responses of a FDI-cell to 
progressive motion are plotted against he angular horizontal 
extent of a textured pattern. The pattern was oscillated sinusoi- 
dally with a frequency of 2.5 Hz. The oscillation amplitude 
amounted to • ~ . The frontal edge of the pattern always 
oscillated about p = 0 ~ whereas the angular horizontal position 
of its lateral edge depended on its width. The individual data 
points represent the time-averaged response to 24 stimulation 
cycles, b Simulation of the output cell response to progressive 
motion of the figure-ground discrimination network [Eq. (1 b) in 
Egelhaaf (1985a)] as a function of the number of excited 
movement detector channels. Parameter settings of this simula- 
tion: n=3; q=0.5; /~=0.1. For the given parameter settings 
the computer simulation fits the corresponding experimental 
data sutficiently well 
eters q and n in the corresponding model equations 
[Eq. (3) in Reiehardt et al. (1983), Eq. (1) in Egelhaaf 
(1985a) see, however, legends of Figs. 3, 4, and 7] need 
to be specified. These parameters characterize the 
saturation behaviour of the pool cell and the operating 
range on the presumed non-linear synaptic trans- 
mission characteristic to the output cell of the network, 
respectively. If q is kept constant, he dependence ofthe 
cellular response on the angular horizontal extent of 
the stimulus is affected sensibly by variations in the 
parameter n. It follows from Eq. (3) in Reichardt et al. 
(1983) and Eq. (lb) in Egelhaaf (1985a) that the re- 
sponse of the model output cells decreases with 
increasing figure width as is characteristic for the FD- 
cells, if q. n > 1. If this condition is met, the experimen- 
tally determined relationship between figure width and 
response amplitude of the cell can be fitted reasonably 
well by the output of the corresponding model. This is 
illustrated in Fig. 2 for the FDl-cell. In the simulation 
(Fig. 2b) n and q amounted to 3 and 0.5, respectively. 
Despite there is some variability in the steepness of 
the experimentally measured curves and, concomi- 
tantly, in the optimal figure width, these parameter 
settings were chosen in all computer simulations of 
FD-cell responses. 
The responses of all models shown in Fig. 1 were 
computed under various stimulus conditions and 
compared with the corresponding electrophysiological 
recordings. Only the circuitry with symmetrically 
organized pool cells representing the FD4-cell (Fig. lc) 
and the network with directionally selective pool cells 
representing the FDl-neurone (Fig. la) will be discus- 
sed here. Those stimulus conditions were selected for 
representation i  Figs. 3 and 4 which led to the most 
characteristic response profiles in these cell types. 
In Fig. 3 the electrophysiologically determined 
responses of the FD4-cell to different stimulation 
situations are compared with the corresponding com- 
puter simulations. Apart from Fig. 3a, a vertically 
oriented textured stripe representing the figure and an 
equally textured background panorama were oscil- 
lated with a phase shift of 90 ~ Whereas the figure was 
always placed in front of the right eye in the cell's 
excitatory receptive field, the angular extent of the 
ground differed in the different examples. In Fig. 3b it 
covered both eyes, whereas in Fig. 3c and d it covered 
only the contra- or ipsilateral eye. For better com- 
parison, the response to figure motion alone is shown 
in Fig. 3a. The spike frequency histograms of the 
etectrophysiological recordings are fitted quite well by 
the corresponding computer simulations with respect 
to their characteristic features under the different 
stimulus conditions. The simulations match the experi- 
mental data similarly well for the other phase relations 
between figure and ground. It can, thus, be concluded 
that the model circuitry shown in Fig. le with the 
appropriate parameter settings is, in fact, sufficient o 
explain the properties of the FD4-cell. 
The consequences of directionally selective pool 
cells are illustrated for the FDI-cell in Fig. 4. They are 
particularly obvious when the ground stimulates only 
the contralateral eye, while the figure oscillates in the 
cell's excitatory receptive field (Fig. 4b-d). In Fig. 4a 
the ground is stationary and the figure oscillates alone. 
The asymmetry in the FDl-cell's input organization 
can be seen in its divergent response profiles to 
synchronous and counterphase oscillation of figure 
(a)
Hennig and Egelhaaf Functional analysis on optic flow processing
beyond a certain size (Egelhaaf, 1985b). Other LPTCs, such as the
H1 cell or the HSE cell (see below), have an increasing response
with increasing object sizes (Hausen, 1982; Egelhaaf, 1985a). This
distinct property of FD cells led to the functional interpreta-
tion that they mediate object-induced behavior, such as fixation
or landing responses. This functional interpretation might be
qualified by the fact that FD cells, though they respond best to
objects, also respond, to some extent, to extended stimulus pat-
terns. This complication becomes particularly obvious when they
are not stimulated with simple objects of varying size moving
at a constant velocity, but with spatially and dynamically more
complex stimuli that approximate, to some extent, the complex
optic flow pattern as seen by flies moving in three-dimensional
environments (Kimmerle and Egelhaaf, 2000b; Liang et al., 2012).
The issue of object specificity and its potential functional sig-
nificance in object-induced behavior is approached in this study
by model simulations of the most thoroughly analyzed FD cell,
the FD1 cell (Egelhaaf, 1985b; Kimmerle et al., 2000; Kimmerle
and Egelhaaf, 2000a,b; Liang et al., 2012). The analyzed network
is formed by the FD1 cell and its presynaptic elements in the
lobula plate. The FD1 cell integrates motion signals provided by
retinotopic input elements in the frontal visual field. Its prefer-
ence for moving objects over extended textures is achieved by an
inhibitory GABAergic input from the vCH cell (Warzecha et al.,
1993). The vCH cell is an LPTC that receives input from various
other identified LPTCs, i.e., excitation from the ipsilateral HSE
and HSS cells, as well as from the contralateral H1 and H2 cells,
and inhibition from the contralateral Hu cell (Figure 1; Hausen,
1976, 1984; Eckert and Dvorak, 1983; Egelhaaf et al., 1993; Haag
and Borst, 2001; Krapp et al., 2001; Spalthoff et al., 2010; Hennig
et al., 2011).
The preference of the FD1 cell for objects has already been
modeled in several studies (Egelhaaf, 1985c; Borst and Egelhaaf,
1993; Hennig et al., 2008). However, none of these studies tried to
mimic the cell’s characteristic properties during naturalistic stim-
ulation where objects and background move on the eyes depend-
ing not only on the three-dimensional layout of the environment,
but also on the peculiar dynamics of the flies’ self-motion. These
studies rather targeted object-related response properties with
highly simplified odels and experimenter-designed stimuli.
In the present account, we developed a model of the FD1 cell
a d its input circuit hat was optimiz d by an automa ic a d
stochastic procedure on the basis of neural responses of the FD1
cell and its presynaptic elements to artificial and naturalistic stim-
ulus scenarios used, thus far, in electrophysiological experiments.
Naturalistic stimulus conditions are distinguished by their char-
acteristic dynamics resulting from the saccadic flight and gaze
strategy of flies. LPTCs other than FD1 could be shown to provide
spatial information, in particular, during the intersaccadic trans-
latory motion phases (Ker et al., 2005; Karmeier et al., 2006).
Therefore, we expected object-induced responses in the FD1 c lls,
especially during the intersaccadic interval . Based on a previous
study that characterized and modeled the presynaptic elements
of the FD1 cell (Hennig et al., 2011), the model of the FD1 cir-
cuit developed here mimics, in particular, the properties of the
biological FD1 cell to naturalistic optic flow, as were unraveled
in a parallel experimental study (Liang et al., 2012). We then
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FIGURE 1 | Wiring sketch of the FD1 cell input circuit. Motion-sensitive
elements of the right FD1 circuit that have a horizontally preferred direction.
The FD1 cell and most of its presynaptic elements presumably receive
retinotopic motion input (thick gray lines) from large parts of one eye. The
right vCH cell inhibits the FD1 cell and receives itself excitatory and
inhibitory input from motion sensitive LPTCs of both brain hemispheres.
The left H1 and left H2 excite the right vCH cell, whereas the left Hu cell
inhibits it. The right HSE cell and the right HSS cell are electrically coupled
to the right vCH cell. FD1, HSE, and HSS are output neurons of the optic
lobe, whereas H1, H2, Hu, and vCH connect exclusively to other LPTCs.
challenged the model circuit with novel behavioral situations in
order to test for hypotheses about the function of the FD1 cell as
an object detector.
MATERIALS AND METHODS
MODEL
The model of the fly’s visual motion pathway comprises the optics
of the eyes, the peripheral processing stages of the visual sys-
tem, local motion det ction, the sp tial pooling of arr ys f local
motion detectors by LPTCs, and the interaction between those
LPTCs that are elements of the input circuitry of the FD1 cell
(Figure 1). These different processing stages are organized into
individual modules. As a first approximation, th flow of info -
mation is exclusively feed-forward. The individual time steps
correspond to 1ms. Model parameter values were obtained either
from previous studies or were optimized as free model parameters
in an automatic optimization process (see below).
Eye model and peripheral processing
Retinal images reconstructed from a free-flight trajectory and a
3D-model of the corresponding environment is spatially con-
volved with a Gaussian low-pass filter (σ = 2◦). The filtered
signals provide the input to the model photoreceptors, which are
equally spaced at 2◦ in elevation and azimuth. The field of view of
the left eye covers an elevation range from 60◦ above to 60◦ below
the horizon, and extends horizontally from−20◦ in the contralat-
eral field of view to +120◦ in the ipsilateral visual field (green
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(b)
Figure 32: (a) The response of an FDN to targets of varying width: the horizontal axis denote
the target width (degree) while the vertical axis deno es the n ural esponse (spik s/cyc e),
adapted from [48]. (b) Wiring sketch of the FD1 cell in ut circui , adapted f m [93]: the
FD1 cell is a most thoroughly analysed FDN.
Moreover, one class of LPTCs, namely figure detection neurons (FDN), has
also been demonstr ted preference to small targets [47, 48, 82, 117, 118]. Al-
tho gh oth the FDN and the STMD exhibit size selectivity to moving targets,
they diff r i th pr f rre siz . More specifically, the STMD shows strongest
response to targets with the size within 1 ∼ 3 degrees [143, 142]. Ho ever,
the FDN responds optimally to targets whose size is in the range of 6 ∼ 12
degrees [48, 95]. The Fig. 32a presents responses f the FDN t targets with
varying widths. In the Fig. 32a, we can see that the optimal width for the FDN
is 6 degrees which is larger tha hat of the STMD (1 − 3 degrees). Anot e
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difference between these two types of small target motion sensitive neurons is
the underlying mechanisms for size selectivity. To be more precise, the STMD
does not receive inhibition from wide-field neurons [143] and its size selectiv-
ity results from a second-order lateral inhibition mechanism [25]. However, the
size selectivity of FDN is assumed to be the result of inhibition from wide-field
neurons[223, 95]. The Fig. 32b demonstrates a wiring sketch of an FDN input
circuit; the FDN is inhibited by the vCH cell [223] which receives excitatory
and inhibitory inputs from other motion sensitive LPTCs including HSE, HSS,
H1, H2 and Hu cells [123, 203, 46].
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Fig. 3. Model of the SF system based on the FD cell. Excitatory and
inhibitory synapses are indicated by black andwhite triangles, respec-
tively. Shunting inhibition is indicated by gray triangles.  indicates
a sum. Responses from neighboring photoreceptors (PR) are input
to EMDs. EMD outputs are split into positive and negative compo-
nents. These components are aggregated into directionally selective
monocular pool cells (P+, P−) and then into CW and CCW binocu-
lar pool cell responses (PCWright andP
CCW
right ). These directionally selective
binocular pool cells interact via shunting inhibition with the indi-
vidual motion detector output channels prior to their combination
by unit xi . For simplicity, only the right-side computation is dia-
grammed. The motor output is computed as the difference between
the spatially summed xi from the two sides.Modified fromReichardt
et al. (1989)
by one of these types of motion detectors and inhibited
by the other. The inhibition is brought about by synaptic
transmission from pool cells that aggregate the response
of the motion detectors over the entire visual field.
A block diagram of the model is presented in Fig. 3.
Two adjacent photoreceptors provide visual input to indi-
vidual EMDs. The motion detector output OHR is split
into front-to-back responses v+i >0 and back-to-front re-
sponses v−i >0 such that OHR = v+i − v−i . Only one of v+i
and v−i is nonzero at any given time. Two sets of mon-
ocular pool cells spatially sum the EMD responses and
are thus direction selective. The P+ pool cells have posi-
tive responses to front-to-back motion and are inhibited
by back-to-front motion. Similarly, the P− pool cells re-
spond positively to back-to-front motion. The inhibitory
input to each pool cell is weighted by a factor 0<T < 1,
and thus the monocular pool cell response is given by the
following expressions:
P+(t) =
N
∑
i=1
[v+i (t)−T ·v−i (t)] , (7)
P−(t) =
N
∑
i=1
[v−i (t)−T ·v+i (t)] , (8)
where N is the number of EMDs associated with a par-
ticular eye. Monocular pool cells from both sides of the
brain interact to form clockwise (CW) and counterclock-
wise (CCW) binocular pool cells with a relative contribu-
tion of ipsilateral and contralateral input of 0<k<1:
Figure 33: Schematic of an SFS based on the FDN: excita ory and nhibitory synapses are
indicated by black and white triangle , respectively. Shunting inhibiti n is in icated by grey
triangles. Resp nses from neighb uri g ph tor ceptors (PR) are input to EMDs. The EMD
outputs are split into positive and negative compo ents. These components are aggregated
into directionally selective monocular pool cells (P+,P−) and then into CW and CCW binoc-
ular pool cell responses (PCWright,P
CCW
right ). These directionally selective binocular pool cells
interact via shunting inhibition with the individual motion detector output channels prior to
their combination by unit xi . For simplicity, only th right-side compu ation is diagrammed.
This figure is ada ted from [97].
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than the optimum object size [21,25]. Although the mechanisms
underlying object sensitivity of the FD-cell have not yet been
unravelled in detail, simple models have been proposed that can
explain a preference for objects comparable to that of FD-cells.
These models comprise an output neuron, the FD-cell that
receives retinotopic input, as well as input from an inhibitory
neuron. The synaptic transmission between retinotopic input
elements and the FD-cell was assumed to be nonlinear [25,29,30].
After these models were put forward, the mechanisms
underlying object sensitivity have been further constrained by
new anatomical and electrophysiological data: (1) There is now
good evidence for spatially distributed interactions in the input
circuit or on the dendrite of the FD-cells [31,32], (2) the responses
of FD-cells were found to depend on object and background
velocity in a very peculiar way, in addition to the already known
preference for objects [26].
The above mentioned models were recently modified to allow a
simulated fly to track a small moving target in a virtual
environment [33]. Note that this modified model was tuned to
target tracking rather than to account for the electrophysiologically
determined responses of FD-cells. Moreover, it did not take into
account the evidence for the spatially distributed interactions in
the input circuit of the FD-cells.
Using model simulations we analyse three different wiring
schemes with respect to their ability to comply with the two above
mentioned experimentally established constraints. For all wiring
schemes we assume the same receptive field for the inhibitory
neuron and the FD-cell. To adjust the models to the constraints
imposed by the electrophysiological data, we optimised the model
parameters by means of an optimisation method.
The aim of the study is to unravel fundamental computational
principles underlying object sensitivity of FD-cells and putting
forward electrophysiologically checkable predictions, but not to
mimic the detailed neuronal circuitry. Therefore, we chose a
new paradigm which relies on only few free model parameters
and allows us to model dendritic signal spread within a dendro-
dendritic wiring scheme at a relatively abstract level by spatial
lowpass convolution (compare with [34]). This enables us to
avoid the many assumptions that are required for detailed
compartmental modelling of nerve cells (e.g. [35]).
Methods
Constraints
The analysed models are constrained by the available
experimental data on the wiring of the input circuitry of the
FD-neuron and the responses of the FD-cell to different
conditions of object and background motion. In the following
we will focus on the FD1-cell, the member of the FD-cell
ensemble which has been characterised most thoroughly. For
the sake of simplicity we will use the term FD-cell in the
modelling part of this study without explicit reference to a
specific FD-cell.
Constraints imposed by the structure of the circuitry
The FD-cells are assumed to receive excitatory retinotopic
input via their large dendritic trees from cells with small
receptive fields encoding local motion information [21]. As
assumed by Reichardt et al. [29] and Egelhaaf [25] and
experimentally verified by Warzecha et al. [28], the FD1-cell is
inhibited by a motion-sensitive cell with a large receptive field,
the so-called ventral centrifugal horizontal cell (vCH-cell) (fig. 1).
The interaction between the FD1-cell and the vCH-cell is likely
to be spatially distributed (compare figs. 1A with 1B and 1C),
because the vCH-cell’s output area is large and has a profuse
arborisation which largely overlaps the dendritic tree of the FD1-
cell [32]. Until now it is not known whether the vCH-cell
contacts the FD1-cell directly (fig. 1B) or whether the inhibition
is presynaptic and thus indirect via the input elements of the
FD1-cell (fig. 1C). The vCH-cell receives its ipsilateral excitatory
input from dendro-dendritic electrical synapses from HS-cells
(Horizontal System) [31]. The HS-cells are also motion-sensitive
cells with a large receptive field and the same preferred direction
as the FD1-cell but without a preference for small objects
[36,37]. Similar to the FD-cells, the HS-cells receive retinotopic
input from local motion detectors. Hence, the ipsilateral
inhibitory input of the FD1-cell is expected to be mediated via
HS-cells and the vCH-cell.
Characteristic response properties of FD-cells
The response of the FD1-cell to an object moving in front of a
stationary background increases initially with an increasing object
size. Beyond the optimum size of the object the response decreases
again [25]. We will refer to this distinguishing property of FD-cells
as ‘‘size dependence’’.
Since both the FD1-cell and the inhibitory vCH-cell are
motion- sensitive neurons, the velocities of object and background
have a strong impact on the FD1-cell response [26]. For example,
when the difference between the velocities of the background and
the object decreases, the FD-cell response decreases. Moreover, a
fast background and a slow object elicit stronger FD1-cell
responses than an object with a moderate velocity in front of a
stationary background. In the following, we will refer to the FD-
cell’s dependence on the object and background velocities as
‘‘velocity dependence’’.
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Figure 1. Schematics of potential circuits of the input
organisation of an FD-cell. The small-field selective FD-cell receives
excitatory retinotopic input from motion sensitive elements. Inhibitory
input of the FD-cell is mediated by the vCH-cell via HS-cells. For
simplicity, only one of the two HS-cells that provide input to the vCH-
neuron is shown in this sketch. The coupling between the HS-cells and
the vCH-cell is shown to be dendro-dendritic and occurs via gap
junctions. A The vCH inhibits the FD-cell after spatial pooling (‘direct
pooled inhibition’ DPI). B The vCH inhibits the FD-cell dendro-
dendritically in a distributed way (‘direct distributed inhibition’, DDI).
C The vCH inhibits the retinotopic input elements of the FD-cell in a
distributed way (‘indirect distributed inhibition’, IDI).
doi:10.1371/journal.pone.0003092.g001
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Figure 34: Schematics of potential circuits of the input organisation of an FDN: the small-field
selective FDN receives excitatory r tinotop c input from motion sensitive elements. Inhibitory
input of the FDN is mediated by the CH ell via HS cells. For simplicity, only one of the two
HS cells that provide input to the CH neuron is shown in this sketch. (A) The CH inhibits
the FDN after spatial pooling (‘direct pooled inhibition’). (B) The CH inhibits the FDN in a
direct distributed way. (C) The CH inhibits the retinotopic input elements of the FDN in an
indirect distributed way. This figure is adapted from [95].
4.3.2. Computational models and applications
For computationally modelling the FDN, a few models called small field
system (SFS) have been proposed to account for the specific size selectivity of
FDN [48, 165, 164]. These SFS are quite similar; an instance is shown schemat-
ically in the Fig. 33. This SFS is composed of an output neuron, the FDN (xi)
which receives retinotopic inputs (V+i ,V
−
i ), as well as inputs from inhibitory
neurons (PCWright,P
CCW
right ). The retinotopic inputs (V
+
i ,V
−
i ) denote motion infor-
mation which is detected by the EMDs. In [93], these SFS were modified to
allow a simulated fly to track a small moving target in a virtual environment.
Although the size selectivity of FDN results from the inhibitions from wide-
filed neurons, the wiring scheme between the wide-field neurons and the FDNs
is still unclear. In [95], Hennig et al. analysed three kinds of wiring schemes
be ween the wide-field neurons and the FDN, based on new anatomical and
electro-physiological findings [88, 50], as illustrated in the Fig. 34. The authors
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indicated that the latter two wiring schemes, i.e. direct distributed inhibition
and indirect distributed inhibition in the Fig. 34, can account well for the size
selectivity of FDN and the dependence of FDN on the relative velocity between
the small target and the background. In [93], Hennig et al. further improved
the existing SFS by modelling the pre-synaptic neurons to the FDN, including
H1, Hu, HSE and HSS [94], as illustrated in the Fig. 32b). They integrated the
responses of pre-synaptic neurons in the proposed FDN circuit; this effectively
matches the corresponding biological structure. Besides, comparing to the exist-
ing studies on modelling FDN that all use simple synthetic stimuli, the authors
applied naturalistic stimuli to test the proposed FDN circuit and demonstrated
its characteristics.
5. Discussion
Through above survey, we have introduced motion perception visual models
that possess different direction and size selectivity originating from insect vi-
sual systems, as well as their background biological research and corresponding
applications in artificial mobile machines like robots, MAVs, UAVs and ground
vehicles for motion perception. These models can sense different motion pat-
terns including looming, directional translation and small target motion. This
section will further discuss about the similarities in modelling of different insect
motion detectors, and summarise the computational generation of both the di-
rection and the size selectivity to proposed different motion patterns, and also
point out existing and possible hardware implementations.
5.1. Similarities in different motion perception models
Though these motion detectors demonstrate different direction or size se-
lectivity, there are similarities that can be summarised through these compu-
tational studies. Taken the fly and the locust inspired visual neural networks
or models as examples, a great majority of these models have been focusing on
structural modelling of internal circuits or pathways of insect visual systems.
These models can share some similar visual processing methods:
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1. In most insect species, vision is mediated by compound eyes in the first
layer of Retina [98, 34], which consists of photoreceptors capturing grey-
scale or single-channel (normally the green channel) images sequence. This
neuropile layer retrieves motion information by spatial filtering of input
signals at the ommatidia level [98], as shown in the LGMD models in the
Fig. 5, 6, 10, 11, 14, 16, and the fly LPTC models in the Fig. 26, 27, and
the STMD models in the Fig. 30.
2. With respect to the biological findings of ON and OFF pathways in many
animals including the various kinds of flies, the second layer of Lamina
consists of rectifying transient cells separating visual signals into parallel
channels. Although this structure has not yet been found in locusts, recent
studies on the LGMD1 and the LGMD2 may evidence similar ON (onset)
and OFF (offset) mechanisms in the locust visual systems [68, 67, 69, 72,
176].
3. Within the computational layers of Medulla and Lobula, both the direction
and the size selectivity is generated and sharpened up to specific motion
patterns. Both the lateral inhibition mechanism and the HR-like non-
linear computation can contribute to shape the specific DS.
4. The modelled LGMDs and LPTCs and DSNs are wide-field motion sen-
sitive visual neurons which pool the intact pre-synaptic local directional
motion information and then generate spikes toward further sensorimotor
neural systems. However, the small-field STMD models generate the DS
to small target movements in every local pixel-scale field.
5. We highlight the functionality of ON and OFF visual pathways that can
explain biological visual processing in insect motion sensitive circuits.
Such a structure can be modelled in different motion perception neuron
models including LGMDs, DSNs, LPTCs and STMDs and etc. In addi-
tion, the modelling of motion sensitive visual systems in other animals like
the LGNs in crabs [150] may learn from the existing models.
54
5.2. Realisation of direction and size selectivity to different motion patterns
This subsection summarises generation of both the direction and the size
selectivity diversity in these computational motion perception neural networks
or models. Through above reviews of looming and translation sensitive neu-
ral systems, we summarise that 1) the different direction selectivity of various
models is shaped pre-synaptic to the wide-field motion detectors of the DSNs,
the LPTCs and the LGMDs, that is, in the Medulla or the Lobula neuropile
layers, as illustrated in the Fig. 2 and 20; 2) the spatiotemporal computation
including the lateral [170, 238] and the self [176, 67] inhibition mechanisms and
the non-linear interactions between neighbouring cells [27] can well mediate the
specific DS to either looming or translation motion pattern.
Specifically for locusts, as reviewed in the Section 2 and the Section 3.1,
there are two types of motion sensitive visual neurons, i.e., the LGMDs and the
DSNs. Though they are applied as collision-detecting sensors, the different DS
exists between the LGMDs and the DSNs, as the schematics shown in the Fig. 6,
14 and 18. Firstly for realising the specific DS of the locust LGMDs to looming
stimuli only, these neuron models or neural networks have been demonstrated
the lateral only or the lateral-and-self inhibition mechanisms of spatiotempo-
ral convolution processes. More precisely, the inhibitions in the computational
Medulla layer are formed by convolving surrounding and symmetrically spread-
ing out excitations with temporal delay [235, 170, 239, 240, 176]. That is,
I(x, y, t) =
∫∫∫
E(u, v, s) W (x− u, y − v, t− s) dudvds, (1)
where W is a local convolution kernel. I and E denote the inhibition and
excitation cells both in a three-dimensional form. After that, the excitatory
and inhibitory signals compete with each other at every local cell. That is,
S(x, y, t) = E(x, y, t)− w · I(x, y, t), (2)
where S denotes the summation cells and w is a local bias. As a result, the
excitations are cut down by the inhibitions. This mechanism plays a crucial role
of shaping the selectivity in the LGMDs models which respond most strongly
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to looming (expanding of object edges) versus translating and receding objects.
In addition, with regard to the modelling of ON and OFF mechanisms in the
LGMDs models, the excitations can be also formed by convolving surrounding
delayed inhibitions [72, 68, 67], the calculation of which is similar to the Eq. 1.
Secondly for the locust DSNs, each directionally specific neuron responds to
motion oriented along a particular PD. With similar ideas to the modelling of
LGMD, the DS can be realised by a directional convolution process on asym-
metrically spreading out inhibitions with temporal delay [236, 238, 239]. That
is,
I(x, y, t) =
∫∫
E(u, y, s) W (x− u, y, t− s) duds, (3)
in horizontal directions and,
I(x, y, t) =
∫∫
E(x, v, s) W (x, y − v, t− s) dvds, (4)
in vertical directions. After that, there are also competitions between every
local excitation and inhibition cell. The calculation conforms to the Eq. 2.
With regard to the fly EMD and LPTC models for translation perception
as reviewed in the Section 3.2 and the Section 3.3, the specific DS to four
cardinal directions in the field of view (front-to-back, back-to-front, upward
and downward) is implemented by non-linearly spatiotemporal computations
according to the classic HRC [27]. That is,
R(t) = X1(t− ) ·X2(t)−X1(t) ·X2(t− ), (5)
where R is the output of each pairwise motion detectors in space. X1 and X2 are
two adjacent motion sensitive cells, and  is the temporal delay. Such a theory
or its derived versions have been very widely used in a variety of the fly EMDs
models, e.g. [106, 244, 153], and the fly OF based strategies, e.g. [193, 59, 183],
and the fly ON-OFF polarity motion detectors, e.g. [52, 36, 109, 74], and the
fly LPTCs models, e.g. [71, 70, 220], and the insect directional STMD models,
e.g. [219, 229, 222, 221], as well as the bee angular velocity detecting models,
e.g. [41, 218].
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Regarding to computational generation of the size selectivity, as reviewed in
the Section 4, the STMD and the FDN are small-field motion sensitive neurons
which have the specific size selectivity to small target motion that is different
from these wide-field motion detectors. There have been two basic categories of
STMD based visual neural networks, i.e., the ESTMD and the DSTMD. The
latter one possesses the direction selectivity to small target motion that can be
achieved by similar methods to the EMDs. Wiederman et al. have proposed
that the lateral inhibition mechanism plays a crucial role to adjust the size
selectivity via spatiotemporal neural computation [229, 230]. Derived from this
theory, Wang et al. mathematically analysed the way of generating the size
selectivity in motion sensitive visual pathways of insects: in this research, they
applied a second-order lateral inhibition mechanism in the computational layer
of Lobula which can be represented by an algorithm of ‘Difference of Gaussians’
[222].
5.3. Multiple neural systems integration
These proposed insect visual pathways or neurons are functionally specialised
in recognising different motion patterns containing looming, directional trans-
lation and small target movements. In animals’ visual brains, evidence has
been given that the complex visuomotor response is guided by collaboration of
various visual neurons or circuits, rather than a single unit alone. However,
the underlying mechanisms still remain elusive. While the biological substrates
are unknown, the computational modelling is of particular usefulness to help
explain the mysterious biological visual processing. Most of the current state-
of-art computational models implement a single kind of neural systems. From
a modeller’s perspective, integrating multiple neural pathways or neurons can
undoubtedly benefit the motion perception within more complicated dynamic
visual environments involving diverse motion patterns. In addition, this can
also make the intelligent machines smarter for dealing with mixed visual cues
and adopting more appropriate visually-guided behaviours like insects.
Taken some example computational studies, we discuss about the advan-
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tages of multiple systems integration for motion perception. First, the locust
DSNs based visual neural networks proposed in [236, 238, 239] themselves are
paradigms of integrating multiple neural pathways, as illustrated in the Fig. 18),
since each directionally pathway is sensitive to a particular PD motion and the
post-synaptic organisation of multiple DSNs can match well the requirements
of collision recognition in dynamic scenes. Second, combining the translation
sensitive neural pathways with the LGMD neuron model can effectively enhance
the collision selectivity, especially in complex driving scenarios [234, 246], since
the translation and the looming perception pathways are perfectly complemen-
tary in functions. Third, as mentioned in the Section 2, the LGMD1 and the
LGMD2 have different looming selectivity. We have suggested that combining
the functionality of both neurons can enhance the collision-detecting perfor-
mance in either dark or bright environments. With regard to this idea, a case
study has initially demonstrated the usefulness of incorporating in the LGMD1
an LGMD2 neural pathway for collision detection in mobile ground robot sce-
narios under different illumination conditions [67]. In addition, Fu and Yue re-
cently investigated the possible method of integrating multiple visual pathways
in the Drosophila’s brain for fast motion tracking and implementing a closed-
loop behavioural response to fixation [70]. This approach has been also built
on the embedded system in a miniaturised mobile robot [65]. Furthermore, a
visual neural network that sense rotational or spiral motion patterns integrated
mechanisms of the locust DSNs and the fly EMDs in a computational struc-
ture [99, 100]: this model can well recognise both clockwise and anticlockwise
rotations of an object in a simple background.
To sum up briefly, an artificial vision system that possesses robust functions
to detect multiple motion patterns and extract more abundant features from
a visually dynamic and cluttered environment is very necessary for further in-
telligent machines like self-driving cars to better serve the human society. The
computational modelling and applications of insect visual systems can provide
us with effective and efficient solutions.
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5.4. Hardware realisation of insect motion perception models
Continued with the surveys on computational models and applications of
insect visual systems, this subsection discusses about the relevant hardware
realisation of these models and the future trends. We propose that to achieve
higher processing speed, larger scale or real-time solutions, the implementation
of neuromorphic visual models on hardware could be extremely advantageous.
From an engineering perspective, the neuromorphic visual sensors are re-
alised towards two different trends. One is single-chip solution featured by the
compact size and specialised functions. Another trend is featured by high per-
formance circuits such as the FPGA.
The single-chip solutions, e.g.[1, 107, 90, 190, 216, 55], are usually im-
plemented by CMOS VLSI process with mixed-signal [135]. The photore-
ceptors in compound eyes can also be integrated inside it like the former-
mentioned silicon retina [216] and CurvACE sensor [55]. Taking advantage
from the compact design and low power-consumption, these silicon implemen-
tations could be widely deployed as individual sensors for distributed systems,
e.g. [55, 179, 120, 137, 208], or as components on size-sensitive platforms such
as micro robots, e.g. [216, 128] and MAVs, e.g. [53, 185, 182, 116] and UAVs,
e.g. [188, 187]. This kind of integrated chip can also be utilised as an optical
sensor for further applications. For instance, the dynamic vision sensor (DVS)
[160, 134] technology is featured by its low-latency and low-data volume.
On the other hand, the high-performance solutions aim to capture images
from commercial cameras with high resolution and high frame rate, and to
be established the signal processing within the FPGA [247, 132, 119] or even
the application specific integrated circuits (ASICs). Due to the feature that
data array can be dealt in parallel, the total frame rate can reach even up to
350 fps at the resolution of 256 × 256 [247], or 5 kHz with 12 photo-diodes
[7]. These high-performance approaches could significantly enhance the visual
model’s spatial sensitivity and temporal response for further researches with
critical requirements.
As presented above, these bio-inspired motion perception models could be
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ideal choices for design of neuromorphic vision sensors as a future trend of
hardware realisation of visual processing. Furthermore, these low-energy and
miniaturised visual sensing modalities would be able to incorporated in some
control systems for much broader applications in robotics, such as the under-
actuated systems [127], and corresponding bio-inspired robot applications like
the vibro-driven robot [126].
6. Conclusion
In this article, we have provided an overview of computational motion per-
ception models originating from insect visual systems research, as well as cor-
responding applications to artificial mobile machines for visual motion detec-
tion and insect-like behaviours control like obstacle avoidance, landing, tunnel
crossing, terrain following, fixation and etc. We have reviewed these motion
perception models according to their specific direction and size selectivity to
different motion patterns including looming, translation and small target mo-
tion. To a large extent, the physiology underlying motion perception in insect
visual systems is still unknown. However, the diversity in direction and size
selectivity in different types of visual neurons can be realised by spatiotempo-
ral computation within the neural circuits or pathways. We have summarised
different methodologies including lateral inhibition mechanisms and non-linear
computation to implement different selectivity. In addition, both biological and
modelling studies, over decades, have demonstrated the similarities in different
insect motion detectors. The effectiveness and efficiency of these bio-inspired
models have been validated by a variety of applications to bio-robotics and other
vision-based platforms for motion perception in a both low-power and fast mode.
Through the existing modelling studies, we have pointed out the great potential
of these dynamic vision systems in building neuromorphic sensors for volume
production and utility in future intelligent machines.
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