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1. Introduction and statement of the main results
We will consider the nonnegative solutions to the Cauchy problem
ut − div
(∣∣Dum∣∣p−2Dum)= uq, in ST = RN × (0, T ), (1.1)
u(x,0) = μ, on RN , (1.2)
where m > 0, p > 1, q > 1, T > 0, N  1 and μ is a nonnegative Radon measure.
Eq. (1.1) is a popular model in that area, with a number of applications in physics and other sciences (see [9,17]).
Concerning the homogeneous doubly nonlinear case, Eq. (1.1) has been studied by several authors (see [7,8,13,18,19]). In [7],
for doubly degenerate case, the existence of solutions with measures as initial data was proved, where the optimal condition
on the initial data is
sup
ρ>r
ρ
− pm(p−1)−1 −
∫
Bρ
dμ < ∞,
for some r > 0. These results has been proved for porous medium equation in [3] and for evolution p-Laplacian equation
in [6] respectively. Moreover, the author in [7] also considered the singular case and obtained the existence of solutions.
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[2] and [5], for the supercritical case q > 1 + 2/N , the authors obtained that the initial trace μ inherited from solution u
some additional local regularity, that is,
ρ
2
q−1 −
∫
Bρ(x)
u(y, t)dy  γ .
In the case p = 2 and m  1, for the supercritical case q > m + 2/N , Andreucci and Di Benedetto in [2] obtained the
following regularity estimate
ρ
2
q−m −
∫
Bρ(x)
u(y, t)dy  γ .
This estimate of u implies that the initial trace μ also satisﬁes this local regularity estimate. Moreover, Andreucci proved
in [1] that for every Radon measure μ satisfying this local regularity conditions there is a solution. Thus the existence of
solutions was optimal in the class considered there.
Concerning the case m = 1, recently, the Cauchy problem was studied in [14,15,20]. Shang and Li considered the degen-
erate case p > 2 and the singular case 1 < p < 2 in [15] and [14] respectively, obtained the existence of solutions under
optimal assumptions on the initial data.
For the case m  1 and m(p − 1) > 1, the existence of solutions of (1.1) was studied in [11]. For the subcritical case
q <m(p−1)+ p/N , the existence of solutions can be obtained for any Radon measure. But, for the case qm(p−1)+ p/N ,
to obtain the existence result, some higher integrability for the initial data needs to be imposed, that is,
sup
x∈RN
∫
|x−y|<1
μh(y)dy < ∞, h > N
p
(
q −m(p − 1)). (1.3)
In this paper, our interest is mainly focused on the existence of solutions of (1.1)–(1.2) under optimal assumptions on the
initial data for all m > 0 and p > 1. We obtain the existence of solutions to problem (1.1)–(1.2) and prove that the solution u
satisﬁes some local regularity estimate for q >m(p−1)+ p/N , which implies the stipulated assumptions to obtain existence
of solutions is actually optimal. Here we adapt the techniques in [1,14,15] to our situation, because the problem studied
here is doubly degenerate or doubly singular, so the methods therein cannot be used to our problem directly. We stress
that the main tools to prove the existence of solutions are a priori L∞-estimates and gradient estimates. Here to derive the
L∞-estimates and gradient estimates for solutions of Eq. (1.1), we must treat carefully the parameters N,m, p,q.
Deﬁnition 1.1. A nonnegative measurable function u(x, t) deﬁned in ST is called a weak solution of (1.1)–(1.2), if for every
bounded open set Ω , with smooth boundary ∂Ω ,
u ∈ Cloc
(
0, T ; L1(Ω))∩ L∞loc(ST ), um ∈ Lploc(0, T ;W 1,p(Ω)),
and
∫
Ω
u(x, t)ϕ(x, t)dx+
t∫
s
∫
Ω
[−uϕτ + ∣∣Dum∣∣p−2DumDϕ]dxdτ =
∫
Ω
u(x, s)ϕ(x, s)dx +
t∫
s
∫
Ω
uqϕ dxdτ , (1.4)
for all 0 < s < t < T and ϕ ∈ W 1,∞loc (0, T ; L∞(Ω)) ∩ Lploc(0, T ;W 1,p0 (Ω)). Moreover
lim
t→0
∫
RN
u(x, t)η(x)dx =
∫
RN
ηdμ, ∀η ∈ C10
(
RN
)
. (1.5)
Weak subsolutions (resp. supersolutions) are deﬁned in the same way except that the = in (1.4) is replaced by 
(resp. ) and ϕ is taken to be nonnegative.
We introduce some notations as in [1].
Let μ be any nonnegative Radon measure in RN , and u ∈ L∞loc(ST ), u  0. Suppose that 0 θ  N is given. Set
[μ] = sup
x∈RN
sup
0<ρ<1
ρθ −
∫
Bρ(x)
dμ,
[u]t = sup
0<τ<t
sup
x∈RN
sup
0<ρ<1
ρθ −
∫
B (x)
u(y, τ )dy, 0 < t < T , (1.6)ρ
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∫
E
dμ = 1|E|
∫
E
dμ, |E| is the Lebesgue measure of E,
Bρ(z) =
{
x: |x− z| < ρ}.
We also denote that ‖ f ‖p,E = (
∫
E f
p dx)
1
p and use γ (a1,a2, . . . ,an) to denote positive constants that can be determined
a priori only depending on speciﬁed quantities a1,a2, . . . ,an .
First we state our main existence results as follows.
Theorem 1.1 (The case m(p−1) 1). Let [μ] be ﬁnite. Let θ(q−1) < p+ θ(m(p−1)−1) hold, then the following statements hold:
i) Let m(p − 1) > 1, then there exists a solution to (1.1)–(1.2) deﬁned in RN × (0, T0), where T0 = T0([μ],N,m, p,q, θ), such that
for all 0 < t < T0 , we have
[u]t  γ [μ], (1.7)∥∥u(·, t)∥∥∞,RN  γ t− θp+θ(m(p−1)−1) [μ], (1.8)
where γ = γ (N,m, p,q, θ).
ii) Let m(p − 1) = 1, then there exists a solution to (1.1)-(1.2) deﬁned in RN × (0, T01), where T01 = T01([μ],N,m, p,q, θ), such
that for all 0 < t < T01 , we have
[u]t  γ
([μ] + 1), (1.9)∥∥u(·, t)∥∥∞,RN  γ t− θp+θ(m(p−1)−1) ([μ] + 1), (1.10)
where γ = γ (N,m, p,q, θ).
Theorem 1.2 (The case 0 <m(p − 1) < 1). Let [μ] be ﬁnite. Let p > N(m+1)Nm+1 and θ(q − 1) < p + θ(m(p − 1) − 1) hold, then there
exists a solution to (1.1)–(1.2) deﬁned in RN × (0, T ′0), where T ′0 = T ′0([μ],N,m, p,q, θ), such that for all 0 < t < T ′0 , we have
[u]t  γ
([μ] pκ + 1), (1.11)∥∥u(·, t)∥∥∞,RN  γ t− θp+θ(m(p−1)−1) ([μ] pκ + 1), (1.12)
where γ = γ (N,m, p,q, θ), κ = N(m(p − 1) − 1) + p.
Remark 1.1. The dependence of T0, T01 and T ′0 on the quantities speciﬁed in the statement of Theorem 1.1 and Theorem 1.2
can be made explicit. We refer to the proof of Lemma 2.3 and Lemma 3.3 respectively.
Remark 1.2. In [11], the author asserted that the existence of solutions held for all m(p− 1) > 1. This assertion is invalid. In
fact, one of the major tools to prove this result was the L∞loc-estimate (Proposition 2.1 in [11]). Easy calculations show that
(2.3) in [11] only holds for m 1 and m(p−1) > 1. In this paper, as a supplement, we obtain this L∞loc-estimate for the case
0 <m < 1 and m(p − 1) > 1 (see Remark 2.1 below) such that Theorem 1.1 in [11] holds for all m(p − 1) > 1.
Remark 1.3. In [11], for the case of m  1 and m(p − 1) > 1, the author proved existence of solutions with initial data
measures for 1 < q < m(p − 1) + p/N . Here we extend this result to the range 1 < q < m(p − 1) + p/θ (this bound is
optimal, see Remark 1.4 below). Moreover, we also obtain the existence results in the case of 0 <m < 1, m(p − 1) > 1 and
the case 0<m(p − 1) 1.
In the supercritical case q >m(p − 1) + p/N , to obtain the existence of solutions of problem (1.1)–(1.2), the initial data
μ need to inherit from u some local regularity.
Theorem 1.3. Let u be a nonnegative weak solution to (1.1) in RN × (0, T ). Suppose that m > 0, p > 1 and q > (m+)(p−1)+ p/N.
Then there exist constants ρ0 = ρ0(N,m, p,q, T , ) ∈ (0,1) and γ = γ (N,m, p,q, ) such that
ρ
p
q−(m+)(p−1) −
∫
Bρ(x)
u(y, t)dy  γ , (1.13)
for all x ∈ RN , 0 < t < T , 0<  < max{m(p − 1),1} and 0 < ρ < ρ0 .2
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p = 2), Andreucci and Di Benedetto in [2] obtained that
ρ
2
q−m −
∫
Bρ(x)
u(y, t)dy  γ . (1.14)
It is well known that estimate (1.14) implies the optimality of the regularity requirements on the initial data measures (see
Remark 1.2 in [1]). Here we haven’t given this more accuracy form for Eq. (1.1) considered here by virtue of the nonlinear
divergence term. However, this result also implies that the stipulated assumptions for θ made explicit in Theorem 1.1 and
Theorem 1.2 are actually optimal for the existence of solutions in the class considered here since the  in (1.13) can be
chosen arbitrarily small.
Theorem 1.2 implies the following initial trace result.
Corollary 1.1. Let u be a nonnegative weak solution to (1.1) in RN × (0, T ). Suppose that m > 0, p > 1 and q > (m+)(p−1)+ p/N.
Then there exists a unique nonnegative Radon measure μ as initial trace. Moreover, μ satisﬁes
ρ
p
q−(m+)(p−1) −
∫
Bρ(x)
dμ(y) γ , (1.15)
for all x ∈ RN , 0<  < min{m(p − 1),1}, where ρ , γ as above.
Remark 1.5. By Theorem 1.3, Corollary 1.1 can be proved following the methods to prove Theorem 4.3 in [2] (see also
Appendix A in [14]), here we omit the details.
This paper is organized as follows: Theorem 1.1 and Theorem 1.2 are proved in Section 2 and Section 3 respectively. In
Section 4, Theorem 1.3 will be proved.
2. Proof of Theorem 1.1
In this section, we let m(p − 1) 1. For any u ∈ L∞loc(ST ∗ ), u  0, we deﬁne
〈u〉t = sup
0<τ<t
sup
x∈RN
sup
R(τ )<ρ<1
ρθ −
∫
Bρ
u(y, τ )dy, R(t) = Γ t 1p+θ(m(p−1)−1) , (2.1)
for all 0 < t < T ∗ , where Γ is a positive constant which can be chosen a priori dependent of N,m, p,q, [μ], θ and which
will be speciﬁed later. We also assume that
T ∗ is chosen so that R
(
T ∗
)
 1.
Note that the last assumption is meaningful because Γ is independent of T ∗ .
We ﬁrst give the following L∞-estimates.
Lemma 2.1. Let u be a nonnegative continuous weak subsolution of (1.1) in ST ∗ . Assume also that a time 0 < T ′ < T ∗ is given such
that
Γ −pt
θ(m(p−1)−1)
p+θ(m(p−1)−1)
∥∥u(·, t)∥∥m(p−1)−1∞,RN + t∥∥u(·, t)∥∥q−1∞,RN  1, ∀0 < t < T ′. (2.2)
Then ∥∥u(·, t)∥∥∞,RN  γ t− θp+θ(m(p−1)−1) Γ pκ (N−θ)〈u〉 pκt , ∀0 < t < T ′, (2.3)
where γ = γ (N,m, p,q, θ), κ = N(m(p − 1) − 1) + p.
Proof. The proof is divided into four cases.
i) (m 1 and m(p − 1) > 1). By Proposition 2.1 in [11], for ﬁxed x0 ∈ RN , we have
∥∥u(·, t)∥∥∞,B ρ
2 (x0)
 γ
(
1+ M
t
) N+p
κ
( t∫
0
∫
B (x )
u dxdτ
) p
κ
, ∀0 < t < T ′, (2.4)
ρ 0
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M = sup
0<τ<t
(
τρ−p
∥∥u(·, τ )∥∥m(p−1)−1∞,Bρ(x0) + τ∥∥u(·, τ )∥∥q−1∞,Bρ(x0)).
Let ρ = R(t), then for all 0 < t < T ′ , (2.4) and (2.2) imply that
∥∥u(·, t)∥∥∞,B ρ
2 (x0)
 γ t− Nκ
( t
−
∫
0
∫
BR(t)(x0)
u dxdτ
) p
κ
 γ t− Nκ R(t)
p
κ (N−θ)〈u〉
p
κ
t = γ t−
θ
p+θ(m(p−1)−1) Γ
p
κ (N−θ)〈u〉
p
κ
t . (2.5)
ii) (m < 1 and m(p − 1) > 1). This assumption implies p > 2. Let v = um in (1.1), we have(
v
1
m
)
t − div
(|Dv|p−2Dv)= v qm . (2.6)
Let ρ > 0, σ ∈ (0, 12 ) and x0 ∈ RN be ﬁxed. For n = 0,1,2, . . . , set
ρn = ρ
2
+ σ
2n+1
ρ, tn = t
2
−
(
σ
2n+1
)p
t, kn = k − k
2n+1
,
Bn = Bρn (x0), Qn = Bn × (tn, t), 0 < tn < t  T ′,
where k > 0 is to be chosen. Let ζn(x, τ ) be a smooth cut-off function in Qn with 0 ζn(x, τ ) 1, such that
ζn ≡ 1 in Qn+1, 0 ∂ζn
∂τ
 γ 2
p(n+2)
σ pt
, |Dζn| γ 2
n+2
σρ
.
Take ϕ = (v − kn+1)
1
m −1+ ζ
p
n as a test function in (2.6), we get
k
1−m
m
∫
Bn
(v − kn+1)
1
m+ ζ
p
n
(
x, t′
)
dx+
t′∫
tn
∫
Bn
(v − kn+1)
1
m−2+
∣∣D(v − kn+1)+∣∣pζ pn dxdτ
 γ
t′∫
tn
∫
Bn
v
1−m
m (v − kn+1)
1
m+ ζnτ dxdτ + γ
t′∫
tn
∫
Bn
v
q
m (v − kn+1)
1
m−1+ ζ
p
n dxdτ
+ γ
t′∫
tn
∫
Bn
(v − kn+1)
1
m−1+ ζ
p−1
n |Du|p−1|Dζn|dxdτ ,
where tn < t′ < t . Using Young’s inequality in the above inequality, we obtain
k
1−m
m sup
tn<τ<t
∫
Bn
(v − kn+1)
1
m+ ζ
p
n (x, τ )dx+
∫ ∫
Qn
∣∣D((v − kn+1) 1+m(p−2)mp+ ζn)∣∣p dxdτ
 γ 2
pn
σ pt
‖u‖1−m∞,Q 0
∫ ∫
Qn
(v − kn+1)
1
m+ dxdτ + γ
2pn
σ pρ p
∫ ∫
Qn
(v − kn+1)
1
m+p−2+ dxdτ
+ γ
∫ ∫
Qn
v
q
m (v − kn+1)
1
m−1+ dxdτ . (2.7)
Notice that if v > 2kn , then
(v − kn)
1
m+ 
v
2
(v − kn+1)
1
m−1+ .
If kn+1  v  2kn , we have
(v − kn)
1
m+  (v − kn)
1
m−1+ (kn+1 − kn) 2−n−3v(v − kn+1)
1
m−1+ .
Hence∫ ∫
v
q
m (v − kn+1)
1
m−1+ dxdτ  2nγ
∫ ∫
uq−m(v − kn)
1
m+ dxdτ . (2.8)Qn Qn
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k
1−m
m sup
tn<τ<t
∫
Bn
(v − kn+1)
1
m+ ζ
p
n (x, τ )dx+
∫ ∫
Qn
∣∣D((v − kn+1) 1+m(p−2)mp+ ζn)∣∣p dxdτ
 γ 2
pn(1+ M)
σ pt
‖u‖1−m∞,Q 0
∫ ∫
Qn
(v − kn)
1
m+ dxdτ , (2.9)
where M is as in i).
By Gagliardo–Nirenberg inequality in [10], we have
∫ ∫
Qn
(v − kn+1)b+ζ dn dxdτ  γ
∫ ∫
Qn
∣∣D((v − kn+1) 1+m(p−2)mp+ ζn)∣∣p dxdτ
(
sup
tn<τ<t
∫
Bn
(v − kn+1)
1
m+ ζ
p
n (x, τ )dx
) p
N
, (2.10)
where b = p − 2+ 1m + pmN and d is large enough.
Set An = {(x, t) ∈ Qn−1: v(x, t) kn}, and observe that∫ ∫
Qn
(v − kn)
1
m+ dxdτ  γ 2−
n
m k
1
m |An+1|. (2.11)
Combining (2.10)–(2.11) with (2.9), we obtain∫ ∫
Qn+1
(v − kn+1)
1
m+ dxdτ 
∫ ∫
Qn
(v − kn+1)
1
m+ ζ
d
mb
n dxdτ

( ∫ ∫
Qn
(v − kn+1)b+ζ dn dxdτ
) 1
mb |An+1|mb−1mb
 γ
(
1+ M
σ pt
) N+p
mbN
k−
p(1−m)
mN +b− 1m
mb
(
2
b− 1m +p+ p
2
N
mb
)n‖u‖ (1−m)(N+p)mbN∞,Q 0
( ∫ ∫
Qn
(v − kn)
1
m+ dxdτ
)1+ pmbN
.
If k is chosen to satisfy
∫ ∫
Q 0
(
v − k
2
) 1
m
+
dxdτ  γ
(
1+ M
σ pt
)− N+pp
k
1−m
m + N(mb−1)mp )‖u‖−
(1−m)(N+p)
p
∞,Q 0 . (2.12)
Then by Lemma 5.6 in [10], we get∫ ∫
Qn
(v − kn)
1
m+ dxdτ → 0, as n → ∞,
i.e. ‖u‖∞,Q∞  k
1
m . We choose k such that (2.12) becomes an equality. Then it follows from this and Young’s inequality that
‖u‖∞,Q∞  γ
((
1+ M
σ pt
) N+p
p
‖u‖
(1−m)(N+p)
p
∞,Q 0
∫ ∫
Q 0
u dxdτ
) p
(1−m)p+N(mb−1))
 ‖u‖∞,Q 0 + γ ()
(
1+ M
σ pt
) N+p
κ
( ∫ ∫
Q 0
u dxdτ
) p
κ
,
where 0 <  < 1. Hence by an iteration process similar to [2, p. 393], we obtain
∥∥u(·, t)∥∥∞,B ρ
2
 γ
(
1+ M
σ pt
) N+p
κ
( ∫ ∫
Q 0
u dxdτ
) p
κ
. (2.13)
Thus (2.13), (2.5) and (2.2) imply (2.3).
iii) (m 1 and m(p − 1) = 1). Take ϕ = (u − kn+1)+ζ pn as a test function in (1.4), we get
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Bn
(u − kn+1)2+ζ pn
(
x, t′
)
dx+ 2mp−1
t′∫
tn
∫
Bn
u(m−1)(p−1)
∣∣D(u − kn+1)+∣∣pζ pn dxdτ
 p
t′∫
tn
∫
Bn
(u − kn+1)2+ζnτ dxdτ + 2
t′∫
tn
∫
Bn
uq(u − kn+1)+ζ pn dxdτ
+ 2pmp−1
t′∫
tn
∫
Bn
u(m−1)(p−1)(u − kn+1)+ζ p−1n |Du|p−1|Dζn|dxdτ , (2.14)
where tn < t′ < t . By Young’s inequality, we obtain
sup
tn<τ<t
∫
Bn
(u − kn+1)2+ζ pn (x, τ )dx+
∫ ∫
Qn
u(m−1)(p−1)
∣∣D(u − kn+1)+∣∣pζ pn dxdτ
 γ 2
pn
σ pt
∫ ∫
Qn
(u − kn+1)2+ζnτ dxdτ + γ
∫ ∫
Qn
uq(u − kn+1)+ dxdτ
+ γ 2
pn
σ pρ p
∫ ∫
Qn
u(m−1)(p−1)(u − kn+1)p+ dxdτ . (2.15)
Notice that if u > 2kn , then
(u − kn)2+ 
u
2
(u − kn+1)+.
If kn+1  u  2kn , we have
(u − kn)2+  (u − kn)+(kn+1 − kn) 2−n−3u(u − kn+1)+.
Hence
t′∫
tn
∫
Bn
uq(u − kn+1)+ dxdτ  2nγ
t′∫
tn
∫
Bn
uq−1(u − kn)2+ dxdτ . (2.16)
Substituting (2.16) into (2.15), we obtain
sup
tn<τ<t
∫
Bn
(u − kn+1)2+ζ pn (x, τ )dx+ k(m−1)(p−1)
∫ ∫
Qn
∣∣D((u − kn+1)+ζn)∣∣p dxdτ
 γ 2
np
σ pt
(
‖u‖∞,Q 0
(
1+ sup
0<τ<t
(
τ
∥∥u(·, τ )∥∥q−1∞,Bρ(x0))
)
+ t
ρ p
‖u‖m(p−1)∞,Q 0
)∫ ∫
Qn
(u − kn)+ dxdτ . (2.17)
Due to m(p − 1) = 1, then (2.17) implies that
sup
tn<τ<t
∫
Bn
(u − kn+1)2+ζ pn (x, τ )dx+ k(m−1)(p−1)
∫ ∫
Qn
∣∣D((u − kn+1)+ζn)∣∣p dxdτ
 γ 2
np(1+ M)
σ pt
‖u‖∞,Q 0
∫ ∫
Qn
(u − kn)+ dxdτ . (2.18)
where M is as above. Then the recursive inequality (2.18) allows us to develop an iteration process (see the proof of ii))
eventually leading to
∥∥u(·, t)∥∥∞,B ρ
2
 γ
(
1+ M
σ pt
) N+p
κ
( ∫ ∫
Q 0
u dxdτ
) p
κ
. (2.19)
This implies (2.3).
728 H.F. Shang, L.H. Deng / J. Math. Anal. Appl. 387 (2012) 721–740iv) (m < 1 and m(p − 1) = 1). We also consider Eq. (2.6) and take the same test function as in ii). Then (2.7) also holds,
here we estimate it as follows
k
1−m
m sup
tn<τ<t
∫
Bn
(v − kn+1)
1
m+ ζ
p
n (x, τ )dx+
∫ ∫
Qn
∣∣D((v − kn+1) 1+m(p−2)mp+ ζn)∣∣p dxdτ
 γ 2
pn
σ pt
‖u‖1−m∞,Q 0
∫ ∫
Qn
(v − kn+1)
1
m+ dxdτ + γ
2pn
σ pρ p
∫ ∫
Qn
(v − kn+1)
1
m+p−2+ dxdτ
+ γ
∫ ∫
Qn
v
q
m (v − kn+1)
1
m−1+ dxdτ
 γ 2
pn
σ pt
(
‖u‖1−m∞,Q 0
(
1+ sup
0<τ<t
(
τ
∥∥u(·, τ )∥∥q−1∞,Bρ(x0))
)
+ t
ρ p
‖u‖m(p−2)∞,Q 0
)∫ ∫
Qn
(v − kn)
1
m+ dxdτ . (2.20)
Due to m(p − 1) = 1, by (2.20) we have
k
1−m
m sup
tn<τ<t
∫
Bn
(v − kn+1)
1
m+ ζ
p
n (x, τ )dx+
∫ ∫
Qn
∣∣D((v − kn+1) 1+m(p−2)mp+ ζn)∣∣p dxdτ
 γ 2
pn(1+ M)
σ pt
‖u‖1−m∞,Q 0
∫ ∫
Qn
(v − kn)
1
m+ dxdτ , (2.21)
where M is as in i). Then by (2.21), similar to the iteration process in ii), we also obtain (2.19). This result implies (2.3). 
Remark 2.1. For the case m < 1 and m(p − 1) > 1, if we take (v − kn+1)
h
m −1+ ζ
p
n (h 1) as a test function, then similar to the
proof of ii) in the proof of Lemma 2.1, we can obtain
∥∥u(·, t)∥∥∞,B ρ
2
 γ
(
1+ M
σ pt
) N+p
κ
( ∫ ∫
Q 0
uh dxdτ
) p
κ
.
Following the methods in [11], this L∞loc-estimate implies that Theorem 1.1 in [11] also holds for the case m < 1 and
m(p − 1) > 1.
The second ingredient we need is an estimate of the gradient.
Lemma 2.2. Let the assumptions of Lemma 2.1 hold. Assume that θ(q − 1) < p + θ(m(p − 1) − 1), then for every Bρ(x0) ⊂ RN ,
0< t < T ′ , R(t) ρ  1, the following statements hold:
i) Let m(p − 1) > 1, then we have
t∫
0
∫
B ρ
2
(x0)
∣∣Dum∣∣p−1 dxdτ  γ G(t)t 1p+θ(m(p−1)−1) Γ (N−θ)(m(p−1)−1)κ 〈u〉 (m(p−1)−1)κt , (2.22)
where G(t) = sup0<τ<t ‖u(·, τ )‖1,Bρ(x0) , κ = N(m(p − 1) − 1) + p, γ = γ (N,m, p,q, θ).
ii) Let m(p − 1) = 1, then we have
t∫
0
∫
B ρ
2
(x0)
∣∣Dum∣∣p−1 dxdτ  γ t 1p (ρ p
t
)r0
G(t), (2.23)
where r0 = r0(N,m, p,q), γ = γ (N,m, p,q).
Proof. i) (m(p−1) > 1). Set Bρ = Bρ(x0). Take ϕ = tβurζ p as a test function in (1.4), where ζ is a piecewise smooth cut-off
function in Bρ , such that 0 ζ  1 in Bρ , ζ = 1 in B ρ , |Dζ | 2 and β > 0, r > 0 are to be chosen. Thus we obtain2 ρ
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1+ r
∫
Bρ
tβur+1(x, t)ζ p dx+ rmp−1
t∫
0
∫
Bρ
τ βu(m−1)(p−1)+r−1|Du|pζ p dxdτ
+ pmp−1
t∫
0
∫
Bρ
τ βζ p−1u(m−1)(p−1)+r|Du|p−2DuDζ dxdτ
= β
1+ r
t∫
0
∫
Bρ
τ β−1ur+1ζ p dxdτ +
t∫
0
∫
Bρ
τ βuq+rζ p dxdτ .
Applying Young’s inequality in the above inequality, then by Lemma 2.1 we obtain
t∫
0
∫
Bρ
τ βu(m−1)(p−1)+r−1|Du|pζ p dxdτ  γ
t∫
0
∫
Bρ
τ β−1ur+1
(
1+ τρ−pum(p−1)−1 + τuq−1)
 γ
t∫
0
∫
Bρ
τ β−1ur+1 dxdτ
 γ G(t)
t∫
0
τβ−1
∥∥u(·, τ )∥∥r∞,Bρ dτ
 γ G(t)tβ−
θr
p+θ(m(p−1)−1) Γ
p(N−θ)r
κ 〈u〉
pr
κ
t , (2.24)
provided
β >
θr
p + θ(m(p − 1) − 1) . (2.25)
Next we estimate by Hölder’s inequality,
t∫
0
∫
Bρ
∣∣Dum∣∣p−1ζ p−1 dxdτ  γ
( t∫
0
∫
Bρ
τ βζ pu(m−1)(p−1)+r−1|Du|p dxdτ
) p−1
p
×
( t∫
0
∫
Bρ
τ−β(p−1)u(m−r)(p−1) dxdτ
) 1
p
. (2.26)
By Lemma 2.1, we have
t∫
0
∫
Bρ
τ−β(p−1)u(m−r)(p−1) dxdτ  G(t)
t∫
0
τ−β(p−1)
∥∥u(·, τ )∥∥(m−r)(p−1)−1∞,Bρ dτ
 γ G(t)t1−β(p−1)−
θ((m−r)(p−1)−1)
p+θ(m(p−1)−1) Γ
p(N−θ)
κ ((m−r)(p−1)−1)〈u〉
p
κ ((m−r)(p−1)−1)
t , (2.27)
provided
(m − r)(p − 1) − 1 > 0, (2.28)
1− β(p − 1) − θ((m − r)(p − 1) − 1)
p + θ(m(p − 1) − 1) > 0. (2.29)
Thus substituting (2.27) and (2.24) into (2.26), it is easy to obtain (2.22). In this following text, we will choose β and r such
that (2.25), (2.28) and (2.29) hold. This is trivial task if θ = 0. Assume that θ > 0, and
0 < β <
1
. (2.30)
p − 1
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r < min
{
p + θ(m(p − 1) − 1)
θ
β,
m(p − 1) − 1
p − 1
}
 z,
and (2.29) implies that
r >
m(p − 1) − 1
p − 1 +
(
β − 1
p − 1
)
p + θ(m(p − 1) − 1)
θ
 z′.
It is easy to check that z′ < z. Finally we choose r > 0 such that r ∈ (z′, z). This ﬁnishes the proof.
ii) (m(p − 1) = 1). Take the same test function as in i), we also obtain (2.24). Here we set 0 < β < 1p−1 and 0 < r <
min{ 1p−1 , pβN }. By (2.19), we have
t∫
0
∫
Bρ
τ βu(m−1)(p−1)+r−1|Du|pζ p dxdτ  γ
t∫
0
∫
Bρ
τ β−1ur+1 dxdτ
 γ G(t)
t∫
0
τβ−1
∥∥u(·, τ )∥∥r∞,Bρ dτ
 γ tβ−
Nr
p G(t)1+r . (2.31)
Now we estimate the second term on the right-hand side of (2.26).
By Hölder’s inequality, note that m(p − 1) = 1, we have
t∫
0
∫
Bρ
τ−β(p−1)u(m−r)(p−1) dxdτ =
t∫
0
∫
Bρ
τ−β(p−1)u1−r(p−1) dxdτ
 γ
t∫
0
τ−β(p−1)
( ∫
Bρ
u(·, τ )dx
)1−r(p−1)
|Bρ |r(p−1) dτ
 γ t1−β(p−1)ρNr(p−1)G(t)1−r(p−1). (2.32)
Substituting (2.31)–(2.32) into (2.26), together with r0 = N(p−1)rp2 , we obtain (2.23). 
From now on, we specialize the choice of the constant Γ appearing in the deﬁnition of R(t) to
Γ = C[μ] m(p−1)−1p+θ(m(p−1)−1) , (2.33)
where C > 0 will be chosen depending on N,m, p,q, θ .
Remark 2.2. It follows from (1.6) and (2.1) that 〈u〉t  [u]t . Using Lemma 2.1 and (2.33), we obtain
[u]t  〈u〉t + γ (C)[μ] Nκ (m(p−1)−1)〈u〉
p
κ
t , ∀0 < t < T ′, (2.34)
where T ′ is as in Lemma 2.1.
Let us conclude this section with the following lemma, giving a priori bounds of a solution to (1.1) in terms of the initial
data.
Lemma 2.3. Let u  0 be a bounded and uniformly continuous solution to (1.1)–(1.2) in ST ∗ . Let θ(q − 1) < p + θ(m(p − 1) − 1),
then the following statements hold:
i) Let m(p − 1) > 1, then there exists T0 = T0([μ],N,m, p,q, θ) < T ∗ such that
[u]t  γ [μ], ∀0 < t < T0, (2.35)
and (2.2)–(2.3) hold for all 0 < t < T0 , where γ = γ (N,m, p,q, θ).
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[u]t  γ
([μ] + 1), ∀0 < t < T01, (2.36)
and (2.2)–(2.3) hold for all 0< t < T01 , where γ = γ (N,m, p,q, θ).
Proof. We only prove case i), and the other case can be proved similarly. Deﬁne
t0 = sup
{
0 < T ′ < T ∗
∣∣ (2.2) holds, where Γ is given by (2.33)}.
Choose 0 < t < t0 and let Bρ ⊂ RN be any ball with radius R(t) ρ  1, centered at x0 ∈ RN . Take ζ as test function in (1.4),
where ζ is a standard cut-off function in Bρ , with
0 ζ  1 in Bρ, ζ = 1 in B ρ
2
, |Dζ | 2
ρ
.
Direct calculation shows that
∫
B ρ
2
u(x, t)dx
∫
Bρ
dμ + 2
ρ
t∫
0
∫
Bρ
∣∣Dum∣∣p−1 dxdτ +
t∫
0
∫
Bρ
uq dxdτ . (2.37)
Multiplying by ρθ |Bρ |−1 both sides of the above inequality and using Lemma 2.1 and Lemma 2.2, we get
ρθ −
∫
B ρ
2
u(x, t)dx 2N [μ] + γ 〈u〉t
{
C−
p+θ(m(p−1)−1)
κ
( 〈u〉t
[μ]
)m(p−1)−1
κ
+ t1− θ(q−1)p+θ(m(p−1)−1) Γ p(N−θ)(q−1)κ 〈u〉
p(q−1)
κ
t
}
,
for all 0 < t < t0, R(t) ρ  1. By virtue of x0 ∈ RN is arbitrarily chosen, it is immediately seen that
〈u〉t  γ0(N)[μ] + γ 〈u〉t
{
C−
p+θ(m(p−1)−1)
κ
( 〈u〉t
[μ]
)m(p−1)−1
κ
+ M(t)
}
, (2.38)
where the meaning of M(t) is obvious.
Set
t1 = sup
{
0 < t < T ∗
∣∣ 〈u〉t  4γ0[μ]},
t2 = sup
{
0 < t < T ∗
∣∣ M(t) < δ}, (2.39)
where δ > 0 (small) is to be chosen. Note that t1, t2 are well deﬁned because the stipulated assumptions make sure that
〈u〉t is continuous in [0, T ∗], and the exponent of t in (2.39) is positive. Let t3 = min{t0, t1, t2}. Then for all 0 < t < t3, we
have
γ C−
p+θ(m(p−1)−1)
κ
( 〈u〉t
[μ]
)m(p−1)−1
κ
 γ C−
p+θ(m(p−1)−1)
κ (4γ0)
m(p−1)−1
κ  1
4
,
provided C is suitably chosen.
Then if we choose δ < 14γ , it follows from (2.38) that
〈u〉t  2γ0[μ], ∀0 < t < t3. (2.40)
By (2.34) and (2.40), we get
[u]t  γ [μ], ∀0 < t < t3.
Therefore all the claims made in the statement will follow, using the sup-estimates proven in this section, provided we
show that we can indeed ﬁnd a quantitative estimates below t3  T0, with T0 as above.
We may assume t3 < T ∗ , since the estimate is otherwise trivial. First we note that (2.40) implies t3 < t1. Next, we show
that t3 < t0. As a matter of fact, Lemma 2.1, together with (2.40), implies for t  t3, x ∈ RN ,
Γ −pt
θ(m(p−1)−1)
p+θ(m(p−1)−1) u(x, t)m(p−1)−1 + tu(x, t)q−1  γ C− p+θ(m(p−1)−1)κ + t1− θ(q−1)p+θ(m(p−1)−1) Γ p(N−θ)(q−1)κ 〈u〉
p(q−1)
κ
t
 γ
(
C−
p+θ(m(p−1)−1)
κ + δ)
 1 . (2.41)
2
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in (2.41). Finally, we are left with the task of estimating below t3 = t2. This can be accomplished at once, by replacing 〈u〉t
with 2γ0[μ] in the deﬁnition of t2 in (2.39), owing to (2.40). 
Proof of Theorem 1.1. Consider the approximating problem:⎧⎨
⎩
unt − div(|Dumn |p−2Dumn ) = min{uqn,n}, in Bn × (0,∞),
un = 0, on ∂Bn × (0,∞),
un(x,0) = u0n(x), in Bn,
(2.42)
where Bn = {x ∈ RN | |x| < n} and u0n ∈ C∞0 (RN ) is nonnegative and has compact support in Bn , which satisﬁes
lim
n→∞
∫
RN
u0nη(x)dx =
∫
RN
η(x)dμ, ∀η ∈ C∞0
(
RN
)
,
and
[u0n] γ (N)[μ].
By the results in [16,8,13], problem (2.42) exists a nonnegative solution un ∈ C(Bn ×[0,∞))∩ L∞(Bn × (0,∞) and |Dumn |p ∈
L1(Bn × (0,∞)). We will regard un as deﬁned in the whole RN × (0,∞) by extending them to be zero outside Bn .
From the above arguments we obtain that every un satisﬁes the conditions in Lemma 2.1, Lemma 2.2 and Lemma 2.3.
Therefore by Lemma 2.1, for any compact set K⊂ ST0 , we have
‖un‖∞,K  γ
(K, [μ]), (2.43)
where T0 is deﬁned as in Lemma 2.3. Note that T0 and γ in (2.43) are independent of n. By (2.43) and the compactness
results in [8,13], we get uniform Hölder’s estimates for the sequence {un} in each K, we may assume that
un → u uniformly onK. (2.44)
For every bounded open set Ω and all 0 < s < t < T0, there exists a compact set K⊂ ST0 such that Ω × (s, t) ⊂⊂K. Take
ϕ = uαn ζ 2 as test function in (2.42), where α > 0, ζ ∈ C∞0 (K) with
0 ζ  1 in K, ζ = 1 in Ω × (s, t),
we can deduce that∫ ∫
K
∣∣Du α+m(p−1)pn ∣∣pζ 2 dxdτ  γ
∫ ∫
K
uαn
∣∣Dumn ∣∣p−1ζ |Dζ |dxdτ
+ γ
∫ ∫
K
u1+αn ζ |ζτ |dxdτ + γ
∫ ∫
K
uq+αn ζ 2 dxdt. (2.45)
By Lemma 2.2, Lemma 2.3, (2.43) and (2.45), we obtain∥∥Du α+m(p−1)pn ∥∥p,Ω×(s,t)  γ (K, [μ],α), for all α > 0. (2.46)
In order to prove (1.4), we need take the limit n → ∞ in the corresponding weak formulation of (2.42). This can be obtained
by standard compactness arguments, and by Minty’s lemma in [12], employing the uniform estimates (2.43), (2.44) and
(2.46) just recalled. Thus it is left to prove (1.5). This can be proven easily, exploiting the uniform integrability of |Dumn |p−1
up to t = 0, provided by Lemma 2.2 (see the proof of Theorem 1.1 in [15]). 
3. Proof of Theorem 1.2
In this section, we let 0 <m(p − 1) < 1 and κ = N(m(p − 1) − 1) + p > 0 (i.e., p > N(m+1)Nm+1 ). Set Γ = 1 in (2.1).
As in Section 2, to prove Theorem 1.2, we ﬁrstly give some a priori estimates.
Lemma 3.1. Let u be a nonnegative continuous weak subsolution of (1.1) in ST ∗ . Assume also that a time 0 < T ′′ < min{T ∗,1} is
given such that
t
∥∥u(·, t)∥∥q−1∞,RN  1, ∀0 < t < T ′′. (3.1)
Then ∥∥u(·, t)∥∥∞,RN  γ t− θp+θ(m(p−1)−1) (〈u〉 pκt + 1), ∀0 < t < T ′′, (3.2)
where γ = γ (N,m, p,q, θ), κ = N(m(p − 1) − 1) + p.
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1) (m 1). This implies p  2 since m(p − 1) < 1.
Let ρn , tn , kn , Bn , Qn , and ζn with n = 0,1,2, . . . as in Lemma 2.1, which satisﬁes 0 < tn < t  T ′′ . Take the same test
function as in iii) in the proof of Lemma 2.1, we also obtain (2.17), i.e.,
sup
tn<τ<t
∫
Bn
(u − kn+1)2+ζ pn (x, τ )dx+ k(m−1)(p−1)
∫ ∫
Qn
∣∣D((u − kn+1)+ζn)∣∣p dxdτ
 γ 2
np(1+ M ′)
σ pt
(
‖u‖∞,Q 0 +
t
ρ p
‖u‖m(p−1)∞,Q 0
)∫ ∫
Qn
(u − kn)+ dxdτ , (3.3)
where
M ′ = sup
0<τ<t
(
τ
∥∥u(·, τ )∥∥q−1∞,Bρ(x0)).
Now we assume that
t
ρ p
‖u‖m(p−1)∞,Q 0  ‖u‖∞,Q 0 . (3.4)
Then (3.3) implies that
sup
tn<τ<t
∫
Bn
(u − kn+1)2+ζ pn (x, τ )dx+ k(m−1)(p−1)
∫ ∫
Qn
∣∣D((u − kn+1)+ζn)∣∣p dxdτ
 γ 2
np(1+ M ′)
σ pt
‖u‖∞,Q 0
∫ ∫
Qn
(u − kn)+ dxdτ . (3.5)
The recursive inequality (3.5) allows us to develop an iteration process (see the proof of ii) in Lemma 2.1) eventually leading
to
∥∥u(·, t)∥∥∞,B ρ
2
 γ
(
1+ M
σ pt
) N+p
κ
( ∫ ∫
Q 0
u dxdτ
) p
κ
. (3.6)
Hence by (3.4) and (3.6), we get
∥∥u(·, t)∥∥∞,B ρ
2
 γ
(
1+ M
σ pt
) N+p
κ
( ∫ ∫
Q 0
u dxdτ
) p
κ
+
(
t
ρ p
)1−m(p−1)
. (3.7)
This implies (3.2) (see the proof of i) in Lemma 2.1).
2) (m < 1). The proof is divided into two subcases.
Case 1 (p  2). We also consider Eq. (2.6) and take the same test function as in ii) of Lemma 2.1. Then (2.7) also holds,
here we estimate it as follows
k
1−m
m sup
tn<τ<t
∫
Bn
(v − kn+1)
1
m+ ζ
p
n (x, τ )dx+
∫ ∫
Qn
∣∣D((v − kn+1) 1+m(p−2)mp+ ζn)∣∣p dxdτ
 γ 2
pn
σ pt
‖u‖1−m∞,Q 0
∫ ∫
Qn
(v − kn+1)
1
m+ dxdτ + γ
2pn
σ pρ p
∫ ∫
Qn
(v − kn+1)
1
m+p−2+ dxdτ
+ γ
∫ ∫
Qn
v
q
m (v − kn+1)
1
m−1+ dxdτ
 γ 2
pn(1+ M ′)
σ pt
(
‖u‖1−m∞,Q 0 +
t
ρ p
‖u‖m(p−2)∞,Q 0
)∫ ∫
Qn
(v − kn)
1
m+ dxdτ , (3.8)
where M ′ is as in i). Now we assume that
t
p
‖u‖m(p−2)∞,Q 0  ‖u‖1−m∞,Q 0 .ρ
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k
1−m
m sup
tn<τ<t
∫
Bn
(v − kn+1)
1
m+ ζ
p
n (x, τ )dx+
∫ ∫
Qn
∣∣D((v − kn+1) 1+m(p−2)mp+ ζn)∣∣p dxdτ
 γ 2
pn(1+ M ′)
σ pt
‖u‖1−m∞,Q 0
∫ ∫
Qn
(v − kn)
1
m+ dxdτ .
Then (3.2) can be proved similar to the proof of 1).
Case 2 (p < 2). Take ϕ = (v − kn+1)
1−m(p−1)
m+ ζ
p
n as a test function in (2.6), then similar to the proof of ii) in Lemma 2.1, we
get
k
1−m(p−1)
m sup
tn<τ<t
∫
Bn
(v − kn+1)
1
m+ ζ
p
n (x, τ )dx+
∫ ∫
Qn
∣∣D((v − kn+1) 1mp+ ζn)∣∣p dxdτ
 γ 2
pn(1+ M ′)
σ pt
(
‖u‖1−m(p−1)∞,Q 0 +
t
ρ p
)∫ ∫
Qn
(v − kn)
1
m+ dxdτ , (3.9)
where M ′ is as in i). Now we assume that
t
ρ p
 ‖u‖1−m(p−1)∞,Q 0 .
Then (3.9) implies that
k
1−m(p−1)
m sup
tn<τ<t
∫
Bn
(v − kn+1)
1
m+ ζ
p
n (x, τ )dx+
∫ ∫
Qn
∣∣D((v − kn+1) 1mp+ ζn)∣∣p dxdτ
 γ 2
pn(1+ M ′)
σ pt
‖u‖1−m(p−1)∞,Q 0
∫ ∫
Qn
(v − kn)
1
m+ dxdτ .
Then (3.2) can be proved similar to the proof of 1). 
Remark 3.1. Using Lemma 3.1, we obtain
[u]t  γ
(〈u〉 pκt + 1), ∀0 < t < T ′′, (3.10)
where T ′′ is as in Lemma 3.1.
Lemma 3.2. Let u be a nonnegative weak solution of (1.1). Then for every Bρ(x0) ⊂ RN , 0 < t < T ′′ , R(t) ρ  1, we have
t∫
0
∫
B ρ
2
(x0)
∣∣Dum∣∣p−1 dxdτ  γ (ρ−N(m(p−1)−1)−p+1tG(t)m(p−1) + ρ− N(m(p−1)−1)p t 1p G(t) (m+1)(p−1)p ), (3.11)
where G(t) = sup0<τ<t ‖u(·, τ )‖1,Bρ(x0) , κ = N(m(p − 1) − 1) + p, γ = γ (N,m, p,q, θ).
Proof. Set Bρ = Bρ(x0). The calculations to follow are formal in which u is required to be strictly positive. The calculations
can be made rigorous by replacing u in the test function with u +  and letting  → 0. Take ϕ = (t − τ ) pβp−1 u1− pαp−1 ζ p (here
1− pαp−1 < 0, 0 < τ < t) as a test function in (1.4), where ζ as above and β > 0, α > 0 are to be chosen, then we have
(
pα
p − 1 − 1
) t∫
0
∫
Bρ
(t − τ ) pβp−1 u(m−1)(p−1)− pαp−1 |Du|pζ p dxdτ
 p
t∫
0
∫
Bρ
(t − τ ) pβp−1 u(m−1)(p−1)+1− pαp−1 |Du|p−1|Dζ |ζ p−1 dxdτ
+
pβ
p−1
2− pαp−1
t∫
0
∫
B
(t − τ ) pβp−1−1ζ pu2− pαp−1 dxdτ . (3.12)
ρ
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t∫
0
∫
Bρ
(t − τ ) pβp−1 ζ pu(m−1)(p−1)− pαp−1 |Du|p dxdτ
 γ
(
ρ−p
t∫
0
∫
Bρ
(t − τ ) pβp−1 um(p−1)+1− pαp−1 dxdτ +
t∫
0
∫
Bρ
(t − τ ) pβp−1−1u2− pαp−1 dxdτ
)
. (3.13)
Applying Hölder inequality and using (3.12), we get
t∫
0
∫
B ρ
2
∣∣Dum∣∣p−1 dxdτ  γ
(
ρ−p
t∫
0
∫
Bρ
(t − τ ) pβp−1 um(p−1)+1− pαp−1 dxdτ +
t∫
0
∫
Bρ
(t − τ ) pβp−1−1u2− pαp−1 dxdτ
) p−1
p
×
( t∫
0
∫
Bρ
(t − τ )−pβu(m−1)(p−1)+pα dxdτ
) 1
p
. (3.14)
Now we divide the proof into two cases.
Case 1: If mp  1p−1 , set α = 1−(m−1)(p−1)p in (3.14), then we have
t∫
0
∫
B ρ
2
∣∣Dum∣∣p−1 dxdτ  γ
(
ρ−p
t∫
0
∫
Bρ
(t − τ ) pβp−1 ump− 1p−1 dxdτ +
t∫
0
∫
Bρ
(t − τ ) pβp−1−1um+1− 1p−1 dxdτ
) p−1
p
×
( t∫
0
∫
Bρ
(t − τ )−pβu dxdτ
) 1
p
. (3.15)
Hölder inequality yields
ρ−p
t∫
0
∫
Bρ
(t − τ ) pβp−1 ump− 1p−1 dxdτ  ρN( pp−1−mp)−ptmp2β−mp+ pp−1
( t∫
0
∫
Bρ
(t − τ )−pβu dxdτ
)mp− 1p−1
, (3.16)
t∫
0
∫
Bρ
(t − τ ) pβp−1−1um+1− 1p−1 dxdτ  ρN( 1p−1−m)t p(m+1)β+ 1p−1−m−1
( t∫
0
∫
Bρ
(t − τ )−pβu dxdτ
)m+1− 1p−1
. (3.17)
Substituting (3.16)–(3.17) into (3.15), and by easy calculations, we obtain (3.11).
Case 2: If mp < 1p−1 , set α = (m(p−1)+1)(p−1)p , β = m(p−1)2 , we have
t∫
0
∫
B ρ
2
∣∣Dum∣∣p−1 dxdτ  γ
(
ρ−p
t∫
0
∫
Bρ
(t − τ )mp2 dxdτ +
t∫
0
∫
Bρ
(t − τ )mp2 −1u1−m(p−1) dxdτ
) p−1
p
×
( t∫
0
∫
Bρ
(t − τ )−mp(p−1)2 ump(p−1) dxdτ
) 1
p
. (3.18)
Applying Hölder inequality, we get
t∫
0
∫
Bρ
(t − τ )mp2 −1u1−m(p−1) dxdτ  t m−12 ρNm(p−1)
( t∫
0
∫
Bρ
(t − τ )− 12 u dxdτ
)1−m(p−1)
, (3.19)
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0
∫
Bρ
(t − τ )−mp(p−1)2 ump(p−1) dxdτ  t1−mp(p−1)ρN(1−mp(p−1))
( t∫
0
∫
Bρ
(t − τ )− 12 u dxdτ
)mp(p−1)
. (3.20)
Substituting (3.19)–(3.20) into (3.18), we also obtain (3.11). 
Lemma 3.3. Let u  0 be a bounded and uniformly continuous solution to (1.1)–(1.2) in ST ∗ . Let θ(q − 1) < p + θ(m(p − 1) − 1),
then there exists T ′0 = T ′0([μ],N,m, p,q, θ) < T ∗ such that
[u]t  γ
([μ] pκ + 1), ∀0 < t < T ′0,
and (3.1)–(3.2) hold for all 0 < t < T ′0 , where γ = γ (N,m, p,q, θ).
Proof. Deﬁne
t′0 = sup
{
0 < T ′′ < min
{
T ∗,1
} ∣∣ (3.1) holds}.
Choose 0 < t < t′0 and take the same test function as in Lemma 2.3. We also obtain (2.37). Multiplying by ρθ |Bρ |−1 both
sides of (2.37), together with Lemma 3.1 and Lemma 3.2, then note that 0 < ρ , t < 1 and x0 ∈ RN is arbitrarily chosen, we
get
〈u〉t  γ1[μ] + γ
(〈u〉m(p−1)t + 〈u〉 (m+1)(p−1)pt )+ γ t1− θ(q−1)p+θ(m(p−1)−1) (〈u〉 p(q−1)κt + 1) (3.21)
for all 0 < t < t′0, and R(t) ρ  1. Hence Young’s inequality implies
〈u〉t  γ2[μ] + γ3 + γ t1−
θ(q−1)
p+θ(m(p−1)−1)
(〈u〉 p(q−1)κt + 1), (3.22)
since m(p − 1) < 1 and (m+1)(p−1)p < 1. Set
t′1 = sup
{
0 < t < T ∗
∣∣ t1− θ(q−1)p+θ(m(p−1)−1) (〈u〉 p(q−1)κt + 1)< δ}, (3.23)
where δ > 0 (small) is to be chosen. Note that t′1 is well deﬁned because the stipulated assumptions make sure that 〈u〉t is
continuous in [0, T ∗], and the exponent of t in (3.23) is positive. Let t′2 = min{t′0, t′1}, we choose δ < 14γ , then (3.22) imply
that
〈u〉t  γ
([μ] + 1), ∀0 < t < t′2. (3.24)
By (3.10) and (3.24), we get
[u]t  γ
([μ] pκ + 1), ∀0 < t < t′2.
Then the rest of proof is similar as in Lemma 2.3, and we omit the details. 
Proof of Theorem 1.2. Due to Lemma 3.1, Lemma 3.2 and Lemma 3.3, Theorem 1.2 can be proved using the method to prove
Theorem 1.1 too, here we omit the details. 
4. Proof of Theorem 1.2
Set Bρ = Bρ(x0). Let ω, λ be the ﬁrst eigenfunction and eigenvalue of the eigenvalue problem,{−ω = λω in B2ρ,
ω = 0 on ∂B2ρ.
The ﬁrst eigenfunctions have a ﬁxed sign and we may select a positive one normalized so that∫
B2ρ
ωdx = 1.
It is known by scaling that λ = γ (N)ρ−2, and⎧⎪⎨
⎪⎩
ω(x) γ (N)ρ−N , ∀x ∈ B2ρ,
ω(x) γ −1(N)ρ−N , ∀x ∈ Bρ,
|Dω(x)| γ (N)ρ−N−1, ∀x ∈ B .
(4.1)2ρ
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by replacing u in the test function with u +  and letting  → 0. Take ϕ = u−ωζ s as a test function in (1.4), where
 ∈ (0,min{m(p − 1),1}), s > qpq−(m+)(p−1) , ζ(x) is a cut-off function in Bρ and satisfy
0 ζ(x) 1 in Bρ, ζ(x) ≡ 1 in B ρ
2
, |Dζ | 2
ρ
.
Then we have
1
1− 
∫
Bρ
u(x, t)1−ωζ s dx− mp−1
t∫
t0
∫
Bρ
u(m−1)(p−1)−−1|Du|pωζ s dxdτ
+mp−1
t∫
t0
∫
Bρ
u(m−1)(p−1)− |Du|p−2Du(ζ sDω + sωζ s−1Dζ )dxdτ
= 1
1− 
∫
Bρ
u(x, t0)
1−ωζ s dx+
t∫
t0
∫
Bρ
uq−ωζ s dxdτ , (4.2)
Young’s inequality and (4.1) imply that
∣∣∣∣∣
t∫
t0
∫
Bρ
u(m−1)(p−1)− |Du|p−2Duζ sDωdxdτ
∣∣∣∣∣
 
4
t∫
t0
∫
Bρ
u(m−1)(p−1)−−1|Du|pωζ s dxdτ + γ
t∫
t0
∫
Bρ
um(p−1)−ω1−p|Dω|pζ s dxdτ
 
4
t∫
t0
∫
Bρ
u(m−1)(p−1)−−1|Du|pωζ s dxdτ + γ
t∫
t0
∫
Bρ
um(p−1)−ρ−N−pζ s dxdτ
 
4
t∫
t0
∫
Bρ
u(m−1)(p−1)−−1|Du|pωζ s dxdτ + γρ−p
t∫
t0
∫
Bρ
um(p−1)−ωζ s−p dxdτ , (4.3)
∣∣∣∣∣s
t∫
t0
∫
Bρ
u(m−1)(p−1)−ωζ s−1|Du|p−2DuDζ dxdτ
∣∣∣∣∣
 
4
t∫
t0
∫
Bρ
u(m−1)(p−1)−−1|Du|pωζ s dxdτ + γ
t∫
t0
∫
Bρ
um(p−1)−ωζ s−p|Dζ |dxdτ . (4.4)
Substituting (4.3)–(4.4) into (4.2), applying Hölder inequality and noticing that  > 0, then
t∫
t0
∫
Bρ
u(m−1)(p−1)−−1|Du|pωζ s dxdτ  γρ−p
t∫
t0
∫
Bρ
um(p−1)−ωζ s−p dxdτ + 1
(1− )
∫
Bρ
u(x, t)1−ωζ s dx
 γρ−p
( t∫
t0
∫
Bρ
uqωζ s dxdτ
)m(p−1)−
q
( t∫
t0
∫
Bρ
ωζ
s− qpq−m(p−1)+ dxdτ
) q−m(p−1)+
q
+ 1
(1− )
∫
Bρ
u(x, t)1−ωζ s dx. (4.5)
Taking ϕ = ωζ s as a test function in (1.4), we have
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Bρ
u(x, t)ωζ s dx+mp−1
t∫
t0
∫
Bρ
u(m−1)(p−1)|Du|p−2Du(ζ sDω + sωζ s−1Dζ )dxdτ
=
∫
Bρ
u(x, t0)ωζ
s dx+
t∫
t0
∫
Bρ
uqωζ s dxdτ , (4.6)
where 0 < t0 < t < T . Then applying Hölder’s inequality, we have∣∣∣∣∣
t∫
t0
∫
Bρ
u(m−1)(p−1)|Du|p−2Duζ sDωdxdτ
∣∣∣∣∣

( t∫
t0
∫
Bρ
u(m−1)(p−1)−−1|Du|pωζ s dxdτ
) p−1
p
( t∫
t0
∫
Bρ
u(m+)(p−1)ω−(p−1)ζ s|Dω|p dxdτ
) 1
p
, (4.7)
∣∣∣∣∣
t∫
t0
∫
Bρ
ωζ s−1u(m−1)(p−1)|Du|p−2DuDζ dxdτ
∣∣∣∣∣

( t∫
t0
∫
Bρ
u(m−1)(p−1)−−1|Du|pωζ s dxdτ
) p−1
p
( t∫
t0
∫
Bρ
u(m+)(p−1)ωζ s−p|Dζ |p dxdτ
) 1
p
. (4.8)
By (4.1), we obtain
t∫
t0
∫
Bρ
u(m+)(p−1)ω−(p−1)ζ s|Dω|p dxdτ
 γ
t∫
t0
∫
Bρ
u(m+)(p−1)ρ−N−pζ s dxdτ
 γρ−p
t∫
t0
∫
Bρ
u(m+)(p−1)ωζ s−p dxdτ
 γρ−p
( t∫
t0
∫
Bρ
uqωζ s dxdτ
) (m+)(p−1)
q
( t∫
t0
∫
Bρ
ωζ
s− qpq−(m+)(p−1) dxdτ
) q−(m+)(p−1)
q
. (4.9)
Combining (4.3), (4.7)–(4.9) with (4.6) and note that 0 <  < 1, then by (4.1) and Young’s inequality, we obtain
∫
Bρ
u(x, t0)ωζ
s dx+
t∫
t0
∫
Bρ
uqωζ s dxdτ
 γ
{
ρ−p
( t∫
t0
∫
Bρ
uqωζ s dxdτ
)m(p−1)−
q
( t∫
t0
∫
Bρ
ωζ
s− qpq−m(p−1)+ dxdτ
) q−m(p−1)+
q
+ 1
(1− )
∫
Bρ
u(x, t)1−ωζ s dx
} p−1
p
×
{
ρ−p
( t∫
t
∫
B
uqωζ s dxdτ
) (m+)(p−1)
q
( t∫
t
∫
B
ωζ
s− qpq−(m+)(p−1) dxdτ
) q−(m+)(p−1)
q
} 1
p
+
∫
B
u(x, t)ωζ s dx0 ρ 0 ρ ρ
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2
t∫
t0
∫
Bρ
uqωζ s dxdτ + γ (ρ− qpq−m(p−1) + ρ− qpq−(m+)(p−1) )(t − t0) + 2
∫
Bρ
u(x, t)ωζ s dx+ γ0, (4.10)
t∫
t0
( ∫
Bρ
u(·, τ )ωζ s dx
)q
dτ 
t∫
t0
∫
Bρ
uqωζ s
( ∫
Bρ
ωζ s dx
)q−1
dxdτ  1
4
t∫
t0
∫
Bρ
uqωζ s dxdτ . (4.11)
Set U (t,ρ) = ∫Bρ u(x, t)ωζ s dx, then (4.10)–(4.11) yield
U (t0,ρ) − γ0
2
+
t∫
t0
U (τ ,ρ)q dτ  γ
(
ρ
− qpq−m(p−1) + ρ− qpq−(m+)(p−1) )(t − t0) + U (t,ρ). (4.12)
Consider separately the following two cases
1)
(
U (t0,ρ) − γ0
2
)q
− 2γ (ρ− qpq−m(p−1) + ρ− qpq−(m+)(p−1) ) 0,
2)
(
U (t0,ρ) − γ0
2
)q
− 2γ (ρ− qpq−m(p−1) + ρ− qpq−(m+)(p−1) )> 0.
If 2) occurs, then U (t) is minorized by the solution of{
y′(t) = 12 yq, t > t0,
y(t0) = U (t0,ρ)−γ02
which implies
U (t) y(t) = U (t0,ρ) − γ0
2
{
1− 1
2
(q − 1)
(
U (t0,ρ) − γ0
2
)q−1
(t − t0)
}− 1q−1
. (4.13)
Let t∗ be the ﬁrst time at which the right-hand side of (4.13) becomes unbounded, i.e.,
t∗ = t0 + 2
(q − 1)
(
U (t0,ρ) − γ0
2
)−(q−1)
. (4.14)
Since we must have t∗  T , notice that 0 < t0 < T2 , from (4.14) we have
U (t0,ρ) γ
(
T−
1
q−1 + 1). (4.15)
Substituting this estimate into 2), we ﬁnd by elementary calculations
ρ  γ −1
(
T
1
q−1 + 1) q−(m+)(p−1)qp  ρ0(N,m, p,q, T , ).
Therefore for ρ < ρ0, 1) must hold, which implies Theorem 1.2.
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