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a b s t r a c t
We present an algorithm that supports operations for modifying a split graph by adding
edges or vertices and deleting edges, such that after eachmodification the graph is repaired
to become a split graph in a minimal way. In particular, if the graph is not split after
the modification, the algorithm computes a minimal, or if desired even a minimum, split
completion or deletion of themodified graph. Themotivation for such operations is similar
to the motivation for fully dynamic algorithms for particular graph classes. In our case we
allow all modifications to the graph and repair, rather than allowing only themodifications
that keep the graph split. Fully dynamic algorithms of the latter kind are known for split
graphs [L. Ibarra, Fully dynamic algorithms for chordal graphs and split graphs, Technical
Report DCS-262-IR, University of Victoria, Canada, 2000].
Our results can be used to design linear time algorithms for some recognition and
completion problems, where the input is supplied in an on-line fashion.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Split graphs are a well-studied graph class discovered independently at the end of the 1960s by Gyárfäs and Lehel [6]
and Hammer and Földes [14]. They can be recognized in time O(n + m) for input graphs with n vertices and m edges
[15,16] and they have important algorithmic and theoretical relevance [3,15,31,32] as well as various generalizations [4,2,
27,28]. A fully dynamic algorithm for split graphs, namely an algorithm that supports queries for edge addition and deletion,
and update after deleting or adding an edge if this keeps the graph split, was given by Ibarra [22,23]. His algorithm is based
on the characterization of split graphs by their degree sequences [16], and each query or update for edge addition or edge
deletion takes constant time, after an initial linear time preprocessing. The algorithm that we present in this paper is based
on a more powerful structure: the 3-partition defined recently by the authors [17]. This structure allows us to support the
following additional operations: adding a new vertex or edge to the graph and deleting an edge from the graph also when
this operation does not keep the graph split, in which case we can repair it into a split graph in a minimal way. In particular,
in the addition cases we repair the graph by adding aminimal set of edges to it, while, in the edge deletion case, by removing
a minimal set of edges from the graph.
The motivation for studying particular graph classes is that inputs arising from some applications satisfy certain prop-
erties. Using these properties, problems that are intractable in general can be solved very efficiently for these inputs. How-
ever, many times the data corresponding to the input can be erroneous, such that the assumed properties are not satis-
fied. In such cases, it is desirable to be able to repair the input in a minimal or minimum way to fit the properties of the
application. Furthermore, data and desired modifications might be supplied in an on-line fashion, which is particularly in-
teresting for maintaining databases. This is the main motivation behind studying minimal and minimummodifications ex-
plained above, and similar operations have been given for cographs, chordal, interval and comparability graphs [7,20,18,26].
I This work is supported by the Research Council of Norway through grant 166429/V30.∗ Corresponding address: Department of Informatics, University of Bergen, P.B. 7803, N-5020 Bergen, Norway. Fax: +47 55584199.
E-mail addresses: pinar@ii.uib.no (P. Heggernes), federico@ii.uib.no (F. Mancini).
0166-218X/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2008.06.028
2058 P. Heggernes, F. Mancini / Discrete Applied Mathematics 157 (2009) 2057–2069
Vertex incremental algorithms are well-studied algorithms where the input graph is supplied one vertex at a time. There
exists a variety of them for various problems and, because of their nature, they often follow from dynamic algorithms
[1,5,7,9–13,25,35]. The operation for adding a new vertex that we present in this paper, for example, very easily leads to
the following two new vertex incremental algorithms: A certifying algorithm that recognizes split graphs in time linear in
the size of the input graph, and an algorithm for computing a minimal split completion of an arbitrary graph in time linear
in the size of the output graph. Note that for both problems, algorithms exist for solving them within these time bounds
[17,19], however none of the existing algorithms is vertex incremental.
In our algorithm, adding a new vertex x, with a given neighborhood Nx in the current graph, takes O(|Nx| + |Ax|) time,
where Ax is the minimal set of additional neighbors that are given to x to keep the graph split. In the case of adding an edge
uv, the minimal update operation adds either an inclusion minimal set of edges Au incident to u or an inclusion minimal set
of edges Av incident to v, in addition to uv, and the time required for this update is either O(d(u)+ |Au|) or O(d(v)+ |Av|),
according to which endpoint we choose. In case of deleting an edge uv, the minimal update operation removes an inclusion
minimal set of edges from one of the endpoints of uv, and the time required for this update is O(d(v)) or O(d(u)), according
to the chosen endpoint. If a modification step does not require repairing, then the minimal additional set will be empty and
the update can be performed in constant time. We would like to mention that, if desired, our algorithm can be used as a
fully dynamic algorithm for split graphs by turning off the operations that allow changes that destroy the split property. In
that case, all operations match the running time of Ibarra’s algorithm [23].
Finally, using the above results we can show that it is also possible to add or delete in linear time a minimum set
of additional edges to repair the graph when a modification does not keep it split. From this follows that the following
problems can be solved in linear time: Computing minimum split completions of split + 1v and split + 1e graphs, and
computing minimum split deletions of split − 1e graphs (these are the graph classes containing all graphs that can be
obtained, respectively, adding a vertex, adding an edge, and deleting an edge from a split graph). Similar results have been
shown for cographs [34]. In addition, we can also give a certifying algorithm for recognizing such classes in linear time, using
a slight modification of the incremental algorithm for the recognition of split graphs. Although it follows from a result of
Cai [8] that these classes can be recognized in polynomial time, it was not knownwhether they could be recognized in linear
time and, in particular, no certification algorithm was given.
We would like to mention that when we repair the graph in a minimal way, the additional set of edges are always added
incident to one single vertex. We will give a more technical explanation for this in the last section, but the main motivation
is that wewant to ensure that such operations are useful for vertex incremental algorithms asmentioned above and because
it is reasonable that a user do not want to introduce changes in the input graph that is already split. When the user chooses
to repair in a minimum way, instead, edges are added or deleted incident to several vertices.
In the next section, we introduce some notation and list some results from [17] thatwill be used in this paper. In Section 3
we characterize the situations where a vertex addition, an edge addition, and an edge deletion keeps a graph split. The
operations for updating and repairing the graph in a minimal way after vertex addition, edge addition, and edge deletion,
are given in Sections 4.2.1, 4.2.4 and 4.2.2, respectively. In Section 5 we show how to repair the graph in a minimum way,
and finally in Section 6 we discuss the algorithms that can easily be obtained from our results.
2. Definitions and background
All graphs in this paper are simple and undirected. For a graph G = (V , E), we let n = |V | andm = |E|. We will also use
V (G) and E(G) to denote the vertex and edge sets of a graph, respectively. The set of neighbors, or the neighborhood of a vertex
v ∈ V is denoted by NG(v) = {u | uv ∈ E}, or simply N(v) if there is no ambiguity, and the degree of v is d(v) = |N(v)|. The
neighborhood of a set of vertices S ⊆ V is defined as N(S) = ⋃x∈S N(x) \ S. A vertex is called universal if it is adjacent to
all other vertices in the graph, and it is called isolated if it has no neighbors. An induced subgraph of G = (V , E) over a set of
vertices U ⊆ V , is the graph G[U] = (U, EU), where EU = {uv ∈ E | u, v ∈ U}. The complement G of G consists of all vertices
of G and uv ∈ E(G) if and only if uv 6∈ E(G).
A set of vertices K ⊆ V is a clique if G[K ] is complete. A set of vertices I ⊆ V is an independent set if no two vertices of I
are adjacent in G. We useω(G) to denote the size of a largest clique in G, and α(G) to denote the size of a largest independent
set in G. Although computing α(G) and ω(G) are NP-hard problems for an arbitrary graph G, when G is a split graph α(G)
and ω(G) can be computed in linear time [15,16].
A graph G = (V , E) is a split graph if there is a partition V = I+K of its vertex set into an independent set I and a clique K .
Such a partition is called a split partition of G. Split graphs can be recognized and a split partition can be found in linear time
[16]. A split partition is not necessarily unique. The following theorem from [16] states the possible partition configurations.
Theorem 1 (Hammer and Simeone [16]). Let G = (V , E) be a split graph with a split partition V = I + K. Exactly one of the
following conditions holds:
1. |I| = α (G) and |K | = ω (G)
(in this case the partition I + K is unique),
2. |I| = α (G) and |K | = ω (G)−1
(in this case there exists a vertex x ∈ I such that K ∪ {x} is a clique),
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3. |I| = α (G)−1 and |K | = ω (G)
(in this case there exists a vertex y ∈ K such that I ∪ {y} is independent).
Split graphs are hereditary, which means that every induced subgraph of a split graph is also a split graph [15]. For the
following result, note that a simple cycle on k vertices is denoted by Ck and that a complete graph on k vertices is denoted
by Kk. Thus 2K2 is the graph that consists of 2 isolated edges. Chordal graphs are the graphs that do not contain an induced
Ck for k ≥ 4.
Theorem 2 (Földes and Hammer [14]). Let G be an undirected graph. The following conditions are equivalent:
1. G is a split graph.
2. G and G are chordal graphs.
3. G contains no induced subgraph isomorphic to 2K2, C4 or C5.
For a given arbitrary graph G = (V , E), a split graph H = (V , E ∪ F), with E ∩ F = ∅, is called a split completion of G. The
edges in F are called fill edges. H is aminimum split completion of G if there is no set F ′ with |F ′| < |F | such that (V , E ∪ F ′)
is a split graph. Minimum split completions are NP-hard to compute [33]. H is aminimal split completion of G if (V , E ∪ F ′)
fails to be a split graph for every proper subset F ′ of F . Minimal split completions can be computed in linear time [17]. A
minimal split deletion is an edge-maximal split subgraph on the same vertex set.
A graph is split +1v (split +1e) if it contains a vertex (edge) whose deletion from the graph results in a split graph. A
graph is split −1e if a split graph can be obtained by adding an edge to it.
Throughout the paper we will be using results from [17], most of which are based on a new kind of partition for split
graphs. A 3-partition of the vertices V of a split graph G = (V , E) consists of three sets V = S + C + Q (Stable set, Clique
and eQuivalent vertices) defined as follows:
S = {v ∈ V | d(v) < ω(G)− 1} C = {v ∈ V | d(v) > ω(G)− 1}
Q = {v ∈ V | d(v) = ω(G)− 1}.
This partition is obviously unique, however it has been defined only to overcome the ambiguity caused by the many
possible split partitions a split graph can have; therefore, when a graph has a unique split partition V = I + K , we set S = I ,
C = K and Q = ∅, so that S might contain also the vertices of degree ω(G)− 1.
The uniqueness of a split partition can be checked by Theorem 1 and by the following lemma, hence it is easy tomaintain
the 3-partition correctly. In our dynamic algorithm, we will have a global variable that indicates at all times whether or not
the current graph has a unique split partition, thus Q will be empty exactly when the graph has a unique split partition.
The following properties follow quite easily from the definition of 3-partition, but they will be very useful to simplify
many of the proofs in the paper.
Lemma 3 ([17]). A split graph G = (V , E)with 3-partition V = S + C + Q has a unique split partition V = I + K if and only if
|C | = ω(G).
Property 4 ([17]). Given a split graph G = (V , E) and its 3-partition V = S+C+Q , any split partition V = I+K of G satisfies
S ⊆ I and C ⊆ K .
Property 5 ([17]). Let G = (V , E) be a split graph with 3-partition V = S + C + Q . Every vertex of Q is adjacent to all vertices
of C and to no vertex of S.
Lemma 6 ([17]). Let G = (V , E) be a split graph with 3-partition V = S + C + Q . One of the following is true:
1. Q is a clique and |C | + |Q | = ω(G).
2. Q is an independent set, |C | = ω(G)− 1, and |Q | ≥ 2.
Property 7. If a split graph G = (V , E) with 3-partition V = S + C + Q has a unique split partition or Q is a clique, then each
vertex in C has at least one neighbor in S.
Proof. It has been proved in [17] that this is true when G has a unique partition. When Q is a clique, Q ∪ C is the maximum
clique of the graph by Lemma 6, so let us assume for the sake of contradiction that a vertex c ∈ C does not have any neighbor
in S. This means that all neighbors of c are in C ∪ Q , hence d(c) = ω − 1, contradicting the fact that it belongs to C by the
definition of 3-partition. 
Notice that when there is only one vertex in Q , Q is both an independent set and a clique, but we assume it to be a clique
unless we specify differently. This means that if Q is an independent set, thus it contains at least 2 vertices, then S might be
even empty, so that the vertices of C do not necessarily have a neighbor in S.
The following theorem is one of the main results in [17] and characterizes minimal split completions, so it will be useful
for the update operations when we need to repair the graph in a minimal way.
2060 P. Heggernes, F. Mancini / Discrete Applied Mathematics 157 (2009) 2057–2069
Theorem 8 ([17]). Let H = (V , E + F) be a split completion of an arbitrary graph G = (V , E), and let V = S + C + Q be the
3-partition of H. H is a minimal split completion of G if and only if each fill edge has both its endpoints in C.
Finally we give two results that will allow us to express deletion operations in terms of addition and vice versa, thanks
to the fact that split graphs are self-complementary.
Lemma 9. Let G = (V , E) be a split graph with 3-partition V = S + C + Q . Then V = S + C + Q is the 3-partition of G with
S = C and C = S.
Proof. Let us denoteω = ω(G),ω(G) = ω and α and α similarly. By Theorem 1we know that either |V | = ω+α if the split
partition is unique, or |V | = ω + α − 1 otherwise. Also, since split graphs are perfect, we know that α = ω, hence either
|V | = ω+ω or |V | = ω+ω− 1. If the split partition of G is unique, it follows immediately that also the split partition of G
is unique, so Q = Q = ∅ in both graphs. Also, in this case, we know that dG(s) ≤ ω− 1 for each s ∈ S and dG(c) > ω− 1 for
each c ∈ C . Hence dG(s) ≥ (|V |− 1)− (ω− 1) and dG(c) < (|V |− 1)− (ω− 1). Substituting |V |we get dG(s) ≥ ω > ω− 1
and dG(c) < ω ≤ ω − 1, proving that S = C and C = S. If the split partition is not unique, we can use exactly the same
argument with |V | = ω + ω − 1, dG(s) < ω − 1, dG(c) > ω − 1 and d(q) = ω − 1 for each vertex q ∈ Q . In this case we
get dG(s) > ω − 1, dG(c) < ω − 1 and dG(q) = ω − 1, proving the statement. 
From Lemma 9 and Theorem 8, it is straightforward to give the following.
Theorem 10. Let H = (V , E \ F) be a split deletion of an arbitrary graph G = (V , E), and let V = S + C + Q be the 3-partition
of H. H is a minimal split deletion of G if and only if all the endpoints of the deleted edges are in S.
3. Characterizing vertex/edge addition and edge deletion
In this section we give three theorems to characterize, in terms of 3-partition, when the addition of a vertex, the addition
of an edge, and the deletion of an edge in a split graph keeps the graph split (let us recall that removing a vertex from a split
graph, always keeps the graph split). We start with the vertex addition. Also, given the theorem for the edge addition, the
edge deletion will easily follow by the self-complementarity of split graphs.
Theorem 11. Given a split graph G = (V , E), its 3-partition V = S+ C +Q , and a vertex x 6∈ V with a set of neighbors Nx ⊆ V ,
Gx = (V ∪ {x}, E ∪ {xy | y ∈ Nx}) is a split graph if and only if one of the following holds:
1. |Nx| ≤ ω(G)− 1, Nx ⊂ C ∪ Q , and Q is a clique or empty
2. |Nx| ≤ ω(G)− 1, Nx ⊂ C ∪ Q , |Nx ∩ Q | ≤ 1, and Q is an independent set
3. |Nx| > ω(G)− 1, C ⊆ Nx, |Nx ∩ Q | ≥ |Q | − 1, and Q is a clique or empty
4. |Nx| > ω(G)− 1, C ⊆ Nx, and Q is an independent set
Proof. (Only if) For this direction of the proof, we assume that Gx is split, and for each possible case we show that one of the
four listed conditions must hold or we can find a forbidden subgraph in Gx.
Case 1: |Nx| ≤ ω(G) − 1 and Q is a clique or empty. In this case we prove that Gx is split only if Nx ⊂ C ∪ Q , so that
Condition 1 holds. Let us keep in mind that in this case |C | + |Q | = ω(G) by Lemma 6. Assume for the sake of contradiction
that x is adjacent to a vertex s ∈ S. Then x has at mostω(G)−2 neighbors belonging to C ∪Q . Besides, if Q is a clique with at
least two vertices, then xmust have at least |Q | − 1 neighbors in Q or we get a 2K2 induced by {q1, q2, x, s}, for two vertices
q1, q2 ∈ Q \Nx. We can conclude that if S ∩Nx 6= ∅, there exists at least one vertex c ∈ C that is not adjacent to x in Gx. Now
we consider three situations.
If Nx ∩ N(c) ∩ S = ∅ then by Property 7 there exists s1 ∈ N(c) ∩ (S \ Nx) such that {c, s1, x, s} induces a 2K2 in Gx.
If Nx ∩ N(c) ∩ S ≥ 2, let s1, s2 ∈ Nx ∩ N(c) ∩ S. Then {c, s1, x, s2} induces a C4 in Gx.
IfNx∩N(c)∩S = {s1}, thenwe have some cases to consider. If x has at least one neighbor q ∈ Q , we get a C4 = {x, s1, c, q}.
If x has no neighbors in Q , then Q has either one single element q or it is empty. In either case s1 cannot be adjacent to all C ,
hence there exists at least another vertex c1 ∈ C that is not adjacent to s1. If x is adjacent to c1 we get a C4 = {x, s1, c, c1}.
Otherwise we can find a vertex s2 ∈ S adjacent to c1 by Property 7, such that, either x is incident to s2 and we get a
C5 = {x, s1, c, c1, s2}, or, if s2 is not adjacent to x, we get a 2K2 = {s, x, s2, c1}.
Case 2: |Nx| ≤ ω(G) − 1, and Q is an independent set. In this case we prove that Condition 2 must be satisfied, showing
that Nx ⊂ C ∪Q and |Nx∩Q | ≤ 1. We can assume that Q is an independent set of size at least two, or we are in the previous
case with |Q | = 1. We first show that x cannot be adjacent to more than one vertex of Q in Gx. Assume on the contrary that
x is adjacent to at least two vertices q1 and q2 of Q . Thus there is at least one vertex c in C that is not adjacent to x, because
|C | = ω(G) − 1. Since every vertex of Q is adjacent to every vertex of C by Property 5, the set {x, q1, c, q2} induces a C4 in
Gx. Hence |Nx ∩ Q | ≤ 1. Now, we must also show that Nx ⊂ C ∪ Q , so we assume for the sake of contradiction that x is
adjacent to at least one vertex s ∈ S. This implies that, since |Nx ∩ (C ∪ Q )| ≤ ω(G)− 2 and |C | = ω(G)− 1, there exists at
least one vertex c ∈ C to which x is not adjacent. If x is adjacent to a vertex q ∈ Q , either c is also incident to s and we get a
C4 = {x, s, c, q}, or for any other vertex q1 ∈ (Q \ {q}) there is 2K2 = {x, s, c, q1}. Let us now assume that x has no neighbors
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in Q . If c is not incident to s we get a 2K2 = {x, s, c, q} for any q ∈ Q , otherwise there exists a vertex c1 ∈ C that is not
incident to s (or s would belong to Q ), and either we get a 2K2 = {x, s, c1, q} if x is not incident to c1, or a C4 = {x, s, c, c1}
otherwise. All possibilities lead to a forbidden induced subgraph, contradicting that Gx is split, hence S ∩ Nx = ∅.
Case 3: |Nx| > ω(G)− 1 and Q is a clique or empty. In this case we show that Condition 3 must hold, namely C ⊆ Nx and
|Nx ∩ Q | ≥ |Q | − 1, or Gx is not a split graph. When x has no edges to S, then |Nx| = ω(G), meaning that it is adjacent to all
vertices of C and Q , so Condition 3 is satisfied. What is left to show is that when x is adjacent to at least one vertex s ∈ S,
then it must also be adjacent to at least |Q | − 1 vertices of Q and all C . Assume on the contrary that there are two vertices
q1 and q2 in Q which are not adjacent to x in Gx. Since s is not adjacent to any vertex of Q , we get a 2K2 = {x, s, q1, q2},
contradicting that Gx is split. Thus x is adjacent to at least |Q | − 1 vertices in Q . It remains to show that all vertices of C are
adjacent to x in Gx. Assume on the contrary that there is a vertex c ∈ C which is not in Nx, then the proof goes exactly as
in case 1.
Case 4: |Nx| > ω(G)− 1, and Q is an independent set. In this case we show that Gx cannot be split unless C ⊆ Nx, so that
Condition 4 is satisfied. We can assume that |Q | ≥ 2 or we can consider it a clique and use case 3. Assume for the sake of
contradiction that there is a vertex c in C which is not adjacent to x in Gx. Then, by the proof of case 2 we know that x cannot
be adjacent to more than one vertex of Q , hence, since its degree is at least ω(G), it must be adjacent to at least one vertex
of S. In this situation we can use the rest of proof of case 2 to show that if C ∩ Nx 6= C we always get a forbidden subgraph,
contradicting that Gx is split.
Since all possible cases are covered, this part of the proof is complete.
(If) Now we assume that one of the four conditions listed in the theorem holds, and we show that Gx is a split graph,
giving a split partition V ∪ {x} = I + K of it.
Assume that |Nx| ≤ ω(G)− 1, Nx ⊂ C ∪ Q , and Q is a clique or empty. Then I = S ∪ {x} and K = C ∪ Q .
Assume that |Nx| ≤ ω(G)− 1, Nx ⊂ C ∪ Q , |Nx ∩ Q | ≤ 1, and Q is an independent set. Then I = S ∪ {x} ∪ (Q \ {q}) and
K = C ∪ {q}, where q ∈ Q ∩ Nx.
Assume that |Nx| > ω(G) − 1, C ⊆ Nx, |Nx ∩ Q | ≥ |Q | − 1, and Q is a clique or empty. Then I = S ∪ {q} and
K = C ∪ {x} ∪ (Q \ {q}), if Q \ Nx = {q}, or I = S and K = C ∪ Q ∪ {x} otherwise.
Assume that |Nx| > ω(G)− 1, C ⊆ Nx, and Q is an independent set or empty. Then I = S ∪ Q and K = C ∪ {x}. 
Lemma 12. Given a split graph G = (V , E), its 3-partition V = S + C + Q , and two vertices a, b ∈ V such that ab 6∈ E,
Gab = (V , E ∪ {ab}) fails to be a split graph if and only if a, b ∈ S.
Proof. Due to Property 5, there are four possibilities regarding which set each of a and b belongs to: they can both belong
to S, one can belong to S and the other to either C or Q , or they can both belong to Q (only if Q is an independent set). We
will show that Gab is not split exactly in the first case.
Assume that a, b ∈ S. If |Q | ≥ 2, then if Q is a clique, {a, b, q1, q2} induces a 2K2 in Gab for every two vertices q1, q2 ∈ Q .
Otherwise, since Q is an independent set, there exists a vertex c ∈ (C \ N(a)). Now, if c 6∈ N(b), then {a, b, c, q} induces a
2K2 in Gab for each q ∈ Q , otherwise there exist c1 ∈ N(a) \N(b) and {a, b, c, c1} induces a C4 in Gab. Let us assume |Q | ≤ 1.
Then by Property 7 we know that each vertex c ∈ C must have at least a neighbor in S, and each vertex in S must have
at least a non-neighbor in C . Hence, if N(a) ⊆ N(b) (or N(b) ⊆ N(a)), there must exists c ∈ C \ N(b) and c must have a
neighbor s ∈ S with s 6= a, b. In this case {c, s, a, b} induces a 2K2 in Gab. Otherwise there exist a vertex x ∈ N(a) \ N(b) and
a vertex y ∈ N(b) \ N(a) such that {x, a, b, y} induces a C4 in Gab.
For the remaining cases, let us recall that we can always find a split partition of G where at least one vertex of Q is in
K and another one in I , and S ⊆ I for every I . Choosing such vertices to be the endpoints of ab, we always add the edge
between K and I , so that V = K + I is also a valid split partition of Gab. Hence Gab is split. 
From Lemmas 9 and 12, the edge deletion rule follows.
Lemma 13. Given a split graph G = (V , E), its 3-partition is V = S + C + Q , and an edge ab ∈ E, G−ab = (V , E \ {ab}) fails to
be a split graph if and only if a, b ∈ C.
4. Algorithms and implementation details
In this section we give algorithms for each of the operations described previously, along with their implementation
details. We start showing how the 3-partition can be implemented as a data structure that can handle our operations
efficiently.
4.1. The data structure
Herewe describe how to implement the 3-partition andwe give some results that will simplify the running time analysis
of the algorithms in the next sections.
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Given an input graph G represented with an adjacency list, as an initial preprocessing step, we can find the degrees of all
vertices in linear time and store the values in a variable for each vertex. Using the degrees,ω(G) can be found in linear time,
as well [16]. After this, the vertices can be partitioned into S, C , and Q according to their degrees, in linear time. The sets
S and C , are each represented by an object containing a degree array of n elements where each element d of the array has
two pointers: one to an object containing the label of the set, and one to a list of elements representing the vertices in that
set with degree d. We call such a list, a degree list Lid, with i ∈ {S, C}. Each element in a degree list points both to the object
with the label of the set it belongs to, and to the corresponding vertex of the graph. There can therefore be up to n labels for
a set, but only one for each degree list. Besides, we keep a pointer to the maximum and minimum non-empty element of
the degree array, and, from the last element of a degree list, we have a double pointer to the first element of it and the next
degree list in the array.
Notice also that, since in Q all vertices have always the same degree, we do not need a degree array, but just a simple list
of elements representing the vertices in Q and a label to which they all point. However we maintain one more variable for
Q that holds a value from {0, 1, 2}, indicating, respectively, whether Q is empty, a clique, or an independent set (of size at
least 2, or we consider it a clique). This information can be updated and accessed in constant time.
Finally, we also maintain a variable with the size of the maximum clique of the graph and each vertex of the graph has a
double pointer to its corresponding element in a degree list.
This way, finding out which set a given vertex belongs to or its degree, deleting a given vertex from a set, and adding a
given vertex to a set take each constant time. Consequently, moving a given set A of vertices, takes at most O(|A|) time.
Given this structure, to scan or return a set of the 3-partition takes time linear in the size of the set, because the degree
lists are all connected by pointers, so we can just scan them one after the other, starting with the one corresponding to the
minimum degree in the array, to which we have a pointer as well.
As we said, the size of a degree array is n, but sincewe allow addition of vertices to the graph, for every such operationwe
should increase the size of the array by 1. This can be done in amortized constant time using dynamic arrays, or allocating
from the beginning an array of size n+ n′, where n′ is an upper bound to the number of possible vertex additions given by
the user of the algorithm. Notice that this is something every dynamic algorithm has to deal with, independently from the
3-partition.
To conclude this section we give a lemma about the running time of some specific operations on this data structure, that
will be heavily used to obtain the running time of the algorithms in the next sections.
Lemma 14. Let X, Y ∈ {S, C,Q } for the 3-partition V = S + C + Q of a split graph G = (V , E), and let A be a subset of the
degree list LXd . All vertices of Xd = LXd \A can be moved to Y in time O(max{|A|, 1}), if LYd contains a constant number of elements.
Proof. In O(|A|) time it is possible to remove all elements of A from LXd , so that we get a new degree list L1 = A where all
elements point to a new label X , while the current LXd is now equal to Xd. Now in constant time we can replace L
X
d with L1
and attach Xd to LYd . Since by assumption L
Y
d contains a constant number of elements, we can move their pointers from their
current label to the label of Xd, and change the value of such label from X to Y . Therefore the overall running time tomove Xd
to a set Y and update the new set X , is O(max{|A|, 1}), since if A = ∅, LXd = Xd and we can move it to Y in constant time. 
4.2. Operations
In this section we show how our data structure can be updated efficiently after a modification that keeps the graph split
and we give algorithms to repair the graph in a minimal way when adding a vertex or an edge, or deleting an edge, destroys
the split property.
Let G = (V , E) be the split graph given as input with its 3-partition. Given a vertex x 6∈ V incident to a set Nx ⊆ V , we
show that a minimal split completion G′ of Gx = (V ∪ {x}, E ∪ {xy | y ∈ Nx}) and the corresponding 3-partition can be
computed in time O(|Nx| + |F |) = dG′(x). It follows that if Gx is split, we can update its 3-partition in time O(|Nx|). When
deleting an edge ab ∈ E, we call the resulting graph G−ab and we give an algorithm that can compute a minimal split deletion
G′ of G−ab and the corresponding 3-partition in time O(min{dG(a), dG(b)}). In particular, checking whether G−ab is still split,
and update its 3-partition if so, can be done in constant time. Using the edge deletion algorithm we give a vertex deletion
algorithm that, given a vertex x to remove fromG, updates the 3-partition ofG−x in timeO(dG(x)). Finally, the edge addition
case can be easily handled using a vertex deletion and a vertex addition operation. That is, given an edge ab 6∈ E to add to
G, if the resulting graph Gab is not split, we first remove the endpoint of ab of minimum degree from G, and then we add
it back with the new edge ab incident to it. This means that a minimal split completion G′ of Gab and its 3-partition can be
computed in time O(max{dG′(a), dG′(b)}). If Gab is split instead, we can update the 3-partition in constant time. Let us recall
that, as we mentioned in the introduction, all fill edges will be adjacent only to the new vertex or to one of the endpoints of
the added/deleted edge.
4.2.1. Vertex addition
We begin with an observation that will help simplifying the analysis of the running time. Then we give the algorithm
that computes a minimal split completion G′ of Gx and its 3-partition in case Gx is not split. Notice that we can always find
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a minimal split completion of Gx adding edges only to x, because the graph obtained by adding a universal vertex to a split
graph, is still split.
Observation 15. Let G = (V , E) be a split graph with 3-partition V = S + C + Q , x 6∈ V and Gx = (V ∪ {x}, E ∪ Ex) a split
graph with 3-partition V ∪ {x} = S ′ + C ′ + Q ′. Then C ⊆ C ′ and S ⊆ S ′.
Proof. C ⊆ C ′ because either ω(G) = ω(Gx), or ω(Gx) = ω(G)+ 1 and x is incident to all C by Theorem 11. This means that
the degree of each vertex of C remains strictly greater than ω(Gx) − 1 after adding x, so that they belong to C ′ in Gx. Using
the same argument on G and Gx, by Lemma 9 we get that S ⊆ S ′. 
Algorithm:Minimal-vertex-completion
Input: A split graph G = (V , E), its 3-partition V = S + C + Q , a vertex x /∈ V , and a set Nx ⊂ V .
Output: A minimal split completion G′ of Gx = (V ∪ {x}, E ∪ {xy | y ∈ Nx}), and the 3-partition
V ∪ {x} = S ′ + C ′ + Q ′ of G′.
If Nx ∩ S 6= ∅ and Q is a clique then
If |Nx ∩ Q | ≤ |Q | − 1 then (1a)
Let q be a vertex of Q \ Nx;
F = {xy | y ∈ (C \ Nx) ∪ (Q \ Nx \ {q})};
S ′ = S ∪ {q}; C ′ = C ∪ (Q \ {q}) ∪ {x}; Q ′ = ∅;
ElseIf Nx ∩ Q = Q then (1b)
F = {xy | y ∈ C \ Nx};
S ′ = S; C ′ = C ∪ {x}; Q ′ = Q ;
EndIf
ElseIf Q is an independent set then (2)
F = {xy | y ∈ C \ Nx};
S ′ = S ∪ (Q \ Nx); C ′ = C ∪ {x}; Q ′ = Nx ∩ Q ;
EndIf
G′ = (V ∪ {x}, E ∪ {xy | y ∈ Nx} ∪ F);
Theorem 16. Given a split graph G = (V , E) together with 3-partition V = S + C + Q , a vertex x 6∈ V , and a set Nx ⊆ V , a
minimal split completion G′ of Gx = (V ∪ {x}, E ∪ {xy | y ∈ Nx}) and the 3-partition V ∪ {x} = S ′ + C ′ + Q ′ of G′ can be
computed in time O(dG′(x)).
Proof. Using Theorem 11we can checkwhether Gx is split in O(|Nx|) time. If so, Gx = G′ and its 3-partition can be computed
in O(|Nx|) time as well by Observation 15 and Lemma 14 as we are going to explain. By Observation 15, none of the vertices
in C and S needs to be moved, hence the update consists in: Updating the degree of the vertices in Nx by one; Placing x in
one of the three sets; and possibly move either the set Nx ∩ Q to C , or Q \ Nx to S, or both. This is because all vertices in Q
have the same degree. Therefore, when adding x, the degrees of the vertices in Nx ∩ Q increase by one and they either stay
in Q ′ if ω(G′) = ω(G)+ 1, or they must move to C ′. On the other hand, the degrees of the vertices in Q \ Nx do not change,
so they stay in Q ′ if ω(G′) = ω(G) or must move to S ′ otherwise. The running time follows from Lemma 14: At most |Nx|
vertices might have to go to C ′, so we can move them in O(|Nx|) time; Moving Q \Nx to S ′ can be done again in O(|Nx|) time
because the set A of Lemma 14 in this case is exactly Nx ∩ Q and no vertices in S ′ have degree ω(G)− 1.
Assume now that Gx is not split. Then we can find a minimal split completion G′ of Gx and update the 3-partition in
O(dG′(x)) using Algorithm Minimal-vertex-completion.
Let us prove the correctness of the algorithm first, keeping in mind that we want to add fill edges only incident to x. If
Q is a clique, then Gx is not split only if Nx ∩ S 6= ∅ and Nx ∩ C 6= C and/or |Nx ∩ Q | < |Q | − 1. In this case we can only
add edges to x in order to satisfy condition 3 of Theorem 11, namely make x incident to C and at least |Q | − 1 vertices of Q .
Cases 1a and 1b of Algorithm Minimal-vertex-completion, cover all such possibilities. If Q is an independent set, then Gx is
not split only if Nx ∩ C 6= C , so the only way to fix the graph is covered by case 2 of Algorithm Minimal-vertex-completion,
that make x incident to C satisfying condition 4 of Theorem 11.
Checking that the sets S ′, C ′, and Q ′ are correct is straightforward since, given F , we know ω(Gx) and the new degrees of
the vertices of G. Finally, observe that in each case both endpoints of every edge in F are in C ′, ensuring that the computed
split completion is minimal by Theorem 8.
We have already shown at the beginning of the proof that if G′ if split, the 3-partition can be updated in time O(|Nx|).
Hence, given the fill edges incident to x that make the graph split again, we can perform the update in time O(|Nx| + |F |) =
O(dG′(x)).What is left to prove is that the set of vertices to bemade incident to x can be foundwithin the same time bound. By
AlgorithmMinimal-vertex-completion, we alwaysmake all vertices of C adjacent to x, but |C | ≤ |Nx|+ |F |, so this operation
takes O(|Nx|+ |F |) time. Sometimes we also need to scan Q , but then we will make x adjacent to all vertices of Q except one
vertex, meaning that |C | + |Q | − 1 = |Nx| + |F |, so that O(|C | + |Q |) = O(|Nx| + |F |). 
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We end this section with Observation 17 which we find interesting on its own, and which will be useful in Section 5.
Observation 17. Given a split graph G = (V , E) and a vertex x 6∈ V with a set of neighbors Nx ⊆ V in G, all possible minimal
split completions of Gx = (V ∪ {x}, E ∪ {xy | y ∈ Nx}), where all fill edges are incident to x, have the same number of edges.
Proof. As can be seen in Algorithm Minimal-vertex-completion and the proof of Theorem 16, either we have to make x
adjacent to all vertices of C , in which case the minimal completion is unique, or we have to make x adjacent to all vertices
of C and all but one vertices of Q , in which case all minimal completions have the same number of fill edges. 
4.2.2. Edge deletion
In this section we handle the case when an edge ab is deleted from G. We call the resulting graph G−ab and we give an
algorithm to compute a minimal split deletion G′ of G−ab and its 3-partition when deleting ab does not keep the graph split.
Remember that the edges are deleted from only one endpoint of ab. Using our data structure we can perform the minimal
split deletion in time O(min{dG(a), dG(b)}), while, if G−ab is split, it is easy to show that the 3-partition can be updated in
constant time.
Algorithm:Minimal-edge-deletion
Input: A split graph G = (V , E), its 3-partition V = S + C + Q , and an edge ab ∈ E with a, b ∈ C
Output: A minimal split deletion (maximal split subgraph) G′ of G−ab = (V , E \ {ab}) and the 3-partition
V = S ′ + C ′ + Q ′ of G′.
ω = ω(G);
If Q is a clique then (1)
F− = {av | v ∈ S ∧ av ∈ E};
S ′ = S ∪ {a}; Q ′ = ∅; and C ′ = C \ {a} ∪ Q ;
ElseIf Q is an independent set then (2)
Let q be a vertex in Q ;
F− = {av | v ∈ (S ∪ Q \ { q}) ∧ av ∈ E};
S ′ = S ∪ {a} ∪ (Q \ {q}); Q ′ = ∅; and C ′ = (C \ {a}) ∪ {q};
ElseIf Q is empty then
F− = {av | v ∈ S ∧ av ∈ E};
W = {x | x ∈ S \ NG(a) ∧ dG(x) = ω − 1};
If |W | = 0 then (3a)
S ′ = S ∪ {a}; Q ′ = ∅; C ′ = C \ {a};
ElseIf d(b) > ω then (3b)
S ′ = S \W ∪ {a}; Q ′ = W ;C ′ = C \ {a};
ElseIfW = {s} and d(b) = ω then (3c)
S ′ = (S \ {s}) ∪ {a}; Q ′ = {b, s}; C ′ = C \ {a, b};
EndIf
G′ = (V , E \ {ab} \ F−);
Theorem 18. Given a split graph G = (V , E) together with its 3-partition and an edge ab ∈ E, a minimal split deletion G′ of
G−ab = (V , E\{a, b}) and the 3-partition of G′ can be computed in time O(min{dG(a), dG(b)}) if G−ab is not split, or O(1) otherwise.
Proof. We can check whether the graph is split after the deletion in constant time by Lemma 13. If so, it means that ab
cannot belong to C and G′ = G−ab, so that its 3-partition can be computed in constant time. Notice, in fact, that when deleting
an edge ab from G only a and b change their degree, hence they are only vertices that might have to be moved unless: either
the split partition of G is unique while the one of Gx is not (meaning that the degree of the endpoint of ab belonging to C is
ω(G)); or ω(G′) = ω(G)− 1. In the first case we need to move all vertices of S with degree ω(G)− 1 to Q ′, and since Q = ∅,
by Lemma 14 we can do it in constant time. In the second case we know that Q was a clique and either a, b ∈ Q or ab was
between C and Q . When removing an edge from Q , if |Q | = 2, we need to move all vertices of S with degree ω(G)− 2 to Q ′,
otherwise, if |Q | > 2 we need to move all vertices in Q \ {a, b} to C ′. In both cases we can perform the update in constant
time by Lemma 14. In the last case, when a ∈ Q and b ∈ C (or vice versa), we need to move Q \ {a} to C ′, again in constant
time by Lemma 14.
If G−ab is not split, then we apply Algorithm Minimal-edge-deletion, and delete a minimal set of edges incident to a
(everything still holds by symmetry if considering b) in order to get G′. In this case both a and b belong to C , so after the
deletion they are not adjacent. Besides, the clique size decreases always by one unless the partition of G is unique and there
is at least a vertex of degreeω(G)−1 in S \N(a). This means that b either remains in C ′ or it goes into Q ′ if its only neighbor
outside C is the unique vertex of degree ω(G)− 1 in S \ N(a), meaning that Q ′ is a clique. In every case a can belong only to
S ′, hence all edges to its neighbors in S, and possibly to |Q | − 1 neighbors in Q if Q is an independent set, must be removed.
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All these cases are covered by the algorithm. Given the cases, it is easy to check that the new split partition is correct and
that the split deletion is minimal by Theorem 10 since all vertices that were incident to a deleted edge end up in S ′.
For the running time analysis we need to prove that every case of Algorithm Minimal-edge-deletion can be executed in
O(dG(a)) time. Remember that a, b ∈ C so they are adjacent to all vertices of C ∪Q . To find F−, and update the degree of the
vertices involved in the deletion, takes O(dG(a)) time, because we always delete edges to vertices in the neighborhood of a
in G.
In cases 1a and 2a, we can move Q respectively to C ′ or S ′, in O(1) time, by Lemma 14. Notice that in cases 3a, 3b and 3c,
F− is the same, so it does not depend on the If condition. Hence, in O(dG(a)) time, we can find F−, remove these edges from
G, and update the degree lists of the sets of the 3-partition accordingly, without moving any vertex from a set to another.
Now the current sets Q , S and C are not a correct 3-partition of G′, but to make them right we need to move onlyW , a and
possibly b, to other sets. However, F− is exactly the set of edges from a to S, and since we removed them and updated all
degree lists, now there cannot be vertices with degreeω(G)−1 in S that were neighbors of a. HenceW is exactly the degree
list Lω(G)−1 of the current S. This means that we can apply Lemma 14 to all cases 3a, 3b, 3c and 3d, updating the 3-partition
in constant time, after we removed F−.
Since we proved that each case can be executed in O(dG(a)) time and we can choose in constant time the endpoint of ab
with minimum degree, the theorem follows. 
4.2.3. Vertex deletion
Removing a vertex x ∈ V from a split graph G = (V , E) always keeps the graph split. Therefore in this sectionwe are only
interested in showing that the running time of the corresponding update can be performed in time O(dG(v)). In order to
achieve this running time we show that there exists an order of the edges incident to x such that, if these edges are deleted
in that order, the resulting graph remains split after each edge removal. We call such an order a good edge deletion order.
Such result is interesting on its own and allows us to remove a vertex just running dG(x) times the edge removal algorithm,
thus getting the desired running time.
Lemma 19. Given a split graph G = (V , E), its 3-partition V = S + C + Q , and a vertex x ∈ Q ∪ S, any order of the edges
incident to x is a good edge deletion order.
Proof. We know that there exists a split partition V = I + K of G such that x is in I (there is always at least one vertex of Q
that can be moved to I , so we can always choose x). Since all edges incident to x are then between the independent set and
the clique, they can be removed in any order, and the graph will be split after each removal. 
Lemma 20. Given a split graph G = (V , E), its 3-partition V = S + C + Q , and a vertex x ∈ C, the following is a good edge
deletion order of the edges incident to x: First remove edges between x and its neighbors in S, then remove edges between x and
its neighbors in Q , and finally remove edges between x and its neighbors in C.
Proof. Let v0, v1, . . . , vk be the neighbors of x in G, listed according to the edge deletion order described in the lemma. Let
G0 = G, andGi be the result of deleting edge xvi−1 fromGi−1, and let V = Si+Ci+Qi be the 3-partition ofGi, for 1 ≤ i ≤ k+1.
We have to show that whenwe delete edge xvi from split graph Gi, the resulting graph Gi+1 is split for each i ∈ {0, 1, . . . , k}.
By Lemma 13, this is equivalent to showing that x and vi do not both belong to Ci.
Let us assume for the sake of contradiction that at some step i, both x and vi belong to Ci, and let i be the first such
step. In this case, we show that vi belongs to S ∪ Q . Since all vertices of S ∪ Q are ordered before all vertices of C among
the endpoints of edges incident to x, if x has any neighbors in Gi belonging to S ∪ Q , then vi ∈ S ∪ Q . Assume on the
contrary that x has no neighbors belonging to S ∪ Q in Gi. Let j < i be the first step where vj belongs to C . Observe that the
degree of each vertex of C remains unchanged until step j, and the size of the maximum clique can only have decreased.
Thus every vertex of C belongs to Cj. Since in Gj, x has no neighbors outside of Cj, x does not belong to Cj. By Lemma 19,
we can remove each remaining edge incident to x, contradicting the assumption that x and vi both belong to Ci at some
later step i. Thus we can conclude that vi ∈ S ∪ Q . It follows that dG(vi) ≤ ω(G) − 1, but since now vi belongs to Ci, it
means also that dGi(vi) ≥ ω(Gi) and ω(Gi) < ω(G). On the other hand, the size of the maximum clique cannot decrease
more than one since we remove edges incident only to one vertex, so ω(Gi) ≥ ω(G) − 1. We can then conclude that
ω(Gi) = ω(G)− 1 and therefore dG(vi) = ω(G)− 1, so either vi ∈ S and Q = ∅, or vi ∈ Q . In the first case, before step i, we
have removed only edges incident to vertices of S, meaning that the size of the maximum clique cannot have decreased, so
we have a contradiction. In the latter case, we also consider that since x ∈ Ci, it must have a neighbor y outside Ci. However
dGi(y) = dG(y) < dGi(vi) = dG(vi) = ω(G) − 1, meaning that y ∈ S and we should have deleted the edge incident to y
before the one incident to vi, so we have a contradiction again. 
Theorem 21. Given a split graph G = (V , E) together with its 3-partition and a vertex x ∈ V , the 3-partition of G[V \ {x}] can
be computed in time O(dG(x)).
Proof. We first compute a good edge deletion order of NG(x) in time O(dG(x)). It is enough to create a list (or an array of size
d(x)) and scan the adjacency list of x at most three times, adding to the list at each iteration the neighbors of x in one of the
three sets S, Q , and C in this order. In Section 4.2.2 we showed that it takes constant time to remove one edge from a split
graph if the removal keeps the graph split, and since we run such algorithm dG(x) times, the theorem follows. 
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4.2.4. Edge addition
In this section we cover the last operation, namely adding an edge ab to a split graph G. We call the resulting graph Gab.
Using the results of the previous sections we can easily show that computing a minimal split completion G′ of Gab and its
3-partition can be done in time O(max{dG′(a), dG′(b)})when we are given the 3-partition of G. Also, if Gab is still split, then
G′ = Gab and its 3-partition can be computed in constant time.
Theorem 22. Given a split graph G = (V , E) together with its 3-partition, and a pair of vertices a, b ∈ V such that ab 6∈ E, a
minimal split completion G′ of Gab = (V , E ∪ {ab}) and the 3-partition of G′ can be computed in time O(max{dG′(a), dG′(b)})
when Gab is not split, or O(1) time otherwise.
Proof. We can check in constant timewhether Gab is split or not by Lemma 12. If so, also the update can be done in constant
time as follows. If the added edge does not increase the size of themaximum clique, then the only affected vertices are a and
b, unless the split partition becomes unique, meaning that we added the edge between S and Q and Q is an independent
set of size at least one. Assume b ∈ Q , then we have to move Q \ {b} to S ′ and b to C ′. We can do this in constant time by
Lemma 14. If adding ab increases the size of the maximum clique, it means that we added the edge between two vertices
of Q (that is therefore an independent set) or between a vertex of S of degree ω(G)− 1 and C . In the first case we have two
situations: |Q | = 2, so after the addition we might need to move all vertices of C that have degree ω(G) to Q ′; or |Q | > 2,
so we need to move Q \ {a, b} to S ′. For both we can apply Lemma 14 and perform the update in constant time. In the latter
case we know that G has a unique split partition, hence Q = ∅. After adding the edge we need to move the endpoint that
was in S and all vertices in C with degree ω(G) to Q ′. Again, by Lemma 14, also this update can be done in constant time.
Let us consider the case when Gab is not a split graph. Then we can simply remove an endpoint of ab from the graph, let
us say a, in time O(dG(a)) by Theorem 21, and put it back with the new edge. At this point we can use Theorem 16 to obtain
a minimal split completion G′ of Gab in time dG′(a). Notice that since in this case both a and b belong to S, their degree is at
most ω(G)− 1. Also, the one that we decide to complete, namely a, will have to belong to C ′, so it will have a degree at least
ω(G) in G′. Hence dG′(a) ≥ dG′(b) and the Lemma follows. 
In the next section, we show that after a vertex or edge addition, or an edge deletion, it is possible to compute even a
minimum split completion or deletion, respectively, of the resulting graph. The reason why we do not include these results
in this section, is that they have an interest on their own, and they are not as useful as the minimal split completions when
designing incremental algorithm. We will explain better why in the concluding remark. Also, even though we can compute
a minimum split completion (deletion), it does not mean that the results on minimal split completions (deletions) we have
given in this section are not useful. They are, in fact, the base for the results in the next section.
5. Minimum split completions and deletions
In this section we will show that it is possible to compute, in linear time, a minimum split completion of a split graph
plus one vertex, when adding such vertex does not keep the graph split. We give also a similar result for minimum split
completions of split graphs plus one edge and minimal split deletion of split graph minus one edge.
Lemma 23. Let G = (V , E) be a split graphwith 3-partition V = S+C+Q , x 6∈ V and Nx ⊂ V such that Gx = (V , E∪{xy | y ∈
Nx}) is not split. If there exists a minimum split completion of Gx with some fill edges incident to x, then there exists a minimum
completion of Gx where all the fill edges are incident to x.
Proof. Let G′ be a minimum split completion of Gx, with 3-partition V ∪ {x} = S ′ + C ′ + Q ′. Let us assume that there are
some fill edges incident to x. Then x must belong to C ′ by Theorem 8. Let us assume that there is at least another fill edge
yz in C ′ not incident to x. Then we can show that Q ′ = ∅. If Q ′ is an independent set of size at least 2, then there exists a
C4{y, z, q1, q2} in G, where q1, q2 ∈ Q . So Q is a clique and both y and zmust have a neighbor in S ′ by Property 5. If they have
two distinct neighbors, there is a 2K2 in G, and if they have more than one common neighbor, there is a C4. Hence they have
exactly one common neighbor w and Q = ∅ or there would be a C4 in G. Also, for one of y or z, let us say z, w must be the
only neighbor in S ′. Assume now thatw is not universal for C ′ \{x}. Then there is a vertex v ∈ C ′ \{x} not incident tow, with
at least a neighbor s ∈ S ′. We know that vz cannot be a fill edge or {s, v, w, z} induces a 2K2 in G. This forces yv to be an edge
of G as well, or there would be a C5 induced by {s, y, w, z, v} if s is incident to y, or a 2K2 induced by {w, y, s, v} otherwise.
However if both vz and yv are not fill edges, {w, z, v, y} induces a C4 in G. We can conclude that w must be universal for
C ′ \ x. At this point we can add the fill edge xw, switch z with w, so that C ′ = C ′ \ {z} ∪ {w} and S ′ = S ′ \ {w} ∪ {z}, and
remove yz, getting a split completion with at most as many fill edges as before. In particular all the fill edges must now be
incident to x. Assume this is not true, then we should be able to argue again that there exists another vertex in S ′ universal
for C ′ \ {x}, but this is a contradiction. No vertex in S ′ \ {z} is incident tow and z is not incident to y. 
Also by Observation 17, we know that all minimal completions where all fill edges are incident only to x, are equivalent
with respect to the number of edges, so we can just consider any one of them.
Theorem 24. Given a split graph G = (V , E)with 3-partition V = S + C + Q , a vertex x 6∈ V , a set Nx ⊆ V , and the knowledge
that Gx = (V , E ∪ {xy | y ∈ Nx}) is not split, a minimum set of fill edges that added to Gx makes it split again, is the smallest
between the following two possible sets of fill edges F1 and F2:
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1. If Nx ∩ S 6= ∅, Q is a clique and |Nx ∩ Q | ≤ |Q | − 1, let q ∈ Q \ Nx, then:• F1 = {xv | v ∈ (C \ Nx) ∪ Q \ {q}}• F2 = {sv | s ∈ Nx ∩ S ∧ v ∈ (C ∪ Q \ {q} ∪ (Nx ∩ S)) ∧ sv 6∈ E}.
For the remaining cases let F1 = {xv | v ∈ C ∧ xv 6∈ E}, X = {v | v ∈ C \ Nx ∧ N(v) ∩ S ⊆ Nx ∩ S}, and c an element of X
of minimum degree.
2. Nx ∩ S 6= ∅, Q is a clique and Nx ∩ Q = Q :• F2 = {sv | s ∈ Nx ∩ S ∧ v ∈ (C \ {c} ∪ Q ∪ (Nx ∩ S)) ∧ sv 6∈ E}.
3. Q is an independent set:
• If Q \ Nx = ∅:
F2 = {sv | s ∈ Nx ∩ (S ∪ Q ) ∧ v ∈ C \ {c} ∪ (Nx ∩ (S ∪ Q )) ∧ sv 6∈ E}.• Else:
F2 = {sv | s ∈ Nx ∩ (S ∪ Q ) ∧ v ∈ C ∪ (Nx ∩ (S ∪ Q )) ∧ sv 6∈ E}.
Proof. By Lemma 23, we know that we can consider only two types of completions: one where all fill edges are incident
to x and one where all fill edges are in G. For the first kind, thanks to Observation 17, we can use the minimal completions
defined in Section 4 obtaining the sets F1 in the statement. For the second kind we will show a minimum way to modify
the 3-partition of G into a new partition V = C ′ + S ′ + Q ′, so that, when adding x, one of the conditions of Theorem 11 is
satisfied. In particular, if |Nx| ≤ ω(G)− 1 we have to try and satisfy either condition 1 or 2 of Theorem 11, because adding
edges to G can only increase the maximum clique size. Notice also that, since we give a minimum set of edges to add to G,
when adding x to G′ we will automatically get a minimal completion of Gx.
First of all we prove that if |Nx| > ω(G) − 1, it is always possible to choose safely the set F1 as the minimum. In this
case, in order to satisfy condition 1 or 2 of Theorem 11 adding edges to G, a necessary condition is that all neighbors of x
belongs to C ′ ∪ Q ′ and they are in the same clique. Let us assume that |F1| > 1 or we can always choose F1. This means that
if Q is a clique, then Nx ∩ S ≥ 2, so we have to make Nx ∩ S into a clique and add at least two edges between Nx ∩ S and
C ∪ Q . If Q is an independent set, then |Nx ∩ (S ∪ Q )| ≥ 3 and we have to make Nx ∩ (S ∪ Q ) into a clique. However in the
first case |F1| ≤ |(C ∪ Q ) \ Nx| = ω(G) − (|Nx| − |Nx ∩ S|) ≤ |Nx ∩ S| ≤ (|Nx ∩ S|2 − |Nx ∩ S|)/2 + 2 and in the latter
|F1| = |C \Nx| = ω(G)− 1− (|Nx| − |Nx ∩ (S ∪Q )|) < |Nx ∩ (S ∪Q )| ≤ (|Nx ∩ (S ∪Q )|2− |Nx ∩ (S ∪Q )|)/2. Therefore we
can always consider F1 to be the smallest set. In order to satisfy condition 3 or 4 of Theorem 11 adding edges to G, instead,
necessary conditions are that Nx ∩ C ′ = C ′ and also |Nx ∩ Q ′| ≥ |Q ′| − 1 if Q ′ is a clique. Assume x is not adjacent to at least
2 adjacent vertices in u, v ∈ C ∪ Q , or we have |F1| = 1. This means that in the new 3-partition: neither u nor v can belong
to C ′, otherwise Nx ∩ C ′ 6= C ′; they cannot both belong to S ′ since they are connected, and they cannot both belong to Q ′
because then Q ′ would be a clique and Nx ∩ Q ′ ≤ |Q ′| − 2 violating condition 3. Hence exactly one of them must be in Q ′
and the other one in S ′. However this leads to a contradiction because there cannot be edges between S ′ and Q ′. For the rest
of the proof we can therefore consider only the case when |Nx| ≤ ω(G)− 1, so that we always have the necessary condition
that Nx is a clique in G′ and Nx ⊂ C ′ ∪ Q ′.
Case 1: Nx ∩ S 6= ∅, Q is a clique and Nx ∩ Q ≤ |Q | − 1. In this case the completion F1 corresponds to case 1a of
AlgorithmMinimal-vertex-completion. Let us see how to add aminimum set of fill edges F2 to G in order to get a new graph
G′ with 3-partition V = C ′ + S ′ + Q ′. If Q ′ is a clique, at most one vertex from (C ∪ Q ) \ Nx might not belong to the clique
C ′ ∪ Q ′, otherwise, if Q ′ is an independent set, at most one vertex from (C ∪ Q ) \ Nx might not belong to the clique C ′.
Hence a necessary condition is to make ((C ∪ Q ) \ {q}) ∪ (Nx ∩ S) into a clique where q ∈ (C ∪ Q ) \ Nx. We can always
choose q to be a vertex of Q \ Nx, that exists by assumption, minimizing the number of fill edges used. Notice that doing
this, the necessary condition is also sufficient. All the neighbors of x are in C ′ ∪ Q ′, in particular either Q ′ is a clique and
Q ′ = Nx ∩ S or Q ′ is an independent set with Q ′ = (Nx ∩ S) ∪ {q}, where |Nx ∩ S| = 1. We can summarize this case as
follows: F2 = {sv | s ∈ Nx ∩ S ∧ v ∈ (C ∪ Q \ {q} ∪ (Nx ∩ S)) ∧ sv 6∈ E}.
Case 2: Nx ∩ S 6= ∅, Q is clique (or empty) and Nx ∩ Q = Q . In this case, F1 corresponds to case 1b of AlgorithmMinimal-
vertex-completion. For F2 we proceed as in the previous point, but nowwemust haveQ ⊂ C ′∪Q ′. Hence, if there is a vertex
in C ∪ Q that might not belong to C ′ ∪ Q ′ if Q ′ is a clique or to C ′ if Q ′ is an independent set, it must come from C \ Nx. Also
this vertex should not have neighbors in S \Nx. Among the ones satisfying these properties, we can choose the one with the
smallest degree, in order to minimize the fill edges we need to add. Let us call such vertex c , if it exists, and define the set F2
as: F2 = {sv | s ∈ Nx ∩ S ∧ v ∈ (C \ {c} ∪ Q ∪ (Nx ∩ S)) ∧ sv 6∈ E}.
Case 3: Q is an independent set. In this case, F1 corresponds to case 2 of Algorithm Minimal-vertex-completion. For F2,
we know that Nx ∩ (S ∪ Q ) must be made into a clique and we have similar situations as in Case 1. If Q ′ is a clique, then
|(C ′ ∪ Q ′) ∩ C | ≥ |C | − 1, otherwise |C ′ ∩ C | ≥ |C | − 1. However if Q \ Nx 6= ∅, then we must have C ⊂ (C ′ ∪ Q ′)
and C ⊂ C ′ respectively. Notice, in fact, that if there exists q ∈ Q \ Nx, it would be adjacent to all C . Thus, if we choose
a vertex c ∈ C not to be in C ′ ∪ Q ′ when Q ′ is a clique or not to be in C ′ when Q ′ is an independent set, we must have
Q \ Nx ⊂ C ′ ∪ Q ′ or Q \ Nx ⊂ C ′, meaning that we have to make the whole Q ∪ (S ∩ Nx) into a clique. However it is
always at least as convenient to make c adjacent to exactly S ∩Nx, so that it belongs to C ′ ∪Q ′ or C ′ respectively. In this case
F2 = {sv | s ∈ Nx ∩ (S ∪ Q ) ∧ v ∈ C ∪ (Nx ∩ (S ∪ Q )) ∧ sv 6∈ E}. When Q \ Nx = ∅, instead, as in the previous case we can
pick a vertex c ∈ C \ Nx with neighbors only in Nx ∩ S and smallest degree, and make (Nx ∩ (S ∪ Q ))∪ C \ {c} into a clique,
getting F2 = {sv | s ∈ Nx ∩ (S ∪ Q ) ∧ v ∈ C \ {c} ∪ (Nx ∩ (S ∪ Q )) ∧ sv 6∈ E}. 
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Theorem 25. Given a split graph G = (V , E), a vertex x 6∈ V , and a set Nx ⊆ V , a minimum split completion H of
Gx = (V , E ∪ {xy | y ∈ Nx}) can be computed in O(|V | + |E|) time.
Proof. What we need to compute is: The 3-partition of G; The minimum set of fill edges; The graph H . We will show that
each of them can be computed in time at most O(|V | + |E|).
The 3-partition of G, that can be computed in O(|V |+ |E|) time as described in Section 4.1. Then, finding out which is the
smallest set between F1 and F2, can be also done in linear time since it requires only to compute the intersections between
Nx and the sets of the 3-partition of G. For each vertex v incident to a fill edge it does not take more than dH(v) to find out to
which vertices it must be made adjacent. Notice now that |Fmin| ≤ |F1| ≤ |V |, hence H has at most |E| + |V | edges, meaning
that
∑
v∈V dH(v) = O(|V (H)| + |E(H)|) = O(|V | + 1+ |E| + |V |) = O(|V | + |E|). 
Finding the minimum split completion of a split graph plus one edge is a special case of the vertex addition.
Theorem 26. Given a split graph G = (V , E) together with its 3-partition V = S + C + Q , and a pair of vertices a, b ∈ V
such that ab 6∈ E, a minimum split completion G′ of Gab = (V , E ∪ {ab}) can be computed choosing to minimally complete the
endpoint of ab with highest degree.
Proof. Let us define G−a = G[V \{a}], with 3-partition V \{a} = Sa+Ca+Qa. Then the proof follows by applying Theorem 24
to G−a when adding back awith adjacencies Na = NG(a)∪ {b}. Notice, in fact, that in G−a , either Na ∩ Sa = {b} or Na ∩ Sa = ∅
because b ∈ Qa. In the first case we apply either Case 1, 2 or 3 of Theorem 24, and since Na ∩ Sa = {b}, choosing between
F1 and F2 reduces to choosing the vertex of maximum degree between a and b. In the latter case, a vertex of s ∈ S can
move to Qa after the removal of a, only if: G had a unique partition, a had exactly one neighbor c ∈ C of degree ω(G) and
dG(s) = ω(G) − 1. In this situation Qa = {c} ∪ W , where W = {s ∈ S | dG(s) = ω(G) − 1}. This means that if b ∈ Qa,
all previous conditions applied and b ∈ W . Also Sa ∩ Na = ∅, Qa is an independent set and Qa ∩ Na = {b, c}, so Case 3 of
Theorem 24 applies, and again the choice is reduced to choosing the vertex of maximum degree between a and b. 
From Theorems 26 and 22 we get the following.
Theorem 27. Given a split graph G = (V , E) together with its 3-partition V = S + C + Q , and a pair of vertices a, b ∈ V such
that ab 6∈ E, a minimum split completion G′ of Gab = (V , E ∪ {ab}) can be computed in O(max{dG′(a), dG′(b)}) time.
A minimal split deletion of a split graph minus one edge can be seen as a minimal split completion of the complement
graph plus the edge, so the following result is straightforward.
Theorem 28. Given a split graph G = (V , E) together with its 3-partition, and an edge ab ∈ E, a minimum split deletion (split
subgraph with the maximum number of edges) G′ of G−ab = (V , E \ {ab}) can be computed in time O(min{dG(a), dG(b)}).
Proof. By symmetry with Theorem 26, it can be proven that the minimum deletion can be obtained choosing the endpoint
with lowest degree of the edge that has been deleted. Hence the theorem follows from Theorem 18. 
6. Concluding remarks
In this paper we have given efficient dynamic operations to maintain a graph split. These operations can be used to
design several useful incremental algorithms on split graphs, that can run in the same time as the corresponding best
known algorithms. In particular, if the user does not want to repair the graph when a modification does not keep it split,
we automatically get a fully dynamic algorithm for split graphs with optimal running time for each operation (therefore
matching the algorithm given in [23]). For example, using just the vertex addition operation, we can check whether a graph
is split in time O(n + m), and furthermore, if it is not, we can easily give a forbidden subgraph as a certificate within the
same time, just implementing the proof of Theorem 11. This gives a simple linear time certification algorithm for split
graphs. At the same time, if the graph is not split, we can minimally repair it at each vertex addition, producing a minimal
split completion of the input graph in time O(n+m+|F |). Theminimality of each step is guaranteed by AlgorithmMinimal-
Vertex-Addition, while the minimality for the output graph follows from a property of hereditary graph families that is well
discussed in [18]. This property guarantees that a minimal completion into an hereditary graph family with the universal
vertex property (adding a universal vertex to a graph in the family produces a graph still in the family) can be obtained in an
incremental way. The only requirement is to make sure that when adding a new vertex to the graph, the current completion
is minimal and all fill edges are incident to the new vertex. This is the reason why computing a minimum split completion
of the graph at each step is not interesting for this incremental algorithm: even though it would be optimal for each single
step, it would not guarantee the minimality of the output split completion. Being split graph self-complementary, it is not
difficult to design a similar algorithm for minimal split deletion using again the vertex incremental approach.
In addition, let us define the graph classes split+kv, split+ke and split−ke to be the classes containing the graphs that can
be obtained from a split graph respectively adding k vertices, adding k edges and removing k edges. For k = 1 we can give a
certification algorithm and an algorithm to compute theminimum split completion or each of these classes. Both algorithms
run in linear time in the size of the input. This kind of graph classes are often referred to as parametrized graph classes
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and algorithms for recognizing them or solving problem on them are well-studied topics in the literature (see for example
[8,21,24,29,30]). In particular there is a recognition algorithm for parametrized split graphs that runs in polynomial time [8],
but neither a linear nor a certifying one. To obtain the certifying algorithm, we use the incremental certifying algorithm for
split graphs. We explain in detail the algorithm for split+ 1v: We start checking whether the graph is split adding a vertex
at the time, and when we find a forbidden subgraph, we branch on each of its vertices, running again the split certifying
algorithm on the graph minus one of them. If for at least one of such vertices the graph minus this vertex is split, we can
answer yes and return such vertex. Otherwisewe answer no andwe give as certificate the first forbidden subgraphwe found
and all the others we found after the branching. Since the largest forbidden subgraph is a C5, we need to run the linear time
certifying algorithm for split graph at most 6 times, hence giving a linear running time. For split + 1e and split − 1e, we
use exactly the same technique, but we branch on the edges of the forbidden subgraph, rather than the vertices. Once we
can recognize whether a graph is either split + 1v, split + 1e or split − 1e and we know which vertex or edge we need to
add/remove to make the graph split again, the result for minimum split completions follows by Theorems 25, 27 and 28.
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