Abstract-In this paper, a free deterministic equivalent is proposed for the capacity analysis of the multi-input multi-output (MIMO) multiple access channel (MAC) with a more general channel model compared to previous works. Specifically, a MIMO MAC with one base station (BS) equipped with several distributed antenna sets is considered. Each link between a user and a BS antenna set forms a jointly correlated Rician fading channel. The analysis is based on operator-valued free probability theory, which broadens the range of applicability of free probability techniques tremendously. By replacing independent Gaussian random matrices with operator-valued random variables satisfying certain operator-valued freeness relations, the free deterministic equivalent of the considered channel Gram matrix is obtained. The Shannon transform of the free deterministic equivalent is derived, which provides an approximate expression for the ergodic input-output mutual information of the channel. The sum-rate capacity achieving input covariance matrices are also derived based on the approximate ergodic input-output mutual information. The free deterministic equivalent results are easy to compute, and simulation results show that these approximations are numerically accurate and computationally efficient.
I. INTRODUCTION

F
OR the development of next generation communication systems, massive multiple-input multiple-output (MIMO) technology has been widely investigated during the last few years [1] - [6] . Massive MIMO systems provide huge capacity enhancement by employing hundreds of antennas at a base station (BS). The co-location of so many antennas on a single BS is a major challenge in realizing massive MIMO, whereas dividing the BS antennas into distributed antenna sets (ASs) provides an alternative solution [7] . In most massive MIMO literature, it is assumed that each user equipment (UE) is equipped with a single-antenna. Since multiple antenna UEs are already used in practical systems, it would be of both theoretical and practical interest to investigate the capacity of massive MIMO with distributed ASs and multiple antenna users.
In [8] , Zhang et al. investigated the capacity of a MIMO multiple access channel (MAC) with distributed sets of correlated antennas. The results of [8] can be applied to a massive MIMO uplink with distributed ASs and multiple antenna UEs directly. The channel between a user and an AS in [8] is assumed to be a Kronecker correlated MIMO channel [9] with line-of-sight (LOS) components. In [10] , Oestges concluded that the validity of the Kronecker model decreases as the array size increases. Thus, we consider in this paper a MIMO MAC with a more general channel model than that in [8] . More precisely, we consider also distributed ASs and multiple antenna UEs, but assume that each link between a user and an AS forms a jointly correlated Rician fading channel [11] , [12] . If the BS antennas become co-located, then the considered channel model reduces to that in [13] . To the best of our knowledge, a capacity analysis for such MIMO MACs has not been addressed to date.
For the MIMO MAC under consideration, an exact capacity analysis is difficult and might be unsolvable when the number of antennas grows large. In this paper, we aim at deriving an approximate capacity expression. Deterministic equivalents [14] , which have been addressed extensively, are successful methods to derive the approximate capacity for various MIMO channels. These deterministic equivalent approaches fall into four main categories: the Bai and Silverstein method [15] - [17] , the Gaussian method [8] , [18] , [19] , the replica method [13] , [20] and free probability theory [21] , [22] .
The Bai and Silverstein method has been applied to various MIMO MACs. Couillet et al. [15] used it to investigate the capacity of a MIMO MAC with separately correlated channels. Combining it with the generalized Lindeberg principle [23] , Wen et al. [17] derived the ergodic input-output mutual information of a MIMO MAC where the channel matrix consists of correlated non-Gaussian entries. In the Bai and Silverstein method, one needs to "guess" the deterministic equivalent of the Stieltjes transform. This limits its applicability since the deterministic equivalents of some involved models might be hard to "guess" [14] . By using an integration by parts formula and the Nash-Poincare inequality, the Gaussian method is able to derive directly the deterministic equivalents and can be applied to random matrices with involved correlations. It is particularly suited to random matrices with Gaussian entries. Combined with the Lindeberg principle, the Gaussian method can be used to treat random matrices with non-Gaussian entries as in [8] .
The replica method developed in statistical physics [24] is a widely used approach in wireless communications. It has also been applied to the MIMO MAC. Wen et al. [13] used it to investigate the sum-rate of multiuser MIMO uplink channels with jointly correlated Rician fading. Free probability theory [25] provides a better way to understand the asymptotic behavior of large dimensional random matrices. It was first applied to wireless communications by Evans and Tse to investigate the multiuser wireless communication systems [26] .
The Bai and Silverstein method and the Gaussian method are very flexible. Both of them have been used to handle deterministic equivalents for advanced Haar models [16] , [27] . Although its validity has not yet been proved [14] , the replica method is also a powerful tool. Meanwhile, the applicability of free probability theory is commonly considered very limited as it can be only applied to large random matrices with unitarily invariant properties, such as standard Gaussian matrices and Haar unitary matrices.
The domain of applicability of free probability techniques can be broadened tremendously by operator-valued free probability theory [28] , [29] , which is a more general version of free probability theory and allows one to deal with random matrices with correlated entries [21] . In [21] , Far et al. first used operator-valued free probability theory in wireless communications to study slow-fading MIMO systems with nonseparable correlation. The results of [21] were then used by Pan et al. to study the approximate capacity of uplink network MIMO systems [30] and the asymptotic spectral efficiency of uplink MIMO-CDMA systems over arbitrarily spatially correlated Rayleigh fading channels [31] . Quaternionic free probability used in [32] by Müller and Cakmak can be seen as a particular kind of operator-valued free probability [33] .
In [22] , Speicher and Vargas provided the free deterministic equivalent method to derive the deterministic equivalents under the operator-valued free probability framework. A free deterministic equivalent of a random matrix is a non-commutative random variable or an operator-valued random variable, and the difference between the distribution of the latter and the expected distribution of the random matrix goes to zero in the large dimension limit. They viewed the considered random matrix as a polynomial in several matrices, and obtained its free deterministic equivalent by replacing the matrices with operator-valued random variables satisfying certain freeness relations. They observed that the Cauchy transform of the free deterministic equivalent is actually the solution to the iterative deterministic equivalent equation derived by the Bai and Silverstein method or the Gaussian method. Using the free deterministic equivalent approach, they recovered the deterministic equivalent results for the advanced Haar model from [34] .
Motivated by the results from [22] , we propose a free deterministic equivalent for the capacity analysis of the general channel model considered in this paper. The method of free deterministic equivalents provides a relatively formalized methodology to obtain the deterministic equivalent of the Cauchy transform. By replacing independent Gaussian matrices with random matrices that are composed of noncommutative random variables and satisfying certain operatorvalued freeness relations, we obtain the free deterministic equivalent of the channel Gram matrix. The Cauchy transform of the free deterministic equivalent is easy to derive by using operator-valued free probability techniques, and is asymptotically the same as that of the channel Gram matrix. Then, we compute the approximate Shannon transform of the channel Gram matrix and the approximate ergodic input-output mutual information of the channel. Furthermore, we derive the sumrate capacity achieving input covariance matrices based on the approximate ergodic input-output mutual information.
Our considered channel model reduces to that in [8] when the channel between a user and an AS is a Kronecker correlated MIMO channel, and to the channel model in [13] when there is one AS at the BS. In this paper, we will show that the results of [8] and [13] can be recovered by using the free deterministic equivalent method. Since many existing channel models are special cases of the channel models in [8] and [13] , we will also be able to provide a new approach to derive the deterministic equivalent results for them.
The rest of this article is organized as follows. The preliminaries and problem formulation are presented in Section II. The main results are provided in Section III. Simulations are contained in Section IV. The conclusion is drawn in Section V. A tutorial on free probability theory and operator-valued free probability theory is presented in Appendix A, where the free deterministic equivalents used in this paper are also introduced and a rigorous mathematical justification of the free deterministic equivalents is provided. Proofs of Lemmas and Theorems are provided in Appendices B to G.
Notations: Throughout this paper, uppercase boldface letters and lowercase boldface letters are used for matrices and vectors, respectively. The superscripts (·) * , (·) T and (·) H denote the conjugate, transpose and conjugate transpose operations, respectively. The notation E{·} denotes the mathematical expectation operator. In some cases, where it is not clear from the context, we will employ subscripts to emphasize the definition. The notation g •f represents the composite function g(f (x)). We use A ⊙ B to denote the Hadamard product of two matrices A and B of the same dimensions. The N × N identity matrix is denoted by I N . The N × N and N × M zero matrices are denoted by 0 N and 0 N ×M . We use [A] ij to denote the (i, j)-th entry of the matrix A. The operators tr(·) and det(·) represent the matrix trace and determinant, respectively. diag(x) denotes a diagonal matrix with x along its main diagonal. ℜ(W) and ℑ(W) denote
denotes the algebra of N × N diagonal matrices with elements in the complex field C. Finally, we denote by M N (C) the algebra of N × N complex matrices and by M N ×M (C) the algebra of N × M complex matrices.
II. PRELIMINARIES AND PROBLEM FORMULATION
In this section, we first present the definitions of the Shannon transform and the Cauchy transform, and introduce the free deterministic equivalent method with a simple channel model, while our rigorous mathematical justification of the free deterministic equivalents is provided in Appendix A. Then, we present the general model of the MIMO MAC considered in this work, followed by the problem formulation.
A. Shannon Transform and Cauchy Transform
Let H be an N × M random matrix and B N denote the Gram matrix HH H . Let F BN (λ) denote the expected cumulative distribution of the eigenvalues of B N . The Shannon transform V BN (x) is defined as [35] 
Let µ be a probability measure on R and C + denote the set
The Cauchy transform G µ (z) for z ∈ C + is defined by [36] 
Let G BN (z) denote the Cauchy transform for
The relation between the Cauchy transform G BN (z) and the Shannon transform V BN (x) can be expressed as [35] 
Differentiating both sides of (3) with respect to x, we obtain
Thus, if we are able to find a function whose derivative with respect to x is −x −1 −G BN (−x), then we can obtain V BN (x). In conclusion, if the Cauchy transform G BN (x) is known, then the Shannon transform V BN (x) can be immediately obtained by applying (4).
B. Free Deterministic Equivalent Method
In this subsection, we introduce the free deterministic equivalent method, which can be used to derive the approximation of G BN (z). The associated definitions, such as that of free independence, circular elements, R-cyclic matrices and semicircular elements over D n (C), are provided in Appendix A-A.
The term free deterministic equivalent was coined by Speicher and Vargas in [22] . The considered random matrix in [22] was viewed as a polynomial in several deterministic matrices and several independent random matrices. The free deterministic equivalent of the considered random matrix was then obtained by replacing the matrices with operatorvalued random variables satisfying certain freeness relations. Moreover, the difference between the Cauchy transform of the free deterministic equivalent and that of the considered random matrix goes to zero in the large dimension limit.
However, the method in [22] only showed how to obtain the free deterministic equivalents for the case where the random matrices are standard Gaussian matrices and Haar unitary matrices. A method similar to that in [22] was presented by Speicher in [37] , which appeared earlier than [22] . The method in [37] showed that the random matrix with independent Gaussian entries having different variances can be replaced by the random matrix with free (semi)circular elements having different variances. But, it only considered a very simple case, and the replacement process had no rigorous mathematical proof. Moreover, the free deterministic equivalents were not mentioned in [37] .
In this paper, we introduce in Appendix A-B the free deterministic equivalents for the case where all the matrices are square and have the same size, and the random matrices are Hermitian and composed of independent Gaussian entries with different variances. Similarly to [22] , the free deterministic equivalent of a polynomial in matrices is defined. The replacement process used is that in [37] . Moreover, a rigorous mathematical justification of the free deterministic equivalents we introduce is also provided in Appendix A-B and Appendix A-C.
In [37] , the deterministic equivalent results of [38] were rederived. But the description in [37] is not easy to follow. To show how the introduced free deterministic equivalents can be used to derive the approximation of the Cauchy transform G BN (z), we use the channel model in [38] as a toy example and restate the method used in [37] as follows.
The channel matrix H in [38] consists of an N × M deterministic matrix H and an N × M random matrix H, i.e., H = H + H. The entries of H are independent zero mean complex Gaussian random variables with variances
Let n denote N + M , P denote the algebra of complex random variables and M n (P) denote the algebra of n×n complex random matrices. We define E Dn :
where each X ij is a complex random variable. Hereafter, we use the notations M n := M n (C) and D n := D n (C) for brevity. Let X be an n × n matrix defined by [21] 
The matrix X is even, i.e., all the odd moments of X are zeros, and
Let ∆ n ∈ D n be a diagonal matrix with
It follows that X = X + X . The matrix X is the free deterministic equivalent of X.
where each x ij is a non-commutative random variable from
From the discussion of the free deterministic equivalents provided in Appendix A-B, we have that G Dn X (zI n ) and G Dn X (zI n ) are asymptotically the same. Let B N denote HH H .
The relation between
are asymptotically the same and G B N (z) is the deterministic equivalent of G BN (z). For convenience, we also call B N the free deterministic equivalent of B N . In the following, we derive the Cauchy transform G B N (z) by using operator-valued free probability techniques.
Since its elements on and above the diagonal are freely independent, we have that X is an R-cyclic matrix. From Theorem 8.2 of [40] , we then have that X and X are free over D n . The D n -valued Cauchy transform of the sum of two D nvalued free random variables is given by (130) in Appendix A-A. Applying (130), we have that
, we obtain that X is semicircular over D n , and thus its D n -valued R-transform is given by
From (17) and the counterparts of (10) and (11) for G Dn X (zI n ) and G Dn X 2 (zI n ), we obtain equation (19) at the top of this page. Furthermore, we obtain equations (20) and (21) at the top of the following page, where
Equations (20) and (21) are equivalent to the ones provided by Theorem 2.4 of [38] . Finally, the Cauchy transform
). In conclusion, the free deterministic equivalent method provides a way to derive the approximation of the Cauchy transform G BN (z). The fundamental step is to construct the free deterministic equivalent B N of B N . After the construction, the Cauchy transform G BN (z) can be derived by using operatorvalued free probability techniques. Moreover, G B N (z) is the deterministic equivalent of G BN (z).
C. General Channel Model of MIMO MAC
We consider a frequency-flat fading MIMO MAC channel with one BS and K UEs. The BS antennas are divided into L distributed ASs. The l-th AS is equipped with N l antennas. The k-th UE is equipped with M k antennas. Furthermore, we assume
The covariance matrices of x k are given by
where P k is the total transmitted power of the k-th UE, and Q k is an M k ×M k positive semidefinite matrix with the constraint tr(Q k ) ≤ M k . The received signal y for a single symbol interval can be written as
where H k is the N × M k channel matrix between the BS and the k-th UE, and z is a complex Gaussian noise vector distributed as CN (0, σ
Furthermore, H k has the following structure
where H k and H k are defined by
Each H lk is an N l × M k deterministic matrix, and each H lk is a jointly correlated channel matrix defined by [11] , [12] 
where U lk and V lk are deterministic unitary matrices, M lk is an N l × M k deterministic matrix with nonnegative elements, and W lk is a complex Gaussian random matrix with independent and identically distributed (i.i.d.), zero mean and unit variance entries. The jointly correlated channel model not only accounts for the correlation at both link ends, but also characterizes their mutual dependence. It provides a more adequate model for realistic massive MIMO channels since the validity of the widely used Kronecker model decreases as the number of antennas increases. Furthermore, the justification of using the jointly correlated channel model for massive MIMO channels has been provided in [41] - [43] . We assume that the channel matrices of different links are independent in this paper, i.e., when k = m or j = n, we have that
where
where C k ∈ M M k , and Π lk (C k ) is an N l × N l diagonal matrix valued function with the diagonal entries obtained by
Similarly, the other parameterized one-sided correlation matrix η k ( C) is expressed as
where C ∈ M N , the notation C l denotes the N l × N l diagonal block of C, i.e., the submatrix of C obtained by extracting the entries of the rows and columns with indices from The channel model described above is suitable for describing cellular systems employing cooperative multipoint (CoMP) processing [44] , and also conforms with the framework of cloud radio access networks (C-RANs) [45] . Moreover, it embraces many existing channel models as special cases. When L = 1, the MIMO MAC in [13] is described. Let J lk be an N l × M k matrix of all 1s, Λ r,lk be an N l × N l diagonal matrix with positive entries and Λ t,lk be an M k × M k diagonal matrix with positive entries. Set [46] . Thus, each H lk reduces to the Kronecker model, and the considered channel model reduces to that in [8] . Many channel models are already included in the channel models of [8] and [13] . See the references for more details.
D. Problem Formulation
In this paper, we are interested in computing the ergodic input-output mutual information of the channel H and deriving the sum-rate capacity achieving input covariance matrices. In particular, we consider the large-system regime where L and K are fixed but N l and M k go to infinity with ratios
We first consider the problem of computing the ergodic input-output mutual information. For simplicity, we assume
The results for general precoders can then be obtained by replacing H k with
denote the ergodic input-output mutual information of the channel H and B N denote the channel Gram matrix HH H . Under the assumption that the transmitted vector is a Gaussian random vector having an identity covariance matrix and the receiver at the BS has perfect channel state information (CSI), I BN (σ 2 z ) is given by [47] 
Furthermore, we have
For the considered channel model, an exact expression of I BN (σ 2 z ) is intractable. Instead, our goal is to find an approximation of I BN (σ 2 z ). From Section II-A and Section II-B, we know that the Shannon transform V BN (σ 2 z ) can be obtained from the Cauchy transform G BN (z) and the free deterministic equivalent method can be used to derive the approximation of G BN (z). Thus, the problem becomes to construct the free deterministic equivalent B N of B N , and to derive the Cauchy transform G BN (z) and the Shannon transform V BN (x). This problem will be treated in Sections III-A to III-C.
To derive the sum-rate capacity achieving input covariance matrices, we then consider the problem of maximizing the ergodic input-output mutual information
, the problem can be formulated as
where the constraint set Q is defined by
We assume that the UEs have no CSI, and that each Q k is fed back from the BS to the k-th UE. Moreover, we assume that all Q k are computed from the deterministic matrices
is an expected value of the input-output mutual information, the optimization problem in (37) is a stochastic programming problem. As mentioned in [8] and [17] , it is also a convex optimization problem, and thus can be solved by using approaches based on convex optimization with Monte-Carlo methods [48] . More specifically, it can be solved by the Vu-Paulraj algorithm [49] , which was developed from the barrier method [48] with the gradients and Hessians provided by Monte-Carlo methods.
However, the computational complexity of the aforementioned method is very high [8] . Thus, new approaches are needed. Since the approximation
will be obtained, we can use it as the objective function. Thus, the optimization problem can be reformulated as
The above problem will be solved in Section III-D.
III. MAIN RESULTS
In this section, we present the free deterministic equivalent of B N , the deterministic equivalents of the Cauchy transform G BN (z) and the Shannon transform V BN (x). We also present the results for the problem of maximizing the approximate ergodic input-output mutual information
We define X, X and X as in (6), (12) and (13), respectively.
A. Free Deterministic Equivalent of B N
In [50] , independent rectangular random matrices are found to be asymptotically free over a subalgebra when they are embedded in a larger square matrix space. Motivated by this, we embed H lk in the larger matrix space M N ×M (P). Let H lk be the N × M matrix defined by
whereȞ lk is defined by
where X lk is defined by
Recall that
where Y lk and A lk are defined by
and
The free deterministic equivalents of X and B N are constructed as follows. Let A be a unital algebra, (A, φ) be a noncommutative probability space and 
Moreover, the entries on and above the diagonal of Y lk are free, and the entries from different Y lk are also free. Thus,
Based on the definitions of Y lk , we have that both the N × N upper-left block matrix and the M × M lower-right block matrix of X are equal to zero matrices. Thus, X can be rewritten as (14) , where H denotes the N × M upperright block matrix of X . For fixed n, we define the map
where C n ∈ M n . Let H denote H + H and B N denote HH H . Finally, we define X as in (15) . The matrices X and B N are the free deterministic equivalents of X and B N under the following assumptions.
Assumption 1. The entries
where χ U is the characteristic function of the set U .
Assumption 2. There exist maps
ψ lk : L ∞ [0, 1] → L ∞ [0, 1] such that whenever i n (∆ n ) → d ∈ L ∞ [0, 1] in norm, then also lim n→∞ ψ lk [n](∆ n ) = ψ lk (d).
Assumption 3. The spectral norms of
To rigorously show the relation between G Dn X (zI n ) and G Dn X (zI n ), we present the following theorem. Theorem 1. Let E n denote the algebra of n × n diagonal matrices with uniformly bounded entries and N n denote the algebra generated by A 11 , · · · , A LK , X and E n . Let m be a positive integer and C 0 , C 1 , · · · , C m ∈ N n be a family of n × n deterministic matrices. Assume that Assumptions 1 and 3 hold. Then,
Proof: From (35) and Assumption 1, we obtain that the entries [nG lk ] ij are uniformly bounded. According to Assumption 3, the spectral norm of X is uniformly bounded in n. Furthermore, the matrices A lk have unit spectral norm. Thus, this theorem can be seen as a corollary of Theorem 6 in Appendix A-C.
Theorem 1 implies that X and X have the same asymptotic
This further indicates that G Dn X (zI n ) and G Dn X (zI n ) are the same in the limit, i.e.,
Following a derivation similar to that of (10), we have that
where z, z 2 ∈ C + . According to (10), (52) and (53), we have
Furthermore, from (11) and its counterpart for G Dn
Since
we have that G BN (z) is the deterministic equivalent of G B N (z).
B. Deterministic Equivalent of G BN (z)
The calculation of G B N (z) can be much easier than that of G B N (z) by using operator-valued free probability techniques.
We denote by D the algebra of the form
We define the conditional expectation
, and (A) k denotes the submatrix of A obtained by extracting the entries of the rows and columns with indices from
Proof: The proof is given in Appendix B. Since X ∈ M n , we have that X and X are free over D.
Furthermore, there exists a unique solution of
and the solution is obtained by iterating (59)-(62). The Cauchy transform G B N (z) is given by
Proof: The proof is given in Appendix C. In massive MIMO systems, N l can go to a very large value. In this case, U lk can be assumed to be independent of k, i.e., U l1 = U l2 = · · · = U lK , under some antenna configurations [42] , [51] , [52] . When uniform linear arrays (ULAs) are employed in all ASs and N l grows very large, each U lk is closely approximated by a discrete Fourier transform (DFT) matrix [51] , [52] . In [42] , a more general BS antenna configuration is considered, and it is shown that the eigenvector matrices of the channel covariance matrices at the BS for different users tend to be the same as the number of antennas increases.
Under the assumption U l1 = U l2 = · · · = U lK , we can obtain simpler results. For brevity, we denote all U lk by U l . Consider the Rayleigh channel case, i.e.,
Furthermore, (61) and (62) become
From (33) and (34), we have that
Thus, U 1 , U 2 , · · · , U L can be omitted in the iteration process, and hence (59)- (63) reduce to
where the diagonal entries of Π lk ( Λ(z) l ), which is needed in the computation of η k ( Λ(z)), are now redefined by
Furthermore, the matrix inversion in (61) has been avoided. When L = 1, we have that
Thus, we can further omit
Equations (59)- (63) can be further reduced to
In this case, all matrix inversions have been avoided. Since U 1 and V 11 , V 12 , · · · , V 1K have been omitted in the iteration process, we have that the distribution of B N depends only on {G 1k }. Consider now the Rician channel case, i.e., H = 0. If H has some special structures, we can still obtain simpler results. Let L = 1 and
, where Σ 1k is an N × M k deterministic matrix with at most one nonzero element in each row and each column. In this case, we have that
Recall from (61) that
The matrix inversion in (61) can still be avoided, and the distribution of B N also does not vary with U 1 . However, the matrix inversion in (61) can not be avoided even with the assumption
C. Deterministic Equivalent of V BN (x)
In this subsection, we derive the Shannon transform V B N (x) from the Cauchy transform G B N (z).
According to (55) , we have that
Thus, V B N (x) is the deterministic equivalent of V B N (x). To derive V BN (x), we introduce the following two lemmas.
The proof is given in Appendix D Lemma 3.
Proof: The proof is given in Appendix E. Using the above two lemmas and a technique similar to that in [38] , we obtain the following theorem.
Theorem 3. The Shannon transform
or equivalently
Proof: The proof of (87) is given in Appendix F. Equation (88) can be obtained from (87) easily, and thus its proof is omitted for brevity.
Remark 1. From Theorems 2 and 3, we observe that the deterministic equivalent
is totally determined by the parameterized one-sided correlation matricesη k (C k ) and η k ( C). In [8] , each sub-channel matrix H lk reduces to
lk , where R lk and T lk are deterministic positive definite matrices. In this case,η k (C k ) becomes
Let e lk = tr(R lk G lk . We now summarize the method to compute the deterministic equivalent V B N (σ 
When L = 1, (91) further reduces to
In the case of L = 1 and H 1k = U 1 Σ 1k V 1k , similar results to (91) can still be obtained and are omitted here for brevity.
D. Sum-rate Capacity Achieving Input Covariance Matrices
In this subsection, we consider the optimization problem
In the previous section, we have obtained the expression of V B N (x) when assuming
The results for general Q k 's are obtained by replacing the matrices H k with
k and H k with
The right-hand sides (RHSs) of (94) and (95) are obtained by replacing H k with
with the following notations
By using a procedure similar to that in [8] , [15] , [17] and [53] , we obtain the following theorem. 
Theorem 4. The optimal input covariance matrices
Proof: The proof is given in Appendix G.
Remark 2. When
we have that
and the previous results, it is easy to show that V B N (σ 2 z ) provided by (96) reduces to that in Proposition 1 of [13] , and the capacity achieving input covariance matrices provided by Theorem 4 reduce to that in Proposition 2 of [13] .
When H lk reduces to R [8] .
, we need to iteratively compute Γ via (97)-(101). When each N l goes to a very large value, we can make these equations simpler with the assumption that U l1 = U l2 = · · · = U lK under some scenarios. Consider H = 0. The diagonal entries of the N l ×N l diagonal matrix valued function Λ l (z) in (69) become
Then, equations (98)-(101) reduce to
In the above equations, we have avoided the matrix inversion in (101). However, due to the existence of Q, (98)-(101) can not be further reduced when L = 1.
We can rewrite V B N (x) for general Q as
In the case of L = 1 and
, similar results can be obtained and are omitted here for brevity. As shown in [13] , it is easy to prove that the eigenvectors of the optimal input covariance matrix of the k-th user are aligned with V 1k when L = 1 and H 1k = 0. However, for L = 1, unless V lk for different AS are the same, the eigenvectors of the optimal input covariance matrix of the k-th user are not aligned with V lk even when H k = 0.
IV. SIMULATION RESULTS
In this section, we provide simulation results to show the performance of the proposed free deterministic equivalent approach. Two simulation models are used. One consists of randomly generated jointly correlated channels. The other is the WINNER II model [54] . The WINNER II channel model is a geometry-based stochastic channel model (GSCM), where the channel parameters are determined stochastically based on statistical distributions extracted from channel measurements. Since the jointly correlated channel is a good approximation of the measured channel [11] , [55] , we assume that it can well approximate the WINNER II channel model. In all simulations, we set P k = M k , K = 3 and L = 2 for simplicity. The signal-to-noise ratio (SNR) is given by SNR=
For the first simulation model, M lk , U lk and V lk are all randomly generated. The matrices U lk and V lk are extracted from randomly generated Gaussian matrices with i.i.d. entries via singular value decomposition (SVD), and the entries [M lk ] ij are first generated as uniform random variables with range [0 1] and then normalized according to (24) . Each deterministic channel matrix H lk is set to a zero matrix for simplicity.
For the WINNER II model, we use the cluster delay line (CDL) model of the Matlab implementation in [56] directly. The Fourier transform is used to convert the time-delay channel to a time-frequency channel. The Simulation scenario is set to B1 (typical urban microcell) with line of sight (LOS). The carrier frequency is 5.25GHz. The antenna arrays of both the BS and the users are uniform linear arrays (ULAs) with 1-cm spacing. For other detailed parameters, see [54] . When the simulation model under consideration becomes the WINNER II model, we extract H lk , M lk , U lk and V lk first.
A. Extraction of H lk , M lk , U lk and V lk from WINNER II Model
We denote by S the number of samples, and by H lk (s) the s-th sample of H lk . Then, each deterministic channel matrix H lk is obtained from
and each random channel matrix H lk is given by
Then, we normalize the channel matrices H lk (s) according to (24) . Furthermore, from the correlation matrices and their eigenvalue decompositions
the eigenvector matrices U lk and V lk are obtained. Then, the coupling matrices G lk = M lk ⊙ M lk are computed as [11] 
B. Simulation Results
We first consider the randomly generated jointly correlated channels with channel realizations are used for averaging. As depicted in Fig. 1 , the deterministic equivalent results are virtually the same as the simulation results.
We then consider the WINNER II model for the case with N 1 = N 2 = 4, M 1 = M 2 = M 3 = 4 and the case with
respectively. For simplicity, we also set Q 1 = Q 2 = Q 3 = I 4 . In Fig. 2 , the ergodic mutual information N V BN (σ 2 z ) and their deterministic equivalents N V BN (σ 2 z ) are represented. As shown in both Fig. 2(a) and Fig. 2(b) , the differences between the deterministic equivalent results and the simulation results are negligible.
To show the computational efficiency of the proposed deterministic equivalent N V BN (σ 2 z ), we provide in Table I the average execution time for both the Monte-Carlo simulation and the proposed algorithm, on a 1.8 GHz Intel quad core i5 processor with 4 GB of RAM, under different system sizes. As shown in Table I , the proposed deterministic equivalent results are much more efficient. Moreover, the comparison indicates that the proposed deterministic equivalent provides a promising foundation to derive efficient algorithms for system optimization.
Simulations are also carried out to evaluate the performance of the capacity achieving input covariance matrices Fig. 3 depicts the results of the WINNER II channel models with various system sizes. In Fig. 1 and Fig. 2 , we have shown that the deterministic equivalent N V B N (σ 2 z ) and the simulated ergodic mutual information N V BN (σ 2 z ) are nearly the same. Since the latter represents the actual performance of the input covariance matrices, we use it for producing the numerical results in Fig. 3 . In all four subfigures of Fig. 3 , both the ergodic mutual information N V BN (σ 
are also given for comparison. We note that the ergodic mutual information
We also observe that increasing the number of receive antennas decreases the optimization gain when the number of transmit antennas is fixed, whereas increasing the number of transmit antennas provides a larger gain when the number of receive antennas is fixed. The main reason behind this phenomenon is as the following: If the number of transmit antennas is fixed, then more receive antennas means lower correlations between the received channel vectors from each transmit antenna (columns of the channel matrices), and thus the performance gain provided by the optimization algorithm becomes smaller. On the other hand, if the number of receive antennas is fixed, then the received channel vectors from each transmit antenna become more correlated as the number of transmit antennas increases, and thus a larger optimization gain can be observed.
V. CONCLUSION
In this paper, we proposed a free deterministic equivalent for the capacity analysis of a MIMO MAC with a more general channel model compared to previous works. The analysis is based on operator-valued free probability theory. We explained why the free deterministic equivalent method for the considered channel model is reasonable, and also showed how to obtain the free deterministic equivalent of the channel Gram matrix. The obtained free deterministic equivalent is an operator-valued random variable. Then, we derived the Cauchy transform of the free deterministic equivalent, the approximate Shannon transform and hence the approximate ergodic mutual information. Furthermore, we maximized the approximate ergodic mutual information to obtain the sum-rate capacity achieving input covariance matrices. Simulation results showed that the approximations are not only numerically accurate but also computationally efficient. The results of this paper can be used to design optimal precoders and evaluate the capacity or ergodic mutual information for massive MIMO uplinks with multiple antenna users.
APPENDIX A PREREQUISITES AND FREE DETERMINISTIC EQUIVALENTS
Free probability theory was introduced by Voiculescu as a non-commutative probability theory equipped with a notion of freeness. Voiculescu pointed out that freeness should be seen as an analogue to independence in classical probability theory [57] . Operator-valued free probability theory was also presented by Voiculescu from the very beginning in [28] . In this appendix, we briefly review definitions and results of free probability theory and operator-valued free probability theory, and introduce the free deterministic equivalents used in this paper with a rigorous mathematical justification.
A. Free Probability and Operator-valued Free Probability
In this subsection, we briefly review definitions and results of free probability theory [36] , [57] and operator-valued free probability theory [57] - [61] .
Let A be a unital algebra. A non-commutative probability space (A, φ) consists of A and a linear functional φ : A → C. The elements of a non-commutative probability space are called non-commutative random variables. If A is also a C * -algebra and φ(a * a) ≥ 0 for all a ∈ A, then (A, φ) is a C * -probability space. An element a of A is called a selfadjoint random variable if a = a * ; an element u of A is called a unitary random variable if uu * = u * u = 1; an element a of A is called a normal random variable if aa * = a * a. Let (A, φ) be a C * -probability space and a ∈ A be a normal random variable. If there exists a compactly supported probability measure µ a on C such that
then µ a is uniquely determined and called the * -distribution of a. If a is selfadjoint, then µ a is simply called the distribution of a. Let A 1 , A 2 , · · · , A n be a family of unital subalgebras of A and k be a positive integer. The subalgebras A i are called free or freely independent, if φ(x 1 x 2 · · · x k ) = 0 for any k, whenever φ(x j ) = 0 and x j ∈ A i(j) for all j, and i(j) = i(j + 1) for j = 1, · · · , k − 1. Let y 1 , y 2 , · · · , y n ∈ A. The non-commutative random variables y i are called free, if the unital subalgebras alg(1, y i ) are free, where alg(1, y i ) denotes the unital algebra generated by the random variable y i .
Let (A, φ) be a C * -probability space, s ∈ A be a selfadjoint element and r be a positive real number. If the distribution of s is determined by [62] An operator-valued probability space (A, F ), also called Bvalued probability space, consists of B ⊂ A and a conditional expectation F : A → B. The elements of a B-valued probability space are called B-valued random variables. If in addition A is a C * -algebra, B is a C * -subalgebra and F is completely positive, then (A, F ) is a B-valued C * -probability space. Let X be a B-valued random variable of (A, F ). The B-valued distribution of X is given by all B-valued moments
We denote by M n (P) the algebra of n × n complex random matrices. The mathematical expectation operator E over M n (P) is a conditional expectation from M n (P) to M n . Thus, (M n (P), E) is an M n -valued C * -probability space. Furthermore, (M n (P), E Dn ) is a D n -valued probability space, and (M n (P),
* -probability space. Let X ∈ M n (P) be a random Hermitian matrix. Then, X is at the same time an M n -valued, a D nvalued and a scalar valued C * -random variable. The M nvalued distribution of X determines the D n -valued distribution of X, which determines also the expected eigenvalue distribution of X.
Let X 1 , X 2 , · · · , X k ∈ (A, F ) denote a family of B-valued random variables and n be a positive integer. Let A i denote the polynomials in some X j(i) with coefficients from B, i.e., A i ∈ B X j(i) for i = 1, 2, · · · , n. The B-valued random variables X i are free with amalgamation over B, if F (A 1 A 2 · · · A n ) = 0 for any n, whenever F (A i ) = 0 for all i, and j(i) = j(i+1)
Let S(n) be the finite totally ordered set {1, 2, · · · , n} and
The subsets V 1 , V 2 , · · · , V r are called blocks of π. The set of non-crossing partitions of S(n) is denoted by N C(n).
The B-valued multiplicative maps {f
where π 1 and π 2 are two non-crossing partitions, π 1 ⊔ π 2 denotes the disjoint union with π 2 after π 1 , and ins(p, π 2 → π 1 ) denotes the partition obtained from π 1 by inserting the partition π 2 after the p-th element of the set on which π 1 determines a partition. Let 1 n denote {{1, 2, · · · , n}}, 0 n denote {{1}, {2}, · · · , {n}} and f
A n → B, also B-valued multiplicative maps, are indirectly and inductively defined by
Furthermore, the B-valued cumulants can be obtained from the B-valued moments by
where σ ≤ π denotes that each block of σ is completely contained in one of the blocks of π, and µ(σ, π) is the Möbius function over the non-crossing partition set N C(n).
Freeness over B can also be defined by using the B-valued cumulants. Let S 1 , S 2 be two subsets of A and A i be the algebra generated by S i and B for i = 1, 2. Then A 1 and A 2 are free with amalgamation over B if and only if whenever
unless either all X 1 , · · · , X n ∈ S 1 or all X 1 , · · · , X n ∈ S 2 . Let (A, φ) be a non-commutative probability space and d be a positive integer. A matrix A ∈ M d (A) is said to be R-cyclic if the following condition holds, κ
, for every n ≥ 1 and every 1 ≤ i 1 , j 1 , · · · , i n , j n ≤ d for which it is not true that j 1 = i 2 , · · · , j n−1 = i n , j n = i 1 [40] .
Let the operator upper half plane H + (B) be defined by H + (B) = {b ∈ B : ℑ(b) ≻ 0}. For a selfadjoint random variable X ∈ A and b ∈ H + (B), the B-valued Cauchy transform
Let the operator lower half plane H − (B) be defined by
where b ∈ H − (B). Let X and Y be two B-valued random variables. The Bvalued freeness relation between X and Y is actually a rule for calculating the mixed B-valued moments in X and Y from the B-valued moments of X and the B-valued moments of Y. Furthermore, if X and Y are free over B, then their mixed B-valued cumulants in X and Y vanish. This further implies
The relation between the B-valued Cauchy transform and Rtransform is given by
is the inverse function of
X . According to (127), (126) becomes
which further leads to
A B-valued random variable X ∈ A is called a B-valued semicircular variable if its B-valued R-transform is given by
According to (121) and (125), the higher order B-valued moments of X are given in terms of the second order moments by summing over the non-crossing pair partitions. Let X 1 , X 2 , · · · , X n be a family of B-valued random variables, the maps
are called the covariances of the family, where C ∈ B.
B. Free Deterministic Equivalents
In this subsection, we introduce the free deterministic equivalents for the case where all the matrices are square and have the same size, and the random matrices are Hermitian and composed of independent Gaussian entries with different variances.
Let
ji . Moreover, the entries from different matrices are also independent. Let
where 1 ≤ k, l ≤ t and 1 ≤ i, j, r, s ≤ n. Let A 1 , A 2 , · · · , A s be a family of n × n deterministic matrices and
be a selfadjoint polynomial. In the following, we will give the definition of the free deterministic equivalent of P c . Let A be a unital algebra, (A, φ) be a scalar-valued probability space and 
Moreover, the entries on and above the diagonal of Y k are free, and the entries from different Y k are also free. Thus, we have
According to Theorem 7.2 of [40] , we have that
where C 1 , · · · , C t−1 ∈ D n and P i1 denotes the n × n matrix containing zeros in all entries except for the i 1 -th diagonal entry, which is 1. Since the entries on and above the diagonal of Y lk are a family of free (semi)circular elements and
In [59] , Shlyakhtenko has proved that
, and the asymptotic
However, the proof of [59] is based on operator algebra and might be hard to understand. Thus, we present Theorem 5 in the following and prove it ourselves.
Assumption 4.
The variances σ ij,k (n) are uniformly bounded in n.
Theorem 5. Let m be a positive integer. Assume that Assumption 4 holds. Then we have that
where 1 ≤ p 1 , · · · , p m ≤ t and C 1 , · · · , C m−1 is a family of n × n deterministic diagonal matrices with uniformly bounded entries. Furthermore, if Assumption 5 holds, then
Proof: In [36] , a proof of asymptotic freeness between Gaussian random matrices is presented. Extending the proof therein, we obtain the following results.
We first prove the special case when
According to the Wick formula (Theorem 22.3 of [36] ), we have that
where P 2 (m) denotes the set of pair partitions of S(m), and γ is the cyclic permutation of S(m) defined by γ(i) = i + 1 mod m. Then, (136) can be rewritten as
where N C 2 (m) ⊂ P 2 (m) denotes the set of non-crossing pair partitions of S(m). Meanwhile, the D n -valued moment
The entries of Y k are a family of semicircular and circular elements. From (8.8) and (8.9) in [36] , we obtain
Then, (139) can be rewritten as
If m is odd, then P 2 (m) and N C 2 (m) are empty sets. Thus, we obtain that both
and (141), (135) is equivalent to that
vanishes as n → ∞. It is convenient to identify a pair partition π with a special permutation by declaring the blocks of π to be cycles [36] . Then, (r, s) ∈ π means π(r) = s and π(s) = r. Applying (132), we obtain equation (142) at the top of the following page, where γπ denotes the product of the two permutations γ and π, and is defined as their composition as functions, i.e., γπ(r) denotes γ(π(r)). Applying the triangle inequality, we then obtain
where i 1 is fixed. Since the entries of C 1 , · · · , C m−1 and σ ij,k (n) are uniformly bounded in n, there must exists a positive real number c 0 such that
In [36] (p.365), it is shown that
where #(γπ) is the number of cycles in the permutation γπ. The interpretation of (145) is as follows: For each cycle of γπ, one can choose one of the numbers 1, · · · , n for the constant value of i r on this orbit, and all these choices are independent from each other. Following the same interpretation, we have that [63] . If π ∈ N C 2 (m), then g = 0 as stated in Exercise 22.14 of [36] . Furthermore, for π ∈ P 2 (m) and π / ∈ N C 2 (m), we have #(γπ) − 1 − m 2 ≤ −2. Thus, the RHS of the inequality in (144) is of order n −2 , and the left-hand side (LHS) of the inequality in (144) vanishes as n → ∞. Furthermore, (142) also vanishes and we have proven (135).
Then, we prove the general case that
To prove (147) is equivalent to prove that the second term on the RHS of (148) vanishes as n → ∞. Then, according to (132), we have that
The above equation is similar to (142), the only difference is the extra factor δ pr ps , which just indicates that we have an extra condition on the partitions π. A similar situation has been given in the proof of Proposition 22.22 of [36] . Let P 
Then, (149) becomes
For all partitions π ∈ P 
When the n × n deterministic matrices A 1 , A 2 , · · · , A s are also considered, we will present Theorem 6 in the following subsection to show the asymptotic L ∞ [0, 1]-valued freeness of
Furthermore, Theorem 6 implies that the asymptotic
and the expected asymptotic L ∞ [0, 1]-valued distribution of P c are the same. The polynomial P f is called the free deterministic equivalent of P c .
For finite dimensional random matrices, the difference between the D n -valued distribution of P f and P c is given by the deviation from D n -valued freeness of
For large dimensional matrices, these deviations become smaller and the D n -valued distribution of P f provides a better approximation for the expected D n -valued distribution of P c .
C. New Asymptotic
L ∞ [0, 1
]-valued Freeness Results
Reference [36] presents a proof of asymptotic free independence between Gaussian random matrices and deterministic matrices. We extend the proof therein and obtain the following theorem.
Assumption 6.
The spectral norms of the deterministic matrices A 1 , A 2 , · · · , A s are uniformly bounded. Theorem 6. Let E n denote the algebra of n × n diagonal matrices with uniformly bounded entries and F n denote the algebra generated by A 1 , A 2 , · · · , A s and E n . Let m be a positive integer and C 0 , C 1 , · · · , C m ∈ F n be a family of n × n deterministic matrices. Assume that Assumptions 4 and 6 hold. Then,
Proof: We first prove the special case when
Using steps similar to those used to derive (138) and (141) in the proof of Theorem 5, we obtain
respectively. Furthermore, both
are equal to zero matrices for odd m. Thus, we also assume that m is even for the remainder of the proof.
According
and (155), (153) is equivalent to that
vanishes as n → ∞. From (132), we then obtain equation (156) at the top of the following page. Since C 0 , C 1 , · · · , C m are not diagonal matrices, (156) is different from (142) in the proof of Theorem 5. Thus, the method used to prove the LHS of (142) vanishes is no longer suitable here. In the following, we use a different method to prove the LHS of (156) vanishes as n → ∞.
If all σ ir jr ,k (n) = 1, then (156) becomes
Let ρ 1 , ρ 2 , · · · , ρ u be cycles of πγ and tr πγ (C 1 , · · · , C m ) be defined by
31 of [36] shows that n j1,··· ,jm=1
For example, let m = 8 and π = (1, 4)(3, 6)(2, 7)(5, 8). Then, we have
Then, we obtain πγ = (4, 8)(1, 7, 5, 3)(2, 6), #(πγ) = 3 and n j1,··· ,j8=1 
m. We denote by α the permutation ρ 2 ∪ · · · ∪ ρ u . Then, we obtain a result similar to (159) that
Under the assumptions on C 0 , C 1 , · · · , C m , the limits of all
exist. For each crossing pair partition π, we have that #(γπ)− 1 − m 2 ≤ −2. Thus, the RHS of (157) is of order n −2 , and the LHS of (157) vanishes as n → ∞.
For general σ ir jr ,k (n), the formula
is still a product of elements similar to (161) along the cycles of πγ. For example, let π = (1, 4)(2, 6)(3, 7)(5, 8), m = 8 and πγ = (4, 8)(1, 6, 3)(2, 7, 5). Then, we obtain equation (163) at the top of the following page, where
Thus, (162) is still of order n #(γπ)−1− m 2 , and the LHS of (157) is of order n −2 . Furthermore, we have proven that (153) holds.
Then, we continue to prove the situation with more than one random matrix that
The proof of (164) is similar to that of (147) in the proof of Theorem 5 and omitted here for brevity.
-valued joint distribution of elements from F n . Furthermore, the elements of F n have uniformly bounded spectral norm. Thus, the asymptotic 
n j0,j2,j3,j4,j8=1
. (170) Since X = X H and
It is obvious that E{(zI n − X ) −1 (z * I n − X ) −1 } is positive definite. Each block matrix of E D {(zI n −X ) −1 (z * I n −X ) −1 } is a principal submatrix of E{(zI n −X ) −1 (z * I n −X ) −1 } and thus positive definite by Theorem 3.4 of [64] . Then E D {(zI n − X ) −1 (z * I n − X ) −1 } is also positive definite. Thus, we obtain ℑ(G D X (zI n )) ≺ 0 for z ∈ C + . This implies that G D X (zI n ) should be a solution of (170) with the property that ℑ(G D X (zI n )) ≺ 0 for z ∈ C + . In the following, we will prove that (170) has exactly one solution with ℑ(G D X (zI n )) ≺ 0 for z ∈ C + . Replace G D X (zI n ) with −iW, we have that ℜ(W) ≻ 0. Then, (170) becomes
where V = −izI n + iX. Since z ∈ C + and X is Hermitian, we have that ℜ(V) ǫI n for some ǫ > 0.
Let M n+ denote {W ∈ M n : ℜ(W) ǫI for some ǫ > 0}. We define R a = {W ∈ M n+ : W ≤ a} for a > 0. According to Proposition 3.2 of [65] , F V is well defined, F V (W) ≤ ℜ(V) −1 , and F V maps R a strictly to itself for V ∈ M n+ and ℜ(V) −1 < a. Furthermore, by applying the Earle-Hamilton fixed point theorem [66] , the statement in Theorem 2.1 of [65] that there exists exactly one solution W ∈ M n+ to the equation W = F V (W) and the solution is the limit of iterates W n = F n V (W 0 ) for every W 0 ∈ M n+ is proven.
We herein extend the proof of [65] . n (W 0 ) for every W 0 ∈ M n+ ∩ D. Following a derivation similar to that of (10), we have that
where z, z 2 ∈ C + . Then, we obtain
by substituting zG 
where C = diag( C, C 1 , · · · , C K ), C ∈ M N and C k ∈ M M k . Then according to (58) and (176) 
whereΦ
According to the block matrix inversion formula [39] A 
where 
APPENDIX E PROOF OF LEMMA 3 From
FromΦ(−x) − I N = K k=1η k (G k (−x)), we then obtain that
where the last equality is due to
According to (190), we finally obtain The way to show the strict convexity of −V BN (x) with respect to Q is similar to Theorem 3 of [19] and Theorem 4 of [53] , and thus omitted here. Let the Lagrangian of the optimization problem (93) be defined as
where Υ {Υ k 0} and µ {µ k ≥ 0} are the Lagrange multipliers associated with the problem constraints. In a similar manner to [8] , [15] and [53] , we write the derivative of V B N (x) with respect to Q k as
where ∂ log det(I M + ΓQ)
Furthermore, we obtain equations (213) and (214) at the top of the following page. The problem now becomes the same as that in [8] . Thus, the rest of the proof is omitted.
