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Abstract--This paper deals with macro-modelling and prediction of infectious disease 
spread at community level. A modified, deterministic. Kermack and McKendrick ap- 
proach is used. Elementary methods of determining approximate parameter estimates 
from epidemic data are described, as well as more sophisticated optimization methods 
applied to the basic sets of differential equations. Problems of predicting the course of 
a new epidemic outbreak from earl,,' data are reviewed. Special attention is paid to the 
spread of disease from one centre to another via migration, as measured by the trans- 
portation statistics of Baroyan and Rvachev. Certain predictions made by the latter are 
verified using the simplified modelling of the present paper. Several outstanding issues 
are discussed relating to duration of immunity, existence of nonepidemic background 
infection, discrete-time models, and public health control. 
1. INTRODUCTION 
The spread of infectious and parasitic diseases can be studied at many different levels: 
(1) viral, bacterial or protozoal organisms causing infections: {2) processes in the human 
body involving cells, immunological reactions, individual organs, physiological systems. 
etc.; (3) the appearance of clinical disease (as opposed to infection) in the individual 
requiring diagnosis, treatment and prognosis; (4) the spread of infection and disease in 
small groups like families or school classrooms: and (5) the epidemiological behaviour 
observed at community level, affecting large regions or whole countries, where the major 
public health problems of prediction, prevention and control arise. 
In the present discussion we are primarily concerned with the broad community level of 
activity. This means that we try to model the essential components of the underlying 
population processes with a view to achieving both a better scientific understanding and 
improved methods of management and control. Proper consideration has to be given to 
all the other interrelated levels mentioned in the previous paragraph, although this does 
not mean that the various constituents have to be modelled in detail. 
This is, of course, a well-known dilemma. Lack of detail relating to fine structure is 
often used as a basis for destructive criticism. However, if we are to deal effectively v,ith 
the very real complexities of the total situation, methods of simplification must be used 
involving, for example, statistically valid aggregations that can be justified by the extent 
to which they provide both overall insight into process structure and predictive power 
supporting successful intervention and control. 
The purpose of the present discussion is therefore to indicate what has been done, and 
what perhaps could be done, with relatively simple deterministic models, mainly of Ker- 
mack and McKendrick type, in order to provide improved quantitative support for public 
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health action at the community levels. This means we shall not require a high degree of 
mathematical rigour, nor shall we insist on very stringent tests for model validation. At 
the same time the approaches advocated are intended to be actually used to support 
epidemiological investigations and decision-making processes. Models that fail to provide 
effective practical instruments are for that very reason automatically at fault. However, 
a lot more work needs to be done to check out the potentialities, first of all of many simple 
models, and then of improved models that have been designed to overcome the more 
obvious deficiencies. A more systematic approach to model building and validation is 
therefore strongly recommended. 
2. BASIC MODEL FOR A SINGLE POPULATION 
2.1. General remarks 
There is now a very large literature on the modelling of infectious diseases. See e.g.. 
Bailey[l], Anderson[2] and Dietz and Schenzle[3] for reviews covering a wide field up to 
the present. Although general theory is of great importance and can supply much insight 
into specific applications, there is a strong trend nowadays towards dealing with the 
modelling and biostatistics of specific diseases for greater ealism in both scientific un- 
derstanding and the designing of public health control measures. See. e.g., Bailey[4] for 
malaria, Selby[5] for influenza and Anderson[2] for a collection of contributions on a 
variety of specific viral, bacterial and parasitic infections. An important breakthrough has 
recently been made in the United States by Hethcote and Yorke[6] in the direct application 
of modelling to the control of gonorrhea, where it is explicitly recognised that miscon- 
ceptions about the epidemiology have been eliminated and new approaches to control at 
the national level have been facilitated (see Foreword to [6]). 
While the modelling of infectious pread in small groups like families or households 
must be done on a probabilistic basis, at community level, where we are dealing with 
much larger numbers, it is usual and more convenient to start with deterministic nves- 
tigations, at least as a first approximation. But we must not forget that even in large 
populations the problems of fadeout may necessitate some form of stochastic treatment. 
e.g. Bartlett[7]. Thus in trying to predict ot.tbreaks, or in dealing with the spread of 
infection from one large centre to another, we might consider using D. G. Kendall's[8] 
approximating system which combines tochastic and deterministic elements, the former 
dealing with the small-scale aspects and the latter with the large-scale phenomena; or, 
again, we might appeal to the approximating stochastic system of Ludwig[9] (see also 
Bailey[l, pp. 108-111]). 
In the present discussion we shall go back to the simplest formulation, originally due 
to Kermack and McKendrick[10]. and see how far this can be pushed to yield a sufficiently 
realistic account of infectious diseases with direct case-to-case transmission, like measles 
and influenza. 
The latter is of special socioeconomic mportance, partly because mortality and mor- 
bidity are on occasion very serious, and partly because ven clinically mild disease can 
produce large economic losses in business and industry. Moreover, there has been some 
very ambitious influenza modelling in the USSR in recent years (see Selby[5]) covering 
geographical spread and public health prediction. This is still highly controversial s many 
statisticians in the West have expressed oubts regarding the alleged accuracy achieved. 
We shall therefore xamine this matter in detail later. 
2.2. Fundamental equations 
Let us suppose that in a population of fixed size n there are, at time t. x susceptibles, 
v infected and infectious individuals (infectives), and ~ persons who have been infected 
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but are now isolated, dead or recovered and immune. We shall suppose that. in the short 
run, the death-rate is negligible and the numbers who are actually ill and isolated at any 
given time are relatively small. 
We now assume that there is homogeneous mixing of the population, subject to the 
restriction that each individual has a constant rate 13 of making " 'adequate" contact with 
other individuals. Adequate contact between two individuals means contact which is close 
enough to produce a transfer of infection if one individual is an infective and the other a 
susceptible. 
In general we cannot observe when an individual becomes infected. It is only when 
symptoms of disease appear that an individual is recognised as being already infected. 
For a sufficiently serious disease he is then removed from circulation and more or less 
isolated until death or recovery. Let us assume a constant removal-rate ?. so that the 
average time spent circulating in the population as a source of infection is ~,- ~. The time 
elapsing between the receipt of infection and the appearance of symptoms is the familiar 
incubation period. 
In a time-interval .Xt a given infective will contact [3_Xt individuals, of whom a pro- 
portion x/n will be susceptible, leading to f3.rAt/n new infections. A total of y infectives 
will thus produce 13.ry.Xt/n ew infections in St. At the same time they will be subjected 
to -U.Xt removals. 








with initial conditions at t = 0 being taken as 
x(O) = pt - b, y(O) = b, z(O) = O. (2) 
In general we shall have b ~ n. and sometimes b = 1. 
Alternatively, we may simply suppose that b is very small compared with n, e.g. 
b/n= e, corresponding to a mere trace of infection. 
Notice also that the assumption of a constant removal-rate is equivalent o assuming 
a negative xponential distribution of the infectious period, if we look at the more detailed 
structure of the infection process when probability considerations are important. For some 
diseases this may be an adequate assumption, but for others it is only a first approximation. 
We have already mentioned that in general we observed only the removal of an infected 
individual. Thus, in practice, we have epidemiological records showing the number of 
new notifications each day or week. Theoretically. therefore, we use the concept of an 
epidemic curve, giving the rate w at which new cases are recognised, i.e. 
d~ 
w - - ~y .  (3 )  
dt 
The corresponding raph, integrated over units of one day or one week. as appropriate, 
can then be used to compare theory with observation. (If the course of the epidemic 
covers several weeks, we may be able to dispense with integration and use point-values 
when working in units of one day.) 
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2.3. Elernentarv properties 
If  we eliminate v by dividing the first equation in (1) by the third, we obtain dx/d:, = 
- [3x/2n. which after integration and use of  (2) yields 
x = (n - b)e -~ '~' '  (4) 
It is often convenient o define a relative removal-rate. P. and a basic reproduction- 
rate. X = p-~. which is in effect the average number  of  secondary cases arising from a 
single pr imary case in a large population of  susceptibles. Thus 
P = V/B, a = 6/v. (5) 
We can immediately see from (1) that if b is very small we must have X > 1 for an 
epidemic to build up since we need [dy/dt] ,=. > 0. The value X = 1 thus constitutes a
threshold which must be exceeded for an epidemic outbreak to occur. More exactly we 
must have 
( X > I - = (1 - e) -~ (6) 
If we write {x. y. :,: t} for the state of  the system at time t, we can suppose that the 
initial condit ion is, in general, {a. b, c: 0}. In (2) we have taken the special case c = 0, 
so that a = n - b. Now consider what happens when an epidemic outbreak ultimately 
finishes. There will be no infectives left, but a certain proport ion i of  susceptibles will 
have contracted the disease and ended up in the " ' removed"  class, i.e. the final state of  
the system is {n(l - i), 0, hi: zc}. The proport ion i is called the intensity of the epidemic. 
Substituting the final values of  x and x in (4) gives 
1 1 - i  
X = - - l og - -  (7) 
z l -e  
or, if e is very small, 
log(l - i) 
X - (8) 
i 
Simple graphical considerat ions show that this equation in i has a unique root between 
0 and 1 for any given value ofX > I. Some typical values showing the relationship between 
i and X are shown in Table 1. 
If i is small, we can expand the right side of  (8) to first order in i, giving 
i -  2(X - 1). (9) 
This is one form of Kermack and McKendr ick ' s  original threshold theorem, but the ac- 
curacy of  this result does not extend very far, as can be seen from Table 1. 
It can easily be shown that the theoretical epidemic curve w is a smooth bell-shaped 
curve, corresponding more or less closely with what is often (but not always) observed 
in practice. We are particularly interested in the maximum height of  this curve, and also 
the point of  time at which it occurs.  This point is called the centre, where t = t~ and 
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Table 1. Relationship between basic reproduction-rate, epidemic intensity and 
skev, ness of epidemic urve 
Basic reproduction-rate, k Epidemic intensitv i 
Proportion of removals 
occurring bet'ore 
centre, ij 'i 
1.00 0.000 0.500 + 
1.05 0.094 0.496 
1.10 0.176 0.492 
1.20 0.314 0.48.1. 
t .50 0.583 0.464 
2.00 0.797 0.435 
2.50 0.893 0.41 I 
3.00 0.940 0.389 
4.00 0.980 0.354 
+ This is only a limiting value as X tends to unity. 
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dw/dt = 0. Using (1) and (3), we easily obtain 
.r~ = n iX .  (10) 
Let us write i~ and i_, for the contributions to the total intensity i that occur before and 
after the centre, respectively, with. of course, i = it 4- i2. We thus have z~ = ni~.  
Substituting this value on the right of 14), and .r~ = n/X  on the left, then quickly gives, 
for small b, 
log 
ij - (11) 
Values of i t / i  are shown in Table I, where it can be seen that increasing skewness to the 
right occurs as h becomes larger. For example, when X +-- 4, nearly two-thirds of the 
removals occur af ter  the peak of the epidemic curve, again a type of asymmetry often 
found in infectious disease notifications. 
Now, if we make use of (4) in the third equation o f ( l ) ,  we readily obtain 
d2, 
- -  = yy  = - , / (n - z - x )  = y{n  - z - (n  - b )e -~ ' : / "} .  
dt 
(12) 
giving a first order differential equation for :~. So far, a closed expression for z in terms 
of t has not been obtained, although an exact parametric form due to D. G. Kendall is 
easily derived, as given below, and Risch[11] has shown how to obtain a good approxi- 
mation using an elementary series expansion. 
Thus, directly from (12) we have 
1 f '=  du t = - (13) 
"y n - u - (n - b )e  -~ ' " ' '  
Equations (12) and (13) thus constitute a formal parametric solution for the epidemic urve 
w = dz /d t .  We shall look more closely at the integral (13) in Section 2.4 below. 
We have already found a simple expression for the central number of susceptibles x~ 
in eqn (10), and can derive z~ -~ ni~ from (11), namely 
n log 
z~ = (14) 
)t 
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The height of the epidemic urve, yet another easily observable pidemiological statistic. 
w~. is accordingly given by 
( n n log X) 
w~ = "tY~ = "y(n - . re  - 2~c) = "y n k k " 
Thus we can write 
w~ = n3,(l - X -I - X -I  log X). (15) 
It is also worth calling attention to the fact that, right at the beginning of the epidemic 
when the number of susceptibles i changing only very slowly and remains approximately 




- -  - (13 - ~/)y, t very small. 
dt 
y = be~- '~t ,  
w = 5'Y = b"/e ~-~"  (16) 
i.e. an exponential curve with parameter 13 - ¥ and initial ordinate b',/. 
We thus have analytic expressions describing the epidemic curve, the area under it 
(the epidemic size), the time when the centre occurs, the height of the epidemic peak, 
the proportion of cases occurring before (or after) the centre, the form of the initial rise 
in notifications, and so on. 
2.4. Kendal l 's  Ep idemic  Integral  
Although (12) has not been solved explicitly, we do have the formal parametric solution 
for w given by (12) and (13). And, in particular, the value of t corresponding to any given 
value ofz can be found directly from (13) by numerical integration. We could thus calculate 
the time t~ at which the centre is reached by putting z = z~ = (n log k)/k. 
As pointed out by Risch[l 1], analytical approximations can provide additional insight 
into model behaviour as well as supplying useful computational tools. Further study of 
the integral in (13) may therefore be worthwhile. Let us make the substitution 
tz = nv, (17) 
leading to 
f '; dv 3,t = -- K(r~; X, ~). (18) , 1 - v - ( I  - ~)e  -~"  
where 
= z/n (19) 
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is now the propor t ion  of the population in the removed class at time t, and we have written 
b/n  = e. as before, for the propor t ion  of the population that is initially infectious. 
Equation (18) thus defines what I propose to call Kendall 's Epidemic Integral, K(;,: x., ~). 
which is a function of ;, and involves the two parameters ~ and e. Kendall 's approach. 
essentially adopted by Risch. is to change the time origin to the centre and regard the 
whole epidemic as an entity in the interval - : c  < t < :c. Risch then goes on to develop 
a suitably chosen series expansion which turns out to provide a good approximation with 
only a few terms. Unfortunately, the notation adopted is somewhat involved and does 
not easily reveal the structure of the treatment. However.  a number of useful results are 
obtained. Rather than embark on a full analytical discussion here. we shall simply exhibit 
some of the more important conclusions using a merely heuristic presentation. 
First of all, let us indicate the denominator of the integrand in (18) by k(v) ,  where 
k(v)  = 1 - z , -  (1 - ~)e -'~' 
= e + v{M1 - e )  - I}  - ( I  - e ) (e  -h~ - 1 + ~.v ) .  (20) 
Note that the last expression on the right of (20) involves only terms in z ,2 and higher 
powers. It can easily be shown that k(z,) has just two real zeros given by vo and ",,~, where 
Vo < 0 < z,~ < I. (21) 
In fact z,~ is the unique positive root i of eqn (7). When ~ is very small, which is the usual 
situation, vt is positive root of (7) and the negative quantity vo is close to zero. being 
approximately 
--E 
v, - - -  (22) 
,k -  1 
Thus v, is outside the range of integration, and the integrand only approaches infinity 
as ~ ---, i, as expected. However,  k(0) = e and the integrand is then k-~(0) = ~- t. thus 
exhibiting a sharp spike at the origin. For moderately small values of ;,. and v -< ~. we 
can retain only the constant and the linear term in v in (20) and approximate k(v) in the 
appropriate range of integration by 
k (v ) -  e + (;k - 1)z,, 0-< z,--- (,. (23) 
For small ~ we therefore have, say, 
- l og  e 
KB(~:  k. e)  - - -  (24)  
a . -  I 
independently of the value of ;,. In numerical integration of (13) or (18) it is therefore 
advisable to use a method which adequately deals with this spike. A programmable pocket 
calculator with automatic integration will work quite satisfactorily provided we remove 
the reciprocal of (23) before integration, and add on the exact integral afterwards. 
For larger values of ¢, we can see from (20) that e will have a negligible effect. Thus 
the time taken between any two such values of;,, say ;,~ and ¢:, will be given approximately 
by 
~ ¢: dv  7t = (25) 
I - -  z' - -  e -x~'  ' 
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independently of the value of~. It follows that the epidemic urves for given X. but different 
values of~. will all have approximately the same shape, but will vary in location according 
to the value of K~I~) in (24), a result arrived at by Risch using a more rigorous argument. 
The important practical point here is that the form of the outbreak, once triggered by 
a small number of initial infectives, depends only on the epidemiological parameter X and 
not on the initial inoculum, the size of the latter governing only the time it takes the 
epidemic to get started. 
3. EPIDEMIOLOGICAL AND PUBLIC HEALTH DATA 
As already noted above, what is in general observed is the actual removal of infectives 
from circulation in the general population when they develop symptoms that are suffi- 
ciently marked for treatment or other special measures to be needed. Of course there are 
variations in such interventions. With more or less serious infectious diseases, such as 
measles or influenza, the patient will be effectively isolated and prevented from continuing 
to spread the disease in the general population. With the common cold, however, there 
may be only a partial diminution of activity. And with venereal diseases, further contacts 
may still occur though highly discouraged. In detailed studies of specific diseases it will 
usually be important o adapt the simplest available models to suit individual circum- 
stances, depending on available knowledge about the relevant epidemiology and human 
behaviour. 
Public health records vary enormously in their coverage and reliability, and really good 
data for mathematical nd statistical analysis are usually hard to come by. One would 
like to have daily, or at worst weekly, returns for the incidence of a given disease relating 
to some suitably restricted area like a village or small town. Take. for example, the classic 
data on measles, collected by Hope Simpson in the Cirencester area in England during 
the years 1946-52 (see Bailey{l]). 
These gave actual dates of onset in individual families ot" the various cases occurring. 
together with the initial number of susceptibles at risk. This material permitted the fitting 
of a stochastic model of some sophistication, with the estimation of four or five parameters 
of major epidemiological significance. 
In general, however, we have to make do with data aggregated over whole communities. 
And in many cases this makes it difficult to disentangle cyclic seasonal variations in an 
endemic situation from genuine pidemic outbreaks. Similarly, if only national figures are 
available the existence of large degrees of geographical heterogeneity may completely 
obscure the underlying processes of infectious pread. 
We shall, therefore, in the present discussion confine ourselves to the situation where 
data are available for reasonably restricted areas, so that one could at least envisage 
infected individuals following a random, if limited, trajectory through the local population. 
For more detailed studies we should also like the basic records to show the age and 
sex distribution of disease incidence. Questions of immunity are also important, and ser- 
ological survey information on prevalence may sometimes be available. For a further 
quantitative discussion of these matters ee Chapter I of Anderson[2] for a variety of 
infectious diseases, and Selby[5] for a number of specific technical discussions all related 
to influenza. 
We shall pay particular attention below to the problem of fitting broad community 
models to outbreaks of influenza, partly because of the continuing lobal importance of 
this disease in relation to loss of working time in business and industry, and partly because 
of the continuing threat o mankind arising from the sporadic appearance of new strains. 
some of which may show unusual virulence. 
Much work has been carried out in the USSR on influenza, especially during the period 
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1967-1977 tsee Bailey[l] and Baroyan et al.[12]). Incidence data are available for many 
big cities on a daily basis, and a lot of surprisingly good computational predictions have 
been made for secondary outbreaks in various centres, seen as being derived from a 
primary outbreak in an initial community' via the migration of infectives through the trans- 
portation system. Although such data must be far from perfect, they' do provide a serious 
attempt o keep daily records of morbidity, lf',~e look at UK data on the other hand. ~e 
can only distinguish mortality material on a weekb basis, aggregated for large conur- 
bations like Greater London over a period of many' years. But after 1979, this has all been 
submerged in purely national figures. However, some very promising preliminary analyses 
have been carried out by Spicer[13] and Spicer and Lawrence[14. 15]. 
We shall, therefore, try' to use some of this material, especially that from the USSR. 
to illustrate what can be done with broad public health data, using only relatively, ele- 
mentary forms of analysis derived from the simple concepts of Kermack and McKendrick. 
This needs to be carried out first, before embarking on more complex models which are 
not difficult to formulate and are relatively easy to simulate on current mainframe com- 
puters. But without more information on which are the major concepts and issues, both 
epidemiologically and mathematically, there is some danger of triggering oft" a series of 
purely academic mathematico-computer studies which might well provide neither theo- 
retical insight nor practical application to disease control. 
4. ELEMENTARY MODEL FITTING AND PARAMETER ESTIMATION 
4.1. Estimating parameters of  basic model 
Although deterministic models derived from the original Kermack and McKendrick 
formulation have been used in a variety of applications to more complex situations (as 
indicated in Bailey[l], Anderson[2], and Dietz and Schenzle[3]l specific validation for 
single populations has rarely been attempted. This is important because we do not really 
know how good the basic model is, and are equally' ignorant of how necessary modifi- 
cations are with respect o homogeneous mixing, distribution of infectious periods, spatial 
heterogeneity, age-dependent parameters, etc. 
The main application, on an heroic scale incidentally, has been the Soviet work already 
referred to, dealing with the spread of influenza between different cities. Some of the 
available data, e.g. from initial outbreaks, can be used to examine the model more closely. 
And we can check, for example, whether it is really necessary to make the more elaborate 
assumptions adopted b.v Baroyan et al. with regard to the infectious period. 
Let us, first of all, see what implications can be drawn from the elementary properties 
described in Section 2.3. We assume that we know, with sufficient accuracy, the total 
population size n: and that we have data providing the numbers of new infectives observed 
each day and withdrawn from circulation. We can thus calculate from the data the ob- 
served values of the final epidemic size s and the height of the epidemic curve /7. 
The two relevant theoretical results are given in eqns 18) and (15t. If we now put 
i =- s/n and w,: = h. we have two equations of estimation given by' 
X. ~ - 'Y  {log ( i  s )} /s ,  .,/,(1- X_, X ,looX)~ = _hn . (261 
If we know y, at least approximately, then the first equation in (26) immediately gives 
an estimate of X, and therefore 13. Alternatively. using both equations, we can calculate. 
first, ~. from the first equation, then "y from the second, and finally use ~ = a.'y. 
It must be admitted, however, that in practice we may miss some initial cases occurring 
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before the outbreak is recognised, and may also miss some final cases when the outbreak 
is more or less over and no longer a matter for public health concern. Similarly, the peak 
height is also liable to appreciable uncertainty due to irregularities in the data. 
Incidentally. these two equations were used by Bailey[l, Chap. 6], to provide approx- 
imate starting values in the more intricate problem of jointly estimating 13 and -y by max- 
imum likelihood in a fully stochastic model specifying the time intervals between suc- 
cessive removals. Such investigations are usually feasible only for relatively small groups, 
where in any case we use (26) only to initiate the optimization process. In the present 
context we envisage (26) as providing more accurate stimates because of the larger 
numbers involved. 
4.2. Application to Leningrad inflttenza data 
Extensive sets of Soviet influenza data have been published in the book by Baroyan 
et al.[12]. Some of this is numerical, but the figures are not always complete; and some 
is presented graphically, but in a reduced format hat is hard to read in detail. However. 
larger scale graphs for the t965 outbreak, which started in Leningrad, had already been 
presented in an earlier paper by Baroyan et al.[16], given at a WHO Symposium in Mos- 
cow. A redrawn version is shown in Fig. 1. It was quite easy to read off the daily numbers 
of removals from the original graph, at least to a sufficient order of accuracy. A point 
worth mentioning in passing is that there was usually a marked weekly pattern of case 
reporting, with a distinct drop at the week end. Much Soviet effort has gone into modelling 
this phenomenon, and devising suitable smoothing methods. Suffice it to say here. that 
the 1965 figures derived from the Soviet Ministry of Health had already been subjected 
to a certain amount of smoothing. But this is probably of no great significance so far as 
-60000 
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...../ \ \  
0 I0 20  50  40  Ocys 
I I I I I 
3 Jan 10 Jan 20 Jan I Feb 12 Feb Dote 
Fig. 1. Comparison of Soviet data (C>---C--D). fitted model ( ) of Baroyan et al.[ 12,16], and new fitted model 
( ...... ) of Wanner et al., for 1965 Leningrad influenza epidemic. 
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an approximate investigation of a deterministic model is concerned. More searching anal- 
yses might, however, be worth while in due course. 
The basic observations derived from the graphical material of Fig. I are as follows: 
n = 3 607 000, s = 805 000. h = 51 250. 
We have immediately i = s,n = 0 . . . .  18 and hln = 0.014 208. Substitution in (26) then 
gives, approximately, 
~. = 1.13, [3 = 2.28. 3' = 2.02. 127) 
We see that X is distinctly above the threshold level, as it should be. The quantity 13 is 
the estimate of the infection-rate which is not directly observable. But the value of -,/, 
around 2, means an average duration of infection of about 0.5 day. This is far too short 
to agree v/ith the usual epidemiological observations from suitable material, which or- 
dinarily suggests everal days. 
In fact, Baroyan et al.[ 12] quote figures, based on averaging data obtained from several 
authors, that appear to imply a probability distribution, with frequencies assigned to the 
centres of class intervals, gi;'en by: p(0.5) = 0.0, p(l.5) = 0.0, p(2.5) = 0.10, p(3.5) = 
0.35. p(4.5) = 0.25, p(5.5) = 0.15, p(6.5) = 0.10 and p(7.5) = 0.05. The average value 
from this distribution is 3 ' - '  = 4.45 days or 3' = 0.225. Slightly different interpretations 
of the Soviet data are possible, but would shift the mean value to the left by no more 
than one day at most, thus giving 3'- ~ = 3.45 day's and 3' = 0.290. These figures are thus 
strongly in contradiction to the value of 3' suggested by (27). However,  it should be noted 
that our model is really concerned only' with the part of the infectious period that occurs 
before removal. The relevance of the Soviet data is therefore not entirely clear. The 
effective value of 3'- t could be much smaller and 3' much larger. 
Spicer[13], analysing UK mortality' data by a different approach discussed below in 
Section 5.2, quotes an assumed value of 0.64 weeks {#4.5 days) for the average infectious 
period taken from the Soviet data, agreeing with the first interpretation above. 
Further work by Spicer and Lawrence[14, 15] estimated y, along with other parameters, 
from UK data on 13 different outbreaks in the Greater London area. Although the indi- 
vidual estimates varied considerably', the average value was 1.38 per week, i.e. 3' = 0. 197 
per day and 3'- ~ = 5.1 days. 
We therefore conclude that the simple model, giving the estimates of 13 and 3' shown 
in (27), is unacceptable. Some further corroborative vidence comes from Owada et 
al.[17], who fitted Bailey's model involving a variable latent period followed by an ex- 
tended period of infectiousness to data on influenza B in Osaka, 1961. involving 1022 
families of three persons. The incubation period came out as 7 days, of which 2 day's was 
the average period of infection. 
4.3. Allowance for immunity 
A major reason why the simple model just discussed is likely to be inadequate is that 
no allowance is made for the possibility of a preexisting immunity in the population. 
Influenza, like many other virus diseases, gives rise to immunity in those who recover 
from an infection. But as influenza is liable to involve mutational changes in antigenic 
type. those who have become immune to one type may be susceptible to a new type if 
it is sufficiently different. This is a matter of some complexity and, so far as influenza is 
concerned, it requires a separate discussion (see Section 8.2 below). Suffice it to say here 
that some degree of immunity is likely in any population investigated, and it should be 
700 NOR~,I.~?~ T .  J. BAILEY 
incorporated as an explicit factor. We can. for example, assume that, at the beginning of 
the influenza "'season." only a proportion a of the total population n is 'effectively" 
susceptible for one reason or another, where et is an additional parameter to be estimated 
from the data. 
Baroyan et al.[12] were of course well aware of this possibility and took some pains 
to derive appropriate estimates by analysing the early stages of epidemic data before the 
number of susceptibles had changed appreciably. Their methods are somewhat compli- 
cated because of the assumptions they made about the distribution of the infectious period. 
We shah return to this matter again later. For the moment it is sufficient to note that the 
Russians quote their estimate for Leningrad 1965 as c~ = 0.34. 
We must now see what the implications of such a modification are for the simpler model 
we introduced previously. In fact, due allowance for a degree of preexisting immunity 
requires no more than a modification of the initial conditions, which we can take as 
x(O) = c~(n - b), y(O) = b, z(0) = (1 - ot)(n - b), (28) 
corresponding to the earl ier version in (2) where a = 1. The analogue of 14), derived in 
the same manner  as before, is thus 
or, i fb ,~ n, 
x = a(n - b)e -~ '~{: -~ ' ' -~ '~-~' t  
.'t" = c¢./ /e -~x* ' r ){ : - 'a l - t~)}  (29) 
And the threshold condit ion for the bui lding up of an epidemic is now ~.oL > 1 for very 
small b. 
Next,  if the final epidemic size is s, as before, the final states are {oLn - s, 
O, (1 - con + s: :~}. 
Subst i tut ion into the second line of (29) gives 
s/n i 
a - - (30) 
1 - -  e -xc~/ ' "  1 - -  e -~ ' i '  
writing i = s/n as usual. 
Now the centre of the epidemic still occurs when x¢ = n/M and from (29) we then have 
.7.¢ = nh- '  log(cth) + n(l - c0. (31) 
Hence 
h = w,:  = ",/y~ = y (n  -x~ - z , : )  
= ny{a - ~.-t _ ~.-tlog(a~.)}. (32) 
corresponding to eqn (15). We thus have the equat ion 
- h -s  _ h - i l og(ah)  = h/(ny).  (33) 
Equat ions (30) and (33) therefore provide two s imultaneous equat ions for est imating a 
and h, assuming that y is known.  Let us put 
0 = hi. (34) 
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0 0 1 h 0 = O, (35) 
f(O) = I - e -°  log l - e - '  ~/s 
which is readily solved on a programmable pocket calculator, in general, there is a unique 
positive root of (357, and we obtain ,k and a in succession from 
X = O/i, a = i/(1 - e - " ) .  (36) 
We can readily apply these results to the Leningrad data previously presented in Section 
4.2. Assuming the Soviet estimate o f , /  = 0.225, we find 0 = 1.2762, and thus 
k = 5.714. a = 0.310, [3 = 1.286, y = 0.225. (37) 
It is worth noticing that our estimate of  cx, suggesting that only 31% of the population was 
effectively susceptible, is very close to the Soviet figure of  34%, based on a slightly 
different model and much more complex calculations. 
Alternatively, if we had a good estimate of  a, say from an immunological survey, then 
we could employ the two basic eqns (307 and (33) to calculate ~., y and [3 in succession 
using nothing more than elementary algebra. 
4.4. Use o f  asymmetl3"  in ep idemic  curve 
From the observed values of  s and h we cannot expect to be able to estimate more 
than two parameters.  It is, however,  possible to obtain additional information from the 
shape of the epidemic curve which, as we have seen, becomes increasingly asymmetr ic  
as X. increases. If ~. is large enough we can proceed as follows. Let p be the number of  
removals occurr ing before the centre. Then =~ is given by (31). But, by definition. 
.¢  - =(0)  + p -  n ( l  - a )  + p .  
Hence 
p = n~. - I  log(aM or a = a-le~'¢'"'. (38) 
We thus have three equations, (30), (33) and (38), to solve for the three unknowns c< X 
and y. 
Writng 0 = M. as before in (34), we can eliminate from (30) and (38) to give 
g(0) - e" ' " ( l  - e -'~ ) - 0 = 0, (397 
where of  course p/s = i~/i. We can easily solve (39) to give 0, and then X = O/i, while 
substitutions in (30) and (33) give a and y, the latter simplifying to 
h 
y = (40) 
n(a - ~- i )  _ p 
However ,  a major difficulty in using this method is that it is sensitive to the value of 
X if the latter is small, and will also be seriously affected by inaccuracies in judging the 
t ime at which the observed centre occurs and hence in obtaining a sufficiently reliable 
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measure of p. Except in special circumstances the method is perhaps not recommended. 
Moreover. in the 1965 Leningrad data there are already difficulties of precisely this nature. 
including the further possibility of an endemic background level of infection, as distinct 
from the epidemic omponent that we are primarily concerned with here (see Section 8.3 
below), 
5. OPTIMIZATION APPROACH TO MODEL F ITTING 
5.1. General remarks 
Although the somewhat ad hoc approach of Section 4 to the derivation of relatively 
simple parameter estimates can be very useful, and requires no more than a programmable 
pocket calculator for the solution of certain functional equations, it is in fact rather re- 
stricted in scope and is in general best regarded as a first step in data analysis and as a 
means of providing initial estimates for more sophisticated and powerful iterative 
procedures. 
We shall consider applications to two different forms of computable solutions, the first 
based on Kendall's parametric solution for w and t, as given by eqns (12) and (13), and 
the second based on the direct numerical solution of the fundamental "'equations of mo- 
tion" given by (1). The former is somewhat limited in its potentialities, while the latter 
is of very wide applicability provided that sufficient computing power is available. 
In principle, we are concerned with specifying a theoretical epidemic curve, seen as 
a function of several fundamental parameters (e.g. c~. 13. "t, etc.), that fits as closely as 
possible to the observed epidemic urve supplied by public health records. Best estimates 
are chosen on the basis of an optimization technique like nonlinear least squares. If a 
suitable probabilistic theory is available, we may be able to adopt a more informative 
maximum-likelihood (or minimum-x-') technique. The essence of such methods is that 
they depend on using an efficient computer optimization package that calls the basic 
epidemic curve algorithm a very large number of times. 
5.2. Application to Kendall's parametric solution 
The important paper of Spicer[13] dealing with British influenza mortality has already 
been cited. It was based on a very simple discrete-time model using step sizes of one 
week. This was convenient in so far as published data in the United Kingdom are on a 
weekly basis. Within certain limitations, reasonably good fits were obtained between the 
theory and a large number of epidemic outbreaks. Least squares was used to obtain optimal 
estimates of certain parameters in the model. The results were encouraging, but the model 
used was perhaps too oversimplified for detailed investigation and analysis, and would 
in any case be hard to generalise for more complex situations. 
A more sophisticated version has been developed by Spicer and Lawrence[14, 15]. 
which starts from the continuous-time model specified by our eqns (I) and makes direct 
use of the parametric solution indicated by (12) and (13). Again, the method of least squares 
was used to find optimal values of the parameters. Two approaches were used. one in- 
volving the fitting of time values given by (13). the other based on fitting the epidemic 
curve derived from (12). No substantial disagreements were found between the two 
methods. 
This work looks very promising, but the first presentation[14] was necessarily brief, 
while the second[J5] has not yet appeared with a full description of the mathematical nd 
statistical details. We must, therefore, await further developments before a more precise 
assessment can be made. 
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Two comments hould, however, be added. First, there is the problem associated with 
the use of mortality data. If a satisfactory estimate of case-mortality is available then we 
can easily deduce the incidence and prevalence of morbidity. And this in turn allows 
estimation of the main epidemiological parameters. Otherwise. we may be rather estricted 
in the deductions that can be established, owing to insufficient data. 
Secondly. it is not clear how this whole approach, based on Kendall's parametric 
solution, can be generalised, on the one hand, to more sophisticated models of the single 
population problem, or. on the other hand, to multipopulation problems involving migra- 
tion, of infectives in particular, between populations. It might, howe-'er, still be useful in 
analysing data from the initial outbreak before the disease spread to other populations. 
And it can be applied to certain approximations in the two-population situation (see Section 
7.3 below). 
5.3. Application to compltterized simtdation modellitTg 
An alternative method of investigating the spread of an infectious disease, either in 
one group or in several interconnected groups, is to set up the appropriate model in terms 
of the basic differential equations exhibited in ( 1 ), or some appropriate xtension thereof, 
and simply use the computer to obtain numerical solutions. 
Since with a single population we can achieve a fair amount of insight from mathematical 
analysis this should not be neglected. We can then use the computer in a complementary 
way to provide both least squares estimates of the intrinsic parameters and detailed pre- 
dictions of epidemic behaviour in any population with a given parameter set. 
With a multigroup situation, such as that studied by Baroyan et a/.[12], the possibilities 
for explicit mathematical nalysis appear to be rather limited, and the use of intensive 
computerized investigation is unavoidable. The epidemiological modelling of influenza in 
such multigroup situations will be discussed in more detail below in Section 7. For the 
moment we shall concentrate on the principles involved in applications to the single pop- 
ulation problem. 
As indicated in Section 5.1 above, the essence of the approach is to use the computer: 
(a) to solve the differential equations in (1) in order to provide a theoreti~'al epidemic 
curve w(t), and (b) to apply an efficient optimization package to obtain best estimates of 
the parameters involved for fitting the theory to an observed epidemic as closely as 
possible. 
In the model used so far, as specified by (1), there are two basic parameters 13 and -,/. 
The population size n is assumed to be known, but there are additional unknowns involved 
in the initial conditions, In practice, we usually do not know when an epidemic starts, 
but have to begin with an arbitrary origin t = 0 at the point, fairly earl,,' on. when the 
epidemic is first noticed. At this point this state of the system can be written as {a. b. c: 
0}, where a - b + c = n. We can. therefore, identify two independent unknowns, a and 
b say, with c = n - a - b. And it may well be that b. unlike the number of infectives 
actually initiating the epidemic, is not now negligibly small. We thus have the parameter 
set (13, ",/, a. b), which we may prefer to replace by (13, ~,, c~, b) using a = ot(n - -  b) as 
in (28). 
To obtain approximate starting values for the optimization process v;e could use the 
approach of Section 4.3. Thus, given tz, h and s, plus an ~zss,med feasible value of ~,, ~,* 
say. we calculate approximate starting values 13" and c~*. Next, inspection of the observed 
epidemic gives a rough indication of w*(0). Hence using b - y(0) = w(0)/~, we can write 
b* = w*(0)l~*. 
It must be emphasised that some care is needed in combining the nonlinear differential 
equation algorithm with the least squares optimization algorithm, especially since both 
may need to make use of highly variable step sizes for maximum efficienc}'. 
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Repeated calling of the function to be maximized, namely the sum of squared ifferences 
between the observed epidemic curve and the theoretical epidemic curve, computed by 
solving numerically the basic differential equations for successive sets of parametric val- 
ues, also clearly requires very rapid computation. 
Current work by Wanner et a/.[18] is directed at developing high efficiency procedures 
of general application to a wide range of nonlinear compartmental models for biological 
and medical processes. This approach, in its present stage of development, has therefore 
been applied to the 1965 Leningrad data already mentioned in Section 4.2. The estimates 
came out as 
a* = 0.259, 
9" = 2.586, 
y* = 0.347, 
b* = 8870, 
(41) 
and the fitted curve is shown in Fig. 1, for comparison with the Leningrad data and the 
curve fitted by Baroyan et al. It can be seen that the new model of Wanner et al. gives 
an improved fit. Moreover. all four parameters, including ",/, have been simultaneously 
estimated by least squares. 
Comparison of the first three values in (41) with the previous approximations shown 
in (37) reveal some distinct differences. However, it will be realised that the latter were 
really only initial values, based on possibly inefficient estimators applied to data in which 
an appreciable degree of double truncation had already occurred, as previously referred 
to in Section 4.1. Moreover, the estimates a* and b* in (41) actually apply to the situation 
on "~day zero."  the day when the first epidemiological data were recorded. The actual 
start of the epidemic will most likely have occurred further back in time when the number 
of infectives was very much smaller and the proportion of susceptibles was somewhat 
higher. In the interest of maximum accuracy we should correct for this discrepancy so 
far as is possible. Various ways of handling this problem by the method of "'back-pro- 
ject ion" are discussed in the following Section. 
Before doing so we note that the estimates of (41) indicate that only some 26% of the 
populatioH appear to have been susceptible near to the start of the epidemic, and that the 
basic reproduction-rate is now estimated by )t* = 13"/',t* = 7.452. And the intensity of 
the whole epidemic, relative to the total population size, is given by the solution of (30), 
namely i* = 0.201 l, with an estimated absolute number of cases s* = 725 368, which is 
somewhat less than the observed number quoted by Baroyan et al.. as we might expect, 
considering the truncation involved. There is also the possibility that the observed data 
may be inflated by a nonepidemic background component (see Section 8.3). 
It should also be noted in passing that it is highly desirable to have statistical measures 
of the accuracy of the estimates in (41) and of the goodness of fit. So far. however, an 
adequate and tractable probabilistic model is not available. 
5.4. Back-projection to actttal start of  epidemic 
First, we consider a useful analytic approximation to the initial equation ( 1 ), valid when 
we can assume the observed start of the epidemiological records to be fairly close to the 
actual beginning of the infectious process. In this case, as a first approximation, we can 
take x(0) - a. The equations for the process before the assumed origin at t = 0 can 
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w-  dt - 3'Y. 
~y, (42) 
with initial condi t ions 
x(0) = a, y(0) = b. z(0) = c. (43) 
taken over  the range -zc  < t -< 0. 
The number  of c irculat ing infect ives is now essent ia l ly  a negat ive exponent ia l  curve.  
We immediate ly  solve the second equat ion in (42) to give 
)} y(t) = bexp  \ n - "/ t . (44) 
Next .  using 144) to integrate the first equat ion in (42) readi ly yields 
b[exp{( ( [3a /n )  - 2)t} - 11 
x( t )  = a + (45) 
(n /ha) -  1 
Asymptot ica l ly ,  therefore,  
b 
x ( - : c )  = a + (46) 
1 - (1 /Xa)  " 
This represents  of course an upper  unit to the initial number  of suscept ib les  when the 
ep idemic  is started by only a trace of  infection. In pract ice we might expect  the true value 
to be a little less. 
In apply ing this to the Leningrad data,  with 
n = 3 607000,  c~* = 0.259. a = (n - b*)a* = 931 916, ,k s = 7.452. (471 
we obtain 
x( - :c) 950 "~" * " = J . z ,  .rl - : c ) /n  = 0._6.~, (48) 
suggest ing only a slight underest imate  in the initial proport ion of  suscept ib les ,  given as 
approx imate ly  0.259 in (41). 
A more accurate  method is to compute  numerical ly  the solut ion of  eqns (1) backwards  
in t ime, from t = 0 towards  t = -~,  so far as is necessary  to est imate the asymptot ic  
limit with suff icient accuracy .  Thus we could compute  unt i l y ( t )  = 1, or. a l ternat ive ly .  
until some suff ic iently small rate of  increase in . r ( t ) i s  reached.  
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6. PREDICTING THE COURSE OF A NEW OUTBREAK 
6.1. General remarks 
The possibility of predicting when a new outbreak of a given infectious disease might 
occur, as well as its intensity, peak and duration, has for a long time been amongst he 
chief practical objectives of quantitative pidemiology. Whenever a new disease arises, 
or a more virulent version of an existing disease develops, or conditions especially fa- 
vouring the spread of int'ectious disease are discovered, public health authorities must 
take special steps to assess the dangers involved and decide on appropriate action to 
prevent or minimise the possible risks. 
In the 19th century (see Bailey[ 1, Chap. 2]) a good deal of research was directed towards 
empirical curve-fitting, especially in the hopes that extrapolation from data on the initial 
stages of an epidemic would lead to useful predictions about the course of the outbreak 
as a whole. Such methods were. however, soon abandoned because of their intrinsic 
inaccuracy. In fact. what is needed is some such dynamic model as the Kermack and 
McKendrick[ 10] formulation, represented at its simplest in ( I ) above, plus epidemiological 
information about the disease in question and the population at risk. It is perhaps urprising 
that so little has been forthcoming in this direction, so far as practical applications are 
concerned. Admittedly it may not be easy to establish a model that is sufficiently realistic 
and to validate it in practice. Nor may we have sufficiently reliable quantitative data about 
a given disease or about the immunological status of the threatened population. 
Nevertheless. it might be worthwhile reconsidering the potentialities of such an ap- 
proach, since if successful it could be of immense value in the public health control and 
prevention of both epidemic and endemic disease. 
6.2. Specific models 
We have already discussed in Sections 4 and 5 both elementary approximate methods. 
and more accurate and powerful methods, of estimating intrinsic parameters like the 
infection-rate [3and the removal-rate ~,, as well as the proportion of the population c~ that 
is initially susceptible, using typical public health data as discussed in Section 3. With 
the most efficient methods of estimation we can also expect to estimate the number of 
infectious persons circulating in the population when an outbreak is first noticed. 
For the simplest situation discussed in Section 2.2, involving only two parameters 13 
and h', knowledge of these for a given disease threatening a specific population would 
allow us. via eqn (8), to estimate the intensity of an outbreak if it should be triggered off 
by the arrival of infectious persons from outside the population, or if the infection-rate 
should suddenly rise from a subthreshold value to an epidemic level, due perhaps to some 
environmental change, in. for example, meterologica[ conditions. 
Again, in the more elaborate model taking account of a degree of immunity described 
in Sections 4.3 and 5.3. we saw how the proportion of immune susceptibles c~ could be 
estimated from epidemic data on a completed outbreak. But this ~vould be expected to 
vary from year to year, depending on the epidemiologica[ experience of the population. 
There are two immediate possibilities. First. the final status of a population after an 
epidemic is over can be calculated as already described, and this provides information 
about the likely starting conditions for a subsequent epidemic. Second, empirical infor- 
mation about the immune status of a population might be obtainable more directly through 
appropriately designed serological surveys. The question of immunity is, however, a dif- 
ficult and complex one, and there are many uncertainties in trying to establish whether 
and when immunity is lost. either temporarily or permanently. This matter ~vill be referred 
to again in Section 8. 
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On occasion we may have some partial information. For example, we may have a 
reliable estimate of y from past epidemics or independant epidemiological observations 
on incubation periods measured in special circumstances. We then are concerned only 
with estimating [3, for which indirect methods nearly always seem to be necessary. In the 
simplest case, where c~ may be presumed equal to unity, we might obtain useful information 
from the early stages of an epidemic, while it was still in the exponential phase, by fitting 
the approximate form given in eqn (16). If " /were known, this would yield estimates of 
both 13 and b. Or if both 13 and y were known, we should be estimating b alone, In either 
case we could then go on to use Kendall's parametric form in (12) and (13) to predict the 
whole course of the epidemic. 
Again, in the more realistic case where ~ # 1, the analogue of eqn (16) for the early 
near-exponential phase is obtained immediately from (44) as 
w = -yy = by exp{(13a - y)t}. (49) 
We should still need some prior information, as in principle we can here estimate only 
by and {13c~ - y). There are various possibilities, e.g. if we know 13 and y. we can estimate 
b and ~. 
The potentialities of such approaches need to be fully investigated. It is not clear a 
priori whether their intrinsic accuracy would be great enough for practical purposes. They 
should be much more informative than purely empirical curve fitting, because of the 
additional information available from knowledge of the structure of the epidemic process. 
At the same time, we have confined our presentation above to a deterministic formulation. 
Even with the relatively large numbers of observations available appreciable variation is 
evident. So it may be necessary to develop appropriate stochastic models to discover the 
inherent reliability of the predictive approaches uggested. 
7. MIGRATIONAL SPREAD OF INFECTION 
Infectious diseases pread from one person to another, both within small groups like 
families and within larger groups like villages, towns, cities, etc. The latter community 
spread tends to involve the physical movement of individuals, some of whom may carry 
infection. In the models we have been discussing so far, the assumption has been made 
that there is a more or less homogeneous mixing of the population under consideration. 
subject only to the mild restriction that each individual has a constant average rate of 
making adequate contact with others. We can easily envisage an idealised situation in 
which any infected individual pursues a random path through the community, but contacts 
only a limited, though variable, number of people in any fixed period of time. 
But when larger populations are involved, such as separate cities or regions, and a 
fortiori different countries, it will be more realistic to consider a model consisting of several 
distinct population groups, where restricted homogeneous mixing occurs within groups 
and some form of migration takes place between groups. For further discussion of this 
approach to the problem of geographical spread, see Chap. 19 of Bailey[l], which deals 
with general principles, as well as the Soviet applications[12, 16] to influenza already 
referred to above. 
We have already mentioned the latter at the end of Section 2.1, where the controversial 
nature of some aspects of this work was noted. This is not the place to attempt an ex- 
haustive review of Soviet influenza modelling, but for our purposes the following remarks 
may be relevant. First, a considerable amount of morbidity data, collected on a daily 
basis, has been published and can be used by other interested investigators. Like most 
public health statistics these data are tar from perfect, but a good deal of biostatistical 
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work has been done to mitigate the imperfections. Moreover, the Russian scientific lit- 
erature contains many extensive epidemiological nd biomathematical discussions that 
are of considerable practical relevance to infectious disease modelling in general and 
influenza modelling in particular. 
Second, there are the doubts that have been expressed by some that the predictions 
are too good to be true. and may well be based on fitting curves to local outbreaks rather 
than making true predictive calculations from the initial outbreak. Careful comparison of 
observed ata with theoretical results reveals, however, quite appreciable variations that 
are in tact discussed explicitly by Baroyan et al. 
These are the kind of discrepancies that one would expect to find, and they are not 
what would result from local curve fitting appropriately blurred to provide simulated 
realism. 
Third, whatever one may think of the mathematical nd computerised analysis used 
or the success of the predictions claimed, an outstanding aspect of this work is the em- 
phasis on (a) using a multigroup model in which the different groups are connected by 
migrational flows, which in fact reflects commonly held epidemiological opinion; and (b) 
the appeal to transportation statistics as a basis for measuring the migration-rates. 
It is. of course, clear that not all countries have a geographical structure and trans- 
portation network that lends itself to such modelling. But two aspects should be men- 
tioned. First. the concepts involved should be further explored where they are applicable, 
both within certain countries and between countries, the latter having obvious importance 
in gauging the global risks from new virulent infections arising anywhere in the world. 
Second, problems of spatial heterogeneity in large populations, such as big cities, could 
be investigated theoretically by comparing a suitably structured multigroup model, in- 
volving migrational spread, with simpler models based on restricted homogeneous mixing. 
If it turned out that the implications for broad public health data were small, we could 
stay with the simpler models. Otherwise, appropriate xtensions would have to be made 
to achieve the realism needed for effective epidemiological pplication. 
In the following section we merely outline the multigroup extension of the simpler 
models discussed above, and then look in a little more detail at some of the problems 
arising when there are just two groups, i.e. the population where an epidemic outbreak 
first occurs, and a second population which subsequently becomes infected through the 
migration of infectives from the first population. 
7.2. Multigroup models with migration 
Bearing in mind the foregoing discussion, a natural extension of the single-population 
model in eqns (1) to multigroup formulation for G groups is given by the system 
dxi ~Xi ) ' i  (7 
- + ~ (l~i~-Vi- la.,:ix~), dt ni j = 
dyi 6x iY i  (7 
- -  + E (~i i -V i  - -  ~Li iYi)  --  "VYi, 
dt t l i  i = I 
dz__di = *; 
dt ~ QXS. i -  P, iizi) + "Yyi, 
/=1 
(50) 
for i = 1 . . . . .  G, where the parameters la~j are migration-rates per individual. The initial 
conditions can be specified as 
.vAO) = a~, .vAO) = bi, zi(O) = c~. n,(O) = a, + bi + ci. (51) 
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For an epidemic starting in a "'focal" group, group No. 1. say. we can particularise the 
initial conditions as 
. v+(0)  = a t ,  3 t l0 )  = h~,  2 l l ( ) i  = /z~fOI - a~ - b~.  
.v~(0) = a:, y t0t = 0. :,10) = pz:0) - a,. i~  2. 
(52) 
In general we have b~ <~ n~, but the actual value may ~etl be unknown and thus require 
estimation. If an epidemic is triggered b.~ some environmental, e.g. meteorological, change 
we may well have b~ >> I. In some circumstances ~e might be able to take :,10) -=-- 0, with 
.r,10) = n~(0), i 2 2. But with a degree of preexisting immunit.~ we should need .r~(0) = 
a/n,(01, for all i. 
The simplified formulation in 150) was first suggested by Bailey[l]. and has more re- 
cently been used in the epidemiotogicat pplications of the work undertaken by Wanner 
et a/.[18]. The more elaborate model used over the period 1967-77 by Baroyan et al .  can 
be found in Refs. [12. 16], and also in the additional references discussed and reviewed 
by Bailey[l. Chap. 19]. 
it is hoped that the improved methodological techniques being developed by Wanner 
et al .  will in due course enable a more thoroughgoing investigation of the properties of 
the multigroup system specified by (50). In the meantime we shall confine ourselves to 
a few general observations, and consider in particular some approximations for the special 
case when G = 2. 
In eqns (50) we have used constant parameters [3and y, though we could have made 
them group-dependent, using 13: and ~,. There are obvious dangers, ho~ever,  in starting 
offwith an unnecessarily overparameterised model. As to the migration-rate per individual 
from group i to group j. P-,i. this ~vill in general be highly dependent on the individual 
geographical, social and transportation factors entailed. It should also be noticed that the 
quantities n~ are in general variable, though if the total system is closed ~e could have 
f ;  
Z ll i = ~,'. (53) 
,,,,'here N is constant. 
In the USSR it is possible to identify a large number of distinct groups, e.g. large reties 
and certain other areas. A typical value used for the number for such groups was G = 128. 
which allowed most cities with a population of over 100 000 to be included. 
One of the main problems is of course the estimation of the appropriate migration- 
rates. Originally an empirical approximation was obtained from the official transportation 
figures for traffic between Moscow and certain other cities in October 1966. Later. it 
became feasible to adopt more precise figures from an extensive analysis of traffic agency 
reports. Unfortunately. these figures have not been made generally available, so they 
cannot be used to explore more precisely alternative multigroup models incorporating 
Soviet epidemiological data. 
However,  the earlier approximation can be adopted as an indication of typical values 
found in practice. Suppose we indicate by c,, i the actual rate of transfer of individuals 
from group i to groupj .  Then we have 
O'i/ -= Hi~.Lii. (54) 
It was stated by Baroyan et al .  (see Bailey[l]) that an empirical relationship revealed 
itself as 
m, = k/z:n:. ~here k - 2 - : :  - 2.33 x t0-1u 155) 
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Note that (541 and (55) together imply that 
~ij = kn]. (56) 
In specific applications to other communities particular attention would clearly have to 
be given to obtaining sufficiently accurate stimates of the ix(i that were relevant o the 
actual populations tudied. 
7.3. The two-populat ion problem 
Obviously, detailed studies of multigroup models require extensive investigations and 
reports in their own right. However,  the simplest version involving only two populations 
may have some special practical significance. Suppose there are in fact many groups, and 
a certain epidemic outbreak starts in group I. If group 2 is connected to group 1 by a 
substantial transportation link then, given certain conditions, a subsequent outbreak in 
group 2 will be triggered by infected migrants from group 1 before any appreciable influ- 
ence is felt through connecting paths routed via other linked groups. The appropriate 
model is then obtained by putting G = 2 in (50). 
The resulting equations are likely to be mathematically intractable as they stand. How- 
ever. as indicated in earlier sections, we may have some sufficiently accurate information 
about certain parameters for both groups, and could obtain additional estimations from 
the first outbreak in group 1, either from its initial stages or from the epidemic as a whole. 
Numerical integration of the system for predictive purposes would then present little 
difficulty. 
However,  there would be advantages for understanding the structure of the system if 
at least some analytical results were available, even if only in terms of mathematical 
approximations. The simplest possibility is to assume that p. is very small, as it usually 
will be, and to ignore all migrational flows except he one transfering infectives from group 
1 to group 2. This means the relevant equations will be 
d.rl 13xl+','n d.r2 [3x.y_. 
dt n~ dt n2 
dyl 13xl Y l dy2 [3.v2yz 
dt tzl "/Yl - P, Yt, dt n2 
dz~ dzz 
- -  = ~Y~,  - -  = ~3 '2 .  dt dt 
~Y2 + ~Y~, (57) 
where the initial conditions are 
xj{0) = a~, ),frO) = bl. zl(0) = c~, 
x2(0)  = a_ . .  y - _ (0 )  = b_. = 0 ,  z : (0 )  = c : ,  
(58) 
and we take n, and n2 as constant. 
Even these equations present some difficulties. As a first approximation, let us suppose 
that migration is slow and that the epidemic outbreak in group 2, although triggered by 
infected migrants in group I, occurs appreciably later in time. The total number of cases 
in group 1 is s~ = n~i~ and we could treat the resulting migration of rxsj individuals as 
starting on average at the centre of the epidemic in group I. However, since the rate of 
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migrat ion is based on the instantaneous value of  v~(t), it might be more appropr ia te  to 
concent rate  the area under  y~(t), namely , / -~s~. at the centre point. The result ing outbreak 
in group 2 would therefore be calculable,  using the centre of  group I as origin, in terms 
of  initial condi t ions specif ied approx imate ly  by 
x2(0) = a2 = n2a: ,  y:(0) = b2 = ~" , / - I f l .  22(0) = c2 = H2(I - a2) .  (59)  
Let us now concent rate  on group 2. For  conven ience ,  we drop suffix 2 from a2, b2. n2. 
and write 
n = a + b + c.  • = b / (a  + b) .  (60)  
The analogue of  eqns (4) and (29) is readi ly obta ined as 
x = ae-~: - '~ ' "  (61) 
and the equat ion cor respond ing  to (12) is 
dz 
dt "/Y 2,(n - :. - . r )  = ~{n - .: - ae -~'': ,v,,}. (62/ 
where we have again dropped the suffix 2 from x, ,  .v2 and : , .  
We now make the t ransformat ion 
z = (n - c')v + c. (63) 
Equat ion (62) thus becomes ,  approx imate ly .  
dz' 
dt - y{I - v -  (I - e)e-'~x"}, (641 
where we have reta ined e only where it has any real inf luences, namely near z, = 0. 
The peak of the ep idemic  occurs  when 
.~ = nk - i  IogIaM + n(l - c0, (65) 
as prev ious ly  given in eqn (31). The l imits for :~ are 
C ~ 7 ~-  ..  c . 
and for v we therefore have 
0 -< z, < z,~ = (c~k)-~ log(aM, (661 
where we have again neglected • where its effect is negligible. Taking the reciprocal  of 
both sides of  (64) and integrat ing,  thus gives the peak- to -peak  t ime as 
t<: = "7 -1  f l  ~~ 
dz' 
1 - z ' -  (1 - e)-~<x~. 
( log(aM ) 
= y - i  K \ c~X • aX, e . (671 
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using Kendall's integral as defined by (18) where 
Ftt~ ~ i ~ p.s i 
- - -  - ( 6 8 )  
"ytl2Ot "yt72R " 
If we further adopt the empirical measure of Baroyan et  a l .  given in (55) and (56). we 
have ~ = kn:. and so 
e ~ ks t /~y .  (69) 
wherek-  2.33 x 10- '°  
It should be noted that t69) implies that the peak-to-peak time calculated from 167) 
would be the same for a l l  populations having a substantial transportation link with the 
first population, irrrespective of their size. Appreciable variations are evident in the Soviet 
material, so it is clear that a more general specification must have been adopted allo,,ving 
direct estimates of g to be used based on detailed transportation statistics. 
Let us. therefore, concentrate on the spread from Leningrad to Moscow only, assuming 
that (69) is roughly valid. We substitute the appropriate parametric values obtained by 
least squares from the 1965 Leningrad data, as given in Section 5.3. Numerical evaluation 
of the integral in I67) then yields the peak-to-peak time interval as approximately 18 days, 
which may be compared with the observed value of about 15 days. 
This is not too bad, considering the nature of the approximation used, treating the 
effective number of migrant infectives W'/- tst as being the starting value for yz. But this 
approximation may give too much weight to later migrant infectives, whose effect in 
practice would be reduced by the new outbreak in group 2 having been already triggered 
off by earlier migrant infectives: conversely, the latter will be under weighted. 
A better approximation might be to make some allowance for the spread of infectives 
arriving from the first population. As before, we assume that the outbreak in group 2 is 
appreciably later in time than the outbreak in group I. But we now make use of the usual 
approximation to the early stages of group 2 when .v: - ¢xn:. This means that we can 
approximate the second equation on the right of (57) by 
d•,'• 
"- = (cq3 - ",/)y: 4- P-3"1. (70) 
dt 
with initial condition 
y:(0) = 0. (71) 
measuring the time t from the start of the group I epidemic. 
Let us take vt to be an approximately Gaussian curve given by 
A { ( t -T ) :}  
y,(t) = o'V'2--~', exp _~_; . (72) 
where we have written T for the time of occurrence of the centre of group I. The area 
under the whole curve is A. and so we must have 
A = s,/y. (73) 
since w~ = y_v~ and st is the area under the epidemic curve w~. We thus have the single 
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parameter ~ to identify. If we put the peak of the epidemic curve equal to h, as before, 
i.e. the peak ofy~(t) equal to h,y, we must have 
A s l tt Sa 
- -  - - . ~ivin~ o" = ~ . (74) 
Now, returning to eqn (70}. we first write for con',enience 
, '=  a!3 - y. (75) 
then multiply through by the factor e - " '  and integrate, using t71). to obtain 
y:(t)e - r '  = IX , ~V'2-74 exp 2e-" rt dt 
"_,,-:~,-'-,.7 f ' exp{-(1/2~z)[t  - {T - rrr:):]} 
~xAe ~l dr £ ~\2~ 
p.A e~ 1 2.-:,r-" - ,-T 
if t is large enough for the integral on the right to be approximately replaceable by unity. 
We thus have 
y_,(t) - Oe ''~-y"' - r, (76) 
where 
Q = ~s---2 exp {(o43 - y):s~} 
y [ 47t7 ' (77) 
It follows from the form of (76) that the early stages of the second epidemic are ap- 
proximately represented by exponential growth, in ~vhich the time variable is measured 
from the centre of the first epidemic and the initial value is Q. Thus, changing to the time 
variable v = t - T. we have 
y2(T) - _Oe ~ '~- ' , .  (78) 
This suggests approximating to the whole epidemic in group 2 by the standard nonlinear 
system, starting with 
y : (0 )  = b :  = O.  (79)  
The required peak-to-peak interval will thus be given by the previous Kendall integral in 
(67) with e now defined by 
~'  - O/n2eL. (80) 
We now have an improved approximation given by 
_ ( log(c~X)  ) 
t~ = y ' K \ a~. .eLX .~ '  . (81)  
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If we use the empirical measure of migration in ~69). we obtain 
, ks, exp ~(a13 - ~,)z s_~] r 
which may be compared with the cruder approximation arrived at in (69). 
Substituting in the relevant numerical values leads to e' = 0.012. and using (81) we 
apply Kendall's integral to arrive at t~ = 12.3. This is now rather less than the observed 
peak-to-peak figure of 15 days. On the other hand. unpublished numerical integration of 
the approximation equations in (57) by Wanner et al. gives a much better figure of 14½ 
days. 
8. SOME OUTSTANDING ISSUES 
8. I. General comments 
This paper has attempted to bring up to date the achievements and potentialities of the 
deterministic Kermack and McKendrick approach in the context of practical public health 
needs and the facilities for calculation now widely available, all the way from program- 
mable pocket calculators to mainframe computers. Although the discussion has been 
largely at a relatively low levels of complexity and sophistication, a variety of modifi- 
cations and extensions could easily be made if required. How much can actually be 
achieved by simple methods is still a matter for debate, but there is no doubt that they 
should first be properly exploited in real-life applications before possibly unnecessary 
eftbrt is expanded on more elaborate techniques. 
Because of limitations of space it has not been feasible to discuss here several other 
topics of practical relevance which are either currently under investigation or should be 
given closer attention in the immediate future. Some of these are briefly reviewed below 
as an indication of priority areas of study. 
8.2. Duration of  immunity 
Many diseases confer immunity for very long periods of time, often apparently for a 
lifetime with only rare exceptions, e.g. measles. The situation with influenza is less clear 
and authorities vary in their opinions. Some consider that, once infected by a particular 
strain, an individual becomes permanently immune to that strain and to a great extent to 
others that are antigenically very similar, due to small changes, or drifts. But where there 
are large changes, or shifts, there is thought o be no cross-immunity. While these matters 
are under intense study at the molecular biological and immunological levels, it is not so 
clear how population data on epidemiological behaviour are to be interpreted. 
Take, for instance, the Leningrad data for 1965 in Section 4.2. The total population 
was 3 607 000, of which only about 26%, or 938 000 individuals, were estimated in (41) 
to be apparently susceptible at the beginning of the epidemic. Initially, one might suppose 
that the high level of 74% immunity was acquired from previous infections, though it could 
be due in part to certain forms of heterogeneity in social behaviour or immunological 
structure, as indicated by Baroyon et al.[ 16]. The total epidemic outbreak from the public 
health records was given as 805 000, which leaves only 133 000 susceptible individuals 
at the end of the epidemic, i.e. about 4%. This brings the value of the parametric product 
,x.a far below the critical figure of unity required for new outbreaks to subsequently occur. 
Yet epidemics of comparable sizes were observed both in earlier and later years. Could 
we assume that the strains were sufficiently different in successive years for no cross- 
immunity to be involved'? 
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A similar problem arises in the Greater London area data quoted by Spicer[13] and 
Spicer and Lawrence{14.15], where in certain periods, e.g. 1958-59. 1960-61, 1961-62, 
1962-63, substantial outbreaks occur in successive years (with one gap of one year in the 
dates just given) without there being any suggestion of an appreciable antigenic shift. In 
private discussion, Clive Spicer recognised that this is an anomaly that needs special 
attention. 
It should be appreciated that these difficulties are really inherent in the public health 
data themselves, and are not tied specifically to the form of modelling adopted. Any model 
must take account of the apparent fact that relatively large epidemics can occur more 
frequently than is consistent with simple theories of immunity. 
One possibility, of course, is that a considerable proportion of the immune population 
loses its immunity before the next epidemic season comes round. In the case of Leningrad 
this would mean about l immune in 4 would lose that immunity. While this is admittedly 
pure speculation, it seems clear that some process is required to supply a sufficient number 
of susceptibles to allow new outbreaks to occur. And it is quite evident that this cannot 
be accounted for through the annual supply of newborn susceptibles. Further investigation 
of the immunological situation at community level is essential. 
8.3. Background infection 
Another aspect, of importance in its own right, but also bearing on the problem of 
immunity, is the possibility that an epidemic outbreak is to some extent masked by an 
endemic situation. This is well-known on a grand scale in the excess-mortality approach 
to infectious disease, whereby a marked annual oscillatory cycle, in say upper respiratory 
disease mortality, may show significant departures from the predicted curve at certain 
times. And these departures may be attributable in special circumstances to epidemic 
influenza which would otherwise escape unnoticed. 
Inspection of the Leningrad data for 1965 in Fig. l reveals a distinct tendency for the 
right hand tail to flatten out at a roughly constant level around the 4000-5000 mark. The 
behaviour of the left hand tail is not available. Corresponding data for Moscow and other 
cities show similar suggestions of a steady background in one or both tails. In such a case 
the endemic background envisaged would be relatively small in contrast with the excess- 
mortality mentioned in the previous paragraph. But removing this background might 
sharpen the focus brought o bear on the epidemic component. 
In principle, all we have to do is to introduce an arbitrary origin into the measurements 
of the height of the epidemic curve, e.g. w' = w - d, and carry out the least-squares 
fitting on the observed and expected values of the w'. instead of w, treating d as an 
additional parameter to be estimated. Wanner et al. have proposed to examine this prob- 
lem, but no results are yet available at the time of writing. 
For the moment we merely observe that an average background incidence of some 
4500 cases per day would account for about 180 000 noninfluenza cases over, say, 40 
days. The epidemic omponent would then be reduced to 625 000. This would lessen, but 
not dispose of, the immunity problems reviewed in Section 8.2. 
8.4. Discrete-time models 
The basic models of Baroyan et a/.[12, 16] were formulated in continuous-time t rms, 
but actual calculations were performed on a discrete-time basis using a time-interval of 
one day. It is debatable whether this is more or less realistic than using an essentially 
time-continuous computational procedure operating directly on sets of simultaneous dif- 
ferential equations, in which sufficiently small step-sizes are used to achieve the required 
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accuracy. It might be argued that the relevant epidemiological and demographic processes 
occur fairly continuously by day. with relatively small activity involved by night. 
The work of Wanner et al.[ 19]. already referred to above, is basically concerned with 
continuous-time, nonlinear, compartmental models that are intended to have a wide ap- 
plication to processes in biochemistry, physiology, pharmacology, etc. It is, therefore, 
natural that their epidemiological applications should also be formulated in the continuous- 
time mode. It would, however, be worthwhile investigating what differences would be 
observed, with regard to both system behaviour and computational spects, if analogous 
discrete-time models were used instead. 
It must, at the same time, be recognized that. although discrete models may be simpler 
to compute, they can also be more cumbersome to handle theoretically. 
8.5. Pttblic health control 
As emphasised in the Introduction, the main objective of epidemic modelling is to 
facilitate public health action in prevention, control or eradication. A variety of measures, 
like improved hygiene and sanitation, health education, quarantine, vaccination and im- 
munisation, can all have beneficial effects, depending on circumstances. In terms of mathe- 
matical theory, such factors operate, either by changing parametric values or by modifying 
system structure, in ways that make epidemic outbreaks less likely, or cause them to be 
smaller when they do occur, and by lowering endemic prevalence to more acceptable 
levels. 
In principle, knowledge of the underlying epidemiological processes allows us to predict 
the consequences of an', proposed intervention strategy, and hence should enable us to 
choose an optimal strategy for a given situation. But in practice there are many pitfalls. 
and the extent to which classical control theory can be applied is still controversial. And 
the way in which system dynamics, systems analysis, operational research, adaptive man- 
agement, etc., should be incorporated in practical applications i also a matter for current 
debate. 
All these aspects are highly germane to practical control and should be given far greater 
emphasis than occurs at present. The theory described in the present paper should, there- 
fore, be seen as a basic aspect of the support required for any system of monitoring and 
control that will eventually be developed, in conjunction with appropriate computerised 
handling, for ready use by health managers, administrators and planners. For further 
discussion of some of the technical modelling aspects see Anderson[2]. Bailey[1. 4], 
Dietz[19] and Dietz and Scbenzle[3]. 
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