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Abstract
We investigate the uniform boundedness and convergence of the partial (also called Dirichlet)
integral of the Fourier integral of a function that is Lebesgue integrable and of bounded variation
over R. Our theorems are formulated and proved in a sharper form than the ones in the literature.
Our methods do not rely on the localization principle of the convergence of a Fourier integral and
on the second mean value theorem involving a monotone function. Instead, we use integration by
parts extended to improper Riemann–Stieltjes integral. The periodic analogues of our theorems were
proved by Telyakovskii in a slightly weaker form.
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1. Functions of bounded variation over R and the improper Riemann–Stieltjes
integral
The concepts mentioned in the title of this section are known. We briefly summarize the
notions and results we need in the sequel.
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528 F. Móricz / J. Math. Anal. Appl. 297 (2004) 527–539A function f :R→R is said to be of bounded variation over R, in symbol: f ∈ BV(R),
if
sup
S
n∑
k=1
∣∣f (xk) − f (xk−1)∣∣< ∞, (1.1)
where the supremum is extended over all finite sequences
S: −∞ < x0 < x1 < x2 < · · · < xn < ∞ and n = 1,2, . . . . (1.2)
The supremum in (1.1), denoted by V (f ), is called the total variation of f over R.
It is evident that the above definition of bounded variation over R can be reformulated
equivalently as follows. A function f is of bounded variation over R if and only if f is
of bounded variation over any finite interval [a, b] in the ordinary sense and the set of the
total variations of f over all finite intervals [a, b] is bounded. Furthermore, if this is the
case, then the supremum of the total variations over all finite intervals is equal to V (f )
defined above.
It is also easy to see that if f ∈ BV(R), then f is bounded on R and the finite limits
exist:
lim
x→−∞f (x) =: −∞ and limx→∞f (x) =: ∞. (1.3)
In a similar way, one can define the notion of bounded variation over intervals of the
form (−∞, a] and [a,∞), where a ∈R is arbitrary.
Clearly, if for some function f defined on R there is a finite sequence (1.2) such that f
is bounded and monotone (increasing or decreasing) on each of the intervals
(−∞, x0), (x0, x1), . . . , (xn−1, xn), (xn,∞),
then f ∈ BV(R).
Given f ∈ BV(R), let V (f, x) denote the total variation of f over the interval (−∞, x].
Then V (f, x) is nondecreasing and bounded:
lim
x→−∞V (f, x) = 0 and limx→∞V (f, x) = V (f ); (1.4)
and the decomposition
f (x) = V (f, x) − [V (f, x) − f (x)], x ∈R, (1.5)
shows that the characterization of the functions in the class BV(R) as the difference of two
bounded, nondecreasing functions over R remains valid. Instead of (1.5) one can use the
more symmetric decomposition
f (x) = 1
2
[
V (f, x) + f (x)]− 1
2
[
V (f, x)− f (x)], x ∈R.
As a consequence of this decomposition, one finds that if f ∈ BV(R) then f is conti-
nuous onR, except possibly at a countable set of points, and f has left-hand and right-hand
limits at each x ∈R.
We note that if we denote by V1(f, x) the total variation of f over the interval [x,∞),
then V1(f, x) is a bounded, nonincreasing function. Indeed, we have
V1(f, x) = V (f ) − V (f, x), x ∈R. (1.6)
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functions which are continuous and bounded on R. We claim that the finite limit
lim
a→−∞, b→∞
b∫
a
g(x) df (x) =:
∫
R
g(x) df (x) (1.7)
exists, which we may call the improper Riemann–Stieltjes integral of g with respect to f
over R.
To justify this claim, we consider the total variation of f over a finite interval [x1, x2],
which we denote by V (f, [x1, x2]). By the additive property of total variation,
V
(
f, [x1, x2]
)= V (f, x2) − V (f, x1), −∞ < x1 < x2 < ∞.
Hence it follows from (1.4) and (1.6) that
lim
x1<x2→−∞
V
(
f, [x1, x2]
)= 0 and lim
x2>x1→∞
V
(
f, [x1, x2]
)= 0.
By these and the well-known estimate of the ordinary Riemann–Stieltjes integral, we have∣∣∣∣∣
x2∫
x1
g(x) df (x)
∣∣∣∣∣ ‖g‖CV (f, [x1, x2])→ 0
as either x1 < x2 → −∞ or x2 > x1 → ∞. Thus, the existence of the finite limit in (1.7) is
guaranteed by the Cauchy convergence criterion. Furthermore, the estimate∣∣∣∣
∫
R
g(x) df (x)
∣∣∣∣ ‖g‖CV (f ) (1.8)
also holds.
By virtue of Lebesgue’s dominated convergence theorem, it is also true that if g ∈ Cb(R)
and
f (x) =
x∫
−∞
h(t) dt, −∞ < x < ∞,
where h ∈ L1(R), then∫
R
g(x) df (x) =
∫
R
g(x)h(x) dx, (1.9)
and the integral on the right-hand side exists in Lebesgue’s sense.
Finally, it is also routine to check that the formula of integration by parts remains valid
in this context. That is,∫
g(x) df (x) +
∫
f (x) dg(x)= lim
b→∞f (b)g(b)− lima→−∞f (a)g(a), (1.10)
R R
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lim
a→−∞, b→∞
b∫
a
f (x) dg(x) =:
∫
R
f (x) dg(x),
provided that both limits on the right-hand side of (1.10) exist. This happens most often in
one of two ways. Either f ∈ BV(R) and g ∈ C0(R), the class of continuous functions on
R with the property that
lim|x|→∞g(x) = 0;
or g ∈ Cb(R) and f ∈ BV(R) ∩ L1(R), in which case (use (1.3)) we have
lim|x|→∞f (x) = 0.
2. Main results
We recall that the Fourier transform of a function f ∈ L1(R) is defined by
fˆ (t) := 1
2π
∫
R
f (u)e−itu du, t ∈R. (2.1)
This fˆ ∈ C0(R), due to the Riemann–Lebesgue lemma.
Referring to the analogy with Fourier series, the Fourier integral of f is defined by
f (x) ∼
∫
R
fˆ (t)eitx dt, x ∈R. (2.2)
It is important to recognize that the Fourier integral may not exist in Lebesgue’s or other
senses (e.g., as an improper integral). As a background, we refer to the basic books [2] by
Stein and Weiss, and [5] by Titchmarsh.
The symmetrically truncated version of the integral in (2.2) is called the Dirichlet (or
sometimes the partial) integral of f :
sT (f, x) :=
T∫
−T
fˆ (t)eitx dx, T > 0. (2.3)
It is well known (see, e.g., [5, Theorem 3 on p. 13]) that if f ∈ L1(R) and is of bounded
variation over an interval containing x as an interior point, then
lim
T →∞ sT (f, x) =
1
2
{
f (x + 0) + f (x − 0)}. (2.4)
This is the nonperiodic version of the Dirichlet–Jordan test known in the theory of Fourier
series.
Our goal is to prove a stronger version of the limit relation (2.4) and related convergence
results in the particular case when f ∈ L1(R)∩BV(R). To this end, we recall the following
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is said to satisfy condition (L), in symbol: (uj ) ∈ (L), if there is a constant A such that
∞∑
j=m
1
uj
 A
um
, m = 1,2, . . . . (2.5)
Clearly, uj → ∞ as j → ∞ and A > 1. Furthermore, if (uj ) is lacunary in Hadamard’s
sense; that is, if
uj+1/uj  q, j = 1,2, . . . ,
for some q > 1, then (2.5) holds with A := q/(q − 1).
More generally, if (uj ) can be partitioned into a finite number of lacunary subsequences,
then (2.5) still holds. The converse of this last statement is also true: Every sequence (uj ) ∈
(L) can be partitioned into a finite number of lacunary subsequences. (See [1, pp. 6–9].)
Our main result is the following:
Theorem 1. If f ∈ L1(R) ∩ BV(R) and (uj ) ∈ (L), then
∞∑
j=1
max
uj−1vuj
∣∣sv(f, x) − suj−1(f, x)∣∣ 3A+ 4π V (f ), x ∈R, (2.6)
where u0 := 0 and the constant A is from (2.5).
The next Corollary 1 of Theorem 1 contains a nonperiodic version of a theorem of
Young [6] related to Fourier series. (See also [7, Chapter III, (3.7) Theorem on p. 90].)
Corollary 1. If f ∈ L1(R) ∩ BV(R), then the Dirichlet integral sT (f, x) is uniformly
bounded in T and x:∣∣sT (f, x)∣∣ (10/π)V (f ), T > 0, x ∈R. (2.7)
In fact, let uj := 2j−1 for j = 1,2, . . . , then A = 2 in (2.5), and (2.7) immediately
follows from (2.6) with 3A+ 4 = 10.
Relying on Theorem 1, we prove the following stronger version of the nonperiodic
Parseval formula. (As a background, see [5, Chapter 2].)
Theorem 2. If f ∈ L1(R) ∩ BV(R), g ∈ L1(R), and (uj ) ∈ (L), then
∞∑
j=1
max
uj−1vuj
∣∣∣∣∣
{ v∫
uj−1
+
−uj−1∫
−v
}
fˆ (t)gˆ(t) dt
∣∣∣∣∣ 3A+ 4π V (f )‖g‖1. (2.8)
The next Corollary 2, which is also known (see, e.g., [5, Theorem 38 on pp. 56–57]),
is a consequence of Theorem 2 and Lebesgue’s dominated convergence theorem (being
applicable due to (2.7)).
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lim
T →∞
T∫
−T
fˆ (t)gˆ(t) dt =
∫
R
f (x)g(x)dx.
Our last Theorem 3 focuses on uniform convergence of the series in (2.6).
Theorem 3. If f ∈ L1(R) ∩ BV(R) and (uj ) ∈ (L), then the series in (2.6) converges
uniformly at every point of continuity of f ; furthermore, if f is continuous at every point
of a closed interval [a, b], then the series in (2.6) converges uniformly on that interval.
Hence Corollary 3 on the uniform convergence of the Fourier integral of a function of
bounded variation follows immediately.
Corollary 3. If f ∈ L1(R) ∩ BV(R), then the limit
lim
T →∞ sT (f, x) = f (x) (2.9)
holds uniformly at every point of continuity of f ; furthermore, if f is continuous at every
point of a closed interval, then (2.9) holds uniformly on that interval.
We recall that the limit (2.9) is said to hold uniformly at a point x ∈R if for every ε > 0
there exist T0 = T0(ε) > 0 and δ = δ(ε) > 0 such that∣∣sT (f, y)− f (y)∣∣< ε whenever |y − x| < δ and T > T0. (2.10)
To maintain consistency between (2.4) and (2.10), in Corollary 3 we tacitly assumed
that f is regularized in the sense that
f (y) = 1
2
{
f (y + 0) + f (y − 0)}, y ∈R.
We note that the periodic counterpart of Corollary 3 can be found, for example, in
[7, Chapter II, (8.1) and (8.6) Theorems on pp. 57 and 58].
Our Theorems 1–3 were motivated by the recent results of Telyakovskii in [3,4], who
proved analogous theorems for Fourier series of periodic functions of bounded variation
over the closed interval [−π,π] in a slightly weaker form. Namely, he did not take the
maximum of the differences corresponding to those in (2.6) and (2.8).
We would like to emphasize that in the proofs of Theorems 1–3 below we use neither
the localization principle for the convergence of Fourier integrals, nor the representation of
a function of bounded variation as the difference of two bounded, nondecreasing functions.
These circumstances give hope that we may be able to extend our theorems for multiple
Fourier integrals, too.
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Lemma 1. If (uj ) ∈ (L), then∣∣∣∣∣
u2∫
u1
sin tu
u
du
∣∣∣∣∣ 3|t|u1 , 0 < u1 < u2 < ∞, t = 0. (3.1)
Proof. Without loss of generality, we may assume that t > 0. Integration by parts gives
u2∫
u1
sin tu
u
du =
[− cos tu
tu
]u2
u=u1
−
u2∫
u1
cos tu
tu2
du,
whence it follows that∣∣∣∣∣
u2∫
u1
sin tu
u
du
∣∣∣∣∣ 2tu1 +
1
t
u2∫
u1
du
u2
 3
tu1
. 
Our key auxiliary result is the following:
Lemma 2. If (uj ) ∈ (L), then
∞∑
j=1
max
uj−1vuj
∣∣∣∣∣
v∫
uj−1
sin tu
u
du
∣∣∣∣∣ 3A + 4, t = 0, (3.2)
where u0 := 0 and A is from (2.5).
Proof. We may assume again that t > 0. Fix the positive integer i so that
ui−1 < 1/t  ui . (3.3)
First, we use the trivial estimate
| sin tu| tu, t, u 0,
to obtain
i−1∑
j=1
max
uj−1vuj
∣∣∣∣∣
v∫
uj−1
sin tu
u
du
∣∣∣∣∣+ maxui−1v1/t
∣∣∣∣∣
v∫
ui−1
sin tu
u
du
∣∣∣∣∣

i−1∑
(uj − uj−1)t +
(
1
t
− ui−1
)
t = 1. (3.4)j=1
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max
1/tvui
∣∣∣∣∣
v∫
1/t
sin tu
u
du
∣∣∣∣∣+
∞∑
j=i+1
max
uj−1vuj
∣∣∣∣∣
v∫
uj−1
sin tu
u
du
∣∣∣∣∣
 3 +
∞∑
j=i+1
3
tuj−1
 3 + 3A
tui
 3 + 3A. (3.5)
Combining (3.4) and (3.5) yields (3.2). 
We note that under the conditions of Lemma 2, the inequality
∞∑
j=1
max
uj−1vuj
∣∣∣∣∣
uj∫
v
sin tu
u
du
∣∣∣∣∣ 3A + 4, t = 0,
also holds. However, we shall not use this inequality later on.
Lemma 3. If (uj ) ∈ (L), then
∞∑
j=m+1
max
uj−1vuj
∣∣∣∣∣
v∫
uj−1
sin tu
u
du
∣∣∣∣∣ 3A|t|um , m = 1,2, . . . ; t = 0. (3.6)
Proof. (3.6) follows from (3.1) and (2.5). 
Lemma 4. If 0 < a < b < ∞, then
lim|t |→∞
b∫
a
sin tu
u
du = 0 (3.7)
and
d
dt
( b∫
a
sin tu
u
du
)
=
b∫
a
cos tu du, t ∈R. (3.8)
Proof. (3.7) is an immediate consequence of (3.1), while (3.8) can be proved in a standard
way as follows:
lim
h→0
1
h
{ b∫
a
sin(t + h)u
u
du−
b∫
a
sin tu
u
du
}
= lim
h→0
b∫
sin(t + h)u − sin tu
hu
dua
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h→0
b∫
a
{
coshu − 1
hu
sin tu + sinhu
hu
coshu
}
du
=
b∫
a
{0 · sin tu + 1 · cos tu}du =
b∫
a
cos tu du,
due to uniform convergence on the finite interval [a, b]. 
Lemma 5. If f ∈ L1(R) and 0 a < b < ∞, then{ b∫
a
+
−a∫
−b
}
fˆ (t)eitx dt = 1
π
∫
R
f (x + t) sin bt − sinat
t
dt, x ∈R. (3.9)
Proof. By (2.1) and Fubini’s theorem, we have{ b∫
a
+
−a∫
−b
}
fˆ (t)eitx dx =
{ b∫
a
+
−a∫
−b
}
eitx
(
1
2π
∫
R
f (u)e−itudu
)
dt
= 1
2π
∫
R
f (u)
({ b∫
a
+
−a∫
−b
}
eit (x−u) dt
)
du
= 1
π
∫
R
f (u)
sinb(x − u) − sina(x − u)
x − u du,
and this last integral is equivalent to the integral on the right-hand side of (3.9). 
We note that the well-known formula
sT (f, x) = 1
π
∫
R
f (x + t) sinT t
t
dt, T > 0, x ∈R,
is the particular case of (3.9) when a := 0 and b := T .
4. Proofs of Theorems 1–3
Proof of Theorem 1. By (2.3) and (3.9), we have
sv(f, x) − suj−1(f, x)
= 1
π
∫
R
f (x + t) sin tv − sin tuj−1
t
dt
= 1
π
∫
f (x + t)
( v∫
u
cos tu du
)
dt, uj−1  v  uj , j = 1,2, . . . . (4.1)R j−1
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an improper Riemann–Stieltjes integral as follows
sv(f, x) − suj−1(f, x) =
1
π
∫
R
f (x + t)dt
( v∫
uj−1
sin tu
u
du
)
(cf. (1.9)). Then an integration by parts (see (1.10)) gives
sv(f, x) − suj−1(f, x) = −
1
π
∫
R
( v∫
uj−1
sin tu
u
du
)
dtf (x + t), (4.2)
since the integrated out terms disappear, due to (3.7) and the fact that f is bounded on R.
If follows from (4.2) that
∣∣sv(f, x) − suj−1 (f, x)∣∣ 1π
∫
R
∣∣∣∣∣
v∫
uj−1
sin tu
u
du
∣∣∣∣∣dtFx(t),
where by Fx(t) we denote the total variation of f over the interval (−∞, x + t]. Hence we
conclude that
Mj(f, x) := max
uj−1vuj
∣∣sv(f, x)− suj−1(f, x)∣∣
 1
π
∫
R
max
uj−1vuj
∣∣∣∣∣
v∫
uj−1
sin tu
u
du
∣∣∣∣∣dtFx(t), j = 2,3, . . . . (4.3)
Second, we consider the case j = 1. Let u˜0 ∈ (0, u1) be arbitrary. In the trivial inequality
M1(f, x) := max
0vu1
∣∣sv(f, x)∣∣
 max
0vu˜0
∣∣sv(f, x)∣∣+ max
u˜0vu1
∣∣sv(f, x) − su˜0(f, x)∣∣ (4.4)
we estimate the first term on the right-hand side by using the fact that
2π
∣∣fˆ (t)∣∣ ∫
R
∣∣f (t)∣∣dt =: ‖f ‖1,
while the second term can be estimated exactly in the same way as we have obtained (4.3)
above. Thus, it follows from (4.4) that
M1(f, x)
u˜0
π
‖f ‖1 + 1
π
∫
R
max
u˜0vu1
∣∣∣∣∣
v∫
u˜0
sin tu
u
du
∣∣∣∣∣dtFx(t). (4.5)
Adding up (4.3) for j = 2,3, . . . and (4.5), while making use of inequality (3.2), gives
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j=1
Mj(f, x)
u˜0
π
‖f ‖1 + 1
π
∫
R
{
max
u˜0vv1
∣∣∣∣∣
v∫
u˜0
sin tu
u
du
∣∣∣∣∣
+
∞∑
j=2
max
uj−1vuj
∣∣∣∣∣
v∫
uj−1
sin tu
u
du
∣∣∣∣∣
}
dtFx(t)
 u˜0
π
‖f ‖1 + 3A+ 4
π
∫
R
dtFx(t)
 u˜0
π
‖f ‖1 + 3A+ 4
π
V (f ), x ∈R. (4.6)
Since u˜0 > 0 can be taken as small as we want, (2.6) follows. 
Proof of Theorem 2. Let v  uj−1 and j  1. By (2.1) and Fubini’s theorem, we have
{ v∫
uj−1
+
−uj−1∫
−v
}
fˆ (t)gˆ(t) dt = 1
2π
∫
R
g(u)
({ v∫
uj−1
+
−uj−1∫
−v
}
fˆ (t)eitu dt
)
du.
Hence we conclude that
max
uj−1vuj
∣∣∣∣∣
{ v∫
uj−1
+
−uj−1∫
−v
}
fˆ (t)gˆ(t) dt
∣∣∣∣∣

∫
R
∣∣g(u)∣∣ max
uj−1vuj
∣∣sv(f,u) − suj−1(f,u)∣∣du.
By making use of this and (2.6), we find that
∞∑
j=1
max
uj−1vuj
∣∣∣∣∣
{ v∫
uj−1
+
−uj−1∫
−v
}
fˆ (t)gˆ(t) dt
∣∣∣∣∣

∫
R
∣∣g(u)∣∣ ∞∑
j=1
max
uj−1vuj
∣∣sv(f,u) − suj−1(f,u)∣∣du
 3A+ 4
π
V (f )
∫
R
∣∣g(u)∣∣du,
which is (2.8) to be proved. 
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(4.6)), we obtain
∞∑
j=m+1
Mj(f, x)
 1
π
∫
R
∞∑
j=m+1
max
uj−1vuj
∣∣∣∣∣
v∫
uj−1
sin tu
u
du
∣∣∣∣∣dtFx(t), x ∈R, (4.7)
where Fx(t) is the total variation of f over the interval (−∞, x + t) (as we have defined it
just after (4.2)).
(i) Assume that f is continuous at some point x ∈R. Then Fx(t) is continuous at t = 0.
Thus, for every ε > 0 there exists some δ = δ(ε) > 0 such that
Fx(2δ) − Fx(−2δ) < ε.
Consequently, for any y ∈ (x − δ, x + δ), we have
Fy(δ) − Fy(−δ) < ε. (4.8)
Now, we estimate the right-hand side of (4.7) as follows
∞∑
j=m+1
Mj(f, y)
 1
π
{ ∫
|t |δ
+
∫
|t |δ
} ∞∑
j=m+1
max
uj−1vuj
∣∣∣∣∣
v∫
uj−1
sin tu
u
du
∣∣∣∣∣dtFy(t)
=: I1 + I2, say. (4.9)
By (3.2) and (4.8), we obtain
I1 
3A+ 4
π
∫
|t |δ
dtFy(t)
= 3A+ 4
π
{
Fy(δ) − Fy(−δ)
}
<
3A+ 4
π
ε. (4.10)
On the other hand, by (3.6) we have
I2 
3A + 4
πδum
∫
|t |δ
dtFy(t)
3A+ 4
πδum
V (f ). (4.11)
Combining (4.9)–(4.11) gives
∞∑
j=m+1
Mj(f, y)
3A+ 4
π
{
ε + V (f )
δum
}
 3A+ 4
π
2ε (4.12)
whenever |y − x| < δ and m is large enough. Here we took into account the fact that
um → ∞ as m → ∞. This proves uniform convergence of the series (2.6) at x .
F. Móricz / J. Math. Anal. Appl. 297 (2004) 527–539 539(ii) Assume that f is continuous at every point of a closed interval [a, b]. We can essen-
tially repeat the proof of part (i). Due to the uniform continuity of the function Fy(t), for
every ε > 0 there exists δ = δ(ε) > 0 such that inequality (4.8) holds for every y ∈ [a, b].
Taking into account that inequalities (4.10) and (4.11), and thereby inequality (4.12) hold
also uniformly in y , hence the uniform convergence of the series
∑
Mj(f, y) for y ∈ [a, b]
follows. 
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