Abstract. This paper presents a static electrical impedance tomography (EIT) technique that evaluates abdominal obesity by estimating the thickness of subcutaneous fat. EIT has a fundamental drawback for absolute admittivity imaging because of its lack of reference data for handling the forward modeling errors. To reduce the effect of boundary geometry errors in imaging abdominal fat, we develop a depth-based reconstruction method that uses a specially chosen current pattern to construct reference-like data, which are then used to identify the border between subcutaneous fat and muscle. The performance of the proposed method is demonstrated by numerical simulations using 32-channel EIT system and human like domain.
1. Introduction. Multi-frequency electrical impedance tomography (mfEIT) [2, 6, 19, 22] can be applied to the non-invasive assessment of abdominal obesity, which is a predictor of health risk. MfEIT data of the boundary current-voltage relationship at various frequencies of < 1 MHz reflect the regional distribution of body fat, which is less conductive than water and tissues such as muscle, and can therefore be used to estimate the thicknesses of visceral and subcutaneous adipose tissue. This diagnostic information can be used to assess abdominal obesity, which is considered a cause of metabolic syndrome as well as a risk factor for various other health conditions [9, 12, 21, 26, 29] .
The spatial resolution of computed tomography (CT) and magnetic resonance (MR) images is high enough for the assessment of abdominal obesity [17, 18] ; however, there are concerns and limitations regarding their use for this purpose; e.g., CT exposes the subject to ionizing radiation, while MR imaging has poor temporal resolution.
Electrical impedance tomography (EIT) is a noninvasive, low-cost imaging technique that provides real-time data without using ionizing radiation. However, experiences over the past three decades have not succeeded in making EIT robust against forward modeling errors such as those associated with uncertainties in boundary geometry and electrode positions. In time-difference EIT, which images changes in the conductivity distribution with time, forward modeling errors are effectively handled and largely eliminated when the data are subtracted from the reference data at a predetermined time. Time-difference EIT for imaging the time changes in the conductivity distribution effectively handle the forward modeling errors, which are somewhat eliminated from the use of time-difference data subtracting reference data at a predetermined fixed time.
In static EIT, however, there are no reference data that can be used to eliminate the forward modeling error [7] . Creating reference-like data would be the key issue in static EIT. This paper proposes a new reconstruction method that uses prior anatomical information, at the expense of spatial resolution, to compensate for this fundamental drawback of static EIT and improve its reproducibility. In the case of abdominal EIT, it is possible to use a spatial prior to handle its inherent ill-posed nature. The proposed method employs a depth-based reconstruction algorithm that takes into account the background region, boundary geometry, electrode configuration, and current patterns. Here, we could take advantage of recent advances in 3D scanner technology to minimize the forward modeling error by extracting accurate boundary geometry and electrode positions.
The proposed method uses a specially chosen current pattern to obtain a depthdependent data set, generating reference-like data that are used to outline the borders between fat and muscle. From the relation between a current injected through one pair of electrodes and the induced voltage drop though the other pair of electrodes, we obtain the transadmittance, which is the ratio of the current to the voltage. Hence, the transadmittance depends on the positions of two pairs of electrodes, body geometry, and admittivity distribution. We can extract the corresponding apparent admittivity in term of two pairs of electrodes from the transadmittance divided by a factor involving electrode positions and the body geometry. This apparent admittivity changes with the choice of pairs of electrodes. (In the special case when the subject is homogeneous, the apparent admittivity does not depend on electrode positions.) Noting that the change in apparent admittivity in the depth direction can be generated by varying the distance between electrodes, we could probe the admittivity distribution by developing a proper and efficient algorithm based on a least-squares minimization. The performance of the proposed least-squares approach is demonstrated using numerical simulations with a 32-channel EIT system and human like domain.
Future research study is to adopt an mfEIT technique to exploit the frequencydependent behavior of human tissue [3] . The distribution of visceral fat in abdominal region can then be estimated from the linear relation between the data and the admittivity spectra, and thus obtain a clinically useful absolute conductivity image.
Basic mathematical setting.
2.1. Model setting. Let an imaging object occupy three (or two) dimensional domain Ω with its admittivity distribution γ = σ + iω where σ is the conductivity, the permittivity, and ω the angular frequency. The domain Ω can be divide by 4 subregions; subcutaneous fat region Ω f , muscle region Ω m , bone region Ω b , and remaining region Ω r as shown in Figure 2 .1 (a). The remaining region Ω r includes visceral fat, organ, and etc. The admittivity distribution γ in each subregion can be represented as
Remark 2.1. The conductivity value of biological tissue is depending on its cell structure and frequency [3] . The cell structure of fat-tissue and muscle-tissue are quite different [1] . Hence, the electrical conductivity values of fat and muscle have different aspect over frequency. As shown in Figure 2 .1 (b), the spectra of electric conductivity of fat as a function of frequency is different from the one for muscle [16] . Since admittivity changes abruptly between subcutaneous fat and muscle, the border between Ω f and Ω m can be identified by using electrical distribution properties of fat and muscle.
To inject currents, we attach
on the boundary ∂Ω as shown in Figure 2.1 (a) . Here, the superscript h stands for the radius of the circular electrode. We inject a sinusoidal current of I mA at angular frequency ω through the pair of electrodes
where n is the outward unit normal vector to the boundary ∂Ω, z k,l is a contact impedance, and P h k,l is the corresponding constant potential on the electrode E h l for l = 1, 2, · · · , N E [25] as shown in Figure 2 .2. It is worth emphasizing that the solution u h k depends on the electrode radius h. Let P denote a set of indexes (k
(1, 2, 3, 4) means that the electrodes E 1 , E 2 are used for current injection and the electrodes E 3 , E 4 are used for voltage measurements. In the static EIT, the following voltage difference data U h k,l is used
In practice, the choice of (k 20] . Throughout this paper, we assume that the size of the electrodes is very small compared with the size of ∂Ω so that the solution u k of the following point electrode 
The attached face of the used electrodes is a disk with radius h.
model [15] is a good approximation to the solution u
where p k is the center of the disk E h k and δ is the Dirac delta function. We define the data U k,l by
We should note that U h k,l → U k,l as h → 0 except for k = l; see Appendix A (Lemma A.1 and Theorem A.2).
Layer potentials.
The usage of layer potential enables us to represent the solutions of (2.4) and the data (2.5); see [5, 23] . In this section, we introduce layer potentials and represent homogeneous admittivity using the layer potential function. We consider the three-dimensional case and define the single layer potential S by
where Φ(x, y) :
where I is the identity operator, K * is the dual operator of K and K :
For x ∈ Ω, we define the Neumann function N γ (x, y) by
In the case when γ = 1, the Neumann function N 1 (x, y) can be, up to a constant, represented by [5] 
for x ∈ ∂Ω. Then, the constant admittivity in Ω can be computed using the Neumann function. Lemma 2.2. If γ is constant in Ω, then it can be expressed as
Proof. The solution u k in (2.4) can be represented using the Neumann function by
Hence, we have
which is the desired result.
2.3.
Geometric factor in the data. In this section, the relation between the data and admittivity distribution is introduced. We first consider the two dimensional case and assume that Ω is a disk with radius s and a homogeneous admittivity γ. 
Proof. For x, y ∈ ∂Ω, the Neumann function N 1 (x, y) = 2Φ(x, y), where
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is the fundamental solution of the Laplace equation in two dimensions. By Lemma 2.2, the voltage U k,l can be calculated by
Hence, we get (2.15) as desired.
To get the admittivity value γ from the data U k,l , we need to multiply by , which contains a geometric factor (the radius s) of the domain Ω. This means that the data U k,l involves a geometric factor and so, in order to get the admittivity γ we have to consider the geometry of Ω and electrode configurations. As Figure 2 .3 (b) shows, the data U k,l is changing when the used electrode pair for injecting current are changing although γ is kept constant (γ = 3). In the following, a new combination of the data, G k,l , is introduced. G k,l is designed to not change over geometric factors, the geometry of Ω nor the electrode configurations. Now we consider the arbitrary simple closed domain Ω with a homogeneous admittivity distribution γ. The voltage difference U k,l and the unknown admittivity γ to be imaged are related by
Since γ is a constant in Ω, we have 17) where v k is the solution of (2.4) with γ = 1 and
Hence, the ratio between U k,l and V k,l gives the homogeneous value γ by eliminating geometric influence. Note that V k,l can be obtained by numerical simulation with known geometry information. Now, we can define the geometry factor canceled data G k,l , named geometry-free data, by the data ratio of simulated data V k,l and measured data U k,l
For inhomogeneous γ, (2.18) gives some kind of average value of the admittivity in Ω. The sense of average looks similar as a weighted harmonic average with the weighting factor which depends on the position x ∈ Ω and the positions of the used electrodes (p k + , p k − , p l + , p l − ) for injecting currents and measuring voltages. In dimension one, let Ω := (0, 1) and admittivity γ(x) = γ 1 for x ∈ (0, a) and γ(x) = γ 2 for x ∈ (a, 1). Then U k,k = u k (1) − u k (0) for p k + = 1 and p k − = 0 where u k satisfies (γu k ) = 0 in Ω and γ(x)u k (x) = I for x ∈ {0, 1}. By integration, we can obtain u(x) = I 1/γ(x)dx. Hence
Therefore, in one dimension, (2.18) gives the harmonic average value of inhomogeneous admittivity distribution in Ω with volume ratio as a weighting factor. Note that there are three unknowns, a, γ 1 , and γ 2 , in (2.18).
We can generalize the result in one dimension to the n-dimensional case. In R n , by using (2.16), equation (2.18) can be written as
Let w k,l (x) be the weight function defined by
where
For being a weighted harmonic average, one should have
Note also that w k,l (x) can be computed numerically while w k,l (x) can not be because of the unknown values of γ(x)∇u k (x) and γ(x)∇u l (x) for x ∈ Ω.
Since there could be forward modeling errors in computing V k,l , the geometry-free data G k,l might be corrupted by such errors. Therefore, we use the difference of G −1 k,l to compensate forward modeling errors in v k . We define the inverse of difference of geometry-free data B k,l,k ,l such that
As it will be shown in Theorem 3.1, the use of B k,l,k ,l allows to eliminate the effect of homogeneous admittivity near the boundary.
2.4.
Decay estimation of the electric current. In this section, we investigate the weight function w k,l . For the aim of clarity, we use the point-electrode model (2.4) which is a reasonably good approximation of (2.2). Then, by Theorem A.2 the corresponding voltage difference data U h k,l can be approximated by U k,l :
where N γ is the Neumann function defined in (2.9). Moreover, the voltage difference U k,l and the unknown admittivity to be imaged are connected by the following relation:
In particular, when the admittivity is a constant γ = γ 0 and Ω is the half space in R 3 ,
for I = 1. According to the decay behavior of the Neumann function [14] , there exists a positive constant C such that
where d k = |p k + − p k − |, p k is a point in the line-segment joining p k + and p k − . Therefore,
for some positive constant C. Hence, under the assumption of transversally constant admittivity, the measured voltage is very little affected by the admittivity far from the electrodes p k + , p k − , p l + , p l − .
Estimation of outermost region.
In this section, we consider a simple model having a homogeneous admittivity distribution in the outermost region, i.e., ∇γ(x) = 0 for x ∈ Ω f . Under this assumption, the border between Ω f and Ω m will be identified. Based on the mathematical analysis performed in section 3.1, a reconstruction algorithm is provided in section 3.2.
Mathematical analysis.
Based on the observation in Lemma 2.2, the constant admittivity near the boundary can be removed. Indeed, the following theorem says that in the geometry-free data G k,l , we can eliminate the influence of homogeneous admittivity γ in the outermost region by introducing a reference-like data G 1,2 .
1,2 can be expressed as
1)
where β(y) = (γ(y)/γ 0 − 1) /I. Proof. For the solution u k of (2.4), we have
Then, the potential difference U k,l is given by
With the help of
we can eliminate the first term as follows:
and (3.1) follows by dividing (3.2) by V 1,2 . Theorem 3.1 is established for the data U k,l using the point electrode model (2.4) while the measurable data U h k,l follows from the complete electrode model (2.2). In order to apply Theorem 3.1 to the measured data U h k,l , we need Theorem A.2. Since we do not use the data where we inject currents, Theorem A.2 can be applied to the measured data U h k,l with l + = k ± and l − = k ± so that we can introduce a similar argument as the one in Theorem 3.1. By the triangle inequality,
whereû h k andv k are the solution of (2.2) and (2.4) with γ = 1 respectively. By [15] and Theorem A.2, we have
Hence, we can apply Theorem 3.1 to measured data U h k,l and u h k to obtain
(3.5) Expansion (3.5) shows that, up to o(h), only points in Ω \ Ω f contribute to the weighted measurements
It plays a key role in developing an efficient algorithm for reconstructing the internal boundary of Ω f from current-voltage boundary measurements without any reference data.
Reconstruction method.
In this section, we introduce an outermostregion subtraction method for identifying the inhomogeneous border near boundary based on Theorem 3.1. Specifically, the inhomogeneous border near the n-th electrode will be considered. Then we define the set P n by collecting all possible 4-component combinations (unlike permutations) from Z n := {n − 3, n − 2, · · · , n + 4} such that the order of selection of the first 2-components and the last 2-components does not matter:
For the data U h 1,2 , we define 1 + = n, 1 − = n + 1, 2 + = n − 1, 2 − = n + 2 as shown in Figure 3 .1. We denote the data vector as b := [B k,l,1,2 ] (k + ,k − ,l + ,l − )∈Pn for reconstruction and assume that γ ≈ γ 0 to write that u k ≈ (1/γ 0 )v k . Note that the data b is rarely affected by the admittivity distribution far from p k ± , p l ± as explained in section 2.4. Hence, we restrict our reconstruction domain to D ⊂ Ω near the electrodes {E n−3 , E n−2 , · · · , E n+3 , E n+4 }. Figure 3 .2 shows an example of D with discretization near eight electrodes {E 1 , E 2 , E 3 , E 4 , E 5 , E 6 , E 7 , E 8 } for n = 4. 
for m = 1, 2, · · · , N T . Then we linearize (3.1). By using u k ≈ (1/γ 0 )v k in D m , the following linear system for outermost-region subtracted image κ can be derived: 8) where the sensitivity matrix S is defined by
We solve (3.8) using a Tikhonov regularization method as follows:
where the superscript T denotes the transpose, α is a regularization parameter, and I is the identity matrix.
Numerical experiments.
We conduct numerical simulations to test the proposed least-squares algorithm. The boundary shape ∂Ω and electrode positions p 1 , p 2 , · · · , p 32 are obtained by using 3D scanner as shown in Figure 4.1 (a) . To generate the data U k,l , we use finite element method (FEM) with mesh in the scanned domain Ω. To make internal admittivity distribution for fat, muscle, bone, and inter organs, we use a CT image and for the admittivity values of biological tissues, we use the same values as in [16] ; see tests, we use the inject-measure set in P 4 by choosing eight electrodes depicted in red and generating the corresponding triangular mesh.
For computing geometry-free data G k,l := V k,l /U k,l , the V k,l is essential which can be obtained numerically by using the FEM with homogeneous admittivity γ = 1 in Ω. To give conditions similar to real situations, the FEM uses optimally generated meshes corresponds to each admittivity distributions for U k,l and V k,l .
We tested all inject-measure index set P 1 , P 2 , · · · , P 32 with corresponding triangular mesh in the reconstructed region D corresponds to the choice of P n . The image reconstruction result of applying the method using P 4 index set with 1063 triangular mesh (Figure 3. 2) is represented in Figure 4 .2. Now, we add Gaussian random noise with SNR 15dB to the data U k,l . The reconstruction results using index sets P 1 , P 2 , · · · , P 32 of applying the linearized method with Tikhonov regularization using the noisy data are represented in Figure 4 .3. For visual comfort, we merge the 32 result images to 1 image as shown in Figure 4 .3. Fig. 4.3 . Numerical results of applying linearized method for each P 1 , P 2 , · · · , P 32 with noisy data.
It is worth pointing out that the column vectors of S are highly correlated. The correlation function c i,j between the column vectors can be defined by
for i, j = 1, 2, · · · , N T , where s i , s j are column vectors of S. We compute the correlation c 1,j , c 2,j , c 3,j for j = 1, 2, · · · , N T which correspond to the mesh elements D 1 near the boundary, D 2 in the middle of Ω f , and D 3 far from the boundary ∂Ω. As shown in Figure 4 .4, the column vectors are highly correlated. The success of the proposed least-squares method arises from taking advantage of the Tikhonov regularization. The Tikhonov regularization minimizes both |Sκ − b| 2 and |κ| 2 as follows: 
The component of
T can be considered as a coefficient of the linear combination of column vectors s n to generate b. When minimizing |Sκ − b| 2 , high correlation of s n causes uncertainty in finding κ. However, minimizing |κ| 2 can compensate the mismatch of κ n caused by high correlations between the s n for n = 1, 2, · · · , N T , since κ n and κ m tend to have a similar value when s n and s m are highly correlated.
It is also worth emphasizing that other imaging algorithms such as MUSIC [4, 8, 10] can not perform well because precisely of the high correlation of column vectors of the sensitivity matrix S.
Conclusions.
In this work, static EIT image reconstruction algorithm of human abdomen for identifying subcutaneous fat region is developed. The proposed depth-based reconstruction method relies on Theorem 3.1 which shows that subcutaneous fat influence in the data can be eliminated by using a reference-like data and geometry information (domain shape and electrode configuration) to overcome a fundamental drawback in static EIT; lack of reference data for handling the forward modeling errors. We suggest a linearized method with Tikhonov regularization which uses the subcutaneous influence eliminated data with a specially chosen current pattern. Numerical simulations show that the reconstruction result of identifying the subcutaneous fat region is quite satisfactory. The suggested way of eliminating influence of homogeneous background admittivity can be applied in other static EIT area, for instance, ground detection. The knowledge of subcutaneous fat region can be a useful information of developing an algorithm of estimating visceral fat occupation. For clinical use, estimating visceral fat occupation is required to provide useful information in abdominal obesity. 
where z ± and P h ± are constants. Define v(x) := (Φ(x, p + ) − Φ(x, p − )). For given R > 0, there exists a constant C such that, for 2h < R,
Then v h can be represented by
It follows from mean-value theorem that, for x ∈ Ξ R ,
(A.7)
Since 2h < |x − p ± | for x ∈ Ξ R , we have
For x ∈ Ω, u h and v h can be represented by
where η
It follows from mean-value theorem that for
A similar argument shows that
We can extend the above lemma for the half-space case to bounded domains as follows.
Theorem A.2. Let Ω be a simply connected domain in R 3 . Let E h + and E h − be circular electrodes centered at points p + and p − on ∂Ω, respectively, with radius h > 0. (A.14)
For given R > 0, there exists a constant C such that, for 2h < R, According to the decay estimation for the Neumann function in [14] and the fact that 2h < |x − p ± | for x ∈ Ξ R , there exists a positive constant C such that
Consequently,
The functions u h and v h can be represented by u h (x) = Again, from the mean-value theorem it follows that, for x ∈ Ξ R , A similar argument shows that 24) which completes the proof of the theorem.
