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I ABSTRACT 
Parallel computing s t u d i e s  are presented f o r  a v a r i e t y  of  s t r u c t u r a l  
a n a l y s i s  problems. Included are the  subs t ruc tu re  p lanar  a n a l y s i s  o f  
rec tangular  panels  wi th  and without a hole, t h e  s t a t i c  a n a l y s i s  o f  space 
mast, us ing  NICE/SPAR and FORCE, and subs t ruc tu re  a n a l y s i s  o f  plane 
r ig id - jo in t ed  frames using FORCE. The computations are c a r r i e d  o u t  on t h e  
Flex/32 Multicomputer using one to  e ighteen  processors .  The NICE/SPAR 
runstream samples are documented f o r  t h e  panel  problem. For t h e  
subs t ruc tu re  a n a l y s i s  of  plane frames, a computer program is developed to  
demonstrate t he  e f f e c t i v e n e s s  of  a subs t ruc tur ing  technique when FORCE i s  
enforced. On-going research  a c t i v i t i e s  f o r  an e l a s t o - p l a s t i c  s t a b i l i t y  
a n a l y s i s  problem using FORCE, and s t a b i l i t y  a n a l y s i s  of  t h e  focus problem 
using NICE/SPAR are b r i e f l y  summarized. Speedup curves f o r  t he  pane l ,  t h e  
mast, and t h e  frame problems provide a b a s i c  understanding o f  t h e  
e f f e c t i v e n e s s  o f  parallel computing procedures u t i l i z e d  o r  developed, 
wi th in  t h e  domain o f  t he  parameters considered. Although t h e  speedup 
curves ob ta ined  e x h i b i t  var ious  l eve l s  o f  computational e f f i c i e n c y ,  they 
c l e a r l y  d e m n s t r a t e  t h e  exce l l en t  promise which p a r a l l e l  computing 
for t h e  s t r u c t u r a l  a n a l y s i s  problems. 
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1. SUBSTRUCTURE ANALYSIS OF RECTANGULAR PANEL W I T H  HOLE 
USING NICE/SPAR AND FORCE 
thickness is taken as 0.1 in. Initially, the panel is analyzed in the 
I 
1.1 Problem Description 
A two-dimensional elastic stress analysis of a rectangular panel with 
a central hole is conducted using NICE/SPAR while invoking concurrent 
processing with the use of FORCE. References 1 through 5 represent the 
I relevant documents on NICE/SPAR and FORCE. Figure 1 shows the rectangular 
panel dimensions and the applied uniform compressive loading. The Young’s 
modulus and the Poisson’s ratio of the panel material are, respectively 
10,000 ksi, and 0.3, which represent a typical aluminum alloy. The panel 
1.2 Finite Element Discretization and Substructurinn 
Figures 2 through 4 show the various types of discretizations 
investigated using E41 quadrilateral elements of NICE/SPAR. Figure 2(a) 
shows the rectangular panel divided into four elements as well as the 
boundary simulations. Figure 2(b) shows substructures 1 and 2 with 
revised element and node numbering at the substructure level. Similarly 
Figure 3 shows an eight-element discretization and the corresponding 
substructures. Figure 4 shows the finite element discretization of the 
rectangular panel with hole. Figure 4(a) shows the node numbering scheme 
commencing from the inner region around the hole for nodes 1 through 24, 
and continues at the bottom left corner of the panel with nodes 25 
through 78. 
from t h e  inner  region around t h e  hole f o r  elements 1 through 16, and f o r  
t he  remainder of  t h e  panel f o r  elements 1 through 44 s t a r t i n g  a t  the  
bottom l e f t  corner.  The commn element numbering from 1 to 16 can be used 
as long as t h e  o u t e r  and t h e  inner  regions of  t h e  panel are m d e l l e d  as 
sepa ra t e  subs t ruc tu res  as shown in Figures 5( a ) ,  and 5(b) ,  respec t ive ly .  
Figure 4(b) shows t h e  element numbering scheme commencing 
procedures. The s t e p s  o f  t h e  procedure are as fol lows:  
1. The AUS subprocessor TABLE is c rea t ed  t o  input  t h e  number of 
subs t ruc tu res ,  t he  number o f  mdes  per element,  and t h e  number of  
elements in each subs t ruc ture .  
2. I n t e r f a c e  nodes are en tered  using subprocessor TABLE. These are 
s t o r e d  in t h e  NICE/SPAR l i b r a r y  in t h e  form of  d a t a  sets. 
3. Steps 1 and 2 are s to red  in a procedure c a l l e d  SUB TABLE. 
4. An e x t e r n a l  f i l e  PRESERVE is introduced i n t o  t h e  main runstream. 
This f i l e  c o n s i s t s  o f  CLAMP procedures END SUB and GLOB DAT. 
5. The ind iv idua l  subs t ruc tu re  data such as t h e  number of  nodes i n  t h e  
subs t ruc tu re ,  material proper t ies ,  j o i n t  l oca t ions ,  boundary 
condi t ions ,  and element connect ivi ty  are entered.  A t  t h e  end of  each 
subs t ruc tu re  d a t a ,  procedure END - SUB is c a l l e d  to  s t o r e  the  d a t a  set 
sequence number. 
- 
- - 
6. Procedure GLOB DAT is c a l l e d  f o r  genera t ing  t h e  d a t a  sets requi red  
f o r  t h e  assembled s t r u c t u r e ,  from t h e  d a t a  obta ined  from each 
- 
substructure. 
7. Processor K is executed to obtain the final stiffness matrix. 
8. subroutine getrow is used to extract the K matrix from the NICE/SPAR 
data library, and stored by rows in the upper triangular part of the 
mat r ix . 
9. The FORCE subroutine SGEFA is called to perform the decomposition of 
the square matrix using gaussian elimination with partial pivoting. 
10. Subroutine SGESL is called to solve the system of equations for the 
static displacements by back substitution. 
11. The FORCE subroutines in steps 9 to 10 are run on several processors 
for speedup study. 
1 . 4  Numerical Results and Discussion 
In this section as well as sections 2 and 4 of this report, the 
following definitions of speedup and efficiency are used. Speedup i s  
defined as the execution time on a uniprocessor divided by execution time 
on n processors. Parallel efficiency is defined as the speedup divided by 
the number of processors times 100. Table 1 presents the speedup and 
efficiencies for the four element rectangular panel shown in Figure 2. 
The corresponding speedup versus the number of processors relationship is - 
shown in Figure 6 ,  involving a 27 x 27 stiffness matrix. The maximum 
speedup factor is 3.7 for 8 processors. The efficiency reduces 
continuously with an increase i n  the number of processors. 
Table 2 presents the speedup and efficiencies for the eight-element 
rectangular panel shown in Figure 3. The corresponding speedup versus 
number of processors relationship i s  shown in Figure 7 ,  involving a 45 x 
45 stiffness matrix, The maximum speedup factor is 5 - 1 4  for 8 and 12 
3 
processors.  The e f f i c i e n c y  reduces cont inuously wi th  an inc rease  in t h e  
number o f  processors, though a t  a lower rate than t h a t  f o r  t h e  fou r  
element panel.  
Table 3 presen t s  t he  speedup and e f f i c i e n c i e s  f o r  t h e  r ec t angu la r  
panel wi th  a c e n t r a l  ho le  shown i n  Figure 4. The corresponding speedup 
versus  the  number of processors  r e l a t ionsh ip  is in Figure 8, involv ing  a 
234 x 234 s t i f f n e s s  matrix. The maximum speedup f a c t o r  is 13.2 f o r  18 
processors.  Here t h e  speedup increases  cont inuously w i t h  an inc rease  in 
t he  number of processors  while  t he  efficiency decreases graihd.l.ys 
4 
2. CONCURRENT STATIC ANALYSIS OF MAST USING FORCE 
2.1  The Mast Problem 
Figure 9 shows t h e  m a s t  problem. The mast is a 60-meter high t r u s s  
divided i n t o  55 platforms with three  nodes a t  each platform l e v e l .  Each 
node has t h r e e  degrees o f  freedom, tha t  is, displacements in x,  y ,  and z 
d i rec t ions .  The mast c o n s i s t s  of  h o r i z o n t a l  b a t t e n  members, i n c l i n e d  
diagonal  members, and ver t ica l  longeron members. The bottom pla t form wi th  
load of  100 tons  is appl ied  a t  t h e  upper most node in t h e  g loba l  x 
d i r e c  t i o  n . The d a t a s e t s  were s tored  in t h e  NICE/SPAR l i b r a r y  named 
MASTM3.LOl. The problem is  t o  determine t h e  s ta t ic  nodal  d e f l e c t i o n s  
us ing  NICE/SPAR and FORCE. 
2.2  Resu l t s  and Discussion 
The s t i f f n e s s  mat r ix  generated by NICE/SPAR is o f  t h e  o r d e r  495 X 
4 9 5 ,  inc luding  t h e  support  nodes. The l i n e a r  sys tem o f  equat ions  i s  
solved using FORCE. Table 4 presents  the  speedup and e f f i c i e n c i e s  when 1 ,  
2 ,  4 ,  8 ,  1 2 ,  16, and 1 8 ,  processors are used t o  so lve  t h e  sys tem o f  
equat ions.  The h ighes t  speedup is  obtained when 18 processors  are used, 
and i s  15.71.  The computational e f f i c i ency  decreases  s l i g h t l y  with an 
inc rease  in number of processors.  The r e s u l t s  are shown by t h e  dashed 
curve in Figure 1 0 ,  i n  which t h e  t h e o r e t i c a l  i d e a l  r e l a t i o n s h i p  is a l s o  
shown f o r  a d i r e c t  comparison. In comparison t o  t h e  r e s u l t s  presented in 
Sect ion  1 f o r  t h e  r ec t angu la r  panel problem o f  t h e  o r d e r  234 X 2 3 4 ,  the 
speedups for t h e  m a s t  show b e t t e r  promise due t o  an inc rease  o f  t h e  
s t i f f n e s s  matrix s i z e  to 495 X 495. 
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3. ELASTO-PLASTIC STABILITY ANALYSIS USING FORCE 
3.1 B i a x i a l l y  Restrained Imperfect Column 
I n  a s tudy  repor ted  in Reference 6 by Darbhamulla, Razzaq, and 
S t o r a a s l i ,  a concurrent  e l a s t o - p l a s t i c  s o l u t i o n  f o r  t h e  s t a b i l i t y  a n a l y s i s  
of  b i a x i a l l y  r e s t r a i n e d  imperfect  column w a s  presented which employed t h e  
F i n i t e  Element Machine. Appendix C p re sen t s  t h e  l i s t i n g  o f  t h e  
corresponding computer program in PASCAL. This program is being converted 
+n CnNCL!3ENT FnRTF-A-V c" that the efficiency cf the algcrith-, can be 
s tud ied  us ing  FORCE developed by Jordan and Norbert (Reference 5) and 
implemented on FLEX/32. As  described in Reference 6 ,  t h e  problem 
involves  so lv ing  t h r e e  coupled nonl inear  d i f f e r e n t i a l  equat ions  w h o s e  
c o e f f i c i e n t s  vary wi th  the  appl ied  loads and s p a t i a l  coordinates .  I n  t h a t  
sense, t h e  concepts developed a r e  o f  gene ra l  use  in var ious  types  o f  
m a t e r i a l l y  nonl inear  s t r u c t u r a l  problems. A b r i e f  o u t l i n e  o f  t h e  a lgor i thm 
u t i l i z i n g  FORCE is given in t h e  following sec t ion .  
/ 
3.2 Concurrent Elas to-Plas t ic  Algorithm Using FORCE 
The computer program given in Appendix C is being converted to  
CONCURRENT FORTRAN based on t h e  following algorithm: 
1. Read i n i t i a l  d a t a  and compute required c ross -sec t iona l  p rope r t i e s .  
2. Assemble a g loba l  s t i f f n e s s  matrix and a f o r c e  vec to r  concurren t ly  
uing FORCE. 
3. Compute i n i t i a l  displacement vector using t h e  FORCE simultaneous 
equat ion  so lver .  
4. Synchronize a l l  processors.  
5 .  Compute e l a s t o - p l a s t i c  c ross -sec t iona l  p r o p e r t i e s  a t  var ious  
h 
6 .  
7. 
l oca t ions  along the  length  concurrent ly  using t h e  procedure 
presented i n  Reference 8. 
Reassemble the  g loba l  s t i f f n e s s  mat r ix  and t h e  new fo rce  vec tor  
concurren t ly ,  and update the  displacement vec tor  using, aga in ,  t h e  
FORCE simultaneous equat ion so lver .  
Check convergence and proceed to  Step 8 i f  convergence i s  
achieved. Otherwise, go to  Step 4. 
Increment t h e  e x t e r n a l  load and go to  S tep  4 i f  t h e  member 
cellapse has !Et C)cc?lrrP_de 
The program i s  being implemented on t h e  FLEX/32 MMOS computer. 
3.3 Pub l i ca t ion  
Reference 8 is scheduled to  appear i n  Engineering with Computers, & 
I n t e r n a t i o n a l  Journa l  fo r Computer-a i ded Mechanical and S t r u c t u r a l  
Engineering t h i s  year. The proof-copy of t h i s  paper is given i n  
Appendix D. 
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4. SUBSTRUCTURE ANALYSIS OF PLANE FRAMES USING FORCE 
4.1 Problem Def in i t i on  and Goals 
, 
! The problem is t o  develop a concurrent  a lgor i thm f o r  t he  l i n e a r  
I load-def l e c t i o n  a n a l y s i s  o f  r ig id- jo in ted  plane frames using 
I subs t ruc tur ing .  Figure 11 ( a )  shows an example o f  a t h r e e  s t o r y  frame 
I 
ABCDEFGH wi th  a span L and s t o r y  height h. Figure 11 ( b )  s h o w s  one way o f  
d iv id ing  t h e  s t r u c t u r e  i n t o  two subs t ruc tu res ,  CDEF and ABCFGH. The main 
goa l  o f  t h i s  s tudy  is t o  eva lua te  t h e  computational e f f i c i e n c y  o f  t h e  
concurrent  a lgor i thm developed while employing FORCE when subs t ruc tu res  
of  t h e  type  shown i n  Figure 11 are adopted. For t h e  p re sen t ,  a s p e c i a l  
purpose matrix s t i f f n e s s  subs t ruc tu re  a n a l y s i s  program has been developed 
and implemented on FLEX/32 p a r a l l e l  computer f o r  a d i r e c t  i n v e s t i g a t i o n  o f  
t h e  e f f e c t i v e n e s s  o f  FORCE, as the main ob jec t ive .  The concurrent  
subs t ruc tu r ing  technique being considered may be genera l ized  f o r  a r b i t r a r y  
frames f o r  implementation on NICE/SPAR later. 
I 
I 
l 
4.2 Subs t ruc tur ing  Technique 
The subs t ruc tu r ing  technique adopted for t h e  a n a l y s i s  o f  t h e  frame 
considered here  is given in Reference 9 and summarized i n  Appendix E o f  
t h i s  report. A number of equat ions  presented i n  Appendix E are used i n  a 
concurrent  a lgor i thm o u t l i n e d  i n  Section 4.3. The fol lowing is a b r i e f  
summary o f  t h e  app l i cab le  equations. The va r ious  terms are def ined i n  
Appendix E. 
The s ta t ic  j o i n t  equi l ibr ium matrix equat ion f o r  t h e  k-th 
s u b s t r u c t u r e  is given by Equation E.l a s  follows: 
[ S l W )  = {P) + {R) (1) 
8 
Equation E.4 for the k-th substructure can be written as: 
for k = 1, 2, 3 , . . . ,  n, The reactions at the restrained nodes can be found 
using Equation E . 5 :  
since {P,} - ( 0 )  for the substructures shown i n  Figure 11 (b) owing to 
the fact that the nodes C, F, A and H, are completely restrained, 
The substructure stiffness matrix given by Equation E.12 can be 
expressed as: 
If a concurrent inversion subroutine is unavailable, the matrix 
product [ SuuIk-' [ SurIk can be obtained as follows : 
hurlk = [suu~~[surlk 
which may be expressed as: 
[Suulk[hurlk = ['ur'k 
where : 
and { }  are column vectors of the order u x 1. Thus, Equation 6 can be 
written as a series of matrix equations as follows: 
(9) .................... 
[suulk'Aur), = {'urk 
{ hur'k Solving the system of Equation 9 for {A,,},, { Xu2}k,., 
by means of a simultaneous equations solver, the matrix [hurlk i n  
Equation 6 can be formed. This clearly provides the matrix product 
ind ica ted  i n  Eq. 4 without inver t ing  t h e  mat r ix  [SuUlk. Equation 4 
can now be w r i t t e n  as: 
The s ta t ic  equi l ibr ium equation f o r  t h e  nodes l i nk ing  t h e  var ious  
subs t ruc tu res  is given by Equation E.13 as follows: 
i n  which the  var ious  terms of  [Sa] and {P } are obta ined  as explained 
i n  Sect ion E.3 of Appendix E. 
a 
The t r u e  d e f l e c t i o n  vec tor ,  {A -=} ,  f o r  t h e  nodes l i nk ing  t h e  
L U  
various subs t ruc tu res  is found using Equation E.16 i n  t h e  fol lowing form: 
The d e f l e c t i o n s  of  t h e  unrestrained nodes f o r  t h e  k-th subs t ruc tu re  is 
found using Equation E.19. 
The procedure descr ibed i n  t h i s  s ec t ion  can be r e a d i l y  appl ied to  any 
t y p e  o f  framed s t r u c t u r e s  behaving i n  a l i n e a r  e las t ic  manner. A 
concurrent  a lgor i thm u t i l i z i n g  t h i s  technique is given i n  t h e  following 
s ec t i o  n . 
4.3 Concurrent Algorithm 
Based on t h e  subs t ruc tu r ing  technique o u t l i n e d  i n  Sect ion 3.2, t h e  
fol lowing concurrent  a lgori thm has been developed on FLEX/32 p a r a l l e l  
computer . 
1. Formulate t h e  s t i f f n e s s  matrix [SI given i n  Equation 1 f o r  t h e  
subs t ruc tu res  k = 1, 2 ,  3,..., m,  on  n processors  concurrent ly .  
2. Ext rac t  [SuUlk appearing i n  Equation 2 ,  from t h e  [SI matrices, 
concurren t ly ,  f o r  a l l  k values .  
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3. 
4 .  
5 .  
6 .  
7. 
8.  
9. 
10. 
11. 
12. 
Solve Equation 2 f o r  {A u}k wi th  k = 1, t o  determine t h e  
d e f l e c t i o n s  o f  Subs t ruc ture  1 by invoking FORCE simultaneous 
equat ions s o l v e r  SOLVE, concurrent ly  using n processors. S imi l a r ly ,  
so lve  Equation 2 f o r  {A u}k wi th  k = 2 ,  3,..., m y  corresponding 
to  Subs t ruc tures  2, 3,..., m y  using FORCE. 
Ex t rac t  [ SrUlk appearing i n  Equation 3, from t h e  [SI matrices, 
concurren t ly  f o r  a l l  k values.  
Compute t h e  vec to r s  {Rr}k w i t h  k = 1 t o  determine t h e  r e a c t i o n s  
in Subs t ruc ture  1 by invoking FORCE mat r ix  m u l t i p l i c a t i o n  subrout ine  
c a l l e d  MATMP, concurrent ly .  S imi l a r ly ,  determine {Rr}k f o r  
k = 2 ,  3,..., m,  corresponding t o  Subs t ruc tures  2 ,  3,..., m, us ing 
FORCE . 
with v = 1 as represented  in For k = 1, determine 
Equations 9 using SOLVE, concurrent ly  on n processors .  Repeat t h e  
process  o f  f ind ing  { huv}k for  v = 2, 3,..., r ,  r e spec t ive ly ,  to  
gene ra t e  the  mat r ix  [ A  ur]k as ind ica t ed  in Equation 7. Obtain 
[SSlk using Equation 10 concurrent ly  on n processors .  
Repeat  Step 6 f o r  k = 2, 3,. . . , m. 
Assemble the  g loba l  mat r ix  [Sa] and the  vec to r  {Pa} appearing in 
Equation 11, on a s i n g l e  processor using t h e  [SSlk matrices 
generated in Steps 6 and 7; {Rr}k generated in S t e p  5, while  
employing Equations E.14 and E.16 given in Appendix E. 
From [Sa] and {Pa} obta ined  i n  Step 8, formulate  Equation 12. 
Solve Equation 12  concurren t ly ,  using SOLVE, on n processors.  
For k = 1, determine the t r u e  d e f l e c t i o n  {A un}k o f  t he  
un res t r a ined  nodes , using Equation 13, concurren t ly  on n processors .  
Repeat Step 11 f o r  k = 2, 3,..., m. 
{ uv’k 
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The a lgor i thm o u t l i n e d  above is coded i n  CONCURRENT FORTRAN f o r  t h e  
problem shown i n  Figure 11. A l i s t i n g  o f  t h e  program i s  given i n  Appendix 
F with a sample input /output .  The computational e f f i c i e n c y  o f  t he  
a lgor i thm is explained i n  the  following sec t ion .  
4 .4  Numerical Resul t s  f o r  3-Story Frame 
With t h r e e  degrees-f-freedom p e r  j o i n t  ( v e r t i c a l  and h o r i z o n t a l  
displacements ,  and a r o t a t i o n ) ,  t h e  frame s t i f f n e s s  mat r ix  is of  t h e  o r d e r  
18 x 18. Table 5 presents  t he  computational t i m e  t ,  speedup f a c t o r  s ,  and 
e f f i c i e n c y  f o r  1 to  5 para l le l  processors f o r  a concurrent  a n a l y s i s  o f  t h e  
3-story frame. The t i m e  t is measured i n  r t i c k  u n i t s .  One r t i c k  equals  
1/50th o f  a second. For solving the  18 simultaneous equat ions  
concurren t ly ,  Subroutine SOLVE developed by Jordan and h i s  research  
a s s o c i a t e s  from t h e  Univers i ty  of  Colorado, was u t i l i z e d .  A complete 
l i s t i n g  o f  t h e  subrout ine  appears as a p a r t  o f  t he  computer program 
presented i n  Appendix F. The speedup f a c t o r  versus  t h e  number o f  
processors  d a t a  given i n  Table 5 is used to p l o t  t h e  'actual '  curve i n  
Figure 12 i n  which the  t h e o r i t i c a l  i d e a l  r e l a t i o n s h i p  is a l s o  given f o r  a 
comparison. The maximum speedup i s  2.60 and i s  obta ined  when a t o t a l  o f  4 
processors  are used corresponding to  a computational e f f i c i e n c y  o f  65%. 
The use  o f  2 processors ,  h w e v e r ,  r e s u l t s  i n  an e f f i c i e n c y  o f  81%. 
Table 6 presents  t he  computational t i m e s  T1 through T4, def ined  
as fol lows:  
T1 = t i m e  taken to assemble t h e  s t i f f n e s s  matrices [SI given i n  
Equation 1, f o r  Substructures  1 and 2 shown i n  Figure 11, 
T2 = t i m e  taken f o r  so lv ing  Equations 2,  3 and 4 f o r  Subs t ruc ture  1 
with each o f  t he  matrices Suu, Sru and S s  of  o rde r  6 x 6 
T3 = t i m e  taken f o r  so lv ing  Equations 2,  3 and 4 f o r  Subs t ruc ture  
and S of  t h e  o r d e r  6 x 6 ,  2 ,  with t h e  matrices Suu, Sru 
S 
12 x 6 and 12 x 12 respec t ive ly ,  
T4 = t i m e  taken f o r  so lv ing  Equation 12 
the  speedup f a c t o r ,  s ,  based on the  t o t a l  t i m e  
Tt = T1 + T2 + T + T4; 3 
and e f f i c i e n c y  r\ based on s; for 1 to  
f o r  t h e  complete system; 
T given by: t 
5 para l le l  processors  f o r  a 
concurrent  subs t ruc tu re  ana lys i s  of t h e  3-story frame. The FORCE 
subrout ine  SOLVX was used concurrent ly  f o r  the two subs t ruc tu res  for 
ob ta in ing  so lu t ions  to  a p a i r  o f  s i x  simultaneous equations.  It i s  noted 
here  t h a t  t he re  are two l e v e l s  o f  computational p a r a l l e l i z a t i o n  involved 
i n  t h i s  s o l u t i o n  scheme: 
Level 1: p a r a l l e l  genera t ion  of the  t w  subs t ruc tu re  s t i f f n e s s  matrices 
on  two d i f f e r e n t  processors ,  and 
Level 2: p a r a l l e l  s o l u t i o n  of  t w o  s e t s  of s i x  simultaneous equat ions 
using SOLVE on up to  f i v e  processors. 
The pa ra l l e l  processors  work on one s e t  o f  equat ions a t  a t i m e .  
The value 
range from 3 
r t i c k s .  One 
T3 s i n c e  they 
of  T1 ranges from 3 to  5 r t i c k s .  The T value i s  i n  t h e  
t 4 r t i c k s ,  whereas Tg i s  i n  t h e  range from 5 to  10 
may expect to  obta in  nea r ly  i d e n t i c a l  va lues  f o r  T and 
represent  t h e  computational t i m e s  f o r  handling the  two 
2 
2 
subs t ruc tu res  with equal  number of f r e e  nodes. That t h i s  is  not  indeed 
the  case can be understood by r ea l i z ing  t h a t  t h e  o r d e r s  of  Sru and Ss 
matrices f o r  Subs t ruc tures  1 and 2 a re  not  equal ,  as descr ibed above i n  
the  d e f i n i t i o n s  f o r  T and T3. The value of  T4 i s  halved when 2 to  5 
processors  are used in s t ead  of j u s t  one. The t o t a l  t i m e  Tt v a r i e s  
between 12 and 21 r t i c k s ,  t he  l a t t e r  being t h e  t i m e  taken by one 
2 
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processor. For 2,  3 and 4 processors,  T value is nea r ly  constant .  For 
5 processors  i t  is g r e a t e r  than f o r  2,  3 or 4 processors.  The maximum 
speedup is 1.75 and i s  obta ined  when a t o t a l  of 3 or 4 processors  are 
used. However, t he  e f f i c i e n c y  with 3 processors  is  g r e a t e r  than t h a t  with 
4 processors.  The maximum e f f i c i ency  is obta ined  with 2 processors  and is 
80.5%, o f  course excluding t h e  case of one processor.  
The reason f o r  t h e  r e l a t i v e l y  low speedups obta ined  is  t h a t  t h e  
mat r ix  s i z e s  f o r  t h e  problem considered are r e l a t i v e l y  s m a l l .  As t h e  
t 
nctmher n f  prr,ces-cnrs is iIl_cre2sed, the nverhe1d tiEe (fnr ersaLEple, while 
execut ing t h e  Barrier, End Barrier and J o i n  s ta tements )  becomes 
s i g n i f i c a n t  as compared to  the  time consumed by a r i t h m a t i c a l  ope ra t ions  
requi red  for t h e  simultaneous equations. 
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5. BUCKLING ANALYSIS OF FOCUS PROBLEM U S I N G  NICE/SPAR 
The buckl ing s o l u t i o n  t o  t h e  CSM Focus Problem 1 o u t l i n e d  i n  
Reference 2 is being run f o r  var ious  d i s c r e t i z a t i o n s .  The f i n i t e  element 
meshes are generated using CSMl with NICE/SPAR E43 f i n i t e  elements. 
Present ly ,  a l l  computations are being c a r r i e d  o u t  on a s i n g l e  FLEX/32 
processor.  The implementation o f  concurrent  buckl ing and postbuckl ing 
s o l u t i o n  procedures w i l l  be carried o u t  once r igo rous  s tudy  o f  t h e s e  
problems is completed on a s i n g l e  processor. 
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Table 1. Speedup and efficiencies for four-element rectangular panel 
Number 
of 
Processors 
1 
2 
4 
8 
12 
16 
18 
Co mput a t io aa 1 
time 
(secs) 
~~ 
0.96 
0.54 
0.28 
0.26 
0.30 
0.42 
0.48 
Speedup 
- 
1.78 
3.43 
3.70 
3.20 
2.29 
2.00 
Efficiency 
- 
89.0 
85.7 
46.2 
26.7 
14.3 
12.0 
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Table 2. Speedup and efficiencies for eight-element rectangular panel 
I Speedup 
Number 
of 
Processors 
1 
2 
4 
8 
12 
16 
18 
Computational 
time 
(secs) 
3.60 
1.88 
1.06 
0.70 
0.70 
0.84 
0.92 
- 
1.91 
2.25 
5.14 
5.14 
4.30 
3.91 
Efficiency 
- 
95.7 
56.2 
64.3 
42.8 
27.0 
21.7 
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Table 3. Speedup and efficiencies for rectangular panel with central hole 
Speedup Efficiency 
1.90 
3.69 
7.10 
9.99 
12-31 
13.20 
- 
95.4 
92.1 
88.8 
83.3 
77.0 
73.3 
ia 
Table 4. Speedup and efficiencies for the mast problem 
Number 
of 
Pro cesso r s 
1 
2 
4 
8 
12 
16 
18 
Computational 
(secs ) 
time Speedup Efficiency 
- - 4530. 02 
2388 80 1.90 94.8 
1228.10 3.69 92.3 
610.00 7.43 93.0 
417.38 10.85 90.5 
320.60 14.13 88.3 
288 . 30 15.71 87.3 
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Table 5. Computational time measurements, speedup factors 
and e f f i c i e n c i e s  for concurrent analysis  o f  
3-story frame 
c 
Number o f  Execution time Speedup Eff ic iency 
Processors t ( r t i cks )  factor '2 
i i 3  i.00 i00.0 
2 8 1.62 80.5 
3 6 2.16 58.3 
4 5 2.60 43.7 
5 6 2.16 28.0 
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Table 6. Computational t i m e  measurements, speedup factors, and 
ef f c iencies  for  concurrent substructure analysis  o f  
3-sto ry frame 
Speedup Number o f  
Process0 rs 
- 
Efficiency Execution t i m e  t (rticks) 
1.00 
1.62 
1.75 
1.75 
1.40 
4 10 
3 6 
3 5 
3 5 
100.0 
80.5 
58.3 
43.7 
28.0 
To t a l  
T i m e  
21 
13 
12 
12 
15 
21 
Figure 1.  Rectangular panel with hole and uniform compression 
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Substructure 2 
Figure 2. Substructuring of panel with four elements 
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Substructure 2 
Figure 3. Substructuring of panel with eight elements 
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( a )  Node numbering scheme 
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(b) Element numbering scheme 
Figure 4. Fini te  element d iscret izat ion o f  panel with hole 
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(a) Substructure 1 
(b) Substructure 2 
Figure 5. Substructuring of panel with hole and sixty elements 
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Figure 6. Speedup factor versus number o f  processors for 
four-element rectangular panel 
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Figure 7. Speedup factor versus number of processors for 
eight-element rectangular panel 
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Figure 8. Speedup factor versus number of processors for 
rectangular panel with  hole 
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Figure 9. The mast problem 
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Figure 10. speedup factor versus number o f  processors for the mast problem 
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Figure 11. Framed structure with two substructures 
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Figure 12. Speedup factor versus the number o f  processors for 
3-story frame using FORCE Subroutine SOLVE 
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Figure 13. Speedup factor versus the number of processors for 
3-story frame w i t h  two substructures using FORCE 
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APPENDIX A 
RELEVANT SPAR PROCESSORS AND CLAMP PROCEDURES 
A.l Relevant SPAR Processors  
A number o f  SPAR processors  are descr ibed i n  Reference 3 some o f  
which are used i n  the  s o l u t i o n  procedure presented i n  s e c t i o n  1.3 o f  t h i s  
repor t .  A b r i e f  desc r ip t ion  o f  t h e  r e l evan t  SPAR processors  is given i n  
t h i s  s ec t ion .  The corresponding page numbers from volume 1 of  r e fe rence  3 
are ind ica t ed  i n  t h e  parentheses  following the  SPAR processor  names. 
1. Processor  TAB (3.1-1) 
The func t ion  o f  t h i s  processor  is to  de f ine  the  f i n i t e  element m d e l  
o f  t he  s t r u c t u r e .  The fol lowing subprocessors of  TAB a r e  u t i l i z e d :  
JLOC de f ines  t h e  j o i n t  l oca t ions  in a s t r u c t u r e ;  
MATC de f ines  t h e  m a t e r i a l  cons tan ts  o f  t he  s t r u c t u r e ;  
JREF de f ines  the  o r i e n t a t i o n  of r e fe rence  frame as soc ia t ed  wi th  the  
j o i n t s  ; 
CON is used in def in ing  cons t r a in t s  and appl ied  loading;  and 
SA gene ra t e s  a t a b l e  of  s h e l l  (or panel)  s e c t i o n  p r o p e r t i e s  to  
which re ference  is made during t h e  d e f i n i t i o n  o f  SPAR element 
E41. 
A l l  t h e  subprocessors genera te  t h e i r  r e spec t ive  da t a  sets which are 
s t o r e d  i n  a d a t a  l i b r a r y .  
2. Processor  ELD (3.2-1) 
This processor  produces d a t a s e t s  conta in ing  element d e f i n i t i o n s  such 
as the  connect ing j o i n t s ,  the  type of  SPAR element used, and t h e  i n t e g e r s  
po in t ing  to  app l i cab le  l i n e s  in the  table o f  s e c t i o n  proper t ies .  
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3. Processor AUS (5.1-1) 
This processor is comprised o f  an a r r a y  o f  subprocessors  which a r e  
da t a  set cons t ruc tors .  The subprocessors a r e  summarized i n  t a b  5-1 (page 
5.1-2,reference3) according to  t h e i r  f u n c t i o n a l  ca t egor i e s .  The 
func t iona l  ca t egor i e s  inc lude  m a t r i x  a r i t h m e t i c  and m d i f  i c a t i o n  of  d a t a  
t ab le s .  The fol lowing subprocessors  of AUS are u t i l i z e d :  
TABLE (2.5.1) creates t h e  data sets which d e t a i l s  t h e  number o f  
i n t e r f a c e  nodes, t h e  number o f  s u b s t r u c t u r e s ,  and the  number o f  
elements i n  a subs t ruc tu re ;  and 
SYSVEC (5.1.3) i s  used p r i m a r i l y  to  r ep resen t  e i t h e r  t he  j o i n t  
displacements and r o t a t i o n s ,  o r  the appl ied  f o r c e s  and mments.  
4. Processor E (3.3-1) 
This processor  genera tes  i n  a s k e l e t a l  form an element information 
packet f o r  each element i n  t h e  s t r u c t u r e ,  and s u p p l i e s  gene ra l  information 
such as the  connecting j o i n t  numbers, material cons t an t s ,  and s e c t i o n  
p r o p e r t i e s  d a t a  previously i d e n t i f i e d  by processor  ELD. 
5. Processor  EKS (3.4-1) 
This processor reads  da t a  sets crea ted  by processor  E and genera tes  
the  element s t i f f n e s s  matrices. 
6. Processor  TOP0 (4.1-1) 
This processor  analyzes  element in te rconnec t ion  topology and c r e a t e s  
da t a  sets ( W P  and AMAP), Reference 4) f o r  t h e  assembly o f  t h e  system 
s t i f f n e s s  mat r ix  i n  SPAR s tandard  sparse-matrix format. 
7. Processor  K (4.2-1) 
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This processor  assembles unconstrained system s t i f f n e s s  mat r ix  i n  a 
SPAR s tandard  sparse-matrix format. The inpu t  f o r  K comes from t h e  
processors  EKS, TOP0 and p a r t l y  from TAB. The ou tpu t  is  a d a t a  set named K 
SPAR conta in ing  the  unconstrained system s t i f f n e s s  matrix 
8. Processor  I N V  (4.5-1) 
This processor  f a c t o r s  assembled system mat r ix  i n  t h e  SPAR s tandard  
sparse-matrix format. It r equ i r e s  the  unconstrained system mat r ix ,  t h e  
c o n s t r a i n t  d e f i n i t i o n s ,  and the  topologica l  information i n  AMAP. 
9. Processor  SSOL (6.3-1) 
This processor  computes the  displacements and r e a c t i o n s  due to app l i ed  
loading a t  t h e  j o i n t s .  
10. Processor  GSF (7.1-1) 
This processor  genera tes  d a t a  s e t s  conta in ing  element stresses. The 
input  d a t a  sets are s t r u c t u r a l  deformations from SSOL. The output  d a t a  
sets a r e  named STRS. 
11. Processor  PSF (7.2-1) 
This processor  p r i n t s  the  element s t r e s s e s  and stress r e s u l t a n t s  from 
the  d a t a  sets generated by GSF. 
12. Processor  VPRT (5.3-1) 
This processor  i s  used to  e d i t  and d i s p l a y  information i n  SYSVEC 
format ,  such as the  s t a t i c  displacements and r eac t ions .  It i s  a l so  c a l l e d  
the  Vector P r i n t e r .  
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A.2 CLAMP Procedures 
The s u b s t r u c t u r e  a n a l y s i s  using NICE/SPAR r e q u i r e s  the  use of  MACRO 
subprocessors  and CLAMP procedures described below. 
1. MACRO Subprocessor 
This i s  a subprocessor wi th in  the  processor  AUS, and i s  used to  d e f i n e  
a macrosymbol. The macrosymbols a r e  used to  e s t a b l i s h  v a r i a b l e  l i k e  i t e m s  
which can perform a r i t h m e t i c  manipulations,  access  b u i l t - i n  func t ions ,  and 
rename d i r e c t i v e s .  
2. PROCEDURES 
The s u b s t r u c t u r e  CLAMP procedures END SUB and GLOB DAT are used to  - 
minimize t h e  user  input  data .  These two procedures a r e  s t o r e d  i n  a d a t a  
f i l e  named PRESERVE i n  t h e  runstream presented i n  Appendix B. The 
procedures are descr ibed b r i e f l y  as follows: 
Procedure END SUB scans through the  t a b l e  o f  con ten t s  and s t o r e s  the  - 
sequence number o f  d a t a  sets. Later ,  t h e  sequence numbers are used f o r  
g loba l  topology generat ion.  The data sets are then renamed to  make them 
d i s t i n c t  i n  o r d e r  to avoid d i s a b i l i t y  of t h e  e x i s t i n g  da ta  ,set. 
Procedure GLOB DAT c o n s i s t s  of  a number o f  in te rmedia te  procedures - 
such as I n t e r ,  Glob J l o c ,  Glob Matc. Procedure I n t e r  searches  t h e  - - 
i n t e r f a c e  t a b l e  f o r  i n t e r f a c e  j o i n t s  and s e p a r a t e s  it. procedure Glob - J l o c  
t r a n s l a t e s  t h e  subs t ruc tu re  j o i n t  numbers to g loba l  j o i n t  numbers, and 
sets up g l o b a l  j o i n t  l oca t ion  da ta  set. Procedure Glob - Matc c r e a t e s  t he  
da t a  set o f  material cons tan ts  f o r  t he  assembled s t r u c t u r e .  
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APPENDIX B 
NICE/SPAR RUNSTREAM SAMPLES 
The runstreams for the eight-element rectangular panel with hole are 
presented in this appendix including the outputs. The attached computer 
listings include: 
1. Runstream for eight-element rectangular panel. 
2. Output for eight-element rectangular panel. 
3. Runstream for rectangular panel with hole. 
4 .  Output for rectangular panel with hole. 
A listing of the FORCE program for concurrent solution of simultaneous 
equations developed by Jordan and his research associates, from the 
University of Colorado, is also contained in item 3 mentioned above. 
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RUNSTREAM FOR EIGHT-ELEMENT RECTANGULAR PANEL 
Tmprocl 
TW SUB-TABLE 
n i  cespar C ( i e n d i n p u  t 
*set echo=off 
*open 1 ssl.101 /new 
7111 ss1 .Lo1 
DW START CARD 
[ x a t  tab 
start 1000 
*n?CLCDdL”D SUB - TABLE 
I SET UP TABLES 
[ x q t  aus 
TABLE(NI=3,NJ=1, ITYPE=O): SUBS PARA 1 1 
J=1: 2 4 1 
, NO. OF ELEMEMS IN SLleSTR. 
:ABLEiNI=2,Nj=l,INPE=O): SdK EiEM 1 1 
J=1: 4 4 
. nsubs nnpe iopt 
, n o .  of elements per sub, (for n subs)  
. StiBSTRUCTURE INTERFACES 
. syntax: . J=m: j l  sl j2 s2 m = l , n o .  of interface nodes 
TABLE(NI=4,NJ=3,IMPE=O!: SUBS SUB1 1 1 
J=1: 3 1 1 2 
J=Z: 6 1 2 2 
5=3: 9 1 3 2 
*end 
*call SUB-TABLE 
*add Dreserve 
. DEFiNE SUBS?RUCTURE -1 
I:wt tab 
star t  3,4,5,6 
matc:! lOCiO0 0.3 
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ORIGINAL' PAGE B 
online4 OF K m R  w m  
jloc: forma!=l 
1 0.0 0.0  Ci.0 15.0 0.0 0.0 3 ! 3 
3 3.0 11.5 3.0 15.0 11.5 0.0 
sa(1): l  0.1 
con=! 
zero 3:1,9 
Ixqt eld 
o n 1  i n e=O 
e41 
1 2 5 4 1 2 2  
on 1 in e=l 
[ x a t  top0 
[rat e 
[xqt eks 
*call end-sub 
5tOD 
, DEFINE SUBSTRUCTYRE -2 
lxa t  tab 
start  9,4,5,6 
maw: 1 i0ii00 0 . 3  
jloc: format=i 
on 1 : ne4 
1 15, 0, 0,  15. 11.5 0. 3 1 
4 22.5 0.0 0.0 30.0 0.0 0.0 2 1 3 
2 22,s 11.5 0.0 30.0 11.5 0.0 
sa(!):! 0.1 
i.00=1 
zero 3:1,5, 
zero i:5,9,2 
zero ?:9 
[xrlt eld 
o n i  i n e 4  
e41: 1 4 6 2 
2 6 8 3  
1 5 7 6 1 i 2  
online=l 
I x q t  topo  
[ x a t  e 
[xq! eits 
*Cjil e p j  ..ub 
*:call glob-cat 
[sqi k 
: x C t  aus 
3 M i c  
StCD 
- 
. :A, 2 t i 2 V 
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case t i  ties 
1’ zxternal h a d  
SysWC 
j ~ p ! i e d  forces 
1 
I =! 
J=! : 2 .83  
J=4: 5.75 
J=7: 2.575 
[ x q t  ssoi 
I x a  t gsf 
!xa t  ticu 
i xq t 1: p r t 
[ X Q t  Psi 
tp r in t  s t a t  disp  
t D T i n t  :.tat r e x  
[ x q t  exit 
endirrpu t 
ORIGINAI; PAGE B. 
OF POOR 
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44 
ORIGINAL FACE 1.3 
OF POOR QUALITY 
45 
46 
47 
48 
RUNSTREAM FOR RECTANGULAR PANEL WITH HOLE 
BIPIGNW PAGE rs 
OF POOR QUALITY 
49 
50 
ORIGINAD PAGE IS 
OF POOR QUALITY 
51 
52 
, 
53 
ORIGINAC PAGE IS 
OF POOR QUALITY 
C ! ! !  link uizh /~usr/ul/elp/ii~/nsiib.a ! ! i ! 1 
C. .. . .Test program for parallel ?LU decomposition using Force versions 
C.. , . ..of 'Linpack' routines. 
C..,.,This p ~ o 3 r a  calls a (single strean) routine :o read in a matrix 
C.. . , , .and vector, tnen SGEFA is called to factor the zatrix into a PLU form, 
C......then SGESL is called tu solve the system. The computation is tined, 
C...,..and then a (single stream) routine is called to output the results. 
Force LtiD of NP ident ME 
Shared INTEGER N ,  IwT(SOO), INFO 
Shared DOUBLE PRECISIW A(500,500) ,B(500) 
shared INTEGER ITM1, 17742, ITM3 
shared REAL DEiTAl , DEUA2, IlATEl, RATE2 
Private integer m a x  ,numjn t , dof , i m r  , rmax ,bw 
Private integer rowptr11000)! rowlenilfl00) 
Private double precision rmat(5000Qj , x ( l O O O )  
Private integer i, j 
End declarations 
Barrier 
anax = 10000 
rmax = 1000 
call getrow( mat, amax, rowp tr ,rowlen ,rmax , 
'/u sr/ul/v en ka t est-Jpanelh%lS, LO1 ' , 
x , b , numj n t ,doff bw , i err ) 
if (ierr.ne.9) write(f,5) ierr 
formatt'error return code = ',i2) 
N = numjntfdof 
printt,'starts to print watrix' 
do 1 i = 1 , N  
5 
wr i te(*, 2) i , rowp tr ( i 1 , r owlen I i 1 ,mat ( rowp tr ( i 1 1 
1 continue 
2 
C.........Code to transfer from vector to symetric array, a 
format('row ',i3,' start ',i6,'lth= ',i3,'diag= ',315.5) 
pr in tf , 'starts symetr i c array' 
do 20 irow = l , N  
ip = rowptr(irow) 
ilen = lirow-1) + rowlen(irow) 
do 10 icol = irow,ilen 
C ilen = rowlen(irow) 
a(irow,icol) = amat(ip) 
ip = ip t 1 
10 continue 
C.. , . , . . .zero au t  the rmainder o f  the array 
do 15 icol = ilen+!, N 
a(irow,icol) = 0. 
15 continue 
20 continue 
y i n t t , / o  ir a y 3' 
do 40 icoi = I, N 
do 30 i r o w  = icol, N 
a(irou,icol) = aiicol,irow) 
a n t  inue 
42 zantinue 
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C CALL PRNTB2(A, B ,  N) 
CALL CFr t i c( IiMll 
End barrier 
Forcecall SGEFAM, 500, N ,  IPVT, INFO) 
I F  (INFO .NE. 0) THEN 
C matrix is singular.. 
if (me .eq. 1) print *, ’matrix is singular’ 
Join 
END I F  
print*,’o k a y 4’ 
!F (ME .EP. 1) CALL CFrtic(ITM2j 
Forcecall SGESL(A, 500, N,  I w f ,  8, 0)  
Barrier 
print*,’o k a y 5’ 
CALL CFrtic(ITM3) 
CALL PRINTB(A, 8, N) 
DELTA1 = (ITM2 - ITM1)/50.0 
DELTA2 = (IR.13 - IiM2)/50.0 
OPEN( 8, FI LE=‘/usr/ul/uenka t eshl t ime . da t ’ , CPU=1) 
IF  (DELTA1 .NE. 0)  THEN 
RATE1 = ( 2 O W 3 . 0  )*l . DE-VDELTAI 
WRITE (8, 400) NP, N ,  ME, DELTA1, RATE1 
WRITE (8, 400) NP, N, ME, DELTA1, 0,O 
WRITE (8, 402) 
ELSE 
END1 F 
I F  (DELTA2 .NE. 0 )  THEN 
RATE2 = (Nklri)*l .OE-6/DELTA2 
WRITE (8, 401) ME, DELTAZ, RATE2 
WRITE (3 ,  401) ME, DELTA2, 0.0 
WRITE (8, 402) 
ENDIF 
print*,’o k a y 6‘ 
‘ matrix decomposition: ’,F!2.4,‘ seconds (‘$5.3,’ MFLGPS)’) 
’ J12.4,‘ seconds ( ’ J5.3, ’ MFLOPS) ‘ 1 
ELSE 
400 FGiWT(’ Number of processes =‘,13,‘ Matrix order =‘,14,/ 
401 F C W T i  
32 2 
+ 
+ ’ “tidback subst: 
FORMATI’ No elapsed time measured.’) 
End barrier 
Join 
END 
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c 
i 
c 
c 
c 
C 
C 
C 
C 
& 
C 
C 
c 
C 
22 
20 
C 
42 
40 
Forcesub SGiSL(A, LDA, N ,  IWT, E ,  JOB) of NP ident me 
SGiSL: Force parallel version af LINPACi's SGESL which solves 
Ax=b, using (colmn orientated) fowarUbackward subst, 
A call  :o SGEiA nust precede the cal l  to SGESL. 
SGiiA provides the PLil factorization of A .  
A: the working matrix 
LM: 
N : 
IWT: the p i v o t  array 
B: 
JOB: j o b  selector: job=O: solves Ax=b 
the declared dimension of A 
the working dimension of A 
the input/output vector (solved i n  place) 
B i s  the o n l y  argument aitered by SGESL. 
job=l:  solves Transpose(A)x=b, not implemented 
A l l  argument HUST be declared 'Shared' in the calling moduiei 
integer LMl N,  IWT(LDA), JOB 
double precision A(LDA,LDA), B(tb4) 
Private integer :, K ,  L 
Shared real TEM 
End declarations 
f i r s t  solve: LtY = B 
do 20 K = 1, N-1 
Barrie! 
L = IWT(K) 
TEM = B(LY 
B(L) = B(K) 
B(K) = TEM 
End barrier 
Preschebdo 22 1 = Kf!, N 
End presched do 
BiI) = B(I) t TEM t A(!,K) 
continue 
then solve: WX = Y 
do 40 K = N, I ,  -1 
Barrier 
B(K) = B(K)/A(K,K) 
TEM = -B(K) 
End barrier 
Presched do 42 I = 1, K-1 
End presched do 
B ( 1 )  = B(1) + TEM t A(1,K) 
continue 
Sarr i er 
End barrier - 
RETURN 
END 
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Forcesub SGEiAiA, LM, N, IWT, INFO) of NP ident ME 
INTEGER Lffi, N, IWT(LM0, INiD 
DOUBLE PREClSiM A(LM, LN) 
Private REAL A B W  
Private REAL T 
Private INTESEA KK! i ,  %XI, J ,  KFl 
Shared lNTEGER iALL 
Shared R W L  PIV, ALLY& 
Shared logical ILOCK 
End declarations 
C 
Barrier 
INFO = B 
A L M  = 0.0 
End barrier 
C.. , . . . .for each row of the matrix 
DO 1000 KK = 1, N-1 
IF(INFO.NE.0) GOT0 2000 
C.. . . . . .Reset local maxima 
C. ,. ... .Find the pivot row 
I 
Presched DO 100 I = KK, N 
T = ABS( A ( 1 ,  KK) ) 
IF (ABSMAX .LT. T) THEN 
#+!I = I 
A B W  = T 
ENDIF 
100 End Presched DO 
C.. ,. . .ilpdate the Shared Information if necessary 
Cr i ti cal I LOCK 
IF M L L W  .LT. A B W )  THEN 
I A L L  = MPXI 
ALLY# = A B M  
END1 F 
End critical 
Barrier 
IF (ALL"$% .EP. 0.0) THEN 
INFO = Ki( 
IWi(Xlcj =KK 
ELSE 
ENDIF 
i m(#K) =:ALL 
~- - .- End Barrier - ~ . -  
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C........If the matrix i s  singular then pass the information 
IF (INFO .EO. KK) GllTO I 0 0 0  
Wl = I A L ?  
IF #%I .NE. KK) TFiW 
C.. . . . . . . h a p  rows if necessary 
Presched DO 110 J = KK, N 
TMP = cl(t"lU(1, J) 
A ( W 1 ,  J) = A(KK, J) 
A(KK, J) = TEMP 
110 End Presched DO 
ENDIF 
i.. , , . .Self scheduie row reductions 
KP! = KK t 1 
Barrier 
End aarrier 
PIV = -1 .O/A( KK, KK) 
120 
130 
Selfsched Da 130 I = KP1, N 
TEMP = P I W A ( i ,  KK) 
A(!,KK) = TEMP 
DO 120 J = KP1,  N 
CONTINUE 
A ( 1 ,  J) = A ( I ,  J) + T W P M ( K K ,  J) 
End Selfsched DO 
Barrier 
A L W = O  
End barrier 
1000 CMINUE 
2000 RETERN 
END 
. .  i/o routines (replacable)- 
subroutine printb(a, b, n )  
C......this routine prints 8(N) C A I N , N )  
C......uhere 8(N) i s  the solution vector, and A(N,N) i s  the working matrix. 
C.. , . .the user may replace this single strean subrou~ine. 
double precision b i i ) ,  ai530,503! 
open ( 8, F! LE='iilsr/ul/venira:esh/panel/venk. dat a , CPU=l ) 
rewind (8) 
30 10 i=l,n 
uri te!9,90) ' b ( ' ,  i ,')=' ,b( i 1 
close (3)  
f oraat i a ,  i $,a,e14.7) 
return 
end 
10 
90 
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10 
90 
subroutine prntb2(a, b, n)  
C... . . . this routine prints B(N) d A(N,N) 
Z.. , . . .~;here S(W) i s  the ;ohtion vector, and AIN,N) is the working matrix. 
i.. . . . , the user may replace this single strean subroutine. 
double precision bCij a(560,5001 
open (8,FiLE='iusr/ui/uen ka teshipanel/uenk. :redat ,CPU=i) 
rewind (8) 
do 10 i=i,n 
wri te(8,30) 'b(' i j')=' ,b( i 1, (a( i ,j 1, j=1 , n )  
close (8) 
format (a, i3,a ,300e14.7) 
return 
end 
OUTPUT FOR RECTANGULAR PANEL W I T H  HOLE 
K L )  PUT-message, Comn t )  
<CL> $root,L0001 ,C00001>*set echo=off 
(DM) OPEN, Ldi: 1, F i l e :  PpNl.LO1 , A t t r :  new, Block V O  
fi BEGIN TAB Mr DATA SPACE= 200000 WORDS 
1000 JOINTS. 
OACTIUE JOINT MOTION COMPONENTS= 1 2 3 4 5 6 
M E =  MSK BTAB 2 5 
CiLi B RWG ERRGR , Nli , L , KGRE , i ERR, i OP= 1 0 158988 -1 11 
OM ERRORS I N  INPUT PRNENT CALCULATIaJ OF PJ(3,3,JT) 
EXIT TAB CPUTIME= 7.5 I/O(DIR,BUF)= 0 0 * BEGIN AUS * DATA SPACE= 200000 WORDS 
TABL COMPLETED 
TABL COMPLETED, 
TABL CMPLETED . 
EXIT AUS CPUTIME= 5.7 I/O(DIR,BUF)= 0 0 * BEGIN AUS * DATA SPACE= 200000 WORDS 
MCR CUIPLETED. 
MCR COMPLETED. 
MCR COMPLETED. 
D I T  AUS CPllTIME= 1.8 I/O(DIR,BUF)= 0 0 
24 JOINTS, 
OACTIUE JOINT MOTION CoMP[EIENTS= 1 2 3 
EXIT TAB CPUTIME= 50.0 I/O(DIR,BUF)= 0 0 
EXIT ELD CPUTIME= 8.8 I/O(DIR,BUF)= 0 0 
LREC= 1280 * BEGIN ELD * DATA SPACE= 200000 WORDS 
* BEGIN TOP0 * DATA SPACE= 200000 WORDS 
(DM) OPEN, Ld i :  25, F i l e :  NS.125 , Attr: scratch, Block I/O 
(DM) OPEN, Ldi: 26, F i l e :  NS.L26 , Attr: scratch, Block I / O  
NO. OF 4-NODE ELEMENTS= 16 
OTOTAL NO. OF ELEMENTS= 16 
OMAXCON, MAXSUB, I L W =  1872 1400 52 
OKSIZE,NR5,LR5= 28 1 896 
OMAXCON, MAXSUB, IW= 1864 1400 52 
OSIZE INDEX= 66, IC1 ,  IC2= 967 191, NR4= 1 
{DM) CLOSE, Ldi: 25, F i l e :  NS.L25 
(DM) CLOSE, Ldi: 26, F i le :  NS.L26 
i-k BEGIN E Mr DAlA SPACE= 200000 WORDS 
B I T  TOP0 CPUTIME= 7.2 I/O(DIR,BUF)= 0 0 
T= 0.10000E-19-0.10000E-02 0.10000E-04 0,10000E-04 
0.20000E+02 0.10000E-03 0.10QOGE-03 0.10GOOE-03 
ERROR LNELS= 2 2 0 2 2 2 2 2 
0 
0 
L, UOL OR STRUCTURAL NN-STRUCTURAL 
TYPE GROUP AREA SUM ijEIGHT Gi;: G K r  
E41 1 0.131716E+02 0 ;iJOOOQOE+00 0.000000E+00 
60 
0 
TOTAL O.OOOOOOE+OO 0 .OOOOOOEtOO 
TOTAL 4-NODE@ 0.1317158Et02 
EXIT E CPUTIME= 6.7 I/O(DIR,BUF)= 0 0 * BEGIN EKS * WTA SPACE= 200000 WORDS 
E41 CIMPLETED 
EXIT EKS CPUTIME= 6.7 I/O(DIR,BUF)= 0 0 
OKAY 1 * BEGIN AUS * DATA SPACE= 200000 UORDS 
MCR CLmPLETED. 
MCR COMPLETED. 
MCR COHPLETED. 
MCR CUIPLErED. oMT. ,;I 
OKAYY 1.4 
n jsec t  = 43 
n s e c t I l ]  = 1 
MCR CMPLEKD. 
EXIT AUS CPUTIME= 9.0 I/O(DIR,BUF)= 0 0 
(CL) 1u:O t:M5.8 SECTLtlI 10,000000 
OKAY 2 2 2 
OMYY 3 3 3  
D I T  TAB CPUTIME= 42.4 I/O(DIR,BUF)= 0 0 * BEGIN ELD * DATA SMCE= 200000 WORDS 
EXIT ELD CPUTIME= 13.8 I/O(DIR,BUF)= 0 0 * BEGIN TOPO * DATA SPACE= 200000 WORDS 
(DM) OPEN, Ldi: 25, F i l e :  NS.L25 , Attr: scratch, Block I/O 
(DM) OPEN, Ld i :  26, F i l e :  NS.L26 , Attr: scratch, Block I/O 
NO. OF 4-NODE ELEMENTS= 44 
OTOTAL NO. OF ELEMENTS= 44 
O M C O N ,  MUSUB, I W =  1872 1400 52 
0 KS I ZE , NR5 LR5= 52 2 896 
O M C O N ,  MUSUB, I M =  1863 1400 52 
OSIZE INDM= 210, I C 1 ,  IC2= 4905 702, NR4= 4 
(DM) CLOSE, Ldi :  25, F i l e :  NS.L25 
(DM) CLOSE, Ldi: 26, F i le :  NS.L26 
* BEGIN E * DATA SPACE= 200000 WORDS 
- 
M I T  TOPO CPUTIME= 14.9 I/O(DIR,BUF)= 0 0 
T= 0.10000E-19-0.10000E-02 0.10000E-04 0.10000E-04 
0.20000Et02 0.10000E-03 0.10000E-03 0.10000E-03 
ERROR LEVELS= 2 2 0 2 2 2 2 2 
0 
0 
TYPE GROUP AREA S U I  HEIGHT HE1 GHT 
E41 1 O,329OOOE+03 O.OOOOOOE+OO 0 ,OOOOOOE+OO 
L, UOL OR STRUCTURAL NON-STRUCTURAL 
0 
TOTAL 0.000000Et00 O,000GOilE+00 
61 
. .. - ~ ._ .. ..- _ _ ~  .. -. ..- . .~~ _- . 1 . .. . , . . 
TOTAL 4-NODEC 0.3290000E+03 
EXIT E CPUTIME= 11.7 I/O(DIR,BUF)= 0 * BEGIN EKS * DATA SPACE= 200000 WORDS 
E41 COMPLETED 
B I T  EKS CPUTIME= 15.9 I/O(DIR,BUF)= 0 
OKAY 1 * BEGiN AUS * DATA SPACE= 200000 WORDS 
MCR COMPLETED. 
MCR CMIPLETED. 
MR COMPLETED. 
MCR COMPLETED. 
OKAY 1.2 
OKAYY 1.4 
njsect = 43 
nsect[21 = 1 
MCR COMPLETED. 
EXIT AUS CPUTIME= 12.1 I/O(DIR,BUF)= 0 
(CL> 1v:O t:G15.8 SECTL[ll 10 .oooooo 
OKAY 2 2 2 
OMW 3 3 3  * BEGIN AUS * DATA SPACE= 200000 WORDS 
I 
MCR COMPLETED. 
MACR COMPLETED. 
MCR C I M W E D .  
WCR COMPLETED. 
EXIT AUS CPUTIME= 954.2 I/O(DIR,BUF)= 0 * BEGIN AUS * DATA SPACE= 200000 WORDS 
TABL COMPLETED. 
TABL COMPLETED. 
TABL COMPLETED. 
EXIT AUS CPUTIME= 214,2 I/O(DIR,BUF)= 0 * BEGIN AUS * DATA SPACE= 200000 WORDS 
DEFI COMPLETED. 
DEFI COMPLETED . 
TABL COMPLETED. 
EXIT AUS CPUTIME= 25.3 I/O(DIR,BUF)= 0 
S M T  76 4,5,6 
78 JOINTS. 
OACTIUE JOINT MOTIaJ COMPONENTS= 1 2 3 
EXIT TAB CPUTIME= 10.7 I/O(DIR,BUF)= 0 * BEGIN AUS +.-k NTA SPGCE= 200000 WORDS 
# o f  elements in substructure 1 - 16 
NJ o f  DEF dataset is 80 
# o f  ehents o f  substructure 2 - 44 
kk 3EGiN EL3 kk %SA SPACE= 200000 G i G W  
EXIT ELD CPUTiME= 20.7 I/OIDIR,BUF)= 0 
i-k 8EGIN AUS f i  DATA SPACE= 200000 WORDS 
MCR COMPLr7ED. 
MCR COMPLnED. 
TABL COtlPLEED. 
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S I T  AUS CPUTIME= 4.2 I/O(DIR,BUF)= 0 0 
?M BEGIN TOPO frk MTA SPACE= 200000 WORDS 
iw1) OPEN, Ldi:  25, F i l e :  NS.L25 , Attr: scratcn, Block !/O 
{DM> OFEN, Ldi: 26, F i l e :  NS.L26 , Attr: scratch, Block I/O 
NO. OF 4-NODE ELWENTS= 60 
OTOTAL NO. OF ELEMOUTS= 60 
3MCoE4,  N S U B ,  I L W =  1872 1400 52 
OKSIZE ,NR5,  LR5= 52 3 896 
OMCMJ, WSUB, IM= 1863 1400 52 
OSEE INDEX= 210, I C l ,  IC2= 5923 872, NR4= 4 
{DM> CLOSE, Ldi: 25, F i l e :  NS.L25 
(DM> CLOSE, Ldi: 26, F i l e :  NS.L26 
f i  BEGIN AUS * DATA S?ACE= 200000 WORDS B I T  TOPO CPUTIME= 21.2 I/O(DIR,BUF)= 0 0 
DEFI COMPLETED . 
DEFI COMPLETED, 
Lt!! 0 CMPLEED. 
EXIT AUS CPUTIME= 15.1 I/O(DIR,BUF)= 0 0 
B I T  K CPUTIME= 28.0 I/O(DIR,BUF)= 0 0 
ONS 1 NG , WEG= 0 0 
EXIT IW CPufIl.K= 20.7 I/O(DIR,BUF)= 0 0 * BEGIN AUS * DATA SPACE= 200000 WORDS 
B I T  AUS CPUTIME= 3.5 I/O(DIR,BUF)= 0 0 
fi BEGIN K fi DATA SPACE= 200000 WORDS 
* BEGIN It# i-k DATA SPACE= 200000 WORDS 
SYW CNPLETED, 
* BEGIN SSOL fi DATA SPACE= 200000 WORDS 
(DM) OPEN, Ldi: 26, F i l e :  NS.L26 , Attr: scratch, Block I / O  
0 CASE F*U MKU ERR 
1 0.3532554EtOO 0.3532554E+OO -0,1687296E-06 
(DM) CLOSE, Ldi: 26, F i l e :  NS.126 
* BEGIN DCU * DATA SPACE= 200000 WORDS EXIT SSOL CPUTIME= 18.1 I/O(DIR,BUF)= 0 0 
EXIT DCU CPUTIME= 0.2 I/O(DIR,BUF)= 0 0 
OLI B READ ERROR, NU, L , KORE , I ERR, ! OP= 1 0 0 -1 10 
lSTAT1 C D I  SPLplCnilENTS. ID= 1/ 1/ 1 
OJGINT 1 2 3 
0 
* BEGIN UPRT * DATA SPACE= 200000 WORDS 
M E =  CASE TITL 11263747405 
1 0.123E-01 -0.173E-02 O.OOOEtOO* 
2 0.134E-01 -0.107E-02 O.OOOE+OO* 
3 0.152E-01 -0,716E-03 O.OOOE+OO* 
4 6.174E-01 -0.115E-02 O.OOOE+OO* 
5 0.i84E-01 -0.173E-02 O.OOOE+OO* 
6 0.174E-01 -0.232E-02 0.600E+OO* 
7 tl.152E-dl -0.275E-02 0 .OOOEiOO* 
8 0,134E-Jl -1) .S?OE-02 0 ,OflOE+OO* 
3 J.i23E-01 -0.173E-02 O,OOOE+OO* 
10 0.136E-01 -0.i34E-02 O.OOOE+OO* 
11 0,154E-01 -0.478E-03 O . Q O E + O O *  
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12 0,170E-01 -0.133E-02 
13 0.136E-01 -0.1735-02 
14 0.170E-01 -0.214E-02 
15 0.154E-01 -0.299E-02 
16 0.136E-01 -0.213E-02 
17 0.122E-01 -0.l73E-02 
18 0.130E-01 -0.110E-02 
19 0 34E-01 -0.34E-03 
20 0.177i-01 -0.109E-02 
21 0.185E-01 -0.173E-02 
22 0.177E-01 -0.238E-02 
23 0 34E-01 -0.288E-02 
24 0.130E-01 -0.237E-02 
25 0.307E-01 -0 I 348E-02 
26 0.264E-01 -0.340E-02 
27 0 219E-01 -0,340E-02 
28 0.174E-01 -0.371E-02 
29 0 34E-01 -0.379E-02 
30 0.134E-01 -0.371E-02 
31 0.882E-02 -0.340E-02 
32 0.430E-02 -0.341E-02 
33 O.OOOEtOO* -0.347E-02 
34 0.307E-01 -0.311E-02 
35 0.264E-01 -0.303E-02 
36 0.220E-01 -0,300E-02 
37 0.174E-01 -0.332E-02 
38 0,154E-01 -0.343E-02 
39 0.133E-01 -0.332E-02 
40 0.878-02 -0.300E-02 
41 0 433E-02 -0.303E-02 
42 O,OOOE+OO* -0.310E-02 
43 0.307E-01 -0 233E-02 
44 0.264E-01 -0.232E-02 
45 0.222E-01 -0.226E-02 
46 0.853E-02 -0.226E-02 
47 0.435E-02 -0.232E-02 
48 O.OOOE+OO* -0.233E-02 
49 0.307E-01 -0.173E-02 
50 0.264E-01 -0.173E-02 
51 0.221E-01 -0.173E-02 
52 0.867E-02 -0.173E-02 
53 0.430E-02 -0.173E-02 
54 O,OOOi+OO* -0.173E-02 
55 0.307E-01 -0.113E-02 
56 0.264E-01 -0.li5E-02 
5: i.222E-01 -0.121E-02 
59 0.435E-02 -0.115E-02 
60 0.00GE+00* -0.114E-02 
61 0.307E-01 -0.362E-$3 
62 0 I 264E-01 -0.438E-03 
63 0.220E-01 -0 J69E-03 
64 0.174E-$1 -0.151E-03 
1 
58 o.a53~-02 -0.121~-02 
0 .OOOEtOO* 
0.000Eti30* 
0 .L1ooitoo* 
0 .000E+OO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0 .0OOE+OO* 
0 .OOOE+OO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0 .OOOE+OO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0.000E+00* 
0 .0OOE+OO* 
0 .OOOEtOO* 
O.OOOEtOO* 
0 .OOOEtOO* 
0 .OOOE+OO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0.00OEtOO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0 .OOOE+OO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0 .OOCEtOO* 
O.OOOEtOO* 
0 .OOOEtOO* 
O.OOOEtOO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
O.OOOEtOO* 
0 .OOOEtOO* 
0 .OOOEtOO* 
O.OOOEtOO* 
0 .GOGE+OO* 
13 .000E+00* 
0 .OOOEtOO* 
O.O00E+00Jr 
il .OOGEtOO* 
0 .OGOE+OO* 
0 ,JGilE+413* 
0 .OOOE+OO* 
0 .COOE+OO* 
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65 0.154E-01 -0.341E-04 O.OOOE+OO* 
66 0.133E-01 -0 ,153E-03 0 .OOOE+OO* 
67 0 873E-02 -0,469E-03 0 I OOOE+OO* 
68 0.433E-02 -0.438-03 O.O00E+OO* 
69 0 .OOOE+OO* -0.372E-03 0 .OOOE+OO* 
70 0.307E-01 0.125E-04 0 .OOOE+OO* 
71 0.264E-01 -0.640E-04 O.OOOE+OO* 
72 0.219E-01 -0.701E-04 0 .OOOEtOO* 
73 0 J74E-01 0.243E-03 0 .OOOE+OO* 
74 0 34E-01 0.325E-03 0 .OOOEtOO* 
75 0.134E-01 0.242E-03 G,000E+00* 
76 0.882E-02 -0.701E-04 0 .OOOE+OO* 
77 0.430E-02 -0.596E-04 O.OOOE+OO* 
78 O.OOOE+OO* O.OOOE+OO* O~OOOE+OO* 
NAME= USE TITL 11263747405 
OLI B READ ERROR, NU, L , KORE , I ERR, I OP= 1 0 0 -1 10 
LSTATIC REACTIMS, FORCE ERRORS. ID= 1/ 1/ 1 
OJOINT 1 2 3 
1 0.100E-06 0.109E-06 0 .OOOE+OO* 
2 0.583E-06 -0.224E-06 O.OOOE+OO* 
3 0.982E-06 0.220E-06 O.OOOE+OO* 
4 0.659E-06 -0.384E-06 0 .OOOEtOO* 
5 -0.584E-06 0.113E-05 O.OOOE+OO* 
6 0.177E-06 0.668E-06 O.OOOE+OO* 
7 0.695E-06 -0.108E-06 O~OOOEtOO* 
8 0.3526-06 -0.740E-06 O.OOOE+OO* 
9 0.140E-05 -0.858E-07 O.OOOE+OO* 
10 -0.967E-06 -0.569E-06 O.OOOE+OO* 
11 -0.231E-05 -0.168E-06 O.OOOE+OO* 
12 -0.252E-05 -0.122E-05 0 .OOOE+OO* 
13 -0.177E-05 0.186E-05 O.OOOE+OO* 
14 -0 &E-05 -0.245E-08 0 .OOOE+OO* 
15 -0,491E-06 -0.823E-06 O.OOOEiOO* 
16 0.240E-05 0.284E-06 0 .OOOEtOO* 
17 -0.113E-05 -0.833E-06 0 .OOOE+OO* 
18 0.318E-05 -0.154E-06 O.OOOE+OO* 
19 0.867E-06 0.162E-06 O.OOOEtOO* 
20 0.411E-05 -0.230E-06 O.OOOE+OO* 
21 0.488E-05 -0.138E-05 O.OOOEtOO* 
22 0.213E-05 0.139E-05 O.OOOE+OO* 
23 0,370E-06 -0,750E-06 0 I OOOE+OO* 
24 -0.923E-06 0.103E-05 O.OOOE+OO* 
25 0.954E-06 0.149E-06 0 .OOOE+OO* 
26 0.197E-06 -0.454E-06 0 .OOOE+OO* 
27 0.974E-06 0.388E-06 O.OOOE+OO* 
28 0 A4E-06 0 .mE-06 0,00OE+00* 
29 -0.474E-06 0.488E-06 0.100E+OO* 
30 0.525E-G6 0.123E-06 0 .OOOE+OO* 
31 -0.307E-06 0.436E-06 O.OOOE+OO* 
32 -0.588E-07 0.813E-07 0.000E+00* 
33 -0 ,62tiE+OO* -0.365E-07 S .OiCiE+dO* 
34 -0.238E-06 0.453E-06 O.OOOE+OO* 
35 0.128E-05 -0.149E-06 O,OOOE+OO* 
36 J.33E-05 -0.367E-06 0 ,ilOOE+OO* 
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37 0.240E-05 -0 .llSE-S 0 .OOOE+OO* 
38 -0.346E-05 -0.531E-06 O.OOOEtOO* 
39 0.154E-05 -0.723E-07 0 .OOOEtOO* 
40 -0.751E-06 0.330E-06 0 .OOOEtOO* 
41 -0. 359E-07 -0,841E-06 0. ilOOE+OO* 
42 -O.l87ESOl* -0.116E-06 O.OOOEtOO* 
43 -0.238E-05 0.464E-06 O.OOOEtOO* 
44 0.275E-05 0.106E-05 0 .OOOEtOO* 
45 -0.655E-05 -0.226E-06 0 .OOOEtOO* 
46 0.746E-06 -0,305E-06 0.000Et00* 
47 0.911E-06 0.415E-06 O.OOOEtOO* 
48 -Oa225EtO1* 0.239E-06 O.OOOEtOO* 
49 -0.238E-05 0.104E-05 O.OOOEtOO* 
50 -0,330E-05 -0.5?6E-n6 n ,???E+??* 
51 -0.697E-06 -0.187E-05 0 .OOOEtOO* 
52 -0.477E-06 0.201E-06 O.OOOEtOO* 
53 -0.100E-05 0.341E-06 O.OOOE+OO* 
54 -0.202Ei01* 0.592E-07 0 .OOOEtOO* 
55 0.334E-05 -0.133E-06 0 .OOOEtOO* 
56 -0.287E-05 0.136E-05 O.OOOEtOO* 
57 -0.159E-05 0.958E-06 0 .OOOEtOO* 
58 -0.104E-05 -0.367E-06 O.OOOE+GO* 
59 -0.202E-06 -0.314E-06 0 .OOOEtOO* 
60 -O8225E+O1* -0,458E-07 0 .OOOEtOO* 
61 0.715E-06 -0.646E-06 O.OOOEtOO* 
62 0.139E-05 -0.162E-05 0.000Et00* 
63 0.291E-05 0 .lOlE-05 0 .OOOEtOO* 
64 -0 i52E-06 0,849E-06 O.OOOEtOO* 
65 -0.190E-07 0.558-06 0 .OOOEtOG* 
66 0.436E-06 -0.145E-06 O.OOOEtOO* 
67 0,716E-07 -0.438E-06 O.OOOEtOO* 
68 -0.166E-06 0.946E-07 0 .OOOEtOO* 
69 -0 .l87Et01* -0.121E-06 0 .OOOEtOO* 
70 -0,119E-06 0,276E-07 O.OOOEtOO* 
71 -0,135E-05 0.967E-06 - O.OOOEtOO* 
72 -0.175E-05 0.204E-06 0 .OOOE+OO* 
73 0.854E-06 -0.544E-06 O.OOOEtOO* 
74 -0.754E-06 -0.336E-07 O.OOOEtOO* 
75 -0.101E-05 -0.187E-06 0 .OOOEtOO* 
76 -0.411E-06 -0.285E-06 0 .OOOEtOO* 
77 -0.190E-06 -0.155E-06 B.OOOEtOO* 
i8 -0,62CEtOO* 0.499-05* 0 .OOOE+OO* 
? A
BIT WPRT CPL'iIYE= 8.3 I/O{D!R,BUF)= 0 0 
I;cI1) CLOSE, Ldi: 1, File: PWUl.LO1 
(CL> CSS exhausted 
EfiiDRtRl called by CLIP 
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APPENDIX C 
PROGRAM FOR ELASTO-PLASTIC STABILITY PROBLEM 
The program w r i t t e n  i n  PASCAL i s  divided i n t o  two pa r t s .  P a r t  I is  
c a l l e d  PROGRAM COLUMN. This p a r t  of t h e  program i s  down-loaded onto one 
o f  t h e  NPR number o f  processors and t h i s  processor i s  designated as 
"Master Pro cess0 r 'I. P a r t  I1 of  the program is  named PROGRAM TANGENT. 
This program i s  down-loaded onto the rest of  t h e  processors  of t h e  NPR 
number o f pro ces so r s . These (NPR-1) number o f  processors  are  c a l l e d  
"Assis tant  Processors". The a s s i s t a n t  processors are u t i l i z e d  to  compute 
e l a s t i c - p l a s t i c  c ross -sec t ina l  propert ies  o f  var ious c r o s s  s e c t i o n s  along 
t h e  l eng th  o f  t h e  member which are  communicated to  t h e  master processor.  
The master processor assembles t h e  global s t i f f n e s s  matr ix  upon r e c e i p t  of 
t he  c r o s s  s e c t i o n a l  p r o p e r t i e s  form a s s i s t a n t s .  The la te ra l  displacement 
vector  i s  computed on t h e  master processor. Thus t h e  o p e r a t i o n  is  
s e q u e n t i a l  between t h e  assembly o f  global s t i f f n e s s  values  and eva lua t ion  
o f  t h e  l a te ra l  displacements o f  t he  member. A d e t a i l e d  flow c h a r t  o f  t h e  
algori thm used and t h e  concurrent computational procedure is  o u t l i n e d  i n  
Reference 6 .  
The inpu t  to  t h e  program c o n s i s t s  o f  t he  member l eng th ,  material 
cons t an t s ,  end r o t a t i o n a l  s t i f f n e s s  c h a r a c t e r i s t i c s ,  i n i t i a l  ou t -of -  
s t r a i g h t n e s s  midspan amplitudes,  cross-sect ional  dimensions, and r e s i d u a l  
stresses. The output  from the  program c o n s i s t s  o f  ax ia l  load l e v e l ,  
corresponding converged la te ra l  displacements o f  t h e  member, 
nondimensionalized determinant o f  t h e  g loba l  s t i f f n e s s  matr ix  a t  each load 
l e v e l ,  and t h e  computational t i m e s  o f  each processor. 
ORIGINAI: PAGE IS 
OF POOR Q U A L m  
PROGRAM FOR ELASTO-PLASTIC STABILITY PROBLEM 
Fl.INII:T~iSN !:;I.IB ( X ,  Y :  REAL) : HEAL: EXTERNAL: 
F!JNC:T I I:N MiJLT ( X , Y : REAL : REAL 5 EXTERNAL ; 
Fl-INCT I ON D I VD ( X , Y :  REAL ) : REAL 5 EXTERNAL ; 
FI.INl::T I CIN NEG ( X : REAL : REAL ; EXTERNAL ; 
FllNCT I ON f i R S 9 5  ( X : REAL ) : REAL: EXTERNAL ; 
FI-INCT I ON CMP ( X , Y: REAL ) : REAL 5 EXTERNAL; 
FUNCT ION :=;QRT95 ( X : REAL : REAL: EXTERNAL 1 
( *  * I  
(*--------- FLOAT 1 PI2 I NT IZQNSTANTS ------------ *) 
FIJNCT I ON M A X 9 5 :  REAL ; EXTERNAL; 
F~JNI:TII:IN MIN'35: REAL: EXTERNAL; 
(*--e------ FLOAT 1 NIIi Pi1 1 NT IzCINVER!s I IIINS ---------- * )  
FI.INCT I ON IF I X ( X : REAL ) : INTEGER; EXTERNAL; 
FI..INC:T I KIN FLClATI ( I : I NTEGER 1 : REAL; EXTERNAL ; 
F;-Iiqi:T Ii-JN i;?)*75 12 : x : REAL ) : REfiL; EXTERNAL; 
FIJNCTIIIIN v w  (N: POSINT: VAH A: AHHAYC 1. .?I OF HEAL: 
VAR E: ARRAYC 1. . ? I  OF REAL) :REAL; EXTERNAL: 
NEiR CiIIMMlJNI CAT IONS --------------- * )  (*---------e-- 
PRQCEDlJRE SENDS (N: NODE; INDEX : I D X :  LOC: AUDH; NWORDS: HECLEN) ; EXTERNAL; 
PROCEtilJWE SENWALL ( INDEX: I DX; LOC: ADDR; NWTJRDS: RECLEN ; EXTERNRL; 
PROCEDIARE RECW(N:NODE; INDEX: I D X :  LOC: ADDRt NWORDS: RECLEN) i EXTERNAL; 
PRCICED!JRE FLGEN ! F : FLAG 5 EXTERNAL; 
FROCEDURE FLGSET ( F : FLAG ) 9 EXTERNAL 5 
PRiIii:EDURE FLGRES ( F: FLAG ) 1 EXTERNAL: 
F'ROCEDURE B&R ( F: FLAG ; EXTERNFSL; 
FI..INCT I QN ANY ( F : FLAG : BOOLEAN; EXTERNAL ; 
(*---------e PROCESSOR IDENT I F ICAT I ON ----------- *) 
* )  (*------------ FLAl: ROlJT 1 NE13 _____ ------ ---- ------- 
TYPE 
VECTOR=ARRAY C 1. . N 1  OF REAL: 
MATRIX=ARRAYCl..N,l.*Nl OF REAL?, 
VAR 
K: MATRI X; DIS,  DI 7 D, F: VECTOR: 
1JV:ARRAYCl. .MDIMl  OF REAL: 
COEF:ARRAYC 1 -141 OF REAL; IDSEC:, ITER, TANIDX: INTEGER; 
IXIUNT v CNTR v N I TER I SEI2 : I NTEGER ; 
REABY: ARRAY I: 1 . . NPR, 1 . . NPROBI CIF BOOLEAN 
I C:NT : INTEGER ; . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
F'ROC:EDURE MAT I NV ( VAR A: MATH1 X 1 N: I NTElIiER; VAR ClET : REAL 1 9 
( * MATR I X I NVERS I ON PROCEDIJRE u ) 
( *  A I S  N X N SYMMETRIC MATRIX*) 
( *  METHOD - JOHNSON ( 1 ) METHOD *)  
70 
ELISE 
BEG I N  
IPVC ICOL, 31: = IPVC IfXIL,:33+1~ 
I P V C I ,  Il:=IROW: 
IPVI. I, 21: =ICOL: 
I F I ROW<::>. I COL THEN 
( * I NTERCHANCiE RiIiWS TO PUT P I  VClT ELEMENT ON D I AGONAL * ) 
FQR J: =1 TCI N DEI 
BEG I N  
SWAP : =A c I ROW, *-I 1 : 
A C I R O W , ~ ~ l l : = C S C I I ~ O L , J l ~  
AC ICl:IL, Jl: =SWAP; 
END: ( *  FOR IJ 1 TO N W )  
71 
I='RlXEDURE ASSEMBLE ( I DSEC: INTEGER : 
VAR IK :  INTEGER; 
72 
73 

75 
76 
77 
78 
79 
PROi3RAM TANGENT ; 
II:I~IN!~T MAXIDX=255: (*MAX NBR I / O  INDEX TAG -E> 
MAXWEC=255: (*MAX REC LENGTH FOR NHH 1/13 *) 
MAXNODE=:34: ( *MAX NIXIE NCIMHERS 9 
MAXDA=31: (*MAX KrATA AREA NIJMBER * )  
!3Y::;FLA@= 1 : (*!SYSTEM F L A G  * )  
I D X = l .  . M A X I D X ;  
R F p & N = 1  MaxEEci 
DANI,IM=l. . MAXflA: 
FLAG=O. .7; 
ADDR= I NTEGER : 
POSINT=l.  .MAXINT: 
MAX I NT=32767 7 ( *MAX I NTEOER * ) 
TYPE NODE=l. . MAXNOISE; 
( * PASL I B EXTERNAL PROCEDI-IRES AND FClNCT I ONS FClLLOW * ) 
T I  MER PRQ!ZEfII-!RES ------------------ -E) (*--------e---- 
FLINCTICJN XTIME: LONGINT: EXTERNAL; 
PROCEDLIRE TSTART (T:  POSINT 1 : EXTERNAL: 
FIJNCTION TRE&D: LONGINT: EXTERNAL: 
TSTOP: EXTERNAL: 
TEXT OlJTPlJT PF,i~II~E[IIJRE!~ --------------- U) 
MSG ( STR I Nil: : PACKEU ARRAY I: 1 . . ?I OF CHAR ) I EXTERNAL ; 
MSOLN ( STR I NO : PACKED ARRAY I: 1 . . ? 1 OF CHAR ) : EXTERNAL 5 
NXTLN: EXTERNAL: 
MSGI I: INTEGER) i EXTERNAL: 
MSGR ( X : REAL ) i EXTERNAL: 
MSlIiL ( I : LONG I NT ) ; EX TEHNAL : 
ENDLN(N: PDSINT) ; EXTERNFIL: 
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FlJNCT I ON 
I'LINCT I O N  
SlJE ( X 't Y: REAL- ) 2 REAL  7 EXTERNAL 7 
MI.ILT ( X 7 YE REAL 1 : REAL; EXTERNAL 1 
FUNC:TIi:iN DIVD( X,Y:REAL): EEAL:EXTEHNAL; 
Fl-.INCTION NE13 ( X:  REAL ) : HEAL: EXTERNAL; 
FI.JNi:T I CiN AE:395 ( X : REAL ) : HEAL : EXTERNCSL; 
FI!NCT I ON 
FIJNCT ION SQRT35 ( X : HEAL ) : HEAL; EXTERNAL; 
( *  * )  
I*--------- FLI'JAT I NI3 Pi1 1 NT IZCIN!STANT!S ------------ * )  
FUNi:TION M A X 9 5 :  REAL: EXTERNfiL; 
FI-INCTION MIN35: REAL; EXTERNAL; 
FLCIAT 1 NG Pi11 I NT IziIINVER!S 1 iIiN!S ---------- * I  (*--------- 
FI-INCT I ON I F  I X ( X : REAL ) : I NTEGEH ; EXTERNAL 5 
F!-!>!!::TX!I!?! FL!I!ATI ( I : ZNTEGER) : REAL; EXTEf+qiqL; 
FUNCT I i:lN C t J 3 5  12 ( X : HEAL 1 : HEAL 5 EXTERNAL 1 
Fl-.INi:T I ON VDP ( N: POS I NT ; VAR A: ARRAY C 1 . I '?I OF REAL ; 
VAH B: ARRAY C 1. . ?I CiF REAL ) : REAL EXTERNf4L; 
FClNCTI 6 N  SI NE ( X : REAL ) : REAL; EXTERNAL ; 
NBR I~QMMI-IN 1I::AT 1 rJN!S --------------- * I  (*------------ 
PROCEDURE SEND2(N: NUDE: INBEX: IDX; LOC: AfiDR: NWORDS: RECLEN) i EXTERNAL; 
PROC:EDl-lRE SEND2ALL ( INDEX : I TrX 1 LOC: AD13H; NWOHDS: RECLEN) ; EXTERNAL; 
FRi:irl:EDURE RECV ( N: NODE; LOC: &DDR; NWC!JS'DS: REOLEN ) 9 EXTERNAL; 
PRiXETiIJRE REi:V2(N: NODE: INDEX: IDX: LiX: AKitiR; NWORBS: RECLEN) ;EXTERNAL; (*--e--------- 
PFKiCEDURE FLGEN (F: FLAG ) ; EXTERNAL: 
PROCEDURE FLGSET ( F : FLAG 1 ; EXTERNAL 5 
PROCEDLIRE FLGRES ( F: FLAG) : EXTERNAL; 
FIJNC:Ti ON ANY < F : FLAG ) : Bi3:iLEAN: EXTERNAL ; 
PROCEDIJRE BAR ( F : FLAG ) 5' EXTERNAL i 
(*---------- F'RCiCE!SSElR 1 DENT 1 F 1 CAT 1 CiN -'---------- * )  
FlJNCT I ON FSELF : NIXIE : EX TEHNAL 5 
Fl-.iNC:TIiIiN LSELF: NODE: EXTERNAL; 
CMP ( X 7 Y: REAL 1 : REAL ; EXTERNAL i 
* )  FLAl' J - -  3 HI-{\ IT I NE" _-__--- - - -___ - _-_-__ 
PROCEKilJRE P!5CLB$; 
I: ON ST 
TYPE 
€.[I 1 M=3; 
TANDIM=l. . EDIM; 
VECTOR2=ARRAY I: TAND I M  I CIF REAL ; 
tlA4=ARRAY C 1 . .9 1 OF INTEGER 5 
TANMAT=AHRAYCTANDIM, TANBIMI IIIF REAL: 
tm=ARRAY c 1. . I 4 1 OF REAL; 
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5 : TANMe1T : 
F'E: REFIL: NENTRY: INTEGER: DATA: ARRAY[: 1.. 4 1  OF REAL; ZBAR: WEAL; 
E L  : Ei:ii:iLEAN ?, 
NEW 113 7 MD I M NIU I M NSEC, NPR : I NTEGER ; 
I'ILI.:.:~, C:LKY : LONG I NT ; 
STHES LOAD , L I NC LOADB DEL : VECTOR2 ?, 
PP, PHI MXP, MYP, MXRE, MYRE 
ZEHD, ONE, TWO, FrJlJR, TWLVE, S I  XTN, PI 
HEAL; 
:REAL; 
AR,ARNKI, 1 x 7  IXNB,IY, IYND,ZX,ZXND,ZY,ZYND,HXNtl,HYN~ :REAL; 
EBW, EBT, EDW, EAR, EAfIi  EDT, XRTB, XHTD, YHCB, YRCD :REAL; 
111x2, I F R ,  NPROB, NCNTR, NS, NB, NU, NTHt NTD, CNTR, CNT2 : INTEGER; 
B, I3, T, E, S I G Y ,  SIGRC:, !3IGRT, SIGHTM, S I G H ,  ER :REAL; 
rIET 9 RT: 3 HT : REP!-: 
IJINT, VINT, LENGTH, KBX, KBY KTX KTY, SEGL : REAL?, 
111x1 
( *  SPrins constants 9 ) CBX, CBY, CTX , i:TY, Ci,C2 : REAL; 
DALL4 : @.DA4 : DALLS : @De15 i 
Ti iL  1 .I TOL2, TOL3, TCL4 : HEAL ; 
( * I3 T. ORTM MOD I F I ED TO a/ c FI3R c / I: CALIZIJLAT I IIN!3 * ) 
PRQCEDIJRE PROPERTY 5 
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( 9  
PROCEDI-IRE ROCIT I NE ( N, M: I NTEGER ) ; 
*> 
LABEL 10; 
VAR 
COEF : ARRAY C 1. . 14 3 OF REAL: I DSEC.? ITER I A N  I fix : I hiTEGER 5 
STORED STOHEL : ARRAY C 1 . . N 1 OF HEAL 5 
OF REAL; VCTRD, VCTRL: ARRAY C 1 . N 1 
IJV: ARRAY E: 1.. M I  DF HEAL; 
UO , VO: REAL 5 
I T R : A R R A Y C l . . N P H , l . . N P R ~ ~ I R l  OF INTEGER; 
PRI~tZEDI-lRE TO I2ALCI-ILATE RE!? I LIIJAL STRES!SES ------------- *>  (*------------- 
PROC:EDURE RESY ( VAR SI FR , EPSH : REAL ; Y E REAL ) 
VAR 
BEGIN 
YD,FNH,FNTR, XRD:REAL; 
XRD : =Atit1 ( XRTD, D I V D  ( T , D 1 ; ( 9 a/ c FOR CORNER DEDUC:T I ON * ) 
Y D : =1)B:395 ( Y ) ; 
IF CMP ( YD, SI-IEI ( ONE, ADD ( x m ,  Y R C ~  e:=(:) THEN 
BEG I N  
s I l3R : =s I: l3Rl: ; 
EFSH : =s I il;R : 
END ( *  I F  - THEN *)  
E I-- :;E 
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ENIl'1 ( *  --- PROCEDURE END --- 9 1  
F'HOCEDIJRE RESX ( VAR 5 I GR 3 EPSR: REAL : X : HEAL 1 ; 
86 



90 
MXRE: =PP: 
MY RE : =PP : 
‘JAR 
X , Y 7 XRB 9 X RD : REAL 
I : INTEiIiER ; 
91 
92 
( *  MATRIX 1NVERSIl:lN SUITABLE FOR FEM * )  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
PROCEDURE MAT I NV ( VAR A: TANMAT: N: TANTI I M ) 1 
i 0 MATH I X I NVERS I l3N PROCEDURE * ) 
( 3 METHOD - JIZIHNSON ( 1 ) METHOD * ) 
( *  A I S  N X N SYMMETRIC MATRIX*) 
VAR 
NSWASP: INTEGER; IPV:ARRAYCTANDIM, 1. .31 OF INTEGER; 
L 9 I 7 I COL 
T,PIV,SWAP,AMAX:REALs 
*JCOL, I ROW 7 SJHOW: TANO I M; 
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APPENDIX D 
PROOF-COPY OF THE CONCURRENT PROCESSING PAPER FROM 
ENGINNERING WITH COMPUTERS JOURNAL 
A proof-copy of  t h e  paper mentioned i n  S e c t i o n  3 .3  i s  g i v e n  in t h i s  
appendix. 
PAGES 100 THROUGH 108 INTENTIONALLY OMITTED 
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APPENDIX E 
FRAME SUBSTRUCTURING 
E. 1 Introduction 
The substructuring technique applied for the study presented in 
4 of this report is given in Reference 9. This appendix presents a Section 
summary of the technique. 
If a structure such as the-one shown in Figure 11 (a) is partitioned 
into substructures, a restrained structure can be defined by assuming just 
those joints at the boundaries of the specified substructure to be 
restrained. Defining the restrained structure in this manner, the various 
substructures shown in Figure 11 (b) become the basic components to be 
used in the analysis of the structural system. The advantage of 
substructuring i s  that the number of unknown components of joint 
displacements to be evaluated at any one time in the analysis of the total 
system is less than the number of unknowns generated by a direct 
procedure, thus a considerable reduction in CPU time may be realized. 
A substructure can be defined as an element or a group of elements 
that forms a portion of a structural system. The analysis of the 
substructure with its boundaries fixed can be carried out using the direct 
procedure as if it were a complete system in itself. From such an 
analysis, the fixed boundary actions, which are analogous to the fixed end 
actions for a beam element and the displacements o f  the unrestrained 
joints of the substructure stiffness matrix can also be evaluated. 
Obviously, the joint displacements determined from the analysis will not 
be true true displacements of the unrestrained joints of the substructure 
due to the fact that some of the boundaries of the substructure are 
artificially constrained in the basic model, i.e., the restrained 
structure. Therefore, these displacements must be corrected to account for 
the response of the substructure to the displacement of its artificially 
restrained boundaries, which will be determined from the analysis of the 
total structure. Once the actual displacements of all of the unrestrained 
joints of the total structure have been evaluated, the final end actions 
can be determined for each element of the structure. 
E.2 Analvsis of the Substructure 
E. 1 
For the analysis of 'the k-th substructure, the static joint 
equilibrium equations can be expressed as follows: 
[SI@} = {PI + 
The various terms in Equation E.l are defined as follows: 
[SI = stiffness matrix, 
{A} = displacement vector, 
{P} = joint load vector, and 
{R} = boundary reaction vector. 
For substructure k, Equation E.l can be partitioned relative to the 
1 unrestrained (u) and 
I substructure,as follows: 
restrained ( r )  boundary displacements of the 
I The true response 
i the sum of: (i) the 
of a substructure, as part of the total system, is 
response of the substructure, with its boundaries 
restrained, to the external loads; and (ii) the response of the system to 
the actual boundary displacements. The equilibrium equation for the 
response of the substructure due to the displacement of the "restrained" 
110 
nodes alone can be written as follows: 
in which {A ud}, and {A rd) are, respectivly, the displacements of the 
unrestrained, and restrained nodes of the substructure due t o  the 
boundary action vector {Rrd}, required to maintain equilibrium when the 
boundries are subjected to the displacement @ }. rd 
Equation E.2 can be expanded as follows: 
[ S,I (aG} = t p.J s 
[SrultAu} = IP,) + tRrL 
{AU} = [suul tPu} 
Solving Equation E.4 gives: 
-1 
substituting which into Equation E.5 leads to : 
tRr} = [Srul[Suu1 -1 tPu} - tPr} 
Similarly, expanding Equation E . 3  gives: 
[S,,ul@ud} + [Surl{Ard} to} ,  
[Srul{Aud} + [Srrl{$d} = IRrd} 
From Equation E.8, 
bud} = - [suul -1 [Surl{Ard} 
substituting which into Equation E.9 leads to : 
IRrd} = [Ssl{Ard} 
in which [S ] is the substructure stiffness matrix given by: 
S 
-1 
[SsI = [Srrl - [Srul[Suul [Sur] 
(E. 8) 
( E .  9 )  
( E .  10) 
( E .  11) 
( E .  12) 
E . 3  Deflection of Nodes Linking Various Substructures 
The static equilibrium of the nodes linking the various substructures 
k = 1, 2, 3 , . . . ,  n, and the real boundries can be expressed as follows: 
111 
( E .  13) [SaItAa} = {Pal + tRa} 
i n  which the var ious elements of  [S ] are found as follows: a 
(Sa ) i j  (L(Ss)k) i j  9 (E.  14) 
where 2 is  over  k ,  with k = 1, 2 ,  3,..., n. A l s o ,  {Pa} i s  the  ex te rna l  
appl ied load vector  f o r  the  nodes l inking the  various subs tuc tures ,  and 
{ A a }  i s  the  t r u e  de f l ec t ion  vector f o r  the  same nodes. {R,} is  the  
nodal reac t ion  vector. 
Equation E.13 can be wr i t t en  i n  the following form: 
E.  15) 
} has been defined i n  Section E.2. The terms o f  {P } a r e  i n  which { rd rd  
generated using the  following equation. 
(Prd) i  = - ('(Rrd>k>i + ('li.9 
- where again,  2Z i s  over  k,  with ._  , 2, 3,..., n;  and {P,, 
( E .  16) 
i s  the  
ex te rna l  load vector  corresponding to the  a c t u a l  boundaries o f  the 
s t ruc ture .  With { b} = (0) Equation E.15 can be expanded to  give: 
E.4 Deflect ion of  Unrestrained Nodes 
The t r u e  de f l ec t ion  of  the  unrestrained nodes is obtained a s  follows: 
bun}, = ( b u l k  + bud})k ,  ( E .  19) 
f o r  a l l  k values. Subs t i tu t ing  Equation E.10 in to  Equation E.19 provides: 
-1 
bun}k  = (6,) - isuu] [Surl{Ard})k' (E.20) 
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APPENDIX F 
FORCE PROGRAM LISTING WITH SAMPLE INPUT/OUTPUT 
FOR SUBSTRUCTURE ANALYSIS OF 3-STORY FRAME 
The informat ion  r ega rd ing  each s u b s t r u c t u r e ,  t h e  cor responding  member 
p r o p e r t i e s ,  and t h e  nodal  numbering r e l a t e d  t o  t h e  va r ious  members are 
read from an i n p u t  f i l e  named SSR.IN6. The i n p u t  v a r i a b l e s  f o r  t h i s  f i l e  
are SSN, NOM, NOD, NOF, TOR, M, N ,  MM, NN,  L ,  A, X ,  where: 
SSN = s u b s t r u c t u r e  number, 
NOM = number o f  members, 
NOD = t o t a l  number o f  nodes times t h e  degree  o f  freedom r e l a t e d  to  
each  node, 
NOF = number o f  u n r e s t r a i n e d  nodes times t h e  degree  o f  freedom r e l a t e d  
t o  each node, 
TOR = t ype  o f  member (100 f o r  v e r t i c a l ,  and 200 f o r  h o r i z a n t a l ) ,  
M ,  N = i d e n t i f i c a t i o n  numbers for end 1 o f  t h e  member, 
MM, NN = i d e n t i f i c a t i o n  numbers f o r  end 2 o f  t h e  member, 
L = member l e n g t h ,  
A = member c r o s s - s e c t i o n a l  area, 
X = c r o s s - s e c t i o n a l  mment  o f  i n e r t i a .  
The i d e n t i f i c a t i o n  numbers f o r  t h e  s u b s t r u c t u r e s  shown in Figure  11 are as 
follows. For t h e  upper s u b s t r u c t u r e  , t he  i d e n t i f i c a t i o n  numbers M ,  N ,  o r  
MM, NN,  are: 
. 1, 3 f o r  D ,  
4 ,  6 f o r  E, 
7 ,  9 f o r  C ,  and 
10, 12 f o r  F. 
113 
The i d e n t i f i c a t i o n  numbers f o r  the lower subs t ruc ture  are: 
1, 3 f o r  B, 
4 ,  6 f o r  G ,  
7 ,  9 f o r  C ,  
10, 12 f o r  F, 
13, 15 f o r  A, and 
16, 18 f o r  H. 
A l l  members have been assumed to be e las t ic  I-sect ions,  with a Young’s 
.nc!ulus of 29,000 ksi, and the foIlowiIlg properties: 
L = 180.0 in., 
A = 10.3 in.  , 
4 
X = 127.4 in. . 
The ex te rna l  nodal loads and the connect ivi ty  information about t he  
nodes l ink ing  the  various substructures  are read from an input f i l e  named 
SSR.IN7. The input  var iab les  f o r  t h i s  f i l e  are: 
2 
LV = the  ex te rna l  load vec tor ,  
NODD = the  number o f  boundary nodes i n  the  subs t ruc ture ,  
NS = node connect ivi ty  in teger  between various subs t ruc tures  ( 0  i f  
I 
unconnected, and a non-zero integer  i f  connected). 
The output  o f  the  program i s  directed to  a f i l e  named SSR.OPT which 
s t o r e s  t h e  degrees of  freedom a t  t h e  global  l eve l ,  and the  corresponding 
def lec t ions .  
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APPENDIX G 
TITLES OF ABSTRACTS FOR 29TH AIAA/SDM CONFERENCE 
The following abstracts are submitted for the 29th AIAA/SDM 
Conference to be held i n  Williamsburg, Virginia, A p r i l  18-20, 1988: 
1 .  Prasad, V . ,  Razzaq, Z . ,  and Storaasl i ,  O . O . ,  It Two-Dimensional 
Concurrent Fini te  Element Analysis o f  Rectangular Panel with Hole." 
2. Bhati, R . ,  Razzaq, Z . ,  and Storaasl i ,  O.O., "Concurrent Substructure 
Analysis o f  Plane Frames . I' 
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