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Abstract	  	  Nowadays,	   video	   streaming	   applications	   are	   the	   most	   bandwidth-­‐hungry	  applications	   and	   this	   tendency	   is	   envisaged	   to	   grow	   exponentially.	   With	   the	  proliferation	   of	   multimedia	   capable	   devices,	   multimedia	   services	   have	   to	   deal	  with	  heterogeneous	  environments	  where	  very	  different	  types	  of	  terminals	  wish	  to	   receive	   content	   anywhere	   and	   anytime.	   This	   situation	   motivates	   the	  appearance	  of	  multimedia	  services	  that	  adapt	  contents	  to	  the	  specific	  context	  of	  users.	   These	   services	   can	   benefit	   from	   the	   use	   of	   different	   technologies	   for	  content	  delivery	   (e.g.	   Peer-­‐to-­‐Peer	   and	  Network	  Coding),	  media	   signalling	   (e.g.	  SIP	   and	   P2P	   protocols),	   media	   representation	   (e.g.	   MPEG-­‐7	   and	   MPEG-­‐21)	   or	  multimedia	   scalable	   and	   robust	   codification	   (e.g.	   Multiple	   Description	   Coding	  and	  Scalable	  Video	  Coding).	  However,	  current	  Internet	  architecture	  is	  based	  on	  a	  rigid	   layered	  model	   (TCP/IP-­‐based)	   following	   the,	   no	   longer	   valid,	   end-­‐to-­‐end	  argument,	  which	  makes	  difficult	   to	   introduce	  new	   functionalities	  efficiently.	  To	  solve	   this,	   Service	   Oriented	   Architectures	   (SOA)	   principles	   seem	   to	   fit	   in	   the	  proposal	   of	   new	   architectures	   for	   a	   more	   flexible	   Future	   Internet	   based	   on	  services	  that	  can	  be	  invoked	  when	  and	  where	  necessary.	  	  	  The	   objectives	   of	   this	   PhD.	   Thesis	   are	   exploring	   and	   validating	   different	  mechanisms	   for	   enabling	   Future	   Media	   Internet	   communications.	   To	   achieve	  this,	  we	  apply	  the	  SOA	  paradigm	  to	  provide	  efficient	  context-­‐aware	  multimedia	  communications	  in	  the	  Future	  Internet.	  	  	  This	  work	  proposes	  solutions	  to	  enable	  the	  seamless	  provisioning	  of	  multimedia	  services	  in	  the	  Future	  Internet	  by	  means	  of	  context-­‐aware	  service	  discovery	  and	  composition	   processes	  which	   are	   integrated	   in	   a	   novel	   service-­‐oriented	   clean-­‐slate	   architecture.	   One	   goal	   is	   to	   provide	   adapted	   and	   personalized	   services,	  dealing	   with	   high	   dynamic	   and	   heterogeneous	   environments.	   For	   this	   reason,	  this	   thesis	   includes	   research	   on	   novel	   media	   coding	   techniques	   (Multiple	  Description	  Coding,	  Scalable	  Video	  Coding),	  Forward	  Error	  Correction	  codes,	  and	  distribution	   techniques	   (Peer-­‐to-­‐Peer,	   Network	   Coding)	   that	   can	   be	   applied	   to	  achieve	   seamless	   media	   communications.	   Moreover,	   context-­‐aware	   service	  composition	  will	  address	  the	  requirements	  of	  media	  services	  (and	  any	  service	  in	  general),	  access	  methods,	  devices	  and	  interactions.	  	  	  This	  work	  presents	   a	   radical	   view	  of	   the	  Future	   Internet,	  where	   the	  necessary	  functionalities	   for	   accomplishing	   communications,	   in	   user	   devices,	   in	   the	  network	  and	  at	   all	   levels	   are	   considered	  as	   services.	   Services	  are	  not	   fixed	  but	  dynamically	  composed	  where	  and	  when	  necessary,	  with	  respect	  to	  user	  service	  requirements,	  network	  transfer	  capabilities	  and	  surrounding	  context	  in	  the	  user	  and	  the	  network	  environments.	  	  	  Composition	   of	   basic	   network-­‐level	   services	   calls	   for	   a	   clean-­‐slate	   approach	   to	  the	   Internet,	   while	   composition	   of	   higher	   level	   (transport	   and	   application)	  services	   prompts	   for	   an	   evolutionary	   approach.	   Nevertheless,	   composition	   of	  communication	   services	   manifests	   itself	   as	   a	   revolutionary	   way	   of	   looking	  communications	  and	  building	  communication	  systems.	  
	  	  
	  
	  This	  PhD.	  Thesis	   introduces	   two	  main	  architectural	   innovations	  clearly	  beyond	  current	  state	  of	   the	  art.	  Firstly,	  a	  Service-­‐Oriented	  framework	  able	  to	  deal	  with	  (existing)	   functionality	   at	   all	   levels	   (connectivity,	   transport,	   application)	   by	  considering	   the	   provided	   service	   and	   not	   the	   technology	   behind	   the	  functionality.	  All	   these	  service	   functionalities	   can	  be	  seen	  as	   services	   thanks	   to	  suitable	   service-­‐oriented	   abstractions	   that	   allow	   including	   existing	  functionality/protocols	  as	  well	  as	  new	  functionality	   in	  a	   flexible	  way.	  Secondly,	  we	   present	   a	   novel	   service-­‐oriented	   clean-­‐slate	   architecture	   generalizing	  Information-­‐Centric	   Networking	   (ICN)	   approaches.	   This	   thesis	   would	   propose	  the	   first	  clean-­‐slate	  architecture	  completely	  aligned	  with	   the	  work	  done	  within	  the	  ISO	  Future	  Network	  working	  group.	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Chapter	  1 Motivation:	   Towards	   Future	   Media	  
Internet	  	  There	  is	  no	  doubt	  these	  days	  that	  the	  Internet	  epitomises	  a	  cornerstone	  tool	  for	  human	  communications	  but,	  at	   the	  same	  time,	   it	  has	   triggered	  new	  challenging	  problems.	  Amongst	   other	   demands,	   users	   expect	   higher	   levels	   of	   performance,	  security	  and	  reliability.	  Internet	  is	  growing	  beyond	  its	  original	  expectations	  and	  its	  fundamental	  design	  goals	  based	  on	  the	  end-­‐to-­‐end	  argument.	  	  As	  a	  result	  of	  its	  gigantic	   growth,	   the	   Internet	   is	   reaching	   some	   technological	   and	   operational	  limits	   imposed	  by	   its	  architecture	   in	   its	  attempt	  to	  give	  full	  support	  to	  the	  new	  requirements	  introduced	  by	  the	  increasing	  number	  of	  new	  services,	  applications	  and	   contents.	   However,	   whilst	   it	   still	   seems	   unclear	   how	   the	   current	   Internet	  architecture	  will	  handle	  these	  new	  requirements,	  the	  fast-­‐growing	  need	  for	  new	  strategies	  in	  the	  network	  that	  can	  guarantee	  a	  certain	  level	  of	  Quality	  of	  Service	  (QoS)	  and	  Quality	  of	  Experience	  (QoE)	  appears	  to	  be	  at	  this	  stage	  paramount.	  	  One	   of	   the	  most	   significant	   reasons	   for	   the	   fast	   growth	   of	   the	   Internet	   comes	  from	   multimedia	   and,	   concretely,	   from	   video.	   Current	   Internet	   traffic	   is	  increasing	   very	   fast	   mainly	   due	   to	   the	   proliferation	   of	   media	   capable	   devices,	  media	   services	   and	   their	   demand	   by	   Internet	   users.	   Digital	   production	  techniques	   are	   rapidly	   reshaping	   the	   industries	   for	   media	   production	   and	  broadcast.	   They	   have	   a	   tremendous	   impact	   also	   on	   the	   networking	   industry	  because	   of	   the	   huge	   number	   of	   networked	   media	   deployment	   and	   end	   user	  multimedia	  capable	  devices.	  Some	  analyses	  [1][4][20]	  confirm	  that	  video	  traffic	  will	   keep	   growing	   at	   a	   tremendous	   pace.	   Next,	   we	   give	   some	   numbers	   and	  predictions	  in	  Internet	  video	  growth.	  	  
• Internet	   video	   is	   now	   40%	   of	   consumer	   Internet	   traffic,	   and	  will	   reach	  62%	   by	   the	   end	   of	   2015,	   not	   including	   the	   amount	   of	   video	   exchanged	  through	  P2P	  file	  sharing.	  	  	  
• The	  sum	  of	  all	   forms	  of	  video	  (TV,	  video	  on	  demand,	   Internet,	  and	  P2P)	  will	   continue	   to	   be	   approximately	   90%	   of	  global	   consumer	   traffic	   by	  2015.	  	  
• Internet	   video	   to	   TV	   tripled	   in	   2010.	   Internet	   video	   to	   TV	  will	   be	   over	  16%	  of	  consumer	  Internet	  video	  traffic	  in	  2015,	  up	  from	  7%	  in	  2010.	  	  
• Video-­‐on-­‐demand	   (VoD)	   traffic	  will	   triple	   by	   2015.	   The	   amount	   of	   VoD	  traffic	  in	  2015	  will	  be	  equivalent	  to	  3	  billion	  DVDs	  per	  month.	  	  
• High-­‐Definition	   (HD)	   video-­‐on-­‐demand	   will	   surpass	   standard	   definition	  by	  the	  end	  of	  2011.	  By	  2015,	  high-­‐definition	  Internet	  video	  will	  comprise	  77%	  of	  VoD.	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Thus,	   Internet	   requires	   efficient	   methods	   for	   accelerating	   the	   sharing	   and	  reliable	   distribution	   of	   this	   big	   volume	   of	   digital	   media	   according	   to	   different	  users	  need	  and	  context.	  Emerging	  digital	  TV	  services	  offer	  contents	   in	  multiple	  ways	   and	   different	   formats.	   Popularity	   of	   video	   services,	   such	   as	   Youtube	   or	  Zattoo,	  have	  made	  video	  traffic	  in	  the	  Internet	  the	  most	  present	  one.	  Here,	  Peer-­‐to-­‐Peer	  (P2P)	  systems	  play	  a	  crucial	  role	  as	   they	  allow	  distributing	  multimedia	  contents	   in	   a	   scalable	   and	   robust	  manner,	   overcoming	   the	   limitations	   of	   other	  technologies	  such	  as	  multicast	  by	  creating	  overlay	  networks.	  Even,	  today,	  there	  are	   appearing	   new	   revolutionary	   transmission	   techniques,	   such	   as	   Network	  Coding,	  which	   aim	   at	   introducing	   novel	   paradigms	   to	   increase	   the	   throughput	  and	  reduce	  the	  overall	  delay	  of	  communications	  whilst	  proposing	  an	  alternative	  to	  classic	  routing	  and	  avoiding	  only	  store	  and	  forward	  functions	  of	  intermediate	  nodes.	   However,	   these	   kinds	   of	   techniques	   are	   difficult	   to	   introduce	   in	   the	  current	   Internet	   in	   an	   efficient	   manner.	   They	   can	   be	   deployed	   at	   application	  level,	  but,	  in	  so	  doing,	  they	  cannot	  offer	  the	  most	  of	  their	  advantages.	  	  	  Moreover,	  the	  heterogeneity	  of	  media	  capable	  devices	  connected	  to	  the	  network	  is	  also	  rising	  (e.g.	  handheld,	  PC,	  TV,	   tablet	  PC,	  smartphones,	  etc.)	  and	   it	  usually	  requires	  the	  creation	  or	  the	  adaptation	  of	  services	  and	  resources	  specifically	  for	  each	  target	  platform.	  This	  situation	  leads	  to	  too	  generic	  and	  static	  systems	  that	  do	  not	  provide	   the	  content	  adapted	   to	   the	   final	  device	  or	   too	  complex	  systems	  that	  require	  a	  big	  effort	  in	  development	  and	  maintenance	  tasks.	  	  In	   this	   scenario,	   the	  necessity	  of	   context-­‐aware	   systems	  arises.	  Their	  goal	   is	   to	  offer	   services	   adapted	   to	   the	   context	  of	  users	   (e.g.	   device	   capabilities,	   network	  conditions,	  user	  preferences).	  These	  systems	  try	  to	  maximize	  the	  provisioning	  of	  QoS	  whilst	   improving	  the	  QoE	  of	  users,	   thus,	  allowing	  a	  more	  efficient	  usage	  of	  resources.	  In	  order	  to	  provide	  adapted	  media	  communications	  it	  is	  necessary	  to	  introduce	   adaptation	   and	   transcoding	   processes	   that	   are	   transparent	   for	   the	  users.	   Adaptation	  mechanisms	   can	   be	   offered	   by	   end	   services	   or,	   even,	   by	   the	  network	  itself.	  Some	  advanced	  examples	  of	  these	  kind	  of	  mechanisms	  are	  source	  coding	  techniques	  such	  as	  Multiple	  Description	  Coding	  (MDC)	  or	  Scalable	  Video	  Coding	  (SVC)	  that	  allow	  preparing	  contents	  to	  be	  transmitted	  over	  a	  network	  in	  a	  scalable	  and	  robust	  manner,	  adapting	  communications	  to	  network	  conditions	  and	   end	   device	   capabilities.	   Furthermore,	   there	   are	   different	   quality	   metrics	  (objective	   and	   subjective)	   that	   can	   be	   introduced	   in	   streaming	   systems	   to	  measure	   the	   degree	   of	   quality	   being	   obtained	   in	   an	   audiovisual	   transmission.	  Thanks	  to	  these	  measurements,	  systems	  can	  react	  when	  quality	  diminishes.	  	  	  Although	   this	  PhD.	  Thesis	   contributes	  with	   specific	  media	   streaming	   solutions,	  more	   functionalities	   to	  achieve	  real	   seamless	  media	  communications	   that	  meet	  users’	   expectations	   will	   be	   required.	   Even	   more,	   there	   exist	   lots	   of	   existing	  functionalities	  that	  could	  be	  combined	  as	  desired	  to	  achieve	  specific	  goals	  under	  certain	  context	  conditions.	  In	  addition,	  new	  advances	  in	  all	  fields	  will	   introduce	  new	  mechanisms	  that	  will	   improve	  future	  networks.	  At	   this	  point,	   the	  question	  is:	  How	  can	  we	  efficiently	   introduce	  all	  these	  existing	  and	  future	  functionalities	  (media	  or	  not)?	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In	  recent	  years	  multiple	  initiatives	  have	  contemplated	  restructuring	  the	  current	  Internet	   architecture	   in	   order	   to	   cope	  with	   its	   limitations.	   Basically,	   there	   are	  two	   kinds	   of	   architectural	   approaches	   aimed	   to	   amend	   current	   Internet	  deficiencies.	   The	   first	   ones	   are	   evolutionary	   architectures	   that	   propose	   to	  incrementally	   introduce	   improvements	   over	   the	   current	   Internet	   architecture,	  for	  instance,	  by	  means	  of	  creating	  specific	  overlays	  running	  on	  top	  of	  the	  current	  TCP/IP	  architecture	  (Figure	  1.1).	  This	  view	  fits	  the	  vision	  introduced	  by	  content-­‐centric	  [5]	  and	  some	  information-­‐centric	  [6][7]	  architectures.	  	  	   	  
	  
	  
Figure	  1.1	  Future	  Internet	  architecture	  based	  on	  specific	  overlays	  [5]	  	  The	   second	   ones	   are	   revolutionary	   (also	   called	   disruptive	   or	   clean-­‐slate)	  architectures,	   which	   intend	   to	   introduce	   new	   architectures	   from	   scratch	  covering	   current	   deficiencies	   and	   preparing	   the	   Internet	   constant	   and	   fast	  evolution,	  motivated	   by	   the	   rapid	   growth	   of	   digital	   contents,	   devices,	   network	  technologies,	  services	  and	  applications.	  An	  example	  can	  be	  seen	  in	  Figure	  1.2	  a)	  where	  new	   information	  objects	   can	  be	   created	  and	  Figure	  1.2	  b)	   introducing	  a	  completely	  new	  architecture	  not	  based	  on	  layers.	  	  	  
	   	  
Figure	  1.2	  a)	  Mapping	  a	  layered-­‐based	  Content-­‐Centric	  Internet	  Architecture	  into	  Objects	  
[5],	  b)	  TARIFA	  service-­‐oriented	  Internet	  Architecture	  [8]	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Many	  of	   the	  solving	  strategies	   introduce	  novel	  clean-­‐slate	  architectures	  that	  do	  not	   take	   TCP/IP	   as	   their	   groundwork.	   Following	   this	   trend,	   Service-­‐Oriented	  Architectures	   (SOA)	   and	   Service-­‐Oriented	   Computing	   (SOC)	   [58]	   aim	   at	  presenting	   paradigm	   principles	   that	   can	   pave	   the	   ground	   to	   implement	   a	   new	  flexible	  and	  scalable	  architecture	  for	  the	  Future	  Internet	  (FI).	  SOA	  promotes	  the	  usage	  of	  services	  to	  support	  the	  development	  of	  rapid,	  interoperable,	  evolvable,	  and	  massively	  distributed	  applications.	  	  	  Furthermore,	   in	   [114]	   authors	   presented	   a	   very	   disruptive	   idea	   on	   how	   to	  establish	  network	  communications,	  called	  Role-­‐Based	  Architecture	  (RBA).	  Their	  proposal	  was	   to	  avoid	  existing	   layered	  structure	  of	   the	  TCP/IP	  stack	  and,	   in	  so	  doing,	   extract	   the	   roles	   or	   network	   functionalities	   which	   as	   a	   result	   could	   be	  interconnected	  without	  current	  layer	  restrictions	  (Figure	  1.3).	  Decomposition	  of	  current	   protocols’	   stack	   allows	   a	   certain	   granularity	   of	   network	   functionalities	  that	  enables	  their	  selection	  as	  required.	  This	  is	  the	  first	  step	  to	  provide	  inherent	  cross-­‐layering	  functions	  to	  a	  Future	  Internet	  architecture.	  	  	  	  	  	  	  	  
Figure	  1.3	  Protocol	  stack	  vs.	  protocol	  heap	  	  Thanks	   to	   this	   approach,	  numerous	   specific	   and	   complex	   cross-­‐layer	   solutions,	  such	   as	   the	   improvement	   of	   switching	   and	   routing	   especially	   in	   wireless	  networks	   [133],	   can	  be	  avoided.	  An	  architecture	   that	  does	  not	  have	   layers	  and	  does	   not	   provide	   interconnection	   and	   hierarchical	   restrictions	   could	   solve	   the	  main	   drawback	   of	   these	   solutions,	   as	   is	   the	   impossibility	   to	   be	   reused	   for	  different	  purposes	  in	  varied	  situations.	  	  	  	  Inter-­‐layer	   communication	   in	   current	   TCP/IP	   stack	   is	   completely	   rigid.	   This	  rigidity,	   and	   its	   collateral	   effects,	   has	   not	   only	   led	   to	   different	   cross-­‐layer	  approaches,	   but	   it	   has	   also	   been	   a	   factor	   in	   the	   appearance	   of	   sub-­‐layers	   not	  considered	   in	   the	   original	   design,	   violating	   the	   layered	   structure	   of	   the	   stack	  [115].	   These	   practices	   pose	   serious	   interoperability	   issues	   and	   provide	  particular	   solutions	   to	   every	   problem	  preventing	   their	   reuse.	   Thus,	   clean-­‐slate	  [3]	  Internet	  architectures	  appear	  in	  order	  to	  propose	  novel	  architectures	  for	  the	  Future	  Internet	  taking	   into	  consideration	  the	   limitations	  of	  current	  TCP/IP	  and	  the	   lessons	   learned	   from	   the	   past.	   Furthermore,	   network	   applications	   and	  services	  continuously	  evolve,	  increasing	  its	  complexity	  and	  requirements,	  while	  diverging	  from	  the	  end-­‐to-­‐end	  principle.	  New	  services	  and	  computing	  paradigms	  require	   new	   modes	   of	   interaction,	   new	   features	   (identification,	   context-­‐awareness,	  seamless	  service	  discovery	  and	  composition,	  etc.)	  and	  clean	  solutions	  to	   known	  open	   issues	   (mobility,	   security,	   flexibility,	   etc.).	   For	   this	   reason,	   SOA	  principles	   introduce	   promising	   guidelines	   to	   develop	   a	   flexible	   and	   scalable	  architecture	   from	   scratch	   for	   the	   Future	   Internet	   that	   will	   cover	   current	   and	  future	   requirements,	   including	  multimedia	  communications	   for	  a	  Future	  Media	  Internet.	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Furthermore,	   thanks	   to	   a	   context-­‐aware	   protocol	   devised	   to	   establish	  communications	   as	  well	   as	   service	   negotiation	   based	   on	   specific	   conditions	   of	  the	   network	   and	   the	   user's	   requirements,	   providing	   services	   with	   end-­‐to-­‐end	  QoS/QoE	   can	   likewise	   be	   guaranteed.	   Due	   to	   its	   malleable	   nature,	   this	   will	  certainly	   propitiate	   easy	   adaptation	   of	   Future	   Internet	   communications	   with	  respect	  to	  already	  well-­‐established	  requirements	  and	  those	  yet	  to	  come.	  	  Instantiating	   network	   functionalities	   only	  when	   and	  where	   necessary	   helps	   to	  avoid	  redundancy,	  which	  translates	  into	  more	  efficient	  communications	  in	  terms	  of	  data	  throughput	  and	  resource	  usage.	  Improvements	  on	  QoS/QoE	  provisioning	  are	  an	  immediate	  consequence	  as	  these	  functionalities	  can	  be	  tracked	  down	  and	  selected	   as	   services	   around	   the	   network	   according	   to	   the	   requirements	   of	   the	  participants	  involved	  in	  the	  communication	  and	  particular	  context	  conditions.	  As	  an	  example,	  energy-­‐aware	  communications	  can	  be	  provided.	  Making	  an	  efficient	  use	  of	  energy	  or	  resources	  (computational,	  storage,	  etc.)	  is	  possible.	  Saving	  and	  optimizing	   resources	   by	   providing	   only	   minimum	   (mandatory)	   network	  functionalities	  and	  resources	  at	  each	  segment	  of	  the	  network	  would	  be	  a	  feasible	  fact.	  	  	  As	   said,	   several	   initiatives	   have	   contemplated	   restructuring	   the	   Internet	  architecture	  in	  order	  to	  overcome	  its	  limitations.	  However,	  they	  all,	  no	  matter	  if	  disruptive	   or	   not,	   address	   the	   issue	   from	   network	   protocol	   perspectives.	   The	  view	   in	   this	   PhD.	   Thesis	   is	   that	   the	   Internet	   has	   suffered	   because	   its	   original	  design	  principles	  and	  its	  requirements	  cast	  into	  common	  protocols	  like	  TCP	  and,	  yet	   today,	  we	  see	   that	   the	  emerging	  networking	  approaches	   try	   to	  define	   their	  own	  protocol.	  A	  fresh	  new	  look	  is	  required.	  	  	  This	  work	  presents	  such	  a	  fresh	  new	  look,	  away	  from	  network	  protocol	  and	  layer	  rigidities.	   It	   adopts	   a	   radical	   view	   of	   the	   Future	   Internet,	  where	   the	   necessary	  functionality	   for	   accomplishing	   communications,	   in	   user	   devices	   and	   in	   the	  network,	   is	  not	   fixed	  but	  dynamically	  composed	  where	  and	  when	  necessary,	  as	  appropriate	   to	   user	   service	   requirements,	   network	   transfer	   capabilities	   and	  surrounding	   context	   in	   the	   user	   and	   the	   network	   environments.	   This	   work	  provides	  a	  new	  service-­‐oriented	  communications	   framework,	  enabling	  adapted	  communications	   to	   actual	   user	   needs,	   in	   highly	   heterogeneous	   environments,	  seamlessly	   across	   different	   underlying	   network	   technologies,	   IP	   or	   non-­‐IP.	  We	  are	  proposing	  a	  disruptive	  network	  architecture,	  without	  being	  yet	  another	  clean	  slate	  approach.	  	  	  Composition	  of	  basic	  network-­‐level	  services	  supposes	  a	  clean-­‐slate	  approach	  to	  the	   Internet,	   while	   composition	   of	   higher	   level	   (transport	   and	   application)	  services	   prompts	   for	   an	   evolutionary	   approach.	   Nevertheless,	   composition	   of	  communication	   services	   manifests	   itself	   as	   a	   revolutionary	   way	   of	   looking	  communications	   and	   building	   communication	   systems.	   The	   main	   innovations,	  advancing	  current	  state-­‐of-­‐the-­‐art:	  	  	  
•  First,	   a	   Service-­‐Oriented	   communications	   framework,	   for	   making	   up	  communication	   functionality	   as	   needed,	   at	   network,	   transport	   and	  application	   levels,	   out	   of	   existing	   functionality.	   Communication	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functionality	  is	  suitably	  abstracted	  to	  decouple	  its	  capabilities	  from	  their	  technology-­‐specific	  realisation,	  thus,	  it	  is	  viewed	  as	  a	  service.	  This	  allows	  to	   incorporate	   existing	   functionalities	   and	   protocols	   as	   well	   as	   new	  functionality	  in	  a	  flexible	  way	  and	  to	  create	  “intelligent”	  networks	  that	  can	  adapt	   communications	   to	   context	   conditions	   and	   users	   requirements.	  This	   is	   key	   for	   providing	   adapted	   transparent	   media	   services	  transparently.	  	  
•  Second,	   by	   extending	   the	   approach	   at	   the	   connectivity	   level,	   a	   novel	  service-­‐oriented	   network	   architecture	   for	   providing	   end-­‐to-­‐end	   QoS-­‐aware	   data	   transfer	   services.	   The	   paradigm	   of	   Information-­‐Centric	  Networking	   (ICN)	   [6]	   is	   thus	   extended	   to	   apply	   for	   services.	  Moreover,	  this	  architecture	  is	  completely	  aligned	  with	  the	  on-­‐going	  work	  within	  the	  ISO	  Future	  Network	  working	  group.	  	  
•  Third,	  we	   introduce	   specific	  media	   services	   that	  will	   allow	   high	   quality	  and	  seamless	  content	  delivery	  in	  a	  transparent	  manner.	  	  This	  PhD.	  Thesis	   introduces	   the	  main	   concepts	   in	   the	   field	  of	  media	   streaming	  and	   Future	   Internet	   service-­‐oriented	   architectures	   that	   will	   guide	   the	   readers	  through	  the	  rest	  of	  the	  work	  in	  this	  first	  part.	  The	  highlighted	  concepts	  guide	  the	  basic	  research	  topics	  and	  techniques	  that	  have	  been	  explored	  to	  make	  different	  contributions	   in	   order	   to	   advance	   towards	   the	   realization	   of	   a	   more	   flexible	  Future	   Media	   Internet.	   The	   second	   part	   of	   this	   work	   describes	   different	  streaming	   scenarios	  where	  we	  have	  provided	   specific	   solutions.	  Although	   they	  are	  very	  distinct	  scenarios,	  all	  of	  them	  present	  heterogeneity,	  network	  dynamics	  and	  high	  packet	  loss.	  	  These	  are	  conditions	  that	  this	  work	  specifically	  covers	  and	  makes	   different	   proposals	   to	  mitigate	   their	   effects.	   Then,	   the	   third	   part	   of	   this	  PhD.	  Thesis	  introduces	  the	  envisaged	  solutions	  that	  will	  enable	  a	  flexible	  service-­‐oriented	   Future	   Internet	   where	   functionalities	   are	   abstracted	   as	   discoverable,	  composable	  and	  adaptive	  services.	  Finally,	  conclusions	  are	  inferred	  in	  part	  four	  and	  future	  work	  is	  highlighted.	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Chapter	  2 Multimedia	   Delivery	   Challenges	   for	   the	  
Future	  Internet	  	  This	   section	   describes	   the	  main	   research	   challenges	   to	   be	   faced	   in	   the	   Future	  Internet	  to	  obtain	  seamless	  multimedia	  communications	  [10]:	  	  
•  Increasing	  Bandwidth.	  The	  Internet	  is	  growing	  and	  advancing	  in	  several	  dimensions:	  the	  number	  of	  users,	  the	  amount	  and	  size	  of	  the	  content,	  the	  new	   media	   and	   new	   traffic	   requirements	   introduced	   by	   new	   services.	  Thus,	   more	   bandwidth	   is	   needed	   in	   the	   end-­‐to-­‐end	   path	   and	   new	   (e.g.	  P2P)	  delivery	  methods	  are	  required.	  	  	  
•  Content	   adaptation	   and	   personalization.	   The	   highly	   heterogeneous	  environment	  in	  terms	  of	  diversity	  of	  end	  user	  devices,	  networks	  and	  user	  preferences	  will	   remain.	  To	  ensure	  a	  real	  seamless	  access	   to	  new	  media	  applications,	  it	  is	  desirable	  that	  the	  network	  itself	  and	  the	  services	  could	  automatically	   realize	   content	   adaptation	   and	   enrichment	   inside	   the	  network.	  	  	  
•  Content-­‐Centric	   networks.	   Content-­‐aware	   real-­‐time	   transmission	   of	  future	  media	  means	  that	  the	  relative	  importance	  of	  each	  packet	  towards	  increasing	  the	  end-­‐to-­‐end	  utility	  function	  is	  established.	  That	  is,	  the	  more	  important	  packets	  should	  be	  better	  protected	  (by	  allocating	  appropriately	  network	   resources)	   or	   should	   be	   transmitted	   first	   in	   a	   scheduling	  scenario.	  	  	  
•  Content/Information	   driven	   routing.	   Internet	   routing	  system	  shall	  be	  capable	   to	  consider	  associated	  routing	   information	  and	  metrics	   for	  path	  calculation	   such	   as	   the	   link	   quality,	   security	   level,	   energy	   consumption,	  priorities	  or	  location.	  	  	  
•  New	   architectures	   and	   overlay	   networks	   for	   content	   distribution.	  The	  main	  research	  challenge	  related	  to	  new	  architecture	  is	  the	  (dynamic,	  autonomicity	   and	   self-­‐organising)	   creation	   of	   overlay	   network	  infrastructures	  to	  support	  the	  provisioning	  of	  media	  services	  to	  end-­‐user	  communities.	  Some	  of	  the	  issues	  related	  to	  overlay	  networks	  have	  a	  wider	  impact	  and	  span,	  in	  fact,	  multiple	  areas.	  For	  instance	  the	  specification	  and	  measurement	   of	  QoS	   parameters	   and	   other	  metrics	   that	   can	   be	   used	   to	  assess	   the	   underlying	   communication	   technologies	   achieve	   network	  friendliness	  (via	  local	  caches),	  suggest	  most	  suitable	  service	  instances	  for	  the	  end-­‐user.	  A	  possible	  approach	  to	  deal	  with	  these	  cross-­‐layer	  issues	  is	  to	  gather	  information	  from	  the	  underlying	  networks	  and	  combine	  it	  with	  the	  higher	   level	   quality	   assessment	   and	   requirements	   of	   applications	   to	  adjust	  the	  overlay	  networks.	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•  Quality	   of	   Experience.	   Quantification	   of	   QoE	   using	   objective	   and	  subjective	   measurements	   remains	   a	   challenging	   research	   problem.	  Furthermore,	   the	  relationship	  between	  network	   level	  QoS	  measures	  and	  overall	  QoE	  must	  be	  studied.	  	  	  
•  Identity,	   Trust,	   Privacy	   and	   Security.	   The	   content	   that	   is	   being	  produced	  and	  distributed	  is	  increasing	  rapidly.	  Users	  expect	  to	  be	  able	  to	  take	   advantage	   of	   the	   future	   widespread	   availability	   of	   multimedia	  content	  and	  access	  to	  virtual	  worlds.	  At	  the	  same	  time,	  they	  need	  to	  feel	  confident	   that	   their	   security	   and	   privacy	   is	   being	   protected.	   The	  increasing	   complexity	   and	   scale	   of	   future	  media	   systems	  will	  make	   the	  problems	  of	  Identity,	  Trust,	  Privacy	  and	  Security	  harder	  to	  solve.	  	  	  
•  Content	   Encoding.	   Multi-­‐layered	   Scalable	   Video	   Coding	   (SVC)	   offers	  scalability;	   Multi-­‐view	   point	   Video	   Coding	   (MVC)	   allows	   for	   different	  views	   of	   video	   streaming	   without	   drastically	   increasing	   the	   data	   rate;	  Multiple	   Description	   Coding	   (MDC)	   offers	   an	   inherited	   resiliency	  mechanism	  with	  improved	  PQoS	  when	  different	  sub-­‐streams	  are	  received	  from	  independent	  physical	  or	  logical	  paths.	  However,	  new	  media	  formats	  and	   encoding	   methods	   (also	   network	   coding	   methods)	   to	   offer	   High	  Definition	   (HD)	   selectable	   free-­‐viewpoint	   content	   coding	   and	   delivery,	  considering	   the	   evolution	   from	   H.264	   2D	   SVC/MVC	   to	   scalable	   HD	   3D,	  Multiview	  Video	  plus	  Depth	   (MVD)	  and	  selectable	   free	   -­‐viewpoint	  video	  with	  interactive	  virtual	  panning/zooming.	  Moreover,	  new	  media	  formats	  that	   go	   beyond	   video	   and	   sound	   to	   even	   other	   senses	   e.g.	   feeling,	  touching,	  sensing.	  	  	  
•  In-­‐network	  content	  enrichment.	  Novel	  methods	  for	  in-­‐network	  content	  enrichment	   and	   cross-­‐network	   adaptation	   will	   be	   needed	   to	   allow	   for	  optimal	   use	   of	   available	   resources	   and	   enriched	   QoE.	   By	   dynamically	  combining	  the	  inherited	  content	  scalability	  (SVC	  different	  content	  layers,	  MVC	  different	   content	  views	  and	  MDC	  different	   content	  descriptions)	  of	  the	   same	   resource	   (video	   stream),	   transmitted	   from	   multiple	   sources	  (different	  servers	  or	  peers	  in	  case	  of	  P2P	  streaming)	  and/or	  received	  over	  multiple	   diverse	   paths	   or	   networks	   (use	   the	   MDC	   features),	   on-­‐the	   fly	  content	   adaptation,	   inherited	   resiliency	   and	   enriched	   QoE	   may	   be	  achieved.	  Reconstruction	  of	   the	   content	   segments	  may	   take	  place	  either	  within	  the	  network	  or	  at	  the	  edge	  of	  the	  network	  (at	  content	  aware	  edge	  routers)	   offering	   transparent	   streaming	   to	   low-­‐end	   terminals	   or	   at	   the	  terminal	   side	   in	   case	   multi-­‐network	   connectivity	   is	   available.	   Cross-­‐network	  adaptation	  and	  in-­‐network	  content	  enrichment	  especially	  in	  P2P	  overlay	   topologies,	  will	   offer	   traffic	   adaptation	   (load	   balancing	   to	   avoid	  network	   flooding),	   optimal	   use	   of	   available	   resources	   (bandwidth),	   and	  enriched	  QoE.	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Chapter	  3 Future	  Media	  Internet	  Enablers	  	  Today,	  Internet	  represents	  a	  cornerstone	  information	  exchange	  mean	  and	  is	  the	  main	   communication	   tool	   not	   only	   in	   the	   business	  world.	   Internet	   also	   fosters	  social	   interactions.	  With	   the	   proliferation	   of	  media	   capable	   devices	   is	   evolving	  towards	   the	   provisioning	   of	   richer	   and	   more	   immersive	   media	   experiences.	  Different	   stakeholders	   such	   as	   users	   consuming	   media	   services,	   providers	  offering	   advanced	   media	   services	   and	   operators	   dealing	   with	   an	   enormous	  volume	   of	   media	   traffic	   that	   needs	   to	   be	   delivered	   in	   an	   efficient	   manner	   are	  constantly	   introducing	   new	   requirements.	   Moreover,	   recent	   improvements	   in	  video	   acquisition	   and	   content	   creation	   will	   lead	   to	   massive	   creation	   of	   new	  multimedia	  contents	  and	  Internet	  media	  applications,	   including:	   live	  streaming,	  3D	  contents,	   immersive	  environments,	  online	  gaming,	  virtual	  worlds,	  etc.	  Thus,	  the	  Future	  Internet	  will	  have	  to	  deal	  with	  a	  huge	  amount	  of	  media	  contents	  and	  will	  need	  to	  be	  able	  to	  give	  solutions	  to	  its	  seamless	  delivery.	  	  	  The	  Future	  Media	  Internet	  will	  not	  only	  enable	  faster	  ways	  to	  go	  online.	  It	  needs	  to	  be	  designed	  to	  overcome	  current	  Internet	  deficiencies	  and	  to	  flexibly	  address	  emerging	  requirements	  and	  future	  trends	  in	  the	  area	  of	  seamless	  media	  delivery	  such	  as	  these	  ones:	  	  	  
• Media-­‐agnostic	  network	  architectures.	  	  
• Content-­‐centric	   networking,	   including	   methods	   for	   content	   finding	   and	  streaming.	  	  
• Support	  of	  heterogeneous	  nodes	  and	  devices.	  	  
• User-­‐centric/user-­‐generated	  content	  provisioning.	  	  In	   this	   scenario,	   research	   on	   content	   enrichment	   and	   distributed/community	  overlay	   networks	   (peer-­‐to-­‐peer	   and	   cloud)	   are	   promising	   fields	   expected	   to	  bring	   innovative	   schemes	  of	   cooperation	  and	   interaction.	   In	   addition,	   they	  will	  open	   the	   door	   to	   support	   novel	   applications,	   like	   virtual	   collaboration,	  immersive	  environments,	  personalised	  media	  services	  (and,	  in	  general,	  any	  kind	  of	   service),	   virtual	   groups,	   network	   gaming,	   edutainment,	   etc.	   Thus,	   the	  interaction	   with	   content	   combined	   with	   interactive	   and	   multimedia	   lookup	  capabilities	   across	   distributed	   repositories,	   P2P	   and	   overlay	   networks	   and	   the	  dynamic	   adaptation	   to	   the	   characteristics	   of	   diverse	   devices	   are	   expected	   to	  contribute	  with	  outstanding	  improvements	  for	  the	  Future	  Media	  Internet.	  	  Furthermore,	   advances	   in	   network	   coding,	   3D	   processing,	   and	   dynamic	  adaptation	  to	  the	  network	  conditions	  will	   foster	  the	  appearance	  of	  applications	  such	  as	  massive	  multiplayer	  mobile	  games	  and	  virtual	  worlds,	  whilst	  introducing	  new	  traffic	  demands	  and	  constraints	  on	  network	  architectures.	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The	  Future	  Media	  Task	  Force,	  European	  working	  group	  proposing	  solutions	  for	  the	  Future	  Media	  Internet	  [118],	  states	  that	  the	  Future	  Media	  Internet	   is	  at	   the	  crossroads	  of	  digital	  multimedia	  content	  and	  Internet	   technologies.	  Basically,	   it	  encompasses	   two	   main	   aspects:	   media	   being	   delivered	   through	   Internet	  networking	   technologies	   and	   media	   being	   generated,	   consumed,	   shared	   and	  experienced	   on	   the	   Internet.	   The	   Media	   Internet	   is	   evolving	   to	   support	   novel	  user	  experiences	  that	  are	  adaptable	  to	  the	  user,	  the	  terminal,	  the	  networks	  and	  the	   services,	   that	   is,	   the	   context.	   In	   addition,	   they	   stress	   different	   strategic	  research	  areas	  including:	  	  
• Scalable	  multimedia	  compression,	  transmission,	  concealment.	  	  
• Network	  coding	  and	  efficient	  streaming.	  	  
• Content	  &	  context	  fusion	  for	  improved	  multimedia	  access.	  	  
• 3D	  content	  generation	  leveraging	  emerging	  acquisition	  channels.	  	  
• Immersive	  multimedia	  experiences.	  	  In	  this	  PhD.	  Thesis	  specific	  contributions	  to	  go	  a	  step	  forward	  towards	  a	  Media	  Internet,	   providing	   mechanisms	   to	   achieve	   seamless	   communications	   for	   the	  current	   Internet,	   are	   made.	   Initially,	   these	   contributions	   were	   proposed	   as	  methods	   operating	   at	   the	   application	   layer	   and	  working	   as	   overlays.	  However,	  then,	   we	   introduce	   how	   these	   functionalities	   can	   be	   abstracted	   as	   services	   in	  order	  to	  achieve	  a	  more	  flexible	  Future	  Media	  Internet	  architecture	  able	  to	  adapt	  itself	   according	   to	   the	   requirements	   and	   context	   conditions	   when	   a	  communication	   is	   requested.	   This	   is	   achieved	   by	   adopting	   service-­‐oriented	  design	   principles	   (see	   chapters	   Chapter	   5	   and	   Chapter	   7).	   This	   revolutionary	  view	   of	   the	   Internet	  will	   allow	   introducing,	   extending,	   reusing	   (combining)	   all	  existing	   services	   at	   all	   levels	   in	   a	   native	   way,	   without	   considering	   current	  Internet	   monolithic	   design	   and	   avoiding	   complexity	   (e.g.	   introduced	   by	  particular	   cross-­‐layer	   solutions)	   and	   unnecessary	   functional	   duplicities	   among	  layers.	   From	   authors’	   point	   of	   view,	   Future	   Media	   Internet	   requires	  revolutionary	   steps.	   However,	   considering	   the	   worldwide	   economic	   crisis,	  backwards	   compatibility	   is	   vital	   too.	   Furthermore,	   we	   envisage	   a	   progressive	  migration	  to	  the	  Future	  Internet	  where,	  several	  networks	  (based	  on	  IP	  and	  non-­‐IP	  networks)	  will	  coexist	  and	  will	  be	  able	  to	  interoperate.	  	  Next,	   we	   list	   the	   main	   contributions	   done	   in	   this	   research	   work	   classified	   in	  different	  general	  topics	  related	  to	  media	  streaming	  and	  Service-­‐Oriented	  Future	  Internet	  architectures,	  key	  enablers	  of	  the	  Future	  Media	  Internet.	  In	  addition,	  the	  full	   list	  of	  generated	  publications	  can	  be	   found	   in	  APPENDIX	  VII	   .	  Through	   this	  document,	   references	   to	   our	   contributions	   are	   made	   following	   this	   reference	  pattern	  [GP*].	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3.1 Media	  Streaming	  Solutions	  	  This	   section	   is	   structured	   into	   four	   main	   blocks:	   media	   distribution,	   media	  coding,	   media	   adaptation	   and	   media	   signalling.	   These	   blocks	   are	   required	  elements	   that	   allow	  providing	   end-­‐to-­‐end	  media	   streaming	   services	   efficiently.	  In	  this	  PhD.	  Thesis,	  different	  contributions	  on	  these	  topics	  have	  been	  made.	  	  	  In	   general,	   communication	   networks	   supporting	   media	   applications	   are	  characterised	   by	   a	   wide	   variability	   in	   packet	   loss,	   delay,	   and	   throughput.	  Moreover,	  a	  variety	  of	  receiving	  devices	  with	  different	  resources	  and	  capabilities	  are	  commonly	  connected	  to	  a	  network.	  In	  this	  context,	  coding	  and	  transmission	  technologies,	   able	   to	   process	   the	   content	   to	   meet	   demanding	   application	  requirements,	   are	   crucial.	   Thus,	   mechanisms	   for	   scalable	   media	   compression,	  transmission	  and	  error	  concealment,	  will	  play	  key	  roles.	  	  However,	   this	   research	   goes	   a	   step	   forward	   and,	   seeing	   the	   difficulties	   to	  introduce	   them	   in	   a	   natural	   manner	   due	   to	   the	   rigidity	   of	   current	   Internet	  architecture,	  proposes	   to	  represent	   these	   functionalities	  as	  services	   in	  order	   to	  allow	   their	   efficient	   reuse	   in	   a	  more	   flexible	   Future	   Internet	  when	   and	  where	  needed	  by	  means	  of	  service-­‐oriented	  and	  clean-­‐slate	  architectures	  and	  context-­‐aware	  service	  composition	  mechanisms.	  	  
3.1.1 Media	  Distribution	  	  Current	  media	   delivery	   systems	   usually	   use	   simple	   schemes	   based	   on	   sender-­‐receiver	   or	   IP	   Multicast.	   Both	   solutions	   present	   limitations:	   the	   former	   in	  scalability	  and	  the	  latter	  in	  deployment.	  A	  possible	  solution	  is	  to	  use	  multicast	  at	  application	  level,	  which	  it	  is	  known	  as	  ALM.	  There	  are	  many	  techniques	  that	  have	  been	   developed	   up	   to	   date,	   but	   always	   thinking	   in	   current	   Internet	   and	   its	  constraints.	  In	  this	  thesis,	  the	  focus	  is	  to	  distribute	  high	  quality	  media	  adapted	  to	  network	   conditions	   and	   device	   capabilities.	   The	   question	   is	   then	   if	   current	  mechanisms	  are	  still	  prepared	  to	  work	  with	  high	  quality	  media	  and	  its	  intensive	  requirements.	  The	  papers	  where	  these	  systems	  are	  described	  do	  not	  give	  much	  information	   to	   respond	   this	   question.	   In	   fact,	   the	   reports	   always	   mention	  performance	   tests	   with	   low	   rates	   of	   transmission,	   low	   video	   quality	   and	   an	  enormous	  amount	  of	  nodes.	  	  This	  PhD.	  Thesis	  contributes	  with	  methods	  for	  improving	  the	  High	  Quality	  media	  delivery	   in	   heterogeneous,	   dynamic	   and	  Future	   Internet	   environments1.	   As	  we	  will	   see,	   these	   techniques	   are	  mainly	   based	   on	   Peer-­‐to-­‐Peer	   delivery	  methods,	  Network	   Coding,	   Forward	   Error	   Correction	   codes	   and	   their	   mix	   with	   scalable	  and	  robust	  video	  coding	  techniques	  to	  face	  network	  and	  terminal	  heterogeneity	  and	  dynamism	  with	  the	  goal	  of	  empowering	  their	  benefits.	  In	  this	  thesis	  we	  have	  applied	  these	  techniques	  in	  different	  challenging	  fields	  such	  as	  Peer-­‐to-­‐Peer	  and	  Vehicular	  Ad-­‐hoc	  Networks.	  Both	  scenarios	  introduce	  similar	  challenges	  in	  terms	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1	  Generated	   Publications:	   [GP1]	   [GP2]	   [GP3]	   [GP4]	   [GP5]	   [GP6]	   [GP9]	   [GP11]	   [GP12]	   [GP14]	   [GP15]	  
[GP17]	  [GP18]	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of	   packet	   loss	   and	   dynamic	   channel	   conditions	   that	   make	   these	   techniques	  suitable	  to	  be	  applied	  in	  order	  to	  obtain	  robust	  and	  reliable	  data	  transmissions,	  especially	  for	  video	  streaming.	  	  Moreover,	  Network	  Coding	  is	  an	  emerging	  paradigm	  for	  media	  and	  generic	  data	  communications	   in	   networked	   environments	   as	   the	   Internet.	   The	   main	   goal	  behind	  network	  coding	  is	  the	  optimization	  of	  information	  flows	  in	  a	  network	  in	  terms	  of	  throughput	  and	  delay	  maximization.	  This	  technique	  has	  the	  potential	  to	  significantly	   increase	   the	   network	   transmission	   capability,	   at	   least,	   in	   some	  scenarios	   (research	  on	  dynamic	   topologies	   remains	  open).	  Hence,	   it	   could	  be	  a	  promising	  enabler	  of	  the	  Future	  Media	  Internet.	  In	  current	  networks	  such	  as	  the	  Internet,	  data	  transmission	  is	  achieved	  through	  routing.	  Network	  coding	  offers	  a	  general	  approach	   that	  assumes,	   in	  advanced	   future	  media	  networks,	  nodes	  can	  process	  and	  code	  media	  streams.	  Of	  course,	   this	   requires	   that	   the	  nodes	   inside	  the	   network	   should	   have	   computation	   capabilities.	   Network	   coding	  complements	   source	   and	   channel	   media	   coding.	   While	   source	   coding	   aims	   at	  compressing	  media	  by	  exploiting	  information	  redundancy,	  channel	  coding	  adds	  patterns	  of	   redundancy	   into	   the	  media	   stream	   in	  order	   to	   lower	   the	  error	   rate	  during	   transmission.	   On	   the	   other	   hand,	   Network	   Coding	   allows	   nodes	   to	  perform	   non-­‐trivial	   operations	   on	   the	   media	   stream	   advancing	   the	   node	  capability	   from	   simple	   routing	   to	   “Network	   Coding”.	   Thus,	   Network	   Coding	  complements	   source	   and	   channel	   coding	   to	   overcome	   current	   practical	   and	  theoretical	   limits	   of	   media	   communication	   networks.	   Network	   Coding	   aims	   at	  adding	   intelligence	   and	   computational	   power	   to	   the	   nodes.	   Although	   the	  potential	   of	   the	   Network	   Coding	   paradigm	   is	   huge,	   there	   are	   still	   many	   open	  problems	   that	   prevent	   its	   successful	   immediate	   deployment	   in	   real-­‐world	  applications.	  	  	  In	   sections	   4.1,	   4.2,	   4.3.2	   and	   Chapter	   6	   more	   details	   on	   these	   topics	   can	   be	  found.	  
3.1.2 Media	  Coding	  	  Achieving	   scalable	   and	   robust	   transmissions	   requires	  developing	   a	  mechanism	  that	  allows	  a	  media	  stream	  to	  be	  split	  into	  sub-­‐streams	  in	  order	  to	  facilitate	  the	  delivery	  of	  media	  in	  diverse	  network	  conditions.	  It	  is	  not	  necessary	  to	  receive	  all	  substreams	   in	   order	   to	   carry	   out	   the	   visualization	   of	   the	   transmitted	   media	  resource,	  but	  if	  all	  sub-­‐streams	  are	  received,	  maximum	  quality	  can	  be	  obtained.	  For	  that	  reason,	   it	   is	  necessary	  to	  develop	  coders	  and	  decoders,	  which	  must	  be	  completely	   decoupled	   from	   the	   underlying	   multimedia	   codec.	   Some	   studies	  indicate	  that	  coding	  systems	  are	  more	  efficient	  if	  they	  are	  associated	  to	  a	  specific	  codec.	  Nevertheless,	   it	  can	  become	  a	  limitation,	  special	  when	  a	  great	  amount	  of	  codecs	   exist	   and	   the	   system	  must	   be	   able	   to	   adapt	   quickly	  with	   the	  minimum	  cost.	   On	   the	   other	   hand,	   complementary	   techniques	   such	   as	   Peer-­‐to-­‐Peer	   and	  Network	  Coding	  delivery	  methods	  would	  improve	  the	  robustness	  of	  the	  solution.	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In	  this	  PhD.	  Thesis	  we	  made	  contributions2	  in	  this	  field	  by	  applying	  media	  coding	  techniques	  such	  as	  MDC	  and	  SVC	  (see	  section	  4.3.1	  for	  more	  detail)	  in	  different	  environments	   (P2P	   Internet	   network	   and	   VANETs)	   and	   their	   evaluation	   by	  means	  of	  specific	  simulators.	  Furthermore,	  a	  novel	  adaptive	  FEC	  coding	  of	  RTP	  packets	  has	  been	  also	  explored	  and	  proposed	  in	  order	  to	  transfer	  video	  data	  in	  a	  reliable	  manner	  (see	  section	  6.3)	  according	  to	  the	  worst	  packet	  loss	  rate.	  	  These	  video	  coding	  techniques	  are	  highly	  suitable	  for	  video	  processing,	  storage	  (SVC)	   and	   transmission	   systems	   designed	   to	   deal	   with	   the	   heterogeneity	   of	  current	   communication	   networks.	   Traditionally,	   providing	   scalability	   has	   been	  related	   to	   significant	   coding	   efficiency	   loss	   and	   decoder	   complexity	   increase.	  Primarily	   due	   to	   this	   reason,	   the	   scalable	   profile	   of	   prior	   international	   coding	  standards	  such	  as	  H.262	  MPEG-­‐2	  Video,	  H.263,	  and	  MPEG-­‐4	  Visual	  has	  not	  been	  widely	   adopted.	   Taking	   into	   account	   the	   past	   experience	   with	   scalable	   coding	  tools,	   the	   scalable	   extension	   of	  H.264/AVC	   (SVC)	   provides	  much	   better	   coding	  efficiency,	   high	   bit	   rate	   adaptability,	   and	   low	   decoder	   complexity.	   In	   addition,	  MDC	   introduces	   more	   flexibility	   avoiding	   the	   hierarchical	   dependence	  introduced	  by	  SVC.	  Even,	  it	  is	  possible	  to	  mix	  both	  techniques,	  depending	  on	  the	  final	  application.	  	  	  Moreover,	   transmission	   techniques	   can	   benefit	   from	   the	   use	   of	   FEC	   coding	   for	  protecting	  RTP	  media	  payloads	  against	  packet	  errors	  by	  adding	  a	  specified	  FEC	  redundant	  data	   to	   the	  transport	  stream.	  Furthermore,	   the	  packet	   level	  FEC	  can	  combined	   with	   the	   interleaving	   technique	   to	   increase	   the	   error	   protection	  efficiency.	  This	  is	  because	  the	  combined	  schemes	  can	  scramble	  correlated	  burst	  packet	   losses	   and	   recover	   them.	  Thus,	   it	   is	   necessary	   to	   adaptively	  monitoring	  the	   packet	   loss	   pattern	   of	   wireless	   channel,	   in	   order	   to	   apply	   an	   effective	  interleaved	  FEC	  protection	  (see	  6.3,	  [GP4]).	  	  Most	   communications	   channels,	   such	   as	   the	   Internet	   or	  wireless	   links,	   present	  wide	   variations	   in	   throughput	   and	   packet	   loss.	   Bit	   stream	   adaptation	   in	   such	  environments	   is	   critical	   in	   determining	   the	   video	  quality	   perceived	  by	   the	   end	  user.	  MDC	  and	  SVC	  can	  help	  to	  improve	  the	  received	  quality	  and	  continuity	  of	  the	  media	  when	  losses	  are	  present	  by	  discarding	  a	  number	  of	  packets	  at	  the	  source	  or	  in	  the	  network	  before	  reaching	  the	  decoder.	  In	  so	  doing,	  a	  particular	  average	  resolution	  or	  bitrate	  can	  be	  achieved.	   In	  addition	  to	  bitrate	  adaptation,	  packets	  may	  be	  lost	  in	  the	  channel.	  Reasons	  for	  this	  could	  be	  because	  of	  too	  much	  delay,	  buffer	  overflow	  or	  erroneous	  packet	  arrivals	  at	  the	  receiver	  and,	  thus,	  have	  to	  be	  discarded	   by	   the	   receiver	   or	   the	   decoder.	   A	   way	   of	   dealing	   with	   excessive	  channel	   losses	  is	  to	  employ	  error	  control	  techniques.	  However,	   improved	  video	  quality	  can	  obtained	  when	  a	  combination	  of	  source	  optimization	  techniques	  well	  integrated	  with	  error	  control	  techniques	  are	  considered	  together	  in	  a	  cross-­‐layer	  solution,	  or	  even	  better,	  in	  a	  native	  framework	  such	  as	  the	  one	  introduced	  in	  this	  thesis	   avoiding	   complex	   and	   particular	   cross-­‐layer	   solutions	   based	   on	   current	  layered	  TCP/IP	  architecture.	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2	  Generated	  Publications:	  [GP2]	  [GP4]	  [GP9]	  [GP11]	  [GP16]	  [GP17]	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3.1.3 Media	  Adaptation	  	  Internet	  heterogeneity	   is	  growing	   in	  terms	  of	  networks,	  devices	  and	  users.	  The	  advances	  of	  the	  ubiquitous	  Internet	  enabling	  media	  anywhere	  and	  anytime	  and	  the	   spread	   of	   end-­‐user	   multimedia	   capable	   terminals	   (mobile,	   wireless	   and	  wired)	  are	   leading	  to	  the	  proliferation	  of	  a	  wide	  range	  of	  emerging	  multimedia	  services.	  Currently,	   some	  of	   these	   services	  have	  already	   reached	  a	   tremendous	  market	   success,	   such	   as	   the	   case	   smartphone	   multimedia	   applications.	   This	  outstanding	  success	  has	  been	  achieved	  because	  a	  user-­‐centric	  approach	  has	  been	  followed	   to	   design	   the	   whole	   process	   of	   content	   production,	   content	  consumption	   and	   service	   management.	   Indeed,	   the	   quality	   of	   the	   user	  experience,	   the	   perceived	   simplicity	   of	   accessing	   and	   interacting	  with	   systems	  and	   services,	   and	   the	   effective	   and	   acceptable	   hiding	   of	   the	   complexity	   of	  underlying	   technologies	   are	   determining	   factors	   for	   success	   or	   failure	   of	   these	  novel	  services.	  	  In	   order	   to	   maximize	   the	   quality	   of	   experience	   (QoE)	   of	   users,	   multimedia	  resources	  must	   be	   adapted	   to	   the	   specific	   context	  where	   they	   are	   going	   to	   be	  consumed.	   For	   this	   reason,	   this	   PhD.	   thesis	   contributes3	  to	   the	   adoption	   and	  integration	   of	   different	   techniques	   for	   estimating	   the	   level	   of	   quality	   of	   the	  received	   multimedia	   resources	   (audio	   and	   video)	   in	   streaming	   systems.	  Specifically,	   these	   techniques	   were	   used	   in	   combination	   with	   transcoding	   and	  encoding	  (MDC/SVC)	  functionalities	  to	  meet	  user	  requirements.	  	  	  Subjective	  and	  objective	  quality	  metrics	  such	  as	  PSNR,	  SSIM,	  PEAQ	  or	  MOS	  were	  studied	   aiming	   to	   measure	   the	   perceived	   quality	   and	   to,	   consequently,	   adapt	  systems,	   for	   instance	   when	   context	   conditions	   vary.	   See	   section	   4.4	   for	   more	  details.	  	  	  In	   the	   Future	   Internet,	   quality	   assessment	   tools	   integrated	   with	   services,	  networks	  and	  applications	  will	  be	  necessary	   to	  meet	   consumers	  and	  providers	  expectations	  whilst	  making	   a	  more	   efficient	  use	  of	   the	   available	   resources	   and	  improving	  revenues.	  	  	  Moreover,	   this	   thesis	   also	   contributed	   in	   the	   proposal	   of	   novel	   adaptive	  mechanisms,	   not	   to	   adapt	   the	   media	   itself,	   but	   the	   communications	   that	  transport	  media.	  This	  PhD	  Thesis	  made	  contributions	   to	  adaptive	   systems	   that	  can	  tune	  media	  delivery	  according	  to	  specific	  context	  parameters	  such	  as	  packet	  loss	   rate	   in	   order	   to	   improve	   certain	   processes,	   for	   example,	   to	   add	   more	  redundancy	   in	   the	   network	   to	   provide	   robustness	   and	   reliability	   to	   packet	  transmissions	  using	  FEC	  mechanisms	  or	  adapting	  the	  beaconing	  rate	  in	  a	  VANET	  scenario	  [GP5].	  This	  was	  achieved	  by	  means	  of	  specific	  fuzzy	  logic	  algorithms.	  
3.1.4 Media	  Signalling	  	  In	   this	   PhD.	   Thesis	  we	   used	   different	   signaling	   protocols	   for	   enabling	   Internet	  seamless	   multimedia	   communications,	   especially	   for	   P2P	   mesh-­‐based	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distribution	   systems,	   P2P	   multiconferencing	   systems	   and	   SIP-­‐based	  videoconferencing	  services4.	  	  	  Moreover,	   SIP-­‐SDPng	   [119]	   and	   MPEG-­‐21	   [120]	   were	   considered	   in	   order	   to	  improve	   the	   provisioning	   of	   services	   in	   P2P	   environments.	   Generally,	   current	  media	   distribution	   systems	   use	   proprietary	   signaling	  mechanisms	   for	   registry,	  set-­‐up	   and	   ending	   a	   media	   session	   among	   users.	   Specifically,	   High	   Quality	  systems	  lack	  this	  signaling	  plane	  and	  the	  configuration	  must	  be	  done	  manually.	  It	  is	   proposed	   to	   incorporate	   Session	   Initiation	   Protocol	   (SIP)	   because	   it	   offers	  standard	   signaling	   plane,	   which	   allows	   integrating	   easily	   in	   any	   other	   SIP	  standard	   platform.	   Besides,	   integration	   between	   SIP	   and	   MPEG-­‐21	   through	  SDPng	  is	  proposed.	  This	  idea	  is	  not	  absolutely	  novel,	  but	  currently	  a	  few	  number	  of	  systems	  support	  it	  due	  to	  the	  fact	  that	  at	  this	  moment	  this	  integration	  is	  only	  an	   IETF	   proposal	   (draft)	   and	   standardization	  works	   continue	   in	   development.	  SIP-­‐SDPng	   and	   MPEG-­‐21	   promise	   to	   solve	   some	   aspects	   associated	   to	   media	  coding	  information,	  session	  mobility,	  capabilities	  exchange,	  etc.	  	  	  In	   addition,	   SIP-­‐SDPng	   offers	   the	   possibility	   to	   attach	   context	   information,	  gathered	  by	  specific	  agents	  running	  in	  end-­‐user	  devices.	  This	  feature	  opens	  the	  door	  for	  developing	  new	  context-­‐aware	  services	  in	  the	  Future	  Internet.	  However,	  these	   standards	   specify	   very	   heavy	   formats,	   usually	   XML-­‐based.	   Thus,	   it	   is	  foreseen	  that	  not	  all	  of	   them	  will	  be	  able	   to	  run	   in	  constrained	  devices	  such	  as	  sensors	  (very	  present	  in	  the	  Future	  Internet).	  For	  this	  reason,	  specific	  ontologies	  and	  semantics	  need	   to	  be	  studied	   to	  represent	  services	  and	  resources	   (such	  as	  contents)	   in	   an	   appropriate	   and	   light	   format.	   This	   is	   proposed	   as	   future	  work	  and	  it	  is	  out	  of	  the	  scope	  of	  the	  current	  PhD.	  Thesis.	  	  	  
3.2 Service-­‐Oriented	  Future	  Internet	  Architecture	  Solutions	  	  Contributions	   listed	   here	   describe	   how	   all	   the	  media	   streaming	   functions	   that	  were	  proposed	   in	   the	  previous	   section,	   and	  generally	   any	   functionality,	   can	  be	  integrated	   into	   the	  proposed	  Future	   Internet	   architecture.	   Considering	   current	  Internet	  limitations,	  rigid	  layering	  design	  and	  the	  challenges	  that	  networks	  must	  face	   in	  the	  future,	   techniques	  for	  discovering	  and	  composing	  specific	   functional	  blocks	   (Atomic	   Services)	   were	   proposed	   assuming	   novel	   clean-­‐slate	  architectures	   based	   on	   services.	   Our	   main	   contributions	   tackle	   service	  composition,	   discovery	   and	   context	   integration.	   Concretely,	   the	   clean-­‐slate	  architecture	   proposed	   in	   the	   ambitious	   TARIFA	   project	   [8]	   was	   considered	   as	  groundwork	  in	  this	  research.	  
3.2.1 Service	  Composition	  	  Service	   composition	   is	   a	   fundamental	   process	   that	   allows	   combining	   services	  once	   they	   are	   discovered.	   We	   adopt	   the	   following	   definition	   for	   service	  composition:	  composition	  of	  those	  processes	  or	  functions	  required	  to	  combine	  and	  
link	  existing	  services	  (atomic	  and	  composed	  services)	  to	  create	  new	  processes	  and	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services.	  Service	  composition	  is	  a	  main	  part	  of	  Service-­‐Oriented	  Computing	  [57],	  and	   is	   a	   process	   that	   plays	   a	   key	   role	   in	   Service-­‐Oriented	   Architectures	   (SOA	  [58]).	  	  The	  Future	  Internet	  architecture	  will	  have	  to	  provide	  high	  levels	  of	  flexibility	  and	  scalability	   in	   order	   to	   face	   current	   Internet	   limitations.	   Thus,	   an	   architecture	  where	  services	  represent	   the	  basic	  components	  will	  be	  considered,	  as	   they	  can	  be	  combined	  taking	  into	  account	  the	  specific	  requirements	  of	  a	  communication.	  Obviously,	   this	   architecture	   must	   consider	   context	   parameters	   from	   different	  entities:	   users,	   nodes,	   services	   and	   networks.	   In	   addition,	   there	   can	   be	  considered	   other	   high	   level	   requirements	   such	   as	   business	   goals	   or	  socioeconomic	  aspects	  when	  providing	  a	  service.	  	  Service	   composition	   mechanisms	   will	   be	   key	   for	   combining	   those	   required	  services	  and	  create	  the	  composed	  services	  needed	  at	  each	  node	  along	  the	  end-­‐to-­‐end	  path.	  Considering	  the	  Service-­‐Oriented	  Architecture	  proposed	  in	  the	  TARIFA	  project,	   a	   suitable	   composition	   mechanism	   was	   proposed,	   selected,	   validated	  through	   simulation	   and	   implemented	   as	   an	   architectural	   component	   (Service	  Composer).	   However	   it	   remains	   as	   future	   work	   the	   applicability	   of	   other	  selection	  and	  composition	  algorithms	  (e.g.	  based	  on	  fuzzy	  logic	  –	  section	  6.2.5	  -­‐	  for	   selecting	   among	   different	   compositions,	   services	   and	   mechanisms	  [GP9][GP5])	  in	  order	  to	  compare	  them	  and	  see	  which	  one	  fits	  better	  for	  specific	  scenarios.	   Considerations	   such	   as	   response	   time	   and	   performance	   need	   to	   be	  carefully	  identified	  in	  order	  to	  apply	  the	  most	  appropriate	  one	  in	  each	  situation	  and	  depending	  on	  the	  kind	  of	  services	  to	  be	  composed	  (application,	  transport	  or	  network	  levels).	  See	  section	  7.4	  for	  further	  details.	  	  	  Although	  this	  thesis	  is	  focused	  on	  multimedia	  services5,	  any	  other	  service	  can	  be	  composed	  (e.g.	  network	  services	  such	  as	  ACK	  or	  FEC	  functionalities).	  The	  service	  composition	  process	  must	  be	  generic	  enough	  to	  compose	  any	  kind	  of	  service.	  
3.2.2 Context-­‐awareness	  	  Context-­‐awareness	   is	   also	   a	   key	   feature	   for	   enabling	   seamless	   provisioning	   of	  multimedia	  services	  in	  the	  Future	  Internet.	  Multimedia	  services	  must	  be	  able	  to	  gather	  context	  information	  from	  different	  entities:	  users,	  networks,	  devices,	  etc.	  With	  this	  information,	  services	  can	  adapt	  communications	  (server	  side	  or	  inside	  the	  network)	   in	  order	   to	  maximize	   the	  experience	  of	  users	   and,	   in	   addition,	   to	  improve	   the	   utilization	   of	   available	   resources.	   In	   context-­‐aware	   systems,	   it	   is	  especially	   important	   to	   provide	   mechanisms	   for	   gathering	   and	   exchanging	  context	  data,	  storage	  and	  management	  context	  data,	  processing	  of	  context	  data.	  Concretely,	  the	  management	  of	  context	  information	  is	  a	  very	  challenging	  task	  as	  this	  data	  must	  be	  consistent	  and	  maintained	  always	  up	  to	  date	  if	  one	  desires	  to	  get	  the	  best	  possible	  adaptation	  of	  a	  service.	  	  Although	   this	   thesis6	  is	   focused	   on	  multimedia	   services,	   other	   services	   can	   be	  represented	  by	  means	  of	  well-­‐defined	  interfaces	  using	  semantics	  and	  ontologies.	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In	   this	   PhD.	   Thesis	   we	   proposed	   mechanisms	   for	   enabling	   context-­‐aware	  communications	   in	   IP	   Multimedia	   Subsystem	   (IMS)-­‐based	   Next	   Generation	  Networks	   (NGN)	   [121][122][123][124]	   to	   improve	   the	   enrichment	   of	   the	  services	   provided	   by	   operators.	   In	   addition	   we	   suggested	   mechanisms	   for	  sharing	   context	   parameters	   during	   the	   process	   of	   discovering	   neighbors	   in	   a	  network	   as	   explained	   in	   [GP5].	   In	   this	   specific	   case	   we	   propose	   to	   use	   the	  beacons	   exchanged	   in	   a	   VANET	   network	   to	   share	   information	   about	   the	  capabilities	  of	  nodes.	  However,	   these	   functionalities	  can	  be	  decoupled	  from	  the	  proposed	   scenarios	   and	   be	   abstracted	   as	   independent	   services	   in	   the	   Future	  Internet	  to	  be	  used	  on	  demand.	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Chapter	  4 Scalable	   and	   Robust	   Streaming	   for	   the	  
Future	  Internet	  	  In	   the	   current	   Internet	   the	   major	   part	   of	   the	   traffic	   is	   video	   and	   the	   most	  bandwidth-­‐hungry	  applications	  are	  video	  streaming	  applications.	  Specifically,	  in	  the	   audiovisual	   streaming	   area,	   the	   popularity	   of	   P2P	   real-­‐time	   and	   Video	   on	  Demand	   (VoD)	   streaming	   applications	   such	   as	   PPLive	   [11],	   PPStream	   [12],	  UUSee	   [13],	   Pando	   [14],	   Zattoo	   [15]	   has	   been	   demonstrated.	   As	   an	   example,	  PPLive	   has	   registered	   over	   110	   million	   users,	   2	   million	   users	   concurrently	  connected,	   offers	   more	   than	   600	   channels	   and	   has	   users	   in	   more	   than	   200	  countries.	  In	  addition,	  Youtube	  [16],	  a	  worldwide	  well-­‐known	  web	  2.0	  streaming	  applications,	   is	   preparing	   to	   use	   P2P	   computing	   in	   order	   to	   improve	   its	  download	   rate	   while	   reducing	   transmission	   costs	   (especially	   interesting	   in	  current	   financial	   crisis	   time).	   Thus,	   Peer-­‐to-­‐peer/overlay	   streaming	  prototypes	  and	  their	   implementation	  are	  especially	   interesting	  for	  the	  evolution	  of	  current	  Internet	  to	  the	  Future	  Media	  Internet.	  	  	  Nowadays,	   P2P	   supposes	   a	   major	   part	   of	   current	   Internet	   traffic	   (50%	   of	  Internet	  traffic	   in	  2008	  was	  consumed	  by	  P2P	  file-­‐sharing	  applications	  [17][1])	  and	   keeps	   growing	   fast.	   In	   addition,	   regarding	   to	   high-­‐consuming	   P2P	   video	  applications,	   statistics	   in	   one	   of	   the	   biggest	   Chinese	   Internet	   Service	  Providers	  (ISP)	  show	  that	  PPLive	  accounts	  10%	  of	  the	  total	  Internet	  backbone	  traffic,	  even	  more	   than	   file-­‐sharing	   (Bittorrent	   [18]	   represents	   the	  8%	  of	   the	   traffic).	   Some	  studies	  [19]	  manifest	  that	  streaming	  is	  taking	  over	  P2P	  users	  for	  video	  content.	  Thus,	   video	   and	   peer-­‐to-­‐peer	   contents	   are	   both	   rapidly	   increasing	   Internet	  bandwidth	  demands.	  Recent	  reports	  predict	  an	  “exaflood”	  [20]	  from	  advances	  in	  video	  over	  the	  Internet,	  rich	  media	  content,	  and	  User	  Generated	  Content	  (UGC).	  Moreover,	   it	   is	   expected	   that	   by	  2013,	   the	   sum	  of	   all	   forms	  of	   video	   (TV,	  VoD,	  Internet	  video,	  and	  P2P)	  will	   exceed	  90%	  of	  global	   consumer	   IP	   traffic.	   In	   that	  sense,	   new	   systems	   and	   studies	   to	   optimize	   future	   P2P	   and	   video	   traffic	   may	  have	  a	  very	  high	   impact	  on	   the	   future	  of	   the	   Internet.	  However,	   for	   the	  Future	  Internet	   we	   can	   propose	   different	   types	   of	   mechanisms	   for	   facilitating	   the	  distribution	  of	  media.	  One	  approach	  is	  to	  create	  specific	  overlays,	  for	  instance	  for	  sending	  media	  contents,	  similar	  to	  the	  over-­‐the-­‐top	  	  (OTT)	  current	  solutions.	  In	  this	   PhD.	   Thesis	   we	   also	   propose	   other	   more	   disruptive	   solutions	   based	   on	  services	   to	  provide	  more	   clean	   solutions	   to,	  not	  only	  video	   streaming,	  but	  also	  known	   limitations	   of	   the	   current	   Internet.	   As	  we	  will	   see,	   previous	   knowledge	  and	  existing	  functions	  will	  be	  reused	  and	  reorganized	  to	  give	  solution	  to	  them.	  In	  section	  7.5	  and,	  specially,	  in	  Chapter	  8	  more	  details	  are	  given.	  	  In	   the	   field	   of	   video	   transmission,	   live	   streaming	   introduces	   new	   challenging	  problems	  different	  to	  ordinary	  file	  sharing.	  In	  general,	  media	  streaming	  solutions	  have	   different	   features	   that	   determine	   the	   operation	   of	   the	   applications.	   For	  example,	  the	  large	  volume	  of	  media	  data	  along	  with	  stringent	  timing	  constraints,	  the	  dynamic	  and	  heterogeneous	  nature	  of	  P2P	  networks	  and	  the	  unpredictable	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behaviour	  of	  peers.	  These	  effects	  can	  degrade	  the	  Quality	  of	  Experience	  of	  a	  user	  and,	  sometimes,	  makes	  the	  user	  to	  leave	  the	  platform.	  	  	  There	   are	   several	   issues	   in	  multimedia	  P2P	   streaming	   that	  must	   be	   taken	   into	  consideration	   when	   facing	   these	   kinds	   of	   applications.	   Some	   of	   them	   are	   the	  following	  ones:	  managing	  peer	  dynamicity	  (churn),	  peer	  heterogeneity,	  efficient	  overlay	  network	  construction,	  selection	  of	  the	  best	  peers,	  monitoring	  of	  network	  conditions,	   incentives	   for	   participating	   peers	   and	   appropriate	   video	   coding	  schemes.	  	  The	  nature	  of	  multimedia	   content	  makes	   it	   highly	   sensible	   to	   the	   transmission	  over	   networks	   offering	   nonguaranteed	   transmission.	   Therefore,	   a	   reliable	  multimedia	  transmission	  system	  must	  involve	  a	  reliable	  video	  coding	  scheme.	  Its	  use	   is	  more	   than	  essential.	  Such	  a	  scheme	  must	  be	   flexible	  enough	   to	  meet	   the	  P2P	  network	  dynamics	  and	  its	  heterogeneity.	  	  	  According	   to	   this,	   P2P	   streaming	   applications	   should	  be	   able	   to	  deal	  well	  with	  heterogeneity	  in	  order	  to	  properly	  work	  in	  different	  types	  of	  networks,	  support	  different	   devices	   and	   adapt	  well	   to	   high	   dynamic	   environments.	   In	   addition	   it	  must	   be	   able	   to	   self-­‐adapt	   in	   presence	   of	   losses	   or	  when	   context	   changes	   (for	  instance	  when	  a	  user	  who	  is	  watching	  a	  TV	  film	  in	  its	  desktop	  computer	  wants	  to	  continue	  watching	   it	   in	   its	  mobile,	   this	   is	  known	  as	   session	  mobility).	  To	   solve	  that,	  this	  thesis	  considers	  coding	  schemes.	  Concretely,	  it	  describes	  the	  two	  major	  techniques	   for	   video	   coding	   in	   this	   type	   of	   P2P	   environments	   for	   distributing	  media	   contents:	  Multiple	  Description	  Coding	   (MDC)	   and	  Scalable	  Video	  Coding	  (SVC),	  also	  known	  as	  Layered	  Coding	  (LC).	  	  	  MDC	  and	  SVC	  are	  useful	  in	  the	  case	  of	  varying	  bandwidth	  and	  losses	  or	  erasures	  due	   to	   congestion	   (e.g.	   Internet)	   and	   unrecoverable	   errors	   (such	   as	   wireless	  channels).	  SVC	  provides	  a	  scalable	  representation	  that	  enhances	  rate	  control	  but	  it	  is	  sensitive	  to	  transmission	  losses.	  On	  the	  other	  hand,	  MDC	  provides	  increased	  resilience	   to	   packet	   losses	   by	   creating	   multiple	   streams	   that	   can	   be	   decoded	  independently.	  	  	  Their	   features	   are	   of	   special	   interest,	   specially	   focusing	   on	   the	   provisioning	   of	  media	   resources	  with	   different	   requirements	   among	   heterogeneous	   peers	   and	  networks,	  including	  future	  next	  HD	  content	  or	  3DTV.	  	  P2P	   media	   streaming	   architectures	   are	   presented	   as	   solutions	   deployed	   as	  overlays	   over	   the	   current	   IP	   network	   in	   order	   to	   enable	   ALM.	   P2P	   technology	  proposes	   very	   interesting	   solutions	   in	   order	   to	   obtain	   scalable,	   robust	   and	  distributed	  systems.	  	  However,	  nowadays,	  video	  contents	  are	  being	  demanded	  anywhere	  and	  anytime.	  This	  PhD	  also	  considers	  emerging	  and	  challenging	  communication	  environments	  like	  VANETs.	  The	  challenge	  of	  video	  streaming	  over	  VANET	  can	  be	   interpreted	  by	   the	  high	  channel	  errors	  of	   the	  vehicles	   in	  urban	   traffic	   conditions.	  The	  high	  packet	  loss	  and	  limited	  communication	  range	  of	  the	  vehicles	  incur	  frequent	  link	  disconnection	   and	   uneven	   network	   partition.	   Many	   of	   these	   effects	   has	   been	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studied	   also	   in	   P2P	   networks,	   thus,	   both	   environments	   are	   suitable	   for	   the	  exploration	  and	  proposal	  of	  robust	  and	  scalable	  streaming	  mechanisms.	  	  Media	  streaming	  applications	  can	  be	  classified	  according	  to	  the	  delay	  tolerance	  just	   as	   shown	   in	   [21].	  Real-­‐time	  applications	  need	   to	  have	   low	  delay	   tolerance	  because	   of	   the	   interaction	   between	   the	   end-­‐to-­‐end	   users	   (no	   longer	   than	   a	  150ms	   is	   accepted	   [22])	   in	   order	   to	   achieve	   fluid	   interactivity.	   However,	   live	  broadcast	   applications	   typically	   have	   no	   interactivity	   requirements	   and,	  consequently,	   longer	   delays	   are	   tolerated,	   commonly	   up	   to	   30	   seconds.	   This	  delay	   cannot	  be	  detected	  without	   interactivity	  or	  without	   a	   reference	  point.	   In	  the	  end,	  on-­‐demand	  media	  applications	  present	  greater	  delay	  tolerance	  because	  the	   existent	   interactivity	   is	   limited	   to	   change	   the	   channel	   or	   due	   to	   VCR-­‐like	  control.	  	  	  Video	   streaming	   has	   the	   following	   main	   constraints:	   scalability,	   bandwidth	  constraint,	  real-­‐time	  constraint	  and	  QoS.	  These	  characteristics	  combined	  yield	  a	  unique	   application	   scenario	   that	   differs	   from	   other	   typical	   peer-­‐to-­‐peer	  applications,	  including	  on-­‐demand	  streaming,	  audio/video	  conferencing,	  and	  file	  download	  (see	  Table	  4-­‐1).	  	  
Table	  4-­‐1	  A	  Taxonomy	  of	  Peer-­‐to-­‐Peer	  Applications	  	  
Category	   Bandwidth-­‐sensitive	   Delay-­‐sensitive	   Scale	  
File	  download	   No	   No	   Large	  
On-­‐demand	  streaming	   Yes	   Yes	   Large	  
Audio/video	  conferencing	   Yes	  /	  No	   Yes	   Small	  
Live	  broadcast	   Yes	   Yes	   Large	  	  The	   key	   problem	   in	   a	   peer-­‐to-­‐peer	   video	   broadcast	   system	   consists	   on	  organizing	  the	  peers	  into	  an	  overlay	  for	  disseminating	  a	  video	  stream.	  The	  main	  criteria	   to	   be	   considered	   regarding	   to	   overlay	   construction	   and	   maintenance	  operations	  can	  be	  found	  in	  the	  following	  list:	  	  
•  Overlay	   efficiency:	   The	   construction	   of	   the	   overlay	   network	   must	   be	  efficient,	   because	   the	   streaming	  video	   requires	  high	  bandwidth	  and	   low	  latencies.	  However,	  if	  these	  applications	  are	  not	  interactive	  then,	  a	  start-­‐up	  delay	  can	  be	  tolerated.	  	  
•  Scalability	  and	  Load	  Balancing:	  The	  overlay	  must	  be	  scalable	  in	  order	  to	  support	  a	  large	  amount	  of	  receptors,	  and	  the	  associated	  overhead	  must	  be	  reasonable	  at	  theses	  large	  scales.	  	  
•  Self-­‐organization:	  The	  overlay	  must	  be	  built	  in	  a	  distributed	  manner	  and	  it	   also	  must	  be	   robust	   enough	   to	   support	  dynamic	   changes	  of	   the	  peers	  which	  take	  part	  in	  the	  overlay.	  Moreover,	  the	  overlay	  should	  continuously	  adapt	   to	   changes	   in	   the	   network,	   such	   as	   bandwidth	   and	   latency	  variances.	   The	   system	   should	   be	   self-­‐improving,	   that	   is,	   the	   overlay	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should	   evolve	   towards	   a	   better	   structure	   as	  more	   information	   becomes	  available.	  	  
•  Bandwidth	   constraints:	   	   The	   system	   depends	   on	   the	   bandwidth	  contribution	   of	   the	   present	   peers	   so,	   it	   is	   important	   to	   assure	   that	   the	  total	  contribution	  of	   the	  bandwidth	  of	  a	  user	  must	  not	  exceed	   its	  access	  bandwidth	  capacity.	  	  
•  Other	  system	  considerations:	  Selection	  of	  a	  suitable	  transport	  protocol	  that	   allows	   overcoming	   connectivity	   restrictions,	   such	   as	   NAT	   and	  firewalling	  traversal.	  	  Other	   issues	   to	   consider	   implementing	   a	   real	   P2P	   live	   streaming	   are	   the	  connectivity	  between	  peers	  and	  the	  transport	  protocols.	  Further	  information	  can	  be	  found	  in	  [23].	  	  	  
4.1 Types	  of	  Overlay	  	  This	   section	   describes	   the	  most	   common	   types	   of	   overlays	   introduced	   by	   P2P	  streaming	  systems:	  tree-­‐based	  and	  mesh-­‐based.	  These	  overlays	  allow	  to	  provide	  Application	   Layer	   Multicast	   (ALM),	   as	   native	   multicast	   technology	   can	   not	   be	  deployed	   in	   all	   the	   Internet.	   These	   techniques	   can	  be	   applied	  Over-­‐The-­‐Top	  of	  current	  Internet	  architecture	  (OTT).	  	  
	  Figure	  4.1	  shows	  a	  taxonomy	  of	  different	  types	  of	  ALM	  and	  gives	  some	  examples	  of	  well-­‐known	  applications	  using	  them.	  	  	  	  
	  
Figure	  4.1	  Taxonomy	  of	  ALM	  





Figure	  4.2	  Multicast	  taxonomy	  In	  literature,	  P2P	  systems	  can	  also	  be	  classified	  into	  structured	  and	  unstructured	  [24].	   This	   classification	   is	   more	   general	   and	   it	   has	   relation	   to	   the	   way	   they	  organize	   query	   handling.	   Unstructured	   P2P	   systems	   allow	   nodes	   to	   join	   and	  leave	   freely	   and	   connect	   and	   participating	   nodes	   ad	   hoc	   into	   random	   graph.	  	  NARADA	   [25]	   and	   NICE	   [26]	   are	   two	   examples.	   Structured	   P2P	   systems	   are	  designed	  with	  the	  aim	  of	   improving	  the	  efficiency	  of	  data	  discovery,	  maintain	  a	  logical	   node	   structure	   and	   impose	   constraints	   on	   the	   node	   structure	   and	   data	  placement	  to	  ensure	  effective	  data	  discovery.	  CAN	  [27],	  Chord	  [28],	  Pastry	  [29]	  and	  Tapestry	   [30]	  are	  some	  examples.	  Figure	  4.2	  depicts	  a	  multicast	   taxonomy	  where	  it	  is	  possible	  to	  see	  ALM	  classified	  in	  structured	  and	  unstructured.	  
4.1.1 Tree-­‐based	  Overlay	  	  In	   tree-­‐based	   systems	   [31]	   the	  overlay	   is	  hierarchically	  organized.	  Data	   is	   sent	  from	  the	  source	  node	  to	  the	  rest	  of	  nodes	  of	  the	  tree.	  This	  approach	  is	  known	  as	  source-­‐driven.	  The	  technique	  used	  to	  send	  data	  all	  along	  the	  tree	  is	  push-­‐based,	  that	  is,	  when	  a	  node	  receives	  a	  data	  packet,	  it	  forwards	  the	  packet	  to	  each	  of	  its	  children.	  	  There	  are	  several	  requirements	  for	  tree-­‐based	  systems.	  It	  is	  desirable	  the	  system	  to	  build	  an	  efficient	  tree	  that	  matches	  the	  underlying	  network,	  and	  also	  it	  should	  provide	  a	  swallowed	  and	  optimal	  tree.	  That	  tree	  must	  be	  maintainable,	  that	  is,	  if	  a	  node	  leaves	  or	  crashes,	  all	  the	  branches	  of	  this	  node	  will	  stop	  receiving	  packets,	  in	  order	  to	  repair	  the	  tree.	  Thus,	  a	  shallow	  tree	  is	  beneficial.	  	  	  Finally,	  cycles	  are	  not	  allowed	  in	  a	  tree-­‐based	  overlay	  structure.	  Moreover,	   this	  approach	  has	  an	  important	  weak	  point:	  the	  failure	  of	  nodes,	  especially	  when	  the	  node	  is	  on	  the	  top	  of	  the	  tree.	  The	  reason	  is	  that	  this	  “upper-­‐level”	  node	  failure	  may	   interrupt	   data	   delivery	   to	   an	   important	   part	   of	   the	   tree,	   momentarily	  dropping	   the	   overall	   performance.	   A	   shallow	   tree	  minimizes	   this	   problem,	   but	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also	   decreases	   the	   upload	   rate,	   since	   most	   of	   nodes	   are	   leafs	   and	   the	   upload	  bandwidth	  of	  leafs	  is	  not	  used.	  
4.1.2 Mesh-­‐based	  Overlay	  	  The	  construction	  of	  mesh-­‐based	  overlays	  is	  an	  unstructured	  approach	  where	  any	  explicit	   data	   delivery	   structure	   is	   constructed	   or	   maintained.	   Normally,	   this	  mesh-­‐based	  overlay	  uses	  a	  data-­‐driven	  approach	  for	  exchanging	  data.	  	  Data-­‐driven	  approach	   is	  guided	  by	  data	  availability,	  which	   is	  used	   to	   route	   the	  data	   in	   the	   overlay.	  With	   pull-­‐based	   techniques	   (such	   as	   CoolStreaming	   [32]),	  each	  node	  keeps	  a	  set	  of	  neighbour	  peers	  (partners)	  and	  periodically	  exchanges	  its	  data	  availability.	  Later,	  one	  node	  may	  retrieve	  unavailable	  data	   from	  one	  or	  more	  partners	  and,	  at	  the	  same	  time,	  will	  supply	  its	  available	  data	  to	  its	  partners.	  Another	   technique	   that	   can	   be	   used	   is	   the	   push-­‐pull	   based	   approach,	   such	   as	  GridMedia	  [33],	  where	  each	  node	  is	  autonomous	  and	  pushes	  data	  to	  its	  partners	  without	  the	  pull	  request.	  The	  push	  is	  performed	  on	  time-­‐based	  prediction,	  but	  a	  wrong	  prediction	  leads	  under	  flow	  or	  duplication	  issues.	  	  This	  approach	  is	  robust	  to	  failures,	  because	  available	  data	  is	  redundant	  (kept	  in	  several	  partners),	   and	   the	  departure	  of	   a	  node	  simply	   implies	   that	   its	  partners	  will	   use	   other	   nodes	   to	   receive	   segments	   of	   data	   (local	   impact	   only).	   The	  potential	  bandwidth	  of	  partners	  can	  be	  totally	  used	  for	  exchanging	  data	  between	  partners.	   In	   mesh-­‐based	   applications,	   the	   scheduling	   algorithm	   is	   a	   key	  component,	  which	  must	  schedule	  the	  segments	  that	  are	  going	  to	  be	  downloaded	  from	   various	   partners	   to	   meet	   playback	   deadlines.	   It	   is	   the	   brain	   or	   core	  component	  of	  the	  system.	  	  Then,	   an	   interesting	   question	   is:	   “Is	   there	   a	   future	   for	   mesh-­‐based	   live	   video	  streaming?”	   The	   positive	   answer	   to	   this	   question	   is	   found	   in	   [34]	   where	   the	  authors	   conclude	   that	   mesh-­‐based	   systems	   can	   achieve	   near-­‐optimal	   rates	   in	  practice	  with	  negligible	  chunk	  misses	   (1%)	  at	  90%	  maximum	  stream	  rate,	  and	  comparable	   or	   better	   rate	   than	   other	   tree-­‐based	   systems	   (AQCS	   [35],	  GridMedia).	  	  Also,	  mesh-­‐based	  overlay	   is	  still	  an	  attractive	  choice	   thanks	   to	   the	  high	  rates	   it	  offers.	   It	   follows	   a	   simple	   unstructured	   overlay	   compared	   with	   difficult	   to	  maintain	   tree-­‐like	   structures.	   It	   is	   scalable	   as	   delays	   grow	   slowly	  with	   overlay	  size	   and	   has	   chunk-­‐tolerance.	   But	   the	   main	   disadvantage	   in	   comparison	   with	  tree-­‐based	  is	  that	  the	  delay	  remains	  higher	  than	  some	  tree-­‐based	  systems.	  	  	  During	   the	   execution	   of	   this	   thesis	   several	   contributions	   have	   been	  made	   to	   a	  P2P	   delivery	   system	   named	   CoolRuc	   [36][23],	   which	   constructs	   a	  mesh-­‐based	  overlay	  inspired	  by	  CoolStreaming.	  
4.2 Content–aware	  P2P	  networks	  	  Among	  the	  recent	  works	  appeared	  in	  the	  content-­‐aware	  P2P	  networks,	  we	  could	  remark	  the	  following	  outstanding	  approaches.	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  Active	   Networks	   [2]	   can	   be	   viewed	   as	   a	   proposal	   where	   data	   packets	   contain	  code	   fragments	   with	   specific	   processing	   logic	   for	   handling	   the	   packet	   itself.	  Although	  Active	  Networks	  paradigm	   introduces	   a	  powerful	  proposal,	   there	   are	  several	   drawbacks	   that	   have	   hindered	   their	   acceptance	   and	   deployment.	   The	  main	  concern	  is	  security,	  as	  there	  can	  be	  active	  routers	  running	  malicious	  code	  hidden	  in	  active	  packets.	  The	  other	  primary	  concern	  the	  control	  of	  the	  network.	  Network	  operators	  want	  to	  have	  full	  control	  over	  their	  network	  and	  resources.	  Next,	  we	  make	  an	  overview	  of	  other	  content-­‐aware	  networks.	  	  	  In	   DONA	   (Data-­‐Oriented	  Network	   Architecture	   [37])	   users	   can	   request	   named	  data	  from	  the	  network	  by	  using	  the	  FIND	  primitive,	  while	  content	  providers	  can	  publish	  a	  data	  object,	  which	  will	  be	  served	  to	  the	  users	  by	  using	  the	  REGISTER	  primitive.	  To	   support	   these	   two	  primitives,	  DONA	   introduces	   specific	   elements	  called	   Resolution	   Handlers	   (RH),	   which	   forward	   content	   to	   the	   users	   as	   an	  overlay.	  	  	  Siena	   (Scalable	   Internet	   Event	   Notification	   Architectures	   [38])	   proposes	   a	  generic	   scalable	   publish/subscribe	   event-­‐notification	   service	   similar	   to	   DONA.	  Siena	   specifies	   a	   general	   model	   of	   content-­‐based	   addressing	   and	   routing	   to	  maximize	  both	  expressiveness	  and	  scalability.	  	  	  PARC	   [39]	   started	   a	   research	   program	   named	   Assurable	   Global	   Networks	  (AGNs),	  where	  they	  focus	  on	  the	  point-­‐to-­‐multiparty	  or	  multiparty-­‐to-­‐multiparty	  information	  delivery	   instead	   of	   traditional	   point-­‐to-­‐point	   communications.	   The	  main	  feature	  of	  AGNs	  is	  that	  the	  security	  will	  reside	  in	  the	  data	  itself,	  not	  in	  the	  network	  as	  in	  today	  pattched	  Internet.	  Thus,	  the	  network	  only	  concerns	  how	  to	  distribute	   the	   data	   and	   the	   publishers	   control	   the	   security	   of	   the	   data.	  Consequently,	   the	   network	   will	   be	   a	   huge	   storage	   facility	   of	   authenticated	  content.	  	  	  OpenCDN	   [40]	   constructs	   an	   application	   layer	   tree	   using	   relay	   nodes	   that	  distribute	   multimedia	   contents.	   To	   coordinate	   relay	   nodes,	   OpenCDN	   collects	  client-­‐related	  information	  from	  relay	  nodes	  and	  decides	  the	  best	  relay	  node	  for	  a	  newly	  joining	  client	  applying	  specific	  algorithms.	  	  	  Slightly	   different	   to	  OpenCDN,	  Oscar	   [41]	   collects	   sampling	   information	   of	   key	  distribution	   during	   the	   P2P	   overlay	   construction	   and	   uses	   that	   information	   to	  choose	  routes	  based	  on	  small-­‐world	  graphs.	  	  	  COCONET	   [42]	   aims	   to	   utilize	   semantic	   data	   tagging	   to	   provide	   content	   level	  information	  that	  will	  be	  used	  by	  the	  network	  for	  data	  stream	  forwarding.	  	  	  Lastly,	   Akamai's	   EdgePlatform	   [43]	   is	   a	   network	   of	   more	   than	   40,000	   secure	  servers	  with	  proprietary	  software,	  aiming	  to	  optimize	  routes	  and	  replicate	  data	  dynamically	   to	   deliver	   content	   and	   applications	   more	   quickly,	   reliably,	   and	  securely.	   Akamai‘s	   approach	   is	   to	   eliminate	   long	   routes,	   by	   replicating	   and	  delivering	  content	  and	  applications	  from	  servers	  close	  to	  end	  users.	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4.3 Advanced	   Media	   Coding	   Techniques	   for	   the	   Future	  
Internet	  	  During	  this	  PhD.	  Thesis	  we	  studied	  different	  video	  coding	  techniques	  to	  prepare	  the	  data	  to	  be	  transmitted	  over	  the	  network	  in	  order	  to	  face	  the	  effect	  of	  losses,	  dynamicity	   of	   the	   nodes,	   dynamic	   context	   conditions	   and	   network/device	  heterogeneity.	   We	   mainly	   considered	   coding	   techniques	   for	   distributing	   HQ	  contents	  over	  the	  Future	  Internet.	  These	  coding	  techniques	  could	  be	  represented	  as	  specific	  functional	  components	  (called	  services)	  that	  could	  be	  implemented	  by	  specific	  nodes	   in	  a	  network	  using	  the	  Service-­‐Oriented	  Architecture	   introduced	  in	  (Chapter	  7).	  Then,	  thanks	  to	  the	  mechanisms	  described	  in	  section	  7.3	  and	  7.4	  they	  will	  be	  used	  to	  provide	  adapted	  communications	   in	  a	   transparent	  manner	  for	  the	  end	  users,	  as	  they	  could	  be	  discovered	  and	  invoked	  as	  required	  although	  the	   requester	   node	   or	   provider	   node	   does	   not	   implement	   them	   but	   a	   node	  between	  them	  or	  “in-­‐side”	  the	  network.	  	  There	  are	  basically	  two	  techniques	  that	  currently	  are	  being	  studied	  to	  be	  applied	  to	  a	  P2P	  system	  able	  to	  achieve	  our	  goals	  in	  terms	  of	  scalability	  and	  robustness:	  Source	  Coding	   (SC)	  and	  Network	  Coding	   (NC).	  Well	  known	  examples	  of	   source	  coding	  techniques	  are	  Multiple	  Description	  Coding	  (MDC),	  Scalable	  Video	  Coding	  (SVC)	   and	   Multiview	   Video	   Coding	   (MVC).	   In	   general,	   P2P	   systems	   have	   well	  known	   advantages	   in	   terms	   of	   scalability,	   robustness	   and	   fault-­‐tolerance.	  However,	   if	   all	   users	   receive	   and	   serve	   data,	   the	   probability	   that	   one	   stream	  breaks	   is	   higher	   because	   of	   the	   replication	   rate	   of	   the	   video	   streams.	  Furthermore,	   the	   connectivity	   to	   the	   network	   and	   the	   different	   paths	   used	   is	  strongly	  variable.	  MDC,	  SVC	  and	  NC	  are	  coding	  techniques	  that	  can	  be	  applied	  in	  media	  streaming	  for	  situations	  where	  the	  quality	  and	  availability	  of	  connections	  vary	  over	  time.	  	  
4.3.1 Source	  Coding	  	  This	  section	  introduces	  the	  following	  main	  source	  coding	  techniques:	  MDC,	  SVC	  and	  MVC.	  
4.3.1.1 Multiple	  Description	  Coding	  (MDC)	  and	  Scalable	  Video	  Coding	  (SVC)	  	  MDC	   [44]	   is	   a	   source	   coding	   technique,	   which	   encodes	   a	   signal	   (audio/video)	  into	   a	   number	   of	   N	   different	   sub-­‐bitstreams	   (where	   N	   ≥2).	   Each	   bitstream	   is	  called	   descriptor	   (or	   description),	   as	   shown	   in	   Figure	   4.3	   a.	   The	   descriptors,	  which	   are	   all	   independently	  decodable,	   are	  meant	   to	  be	   sent	   through	  different	  network	  paths	   in	  order	  to	  reach	  a	  destination.	  The	  receiver	  can	  play	  the	  media	  when	  any	  of	  the	  descriptors	  is	  received.	  	  




Figure	  4.3	  a)	  MDC	  and,	  b)	  SVC	  main	  architecture	  blocks	  	  The	   quality	   of	   the	   reproduced	   media	   is	   proportional	   to	   the	   number	   of	  descriptors	   received;	   that	   is,	   the	  more	   descriptors	   are	   received,	   the	   better	   the	  reconstruction	  quality	  is.	  Since	  an	  arbitrary	  subset	  of	  descriptors	  can	  be	  used	  to	  decode	   the	   original	   stream,	   network	   congestion	   or	   packet	   loss,	   which	   are	  common	   in	   best-­‐effort	   networks	   such	   as	   the	   Internet,	   will	   not	   interrupt	   the	  playback	   of	   the	   stream	   (continuity)	   but	   will	   only	   cause	   a	   (temporary)	   loss	   of	  quality.	   SVC	   [45][46][47],	   also	   called	   Layered	   Coding	   (LC),	   adapts	   the	   video	  information	  to	  the	  network	  constrains	  splitting	  the	   images	   into	  different	   layers	  (similar	   to	  MDC).	   These	   layers	   represent	   the	   quality	   of	   the	   image,	   so	   from	   the	  base	   layer	   each	   successive	   layer	   improves	   the	   image	   quality,	   getting	   the	   full	  picture	   quality	   with	   the	   total	   amount	   of	   layers	   used	   (see	   Figure	   4.3	   b).	  Specifically,	   SVC	   is	   the	   name	   given	   to	   an	   extension	   of	   the	   H.264/MPEG-­‐4	   AVC	  video	  compression	  standard.	  It	  must	  be	  noticed	  that	  the	  main	  difference	  between	  MDC	  and	  SVC	  is	  that	  MDC	  creates	   independent	  descriptors	  (can	  be	  balanced	  or	  unbalanced)	  while	   SVC	   creates	  dependent	  descriptors	   (unbalanced).	  According	  to	  SVC,	  we	  can	  apply	  different	  techniques	  to	  make	  the	  video	  data	  scalable,	  in	  the	  same	   way	   as	   MDC.	   Currently,	   real-­‐time	   coding	   using	   SVC	   technique	   is	   still	   a	  challenge	  due	  to	  the	  high	  computational	  requirements	  (to	  date,	  there	  is	  no	  SVC	  real	   time	   software	   encoder,	   just	   there	   are	   few	   real-­‐time	   hardware	   encoders	  below	   HD	   resolution),	   which	   supposes	   an	   important	   limitation	   at	  implementation	  stage.	  
4.3.1.2 Multiview	  Video	  Coding	  (MVC)	  	  MVC	   [48]	   has	   recently	   attracted	   a	   lot	   of	   research.	   Compressing	   multi-­‐view	  sequences	   independently	   is	   not	   efficient	   since	   the	   redundancy	   between	   the	  closer	  cameras	  is	  not	  exploited.	  MPEG	  and	  VCEG	  groups	  jointly	  created	  an	  ad-­‐hoc	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group	  3DAV	  [50],	  which	  received	  several	  contributions	  for	  Multi-­‐View	  coding.	  A	  good	  review	  on	   the	  proposed	  algorithms	  can	  be	   found	   in	   [49].	  As	  an	  output	  of	  this	   work,	   Multi-­‐View	   Video	   Coding	   (MVC)	   is	   generated	   as	   an	   amendment	   to	  H.264/AVC,	   exploiting	   temporal	   and	   inter-­‐view	   redundancy	   by	   interleaving	  camera	  views	  and	  coding	  in	  a	  hierarchical	  manner.	  The	  multi-­‐view	  video	  codec	  based	  on	  H.264/AVC	  exploiting	  the	  correlation	  between	  cameras	  in	  a	  backward	  compatible	  way	  is	  proposed	  in	  [51].	  Several	  prediction	  structures	  are	  proposed	  with	  the	  signalling	  in	  the	  bitstream.	  Codec	  is	  based	  on	  baseline	  profile	  and	  using	  only	  P	  pictures.	  It	  showed	  superior	  performance	  for	  dense	  cameras.	  First	  version	  of	   MVC	   extension	   of	   H.264/AVC	   was	   released	   in	   and	   can	   be	   used	   for	   some	  applications	   such	   as	   real	   time	   video	   communication.	   	   MVC	   is	   one	   of	   the	   first	  standards	  towards	  formal	  3D	  encoding.	  
4.3.2 Network	  Coding	  (NC)	  	  Information	   theory	   answers	   some	   of	   the	   fundamental	   questions	   in	  communications:	   the	   ultimate	   data	   compression	   limit	   and	   the	   ultimate	  transmission	  rate.	  One	  of	  the	  most	  recent	  research	  topics	  in	  this	  area	  is	  network	  coding,	   originally	   proposed	   by	   R.W.Yeung	   and	   Z.Zhang	   in	   1999	   [125],	   as	   an	  alternative	  to	  routing.	  	  Network	   coding	   [52]	   is	   a	   mechanism	   proposed	   to	   improve	   the	   throughput	  utilization	  and,	  thus,	  overall	  network	  capacity,	  of	  a	  given	  network	  topology.	  The	  principle	   behind	   network	   coding	   is	   to	   allow	   intermediate	   nodes	   to	   encode	  packets.	  Compared	  to	  other	  traditional	  approaches	  (e.g.	  building	  multicast	  trees),	  NC	   makes	   optimal	   use	   of	   the	   available	   network	   resources.	   Each	   time	   a	   client	  needs	  to	  send	  a	  packet	  to	  another	  client,	  the	  source	  client	  generates	  and	  sends	  a	  linear	   combination	   of	   all	   the	   information	   available	   to	   it.	   After	   that,	   a	   client	  receives	   enough	   linearly	   independent	   combinations	   of	   packets	   and	   it	   can	  reconstruct	   the	   original	   information.	   In	   [53],	   the	   use	   of	   NC	   to	   minimize	   the	  maximal	   transmission	  delay	  during	  a	  multicast	   session,	  while	  maintaining	  high	  throughput	  at	  the	  same	  time,	  is	  proposed.	  	  	  Figure	   4.4	   shows	   an	   example	   where	   using	   NC	   is	   also	   possible	   to	   reduce	   the	  number	  of	  hops	  and,	  therefore,	  the	  delay	  in	  the	  provided	  topology.	  In	  addition,	  a	  benefit	  of	  adopting	  network	  coding	  is	  that	  no	  routing	  algorithms	  are	  required.	  In	  fact,	  it	  is	  an	  alternative	  to	  routing.	  	  In	  [52][53],	  authors	  introduce	  the	  two	  main	  benefits	  of	  this	  approach:	  potential	  throughput	   improvements	   and	   a	   high	   degree	   of	   robustness.	   Robustness	  translates	   into	   loss	   resilience	   and	   facilitates	   the	   design	   of	   simple	   distributed	  algorithms	   that	   perform	   well,	   even	   if	   decisions	   are	   based	   only	   on	   partial	  information.	  	  	  New	  coding	  advances	  at	   the	  application	   level	  will	   strongly	   influence	   the	  design	  and	   evolution	   of	   future	   algorithms	   for	   communication	   systems	   [126].	   Specific	  new	  families	  of	  codes	  are	  Digital	  Fountain	  codes	  and	  Network	  Coding.	  These	  are	  already	   influencing	   the	   next	   generation	   of	   algorithms	   for	   peer-­‐to-­‐peer	   content	  distribution.	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  This	   approach	   has	   been	   applied	   in	   real	   systems	   for	   Linux	   distributions	  downloading	   and	   for	   videostreaming	   software	   like	   Avalanche	   [127][128].	  However,	   it	   would	   be	   necessary	   to	   deploy	   physical	   devices	   in	   the	   network	   to	  support	  this	  functionality	  in	  an	  efficient	  manner.	  Due	  to	  operational	  costs,	  this	  is	  not	   an	   easy	   task	   to	   carry	   out	   in	   a	   short/mid-­‐term	   period.	   In	   addition,	   this	  technology	  is	  still	  in	  its	  infancy.	  
	  
Figure	  4.4	  Minimizing	  delay	  with	  Network	  Coding	  	  
4.4 QoS	  Provisioning	  and	  Video	  Adaptation	  	  Interactions	  across	  different	  TCP/IP	  layers	  and	  also	  among	  a	  number	  of	  entities	  along	  the	  content	  or	  service	  delivery	  chain	  are	  required	  to	  provide	  services	  with	  QoS	  implies.	  To	  achieve	  an	  effective	  adaptation	  and	  mapping	  of	  QoS	  parameters	  at	   service,	   application	   and	   network	   levels,	   cross-­‐layer	   interactions	   are	   usually	  needed.	   Moreover,	   in	   order	   to	   measure	   and	   evaluate	   the	   QoS	   of	   a	   system,	   a	  number	   of	   objective	   and	   subjective	   methods	   have	   been	   proposed	   in	   the	  literature.	  Subjective	  quality	  evaluation	  of	  contents	  is	  a	  complicated	  task	  due	  to	  several	  reasons	  such	  as	  required	  computation	  time,	  cost	  and	  human	  perception.	  Subjective	  tests	  need	  a	  large	  number	  of	  tests	  and	  trials	  running	  under	  controlled	  psychometric	   experimental	   conditions,	   to	   obtain	   statistically	  meaningful	   Mean	  Opinion	   Scores	   (MOS),	   which	   allow	   obtaining	   the	   Perceived	   QoS	   (PQoS).	  Obviously,	  this	  is	  not	  an	  appropriate	  solution	  for	  real-­‐time	  audiovisual	  services.	  As	  alternative,	  objective	  measurements	  are	  used	  by	  analyzing	  the	  signals	  in	  both	  compressed	   (e.g.	   MPEG-­‐4/H.264	   compressed	   video)	   and	   non-­‐compressed	   (e.g.	  reconstructed	  RGB	  video)	  formats.	  	  	  As	   can	   be	   seen	   in	   Figure	   4.5,	   from	   the	   end	   users	   perceptual	   experience	   to	   the	  adaptation	  final	  decision,	  a	  series	  of	  partial	  QoS	  can	  be	  identified	  and	  influence	  this	   decision:	   Subjective	   QoS,	   Objective	   QoS,	   Network	   QoS	   (NQoS),	   and	  Adaptation	  QoS	  (AQoS).	  However,	  more	  types	  of	  QoS	  (and	  PQoS)	  may	  be	  defined	  in	  an	  end-­‐to-­‐end	  environment.	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Figure	  4.5	  Types	  of	  QoS	  in	  a	  communications	  systems	  	  In	  a	  layered	  architecture,	  such	  as	  TCP/IP	  used	  in	  the	  current	  Internet,	  each	  layer	  has	  a	  set	  of	  distinct	  mechanisms	  (that	  need	  to	  be	  optimized	  to	  achieve	  the	  best	  possible	   experience)	   and	   related	   metrics	   to	   quantify	   the	   behavior	   of	   its	  functionality.	   Table	   4-­‐2	   shows	   examples	   of	   some	   useful	   parameters	   and	  adaptation	  mechanisms	  by	  their	  respective	  layers.	  Parameters	  presented	  in	  this	  table	  include	  both	  tunable	  (dynamic)	  and	  read-­‐only	  (static)	  parameters.	  	  However,	   it	   has	   been	   shown	   that	   adaptation	   techniques	   limited	   to	   adaptation	  within	   a	   single	   layer	   or	   at	   application	   layer	   (only)	   are	   deficient	   in	   providing	  global	  optimal	  configurations	  for	  the	  system.	  In	  contrast,	  cross-­‐layer	  approaches	  have	  been	  extensively	  discussed	  in	  recent	  research	  literature	  for	  its	  viability	  for	  providing	   better	   performance	   than	   traditional	   layered	   architecture.	   Although	  cross-­‐layer	   design	   emerged	   as	   a	   by-­‐product	   of	   recent	   proliferation	   of	  wireless	  networks	   having	   totally	   different	   properties	   from	   wired	   networks,	   it	   offers	  various	   opportunities	   for	   heterogeneous	   environments,	   where	   a	   variety	   of	  application	   types,	   network	   technologies	   and	   terminal	   capabilities	   are	   utilized.	  The	   main	   drawback	   of	   cross	   layer	   approaches	   is	   their	   complexity	   and	   the	  impossibility	  to	  reuse	  them	  to	  solve	  other	  problems	  different	  from	  the	  ones	  they	  were	   designed	   for.	   This	   is	   a	   fundamental	   disadvantage	   that	   clean-­‐slate	  architectures	   for	   the	   Future	   Internet	   want	   to	   solve,	   introducing	   new	   design	  paradigms	   such	   as	   SOA	   to	   provide	   native-­‐cross	   layering	   avoiding	   complexities	  and	   functional	   duplicities.	   In	   this	   PhD.	   Thesis	  we	   proposed	   to	   introduce	   these	  techniques	  to	  allow	  adapted	  media	  streaming	  in	  the	  Future	  Internet.	  See	  section	  8.1	  for	  further	  detail.	  	  A	   comprehensive	   framework	   that	   deals	   with	   content	   delivery	   and	   adaptation	  issues	   is	   MPEG-­‐21	   [54].	   MPEG-­‐21	   describes	   a	   complete	   content	   delivery	   and	  adaptation	  framework.	  Nevertheless,	  only	  relatively	  small	  portions	  of	  the	  whole	  MPEG-­‐21	  framework	  have	  been	  adopted	  by	  industry	  so	  far.	  This	  ultimately	  leads	  to	   the	   question	  whether	  MPEG	   has	   addressed	   the	   requirements	   in	   a	   vital	  way	  and	   what	   needs	   to	   be	   done	   to	   foster	   adoption	   of	   the	  MPEG-­‐21	   concepts	   on	   a	  broader	  scale.	  New	  approaches	  based	  on	  SDP	  signalling	  have	  been	  proposed	  in	  [55][56]	  to	  provide	  the	  required	  adaptation	  in	  the	  network,	  without	  the	  need	  for	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the	  MPEG-­‐21	  signalling	  and	  communication	  overheads.	  During	  this	  PhD.	  Thesis	  research	  stage,	  contributions	  on	  this	  topic	  where	  made	  (see	  [GP7][117]).	  	  
Table	  4-­‐2	  Mechanisms	  and	  parameters	  at	  different	  layers	  [10]	  	  
Layers	   Metrics	   Mechanisms	  (to	  optimize)	  
User	  
Objective	   (e.g.	   PSNR,	   VQM,	  SSIM)	   and	   subjective	   (e.g.	   MOS,	  SAMVIQ)	  quality	  metrics	   User	   priority	   selection,	   control	  access	  
Application	   Rate,	  codec,	  protection	  level	   Transcoding,	   FEC,	   ARQ,	  adaptive	  encoding	  and	  decoding	  
Transport	  
Packet	   loss,	   reception	   window,	  congestion	   window,	  retransmission	  timer	   TCP	   congestion	   control,	   UDP,	  header	  compression	  
Network	   IP	   packet	   size,	   DiffServ	   Code	  Point	   Packetization,	   Traffic	  Engineering,	  DiffServ	  
Link	  
Retransmissions	  attempts,	  error	  rate,	  traffic	  class,	  OFDM	  carriers,	  TDMA	  time	  slot	   MAC	   protocol,	   Radio	   resource	  control,	  FEC,	  ARQ,	  Framing	  
Physical	  
Bit	   Error	   Rate,	   signal	   strength,	  transmission	   power,	   capability	  profile	   Channel	  modulation	  and	  coding	  
Context	  data	  
Battery	   status,	   coding	   profiles,	  location,	   bearers,	   installed	  applications	   Dynamic	   Voltage	   scheduling,	  scheduling,	  trajectory	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Chapter	  5 Future	   Internet	   from	   a	   Service	  
Perspective	  	  The	   number	   and	   diverse	   nature	   of	   Internet	   services	   are	   subject	   to	   a	   speedy	  increase	   these	   days.	   The	   range	   of	   services	   currently	   comprise	   specific	  functionalities	   (e.g.	   a	   printing	   service,	   video/audio	   coding	   function,	  encryption/decryption	  function,	  etc.)	  as	  well	  as	  complex	  services	  (e.g.	  a	  holidays	  booking	  web	  page	  made	  of	  a	  mashup	  of	  different	  web	  services)	  which	  can	  even	  be	  linked	  to	  enrich	  already	  existing	  ones.	  Users	  want	  to	  be	  able	  to	  have	  access	  to	  services	   anytime,	   anywhere	   and	   no	   matter	   how.	   Specially,	   this	   full	   access	   to	  services	  is	  a	  desired	  feature	  in	  the	  growing	  new	  multimedia	  streaming	  systems,	  where	   users	   have	   great	   quality	   of	   experience	   expectations	   and,	   in	   so	   doing,	  introduce	  really	  challenging	  requirements.	  Gaining	  access	  to	  services	  is	  therefore	  becoming	  more	  heterogeneous	  and	  dynamic.	  In	  this	  context,	  an	  efficient	  solution	  to	   guarantee	   optimum	   provision	   for	   these	   services	   is	   capital.	   This	   solution	  should	  take	  into	  consideration	  the	  requirements	  of	  the	  requester	  and	  the	  context	  [104]	   in	  which	   they	   are	   to	   be	   provided.	   Generally	   speaking,	   users	   hardly	   ever	  care	  about	  where	  a	  service	  is	  located.	  Most	  users	  fundamentally	  contempt	  to	  be	  able	   to	   have	   access	   to	   the	   service	   under	   concern	   in	   the	   most	   efficient	   way.	  Internet	  services	  are	  currently	  accessed	  via	  a	  known	  IP	  address	  or	  resolved	  by	  a	  DNS	  service.	  Once	  the	  service	  has	  been	  discovered,	  it	  is	  provided	  in	  a	  best	  effort	  manner	  as	  Internet	  does	  not	  provide	  QoS	  assurance	  mechanisms.	  Consequently,	  it	  is	  Future	  Internet’s	  endeavour	  to	  guarantee	  the	  best	  possible	  user	  experience	  by	  providing	  an	  efficient	  method	  to	  discover	  bespoke	  services	  based	  on	  specific	  requirements	  and	  context	  conditions.	  It	  must	  permit	  to	  provide	  adapted	  services	  to	   guarantee	   the	   best	   possible	   experience	   of	   the	   requester	   when	   asking	   for	   a	  service	  in	  the	  network.	  	  	  Let	   us	   not	   forget	   that	   communications	   depend	   on	   the	   understanding	   of	   the	  involved	   speakers.	   They	   should	   therefore	   first	   of	   all	   agree	   on	   the	   terms	   this	  communication	   is	   to	   be	   carried	   out.	   Service	   provisioning	   rely	   on	   a	  communication	   that	   should	   not	   only	   consider	   technical	   aspects,	   but	   also	   non-­‐technical	  issues	  as	  well,	  as	  the	  decision	  sometimes	  depends	  on	  certain	  subjective	  parameters	   or	   intangibles	   (e.g.	   social,	   economics	   or	   regulatory).	   In	   fact,	   users	  should	  be	  able	  to	  establish	  exactly	  what	  their	  target	  is.	  It	  does	  not	  only	  imply	  to	  select	   a	   final	   service,	   but	   also	   the	   characteristics	   of	   the	   service	   (if	   it	   can	   have	  different	   configurations)	   and,	   even,	   switching	   and	   routing	   processes	   at	   lower	  levels.	  Obviously,	  many	  users	  do	  not	  need	  –may	  not	  want	  or	  may	  even	   ignore-­‐	  this	   service	   granularity	   when	   selecting	   a	   service,	   but	   at	   least	   FI	   architecture	  should	  offer	  the	  possibility	  to	  specify	  it.	  This	  is	  a	  loophole	  that	  FI	  should	  aim	  at	  rectifying.	  	  Multihoming,	   redundancy	  of	   services	  and	   the	  paths	   to	   reach	   them	  are	   relevant	  aspects	   too.	  Requester	  should	  have	  the	  whole	  picture	  about	   the	  services	  which	  are	   available	   in	   the	  network,	   in	   so	  doing	  be	   able	   to	   establish	   comparisons	   and	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therefore	   decide	   which	   turns	   out	   to	   be	   more	   appropriate	   according	   to	   its	  requirements.	  	  We	   believe	   that	   a	   new	   architecture	  model	   should	   be	   network	   and	   technology	  agnostic.	   This	   is	   a	   key	   feature	   for	   a	   better	   interconnection	   of	   heterogeneous	  networks	   and	   devices	   and	   should	   consequently	   be	   understood	   as	   a	   crucial	  consideration	  for	  the	  development	  of	  the	  FI.	  Such	  a	  shift	  is	  required	  in	  order	  to	  deal	   with	   the	   increasing	   network	   heterogeneity,	   including	   a	   wide	   range	   of	  services,	   devices,	   users	   and	   physical	   technologies.	  We	   need	   to	   be	   able	   to	   cope	  with	  different	   conditions	   throughout	   the	  complete	  delivery	  chain,	   and	   thus	   the	  intermediate	  nodes	  must	  be	  aware	  of	   the	  environment	  and	  be	  able	   to	  adapt	   to	  any	   sudden	   change	   in	   the	   network.	   SOA	   presents	   a	   paradigm	   suitable	   for	  deploying	   these	   concepts.	   Relying	   on	   a	   set	   of	   principles	   for	   services	   (loose	  coupling,	   abstraction,	   reusability,	   autonomy,	   statelessness,	   discoverability	   and	  composability),	   architectures	   based	   on	   services	   are	   more	   flexible	   and	   able	   to	  react	   more	   efficiently	   to	   changes	   (context,	   business,	   etc.)	   as	   compared	   to	   the	  classic	  monolithic	  TCP/IP	   stack.	   Such	   flexibility	   and	  adaptive	   capability	  will	   be	  achieved	  by	  means	  of	  context-­‐aware	  service	  composition	  mechanisms.	  	  	  Next,	   Figure	   5.1	   shows	   a	   conceptual	   service-­‐oriented	   architecture,	   highlighting	  the	   service	   composition	   components	   that	   enable	   creating	   adapted	  communications.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
Figure	  5.1	  Conceptual	  architecture	  of	  a	  SOA-­‐based	  architecture	  	  Herein,	  we	  think	  that	  RBA	  and	  SOA	  offer	  complementary	  guidelines	  for	  defining	  a	  flexible	  new	  architecture	  based	  on	  the	  decomposition	  of	  protocols	  into	  roles	  or	  services	  and	  their	  recomposition	  according	  to	  specific	  communication	  goals	  and	  conditions.	   However,	   the	   verification	   of	   the	   feasibility	   of	   RBA	   is	   still	   an	   open	  issue.	   Whilst	   it	   promises	   higher	   levels	   of	   flexibility,	   it	   also	   introduces	   new	  processing	   requirements	   and	   structural	   changes	   in	   comparison	   to	   layered	  approaches.	  RBA	  exposes	  how	  a	  packet	  will	  be	  conformed	  using	  this	  strategy	  and	  how	   some	   roles	   could	   be	   interconnected	   within	   a	   node,	   but	   in	   a	   real	  communication	   it	   entails	   other	   issues	   that	   remain	   unsolved.	   One	   of	   the	   most	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important	  being	  how	  different	  nodes	  will	  understand	  the	  proposed	  heaps	  if	  they	  do	  not	  follow	  a	  hierarchical	  encapsulation	  as	  TCP/IP	  does.	  	  	  In	  order	   to	   configure	  who	   should	  execute	   a	   role,	   implementing	  mechanisms	   to	  discover	   nodes	   and	   their	   functionalities	   is	   outstanding	   especially	   when	  considering	   heterogeneity	   of	   interconnected	   devices.	   Consequently,	   a	   service	  identification	  scheme	  integrated	  with	  naming	  and	  addressing	  techniques	  should	  be	   defined	   to	   seamlessly	   provide	   services.	   This	   scheme	   must	   be	   flexible,	  lightweight	  and	  scalable	  because,	  unless	  these	  properties	  are	  met,	  there	  is	  a	  fair	  chance	   to	   incur	   in	   the	   same	   problems	   we	   encounter	   these	   days.	   Enabling	  semantic	   service	   search	   will	   improve	   the	   discovery	   of	   services,	   therefore	  allowing	   users	   to	   seek	   a	   service	   or	   content	   based	   on	   specific	   and	   expressive	  attributes.	  For	  example,	  using	  human	  readable	  attributes,	  a	  user	  would	  be	  able	  to	  look	   for	   the	   closest	   colour	   printer	   that	   has	   a	   minimum	   number	   of	   sheets	  available.	  	  Last	  but	  not	  least,	  regarding	  the	  format	  of	  identifiers,	  we	  must	  bear	  in	  mind	  that	  each	  router	  in	  the	  core	  of	  a	  network	  handles	  hundreds	  of	  gigabits	  of	  information	  per	   second.	   The	   built	   in	   hardware	   for	   routing	   each	   packet	   is	   dedicated	   and	   is	  responsible	  for	  analyzing	  the	  packet	  ID	  and	  determining	  where	  each	  packet	  must	  be	   routed.	   Hardware	   is	   restricted	   by	   an	   important	   limitation.	   It	   can	   efficiently	  handle	   size-­‐fixed	   addresses,	   while	   the	   new	   addressing	   scheme	   must	   be	   as	  flexible	  as	  possible.	  FI	  routing	  must	  take	  into	  account	  these	  constraints.	  	  Summarizing,	   an	   Internet	   based	   on	   services	   and	   the	   proposed	   premises	   has	  some	   relevant	   technical	   challenges	   [131]	   [134]	   that	   must	   be	   tackled	   such	   as	  dynamical	   service	   composition	   of	   functionalities,	   context-­‐awareness	   and	  automaticity,	   requester	   empowerment	   during	   service	   selection	   and	   routing,	  semantic	   search	   and	   service	   identification.	   Some	   of	   them	   are	   faced	   by	   the	  proposed	   solution,	   specifically	   for	   covering	   challenging	   multimedia	   delivery	  scenarios.	  	  
5.1 Service	  Definition	  and	  Classification	  	  In	   literature,	   it	   is	   possible	   to	   find	   different	   definitions	   for	   the	   term	   “service”	  (RFC2165-­‐Service	   Location	   Protocol,	   ATIS	   SON,	  W3C,	   OASIS,	   etc.).	   In	   this	   PhD.	  Thesis	  we	  adopt	  the	  following	  definition:	  	  
“A	  service	  is	  any	  process,	  function	  or	  task	  that	  provides	  networking,	  computational	  
or	   informational	   resources	   on	   request	   which	   is	   represented	   by	   means	   of	   well-­‐
defined	  interfaces”	  	  With	  this	  definition	  we	  can	  abstract	  that	  a	  service	  can	  be	  provided	  by	  any	  type	  of	  entity/node	  regardless	  their	  characteristics	  such	  as	  hardware,	  software,	  virtual,	  physical,	  etc.	  Moreover,	  a	  service	  itself	  can	  be	  of	  very	  different	  natures,	  ranging	  from	   a	   specific	   computing	   function	   (e.g.	   audio/video	   coding	   or	   delivery)	   or	  storing	  data	   to	  providing	  resources	  and	  tasks	   to	   interconnect	  different	  entities.	  Thus,	  covering	  from	  low-­‐level	  network	  services	  like	  MAC,	  ACKs	  and	  sequencing	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to	  end-­‐services	  or	  applications	  like	  data	  files	  (e.g.	  text,	  music,	  video)	  transfers	  or	  web	  services	  [129].	  	  	  Figure	   5.2	   shows	   a	   taxonomy	   with	   a	   possible	   services	   classification.	   This	  taxonomy	  is	  based	  on	  [129].	  	  	  
	  
Figure	  5.2	  Service	  Taxonomy	  	  Regarding	  service	  granularity	  they	  can	  be	  classified	  as	  atomic	  or	  composed.	  	  
• Atomic	   Services	  are	   the	  core	  of	   this	  architecture.	  They	  are	  the	  building	  blocks	  (roles)	  used	  to	  establish	  communications	  and	  to	  deliver	  data	   in	  a	  self-­‐adaptable,	   self-­‐configurable	   and	   context-­‐aware	   way.	   Each	   atomic	  service	   provides	   one	   concrete	   and	   well-­‐defined	   networking	   function	  (along	   with	   the	   reverse	   function,	   if	   any).	   Different	   algorithms	   and	  implementations	  of	  an	  atomic	  service	  may	  exist	  (e.g.	  different	  congestion	  control	   algorithms),	   and	   co-­‐exist	   in	   the	   same	   node,	   using	   attributes	   to	  both	  describe	  the	  different	  possibilities	  and	  to	  tune/configure	  the	  atomic	  service	  in	  order	  to	  use	  it	  to	  fulfill	  specific	  workflows	  needs.	  As	  explained	  in	   section	  7.2,	   Atomic	   Services	  will	   abstract	   specific	   implementations	   of	  different	   functionalities.	   The	   specific	   implementation	   will	   be	   called	  Atomic	  Mechanism.	  	  
• Composed	   Services	   are	   network	   applications	  with	   a	  wider	   scope	   than	  just	  establishing	  communications	  (e.g.	   sensing	  service,	  directory	  service,	  file	  transfer,	  instant	  messaging,	  presence,	  etc.).	  Each	  composed	  service	  or	  application	   implies	   consuming	   different	   atomic	   and	   sometimes	   other	  composed	  services,	  with	  possible	  dependences	  appearing	  between	  them.	  In	   addition,	   they	   can	   involve	   one	   or	   more	   nodes,	   depending	   on	   the	  complexity	  of	  the	  service.	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– Execution/Distribution:	  	  •	  	  Isolated:	  local	  execution	  of	  the	  service.	  	  •	   Distributed:	   execution	   distributed	   between	   two	   nodes,	   regardless	  their	  location.	  It	  includes	  support	  for	  end-­‐to-­‐end,	  section	  and	  hop-­‐by-­‐hop	  distribution/allocation	  of	  services.	  	   – Scope:	   services	   can	   be	   applied	  with	   different	   scopes	   or	   considerations	  depending	  on	  the	  desired	  result.	  	  •	  Network:	  services	  are	  executed	  to	  optimize	  communication	  according	  network	  context.	  	  •	  Application:	   services	   are	   executed	   to	  optimize	   application	  behaviour	  and	   interconnection	   to	   meet	   application	   requirements	   according	   to	  context	  characteristics.	  	  – Usage:	  rules	  governing	  the	  service	  usage.	  	  •	   Mandatory:	   usage	   of	   this	   service	   is	   mandatory	   as	   it	   is	   basic	   for	  establishing	  a	  communication	  (e.g.	  forwarding).	  	  •	  Optional:	   usage	   of	   this	   service	   is	   optional,	   its	   usage	   will	   depend	   on	  application	  requirements	  and	  context	  characteristics.	  	  – Purpose:	  which	  is	  the	  purpose	  of	  the	  service.	  	  •	  Delivery:	  to	  deliver	  data	  between	  two	  different	  entities	  involved	  in	  the	  delivery	  chain	  (they	  can	  be	  adjacent	  or	  non-­‐adjacent	  nodes	  or	  they	  can	  be	  two	  end	  applications,	  depending	  on	  the	  scope	  of	  the	  service).	  	  •	  Mobility:	  services	  related	  to	  application,	  user	  and	  node	  mobility.	  	  •	  Storage:	  services	  dealing	  with	  the	  storage	  of	  data.	  	  •	  Security:	  services	  dealing	  with	  security	  issues.	  	  •	   Data	   Adaptation:	   services	   dealing	   with	   adapting	   and	   transforming	  data	   for	   different	   objectives,	   interoperability,	   customization	   and	  optimization	  of	  data.	  	  •	   Addressing:	   services	   dealing	   with	   the	   identification	   and	   labeling	   of	  resources.	  	  •	  Management:	   services	  dealing	  with	   the	  management	   of	   the	  different	  entities	  in	  the	  network	  (nodes,	  applications,	  services,	  etc.).	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•	  Signaling:	   services	   dealing	  with	   interchange	   of	   signaling	   and	   control	  data.	  	  •Presentation:	   services	   dealing	  with	   the	   presentation	   of	   contents	   and	  user/application	  interfaces.	  	  – Order:	   order/existence	   of	   the	   AS	   in	   workflow	   composition	   may	   be	  dependent	  of	  another	  service.	  	  •	  Dependent:	  needs	  the	  use	  of	  another	  AS.	  	  •	  Independent:	  no	  need	  of	  other	  AS	  execution.	  	  In	   this	   PhD.	   Thesis	   we	   proposed	   some	   solutions	   for	   enabling	   adapted	   media	  streaming	  communications	  in	  the	  current	  Internet.	  All	  these	  contributions	  can	  be	  seen	  as	  new	  functional	  components	  abstracted	  as	  services.	  Some	  examples	  are:	  	  
• Signalling	   services:	   functional	   components	   for	   establishing	  communications	   such	   as	   SIP-­‐based	   functionalities	   (Invite,	   Register,	   Info,	  etc.).	  	  
• Adaptations	   services:	   functional	   components	   for	   adapting	   video/audio	  data	   according	   to	   user	   needs	   such	   as	   coding,	   decoding,	   transcoding,	  quality	  assessment,	  etc.	  	  
• Delivery	   services:	   functional	  components	  for	  optimizing	  the	  delivery	  of	  data	   in	   a	   network	   such	   as	   enabling	   intermediate	   nodes	   to	   combine	  incoming	  data	  packets	  (Network	  coding).	  	  Generalizing	   this	   concept,	   all	   the	   existing	   knowledge	   (functionalities)	   could	   be	  then	  abstracted	  as	  services	  and,	  if	  present	  in	  the	  network,	  be	  used	  (by	  means	  of	  specific	  composition	  mechanisms)	  to	  meet	  user	  requirements	  and	  provide	  truly	  QoE	  to	  the	  end	  users.	  	  
5.2 Problem	  Statement	  and	  Requirements	  of	  a	  Service-­‐based	  
Future	  Internet	  	  A	  new	  concept	  and	  definition	  of	  services	   for	  the	  Future	  Internet	  will	  be	  closely	  connected	   to	   the	   innovation	   of	   network	   environments	   and	   users.	   Futuristic	  capabilities	   that	   will	   be	   provided	   by	   Future	   Internet	   and	   complex	   and	  personalized	   requirements	   of	   users	   can	  drive	   that	   services	   can	  be	   self-­‐evolved	  continuously.	   Considering	   this,	   the	   service	   composition	   technology	   should	   be	  also	  extended	   to	  cover	  possible	  changes	  derived	   from	  the	  service	  and	  network	  evolution.	  	  New	   distributed	   software	   systems	   have	   become	   more	   dynamic,	   allowing	  transparent	  distribution,	  self-­‐reconfiguration,	  portability,	  etc.	  Based	  on	  that,	  new	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paradigms	   deviated	   from	   the	   end-­‐to-­‐end	   principle	   have	   emerged,	   such	   as	  Pervasive	   and	   Ubiquitous	   Computing,	   the	   Internet	   of	   the	   Things	   (IoT)	   or	   the	  Internet	  of	  Services	  (IoS).	  	  The	   continuous	   evolution	   of	   network	   application	   and	   services	   increased	   its	  complexity,	   adding	   more	   and	   more	   requirements	   during	   the	   process.	   New	  features	   (identification,	   context-­‐awareness,	   seamless	   service	   discovery	   and	  composition,	   etc.)	   are	   required	   in	   order	   to	  match	   with	   new	   services	   and	   new	  modes	   of	   interaction.	   Additionally,	   these	   features	   should	   help	   to	   offer	   clean	  solutions	  to	  known	  open	  issues	  (e.g.	  mobility,	  flexibility,	  security,	  etc.)	  [236].	  	  Nowadays,	   network	   services	   are	   executed	   without	   taking	   into	   account	   the	  characteristics	  of	  the	  surrounding	  context.	  Consequently,	  current	  architecture	  is	  unable	   to	   provide	   information	   of	   the	   underlying	   network	   technologies,	   the	  capabilities	  of	  the	  devices	  involved	  in	  a	  communication	  or	  the	  characteristics	  of	  the	  users	  interacting.	  	  In	   this	   scenario,	   similar	   or	   redundant	   network	   services	   (e.g.	   error	   correction,	  retransmission,	  encryption)	  are	  executed	  at	  different	  levels	  making	  a	  bad	  usage	  of	   computing	   and	   network	   resources	   and	   sometimes	   reducing	   communication	  performance.	   Even	   more,	   in	   specific	   environments,	   the	   execution	   of	   certain	  functions	  can	  be	  inefficient	  for	  the	  correct	  operation	  of	  an	  application	  or	  network	  service.	  A	  clear	  example	  would	  be	  TCP’s	  congestion	  control	  in	  wireless	  networks	  specially	   in	  media	  communications.	  This	  provokes	   to	  modify	  existing	  protocols	  in	   order	   to	   adapt	   them	   to	   environments	   with	   certain	   restrictions.	   However,	   a	  general	   trend	  nowadays	   is	   to	  use	  TCP-­‐based	  protocols	  such	  as	  HTTP	  to	  deliver	  all	   kind	   of	   data	   in	   any	   environment	   due	   to	   the	   presence	   of	  NAT	   and	   Firewalls	  elements	   that	   limit	   the	   access	   of	   certain	   protocols	   to	   networks.	   This	   occurs	  because	   of	   the	   strongly	   restricted	   design	   of	   current	   protocol	   stack	   inter-­‐layer	  communication.	  	  Furthermore,	   the	   introduction	   of	   strategies	   in	   the	   network	   that	   guarantee	   a	  certain	  level	  of	  Quality	  of	  Service	  (QoS)	  and	  Quality	  of	  Experience	  (QoE)	  should	  be	  as	  well	  a	  critical	  need	  in	  the	  Future	  Network	  (FN).	  	  Taking	  these	  problems	  into	  account,	  there	  are	  some	  features	  that	  Future	  Internet	  should	  inherently	  integrate	  in	  its	  architecture.	  Several	  challenges	  must	  be	  faced	  for	  designing	  an	   integral	  solution	   for	   the	  service	  composition	   in	  FN	  that	  allows	  overcoming	  the	  current	  technologies	  and	  deficiencies:	  	  
• Dynamic	   network	   composition.	   Establishing	   network	   functions	   as	  services	  that	  can	  provide	  and	  access	  easily	  to	  all	  this	  information	  should	  be	  an	  essential	  feature	  in	  FN,	  in	  order	  to	  have	  a	  network	  that	  can	  adapt	  to	  current	   requirements	   and	   new	   ones	   that	   eventually	   rise	   up.	   A	   greater	  modularity	   of	   the	   network	   means	   a	   better	   adaptation	   to	   new	  communication	   paradigms,	   while	   decreasing	   the	   complexity	   of	   the	  architecture.	  Unlike	   static	   service	   composition,	   services	   can	  be	   specified	  at	  run	  time.	  It	  means	  that	  the	  capabilities	  of	  the	  service	  can	  be	  extended	  dynamically,	  allowing	  runtime	  re-­‐composition,	  decomposition	  of	  services,	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and	   dynamic	   adaptation	   in	   case	   of	   changes	   in	   context	   (services	   and	  resources)	  involved	  in	  composite	  services.	  
• Network	  flexibility.	  Network	  service	  composition	  should	  facilitate	  in	  FN	  the	   integration	   of	   new	   functionalities	   into	   the	   network.	   Instead	   of	   tight	  coupling	  of	  functionalities	  within	  end-­‐to-­‐end	  protocols,	  network	  services	  are	   deployed	   on	   arbitrary	   nodes,	   are	   loosely	   coupled	   and	   provide	   their	  service	  to	  arbitrary	  other	  functional	  blocks.	  This	  design	  originates	  in	  the	  service	   oriented	   architecture	   approach	   and	   requires	   means	   of	   service	  description,	   discovery	   and	   composition.	   This	   design	   approach	   reduces	  management	  efforts	  and	  provides	  a	   flexible	   framework	  to	   integrate	  new	  network	  services.	  	  	  
• Inherent	   cross-­‐layer	   information	   exchange.	   Cross-­‐layer	   means	   that	  functionalities	  can	  be	  adjusted	  based	  on	  the	  interaction	  between	  different	  layers.	  FN	  should	  allow	  arbitrary	  composition	  and	  information	  exchange	  between	  network	  services,	  thus	  incorporating	  the	  benefits	  of	  cross-­‐layer	  design	  architectures.	  
• Context-­‐awareness	   in	   service	   composition.	   FN	   should	   support	   the	  context	  management	   to	  provide	   customized	  and	   context	  based	   services.	  Thus,	   different	   kind	   of	   context	   including	   user,	   device,	   service,	   resource,	  and	   network	   can	   be	   used	   for	   discovering,	   selecting,	   allocating	   and	  composing	  services	  to	  participate	  in	  the	  composition	  process.	  	  
• Requester	   empowerment	   in	   service	   choice	   and	   routing.	   Service	  requester	  should	  have	  more	  control	  over	  the	  contents/service	  that	  wants	  to	  consume.	  This	  control	  must	  be	  reflected	  in	  flexible	  routing	  and	  service	  selection	   according	   to	   requester's	   service	   definition.	   Consequently,	   FN	  must	  build	  a	  network	  architecture	  that	  provides	  more	  intelligence	  to	  the	  network-­‐side	   whilst	   still	   leaving	   decision-­‐making	   processes	   at	   the	   end-­‐points.	  	  
• Semantic	  Searches	  oriented	   to	  service/resource.	  FN	  must	  be	  focused	  on	   a	   service/data-­‐centric	   approach	   that	   allows	   executing	   the	   search	   of	  services	  and	  resources	  based	  on	  the	  requester	  requirements.	  This	  implies	  that	   future	   network	   must	   be	   able	   to	   create,	   discover,	   negotiate	   and	  consume	  composite	  services	  in	  a	  flexible	  and	  context-­‐aware	  way.	  
• Resources	   and	   services	   identification.	   Every	   flow	   over	   FN	   must	   be	  routed	  based	  on	  its	  requirements.	  Therefore,	  each	  flow	  must	  be	  identified	  in	   order	   for	   nodes	   along	   the	   route	   to	   cooperate	   and	   negotiate	  autonomously,	  for	  guaranteeing	  the	  minimum	  QoS	  parameters	  of	  it.	  
• Environmental	   heterogeneity.	   Heterogeneity	   of	   nodes,	   networks	   and	  services	  add	  another	   level	  of	   complexity	   to	   service	   composition	  process	  for	   FN.	   If	   instances	   of	   a	   service	   are	   executed	   in	   nodes	   with	   different	  capabilities	   and	   network	   access	   links,	   every	   service	   instance	   should	   be	  evaluated	   individually,	   and	   attributes	   of	   a	   specific	   one	   could	   not	   be	  applied	  to	  one	  of	  another	  node.	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• Attribute	   acquisition.	   Composition	   process	   should	   be	   based	   on	   the	  attributes	  of	  the	  services	  (and	  their	  concrete	  implementation),	  but	  extract	  the	  complete	  and	  updated	  information	  of	  a	  service	  is	  extremely	  difficult.	  It	  should	   require	   a	   previous	   empiric	   process	   extracting	   information	   about	  how	  the	  inclusion	  of	  a	  service	  or	  another	  affects	   in	  terms	  of	  delay,	  error	  rate,	   and	   each	  QoS	   parameter	   that	   are	   relevant	   for	   a	   complete	   solution	  (the	  whole	  chain	  of	  services	  from	  requester	  to	  end	  service	  provider).	  
• Service	   Validation.	   Service	   composition	   should	   be	   validated	   to	  guarantee	  consistency	  and	  reliability	  of	  services	  in	  FN	  in	  such	  a	  way	  that	  it	   does	   not	   hamper	   the	   entire	   process	   of	   service	   composition	   and	  heterogeneity	   of	   FN.	   Each	   service	   needs	   to	   be	   validated	   its	   correctness	  and	   consistency	   before	   registering	   itself	   with	   FN	   and	   composition.	  Services	   and	   composition	   process	   must	   be	   defined	   and	   described	   with	  languages	  based	  on	  formal	  semantics.	  	  
• New	   Business	   Models.	   Internet	   brings	   opportunities	   to	   create	   new	  business	  models	  according	  to	  novel	  services,	  applications	  and	  capabilities	  demanded	  by	  users.	  Hence,	  it	  is	  necessary	  to	  introduce	  innovative	  models	  for	  costing	  and	  pricing.	  FI	  architecture	  should	  also	  provide	  a	  transparent	  framework	   that	   permits	   service	   consumers	   and	   providers	   to	   interact,	  establish	   agreements	   and	   satisfy	   their	   goals	   [134].	   The	   new	   network	  services	   can	   also	   provide	   a	   new	   business	   model	   for	   network	   service	  providers.	   Nowadays	   network	   providers	   are	   in	   strong	   competition	  because	   they	   all	   offer	   the	   same	   commodity	   service	   -­‐	   packet	   transport.	  Through	   new	   network	   services	   the	   network	   providers	   can	   differentiate	  from	  competitors	  and	  it	  guarantees	  higher	  margins.	  The	  network	  services	  can	   be	   offered	   as	   premium	   services	   for	   customers	   and	   over-­‐the-­‐top	  service	   providers.	   In	   this	   way	   network	   providers	   can	   also	   beneﬁt	   from	  applications	  that	  run	  over	  their	  infrastructure.	  Because	  service	  providers	  and	   customers	   can	   choose	   between	   the	   services	   this	  will	   also	   lead	   to	   a	  thriving	   evolution	   of	   network	   services	   where	   the	   best	   performing	   and	  efficient	  services	  will	  survive	  [130].	  	  
5.3 Relevant	   Examples	   of	   Service	   Composition	   in	   Future	  
Internet	  Projects	  and	  Standardization	  Activities	  	  Internet	   faces	  an	  architectural	  crisis.	  Load	  on	  the	  network	   is	  rapidly	   increasing	  with	   the	  appearance	  of	  new	  users	  and	  applications.	   	   Since	   Internet’s	   inception,	  40	  years	  ago,	   lots	  of	  patches	  have	  appeared	  aimed	  to	  amend	  the	  deficiencies	  of	  the	  current	  Internet.	  Thus,	   its	  architecture	  is	  becoming	  more	  and	  more	  ossified	  and	   complex.	   Some	   researchers	   are	   questioning	   the	   principles	   behind	   the	  original	   design	   of	   the	   Internet	   that	   motivates	   its	   patch-­‐based	   evolution.	  However,	   nowadays,	   it	   remains	   unclear	   how	   the	   current	   Internet	   architecture	  will	  be	  able	  to	  cope	  with	  all	  these	  new	  requirements.	  	  There	  are	  two	  big	  approaches	  in	  current	  research	  trying	  to	  solve	  this	  doubt.	  On	  one	   hand,	   evolutionary	   approaches	   and,	   on	   the	   other	   hand,	   disruptive	  approaches.	   From	   our	   point	   of	   view,	   it	   is	   difficult	   to	   believe	   that	   evolutionary	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approaches	   will	   allow	   solving	   all	   the	   issues	   and	   challenges	   that	   the	   current	  Internet	   introduces	   (e.g.	   multihoming,	   cross-­‐layer	   interactions,	   routing	   table	  scalability,	  middle-­‐boxes,	  QoS,	  sub-­‐layer	  proliferation,	  mobility,	  security,	  etc.)	  in	  an	  efficient	  manner	  whilst	  providing	  enough	   flexibility	   to	  adopt	   future	  services	  and	   requirements	   which	   are	   yet	   unknown	   [115][135][136].	   Most	   of	   the	  deficiencies	  of	  current	  Internet	  derive	  from	  the	  original	  design	  principles	  behind	  the	  TCP/IP	  layered	  architecture	  (monolithic,	  layered	  and	  hierarchical	  stack).	  The	  Internet	  was	  not	  designed	  for	  its	  current	  uses.	  Consequently,	  we	  strongly	  think	  it	  is	  better	  to	  redesign	  the	  network	  architecture	  from	  scratch	  considering	  current	  requirements,	   reusing	   and	   adapting	   all	   the	   previous	   knowledge	   and	   advances	  made	   during	   the	   life	   of	   Internet	   and	   providing	   clean	   solutions	   to	   known	  problems.	   Therefore	   we	   advocate	   for	   a	   clean-­‐slate	   redesign	   of	   the	   Internet	  architecture	  based	  on	  service	  composition	  approaches.	  This	   is	  part	  of	  the	  work	  we	  have	  been	  doing	  in	  [8][209][GP13].	  	  	  
 Recently,	   there	   is	   a	   big	   discussion	   on	   network	   architecture	   design,	   protocol	  modularization	  and	  redesign	  of	  the	  Internet.	  The	  MIT’s	  New	  Arch	  project	  [137]	  introduced	   some	   interesting	   and	   relevant	  work	   on	   new	   network	   architectures	  and	  protocols.	  The	  most	  ground-­‐breaking	  output	  of	  this	  project	  was	  the	  proposal	  of	   the	   Role-­‐Based	   Architecture	   (RBA)	   [114].	   This	   non-­‐layered	   and	   modular	  architecture	  build	  around	  the	  concept	  of	  roles	  is	  one	  of	  the	  bases	  of	  this	  research.	  RBA	  establishes	  that	  a	  role	  can	  be	  seen	  as	  a	  communication	  building	  block	  that	  performs	  some	  specific	  function	  relevant	  to	  forwarding	  or	  processing	  packets.	  	  It	  is	  remarkable	  that	  in	  this	  work	  roles	  receive	  can	  be	  mapped	  to	  the	  term	  services.	  This	   concept	   allows	   establishing	   relations	   amongst	   network	   components	   in	  order	   to	   achieve	   a	   specific	   communication	   goal.	   Even,	   we	   can	   establish	   new	  relationships	  on	  demand	  according	  to	  specific	  needs.	  In	  so	  doing,	  nodes	  are	  able	  to	   implement	   the	   different	   roles	   required	   for	   a	   certain	   communication.	   Some	  examples	  are	  packet	  forwarding,	  fragmentation,	  flow	  rate	  control,	  segmentation,	  request	  web	  page,	  coding/decoding	  of	  data	  or	  enable/disable	  caching,	  etc.	  RBA	  proposes	   the	   replacement	   of	   current	   protocol	   stack	  by	   a	   protocol	   heap,	  where	  each	  node’s	   realm	  of	  execution	   in	   the	  protocol	  heap	   is	   limited	   to	   its	   supported	  roles.	  Hence,	   this	  absence	  of	   layered	  design	  implies	  that	  we	  need	  new	  rules	  for	  role	  combination,	  modularity,	  header	  structure	  and	  ordering	  for	  the	  processing	  of	  metadata,	  and	  encapsulation.	  	  	  In	   this	   work,	   we	   adopt	   an	   approach	   based	   on	   the	   micro-­‐modularization	   of	  protocol,	   network	   and	   processing	   functionalities.	   This	   is	   a	   quite	   common	  approach	  that	  can	  be	  found	  in	  other	  clean-­‐slate	  proposals	  [138][139][140][110].	  The	   main	   idea	   behind	   this	   process	   is	   to	   break	   existing	   protocols	   into	   small	  components	  with	  a	  particular	  functionality.	  They	  main	  difference	  between	  them	  lies	  in	  how	  this	  modularization	  is	  done.	  For	  instance,	  it	  can	  be	  done	  according	  a	  specific	  goal,	  scope,	  focus,	  purpose	  and	  level	  of	  granularity.	  In	  addition,	  they	  also	  defer	  in	  how	  network	  architecture	  and	  protocols	  are	  abstracted,	  represented	  and	  built.	  Then,	  communications	  are	  composed	  with	  these	  independent	  components.	  	  	  Some	  projects	   in	  the	  USA	  (NSF	  GENI/FIND[141][142]),	  EU	  (4WARD	  [139])	  and	  Japan	  (AKARI	  Project	  [143])	  have	  been	  issued	  to	  develop	  new	  network	  solutions	  from	   scratch.	   These	   clean-­‐slate	   proposals	   share	   some	   common	   concepts,	   like	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micro-­‐modularization	   and	   virtualization	   as	   a	   means	   to	   support	   multiple	  architectures	   simultaneously,	   in	   their	   design	   and	   objective.	   Nevertheless,	   they	  differ	  in	  scope	  and	  development.	  For	  example,	  from	  the	  GENI/FIND	  program,	  the	  SILOS	  proposal	  [138][144]	  uses	  micro-­‐modularization	  similarly	  to	  RBA,	  but	  does	  not	   to	   avoid	   creating	   layers.	  Actually,	   they	   generalize	   the	   layering	   approach	   to	  ease	   cross-­‐layer	   interactions	   and	   avoid	   sub-­‐layer	   proliferation.	   Thus,	   they	  advocate	   building	   a	   custom-­‐made	   protocol	   stack	   (known	   as	   silo)	   for	   each	  connection	  made	  of	  fine-­‐grain	  building	  blocks.	  This	  custom	  stack	  is	  the	  same	  all	  across	   the	   delivery	   context,	   so	   it	   is	   not	   adapted/tuned	   to	   the	   different	  requirements	   of	   each	   network	   section	   found	   in	   heterogeneous	   environments.	  Furthermore,	  it	  is	  not	  clear	  how	  silos	  are	  negotiated	  between	  the	  edges.	  	    Next,	  this	  section	  makes	  an	  overview	  of	  some	  remarkable	  projects	  and	  initiatives	  that	   present	   clean-­‐slate	   architectures	   related	   to	   SOA,	   and	   then	   an	   analysis	   is	  presented	  based	  on	  the	  fundamental	  stages	  of	  a	  service-­‐oriented	  approach.	  	  	  The	  4WARD	  project	  emphasizes	  the	  shift	  from	  networking	  nodes	  to	  networking	  information	   or	   network	   of	   information.	   This	   information-­‐centric	   approach	   is	  applied	   to	   routing	   and	   data	   transport	   (as	   objects).	   In	   this	   approach,	   protocol	  design	   is	   focused	  on	  analyzing	  protocol	   invariants	   in	  order	   to	  build	   them	   from	  their	   most	   basic	   functional	   blocks	   (e.g.	   error	   control,	   encryption,	   etc.).	   Thus,	  4WARD	   advocates	   virtualizing	   the	   different	   architectures	   and	   protocols	   using	  constructions	  called	  Netlets	  made	  of	  several	  functional	  blocks,	   in	  order	  to	  meet	  specific	  requirements.	  	  In	  this	  way,	  nodes	  instantiate	  and	  execute	  Netlets	  on	  top	  of	  a	  kind	  of	  protocol	  virtual	  machine.	  	  SONATE	   (Service-­‐Oriented	   Network	   Architecture)	   [110]	   presents	   an	   approach	  completely	   based	   on	   Service-­‐Oriented	   Architectures	   (SOA),	   considering	   the	  Internet	   as	   a	   large,	   distributed	   (software)	   system.	   Its	   goal	   is	   to	   encapsulate	  micro-­‐protocols	   as	   services.	   Thus,	   their	   definition	   of	   a	   service	   relies	   on	   open,	  standardized	   and	   generic	   service	   interfaces,	   permitting	   the	   decoupling	   of	   logic	  from	  implementation,	  and	  offering	  an	  abstract	  view	  on	  the	  functionality	  of	  these	  protocols,	   in	   contrast	   to	   hiding	   mechanisms	   by	   layers.	   However,	   this	  specification	   does	   not	   rely	   on	   a	   fixed	   semantic,	   to	   allow	   later	   extension	   to	   yet	  unknown	  practical	  needs.	  In	  addition,	  context	  data	  is	  not	  yet	  considered.	  	  The	  RINA	   [145]	  project	  proposes	  a	   clean	   slate	   approach.	   It	  proposes	  a	   general	  theory	   of	   Inter	   Process	   Communication	   (IPC)	  where	   the	   number	   of	   IPC	   layers	  (homologous	   to	  OSI	  model)	  may	   vary	   depending	   on	   the	   range	   of	   the	   resource	  allocation.	   This	   network	   architecture	   is	   based	   on	   the	   following	   principles:	   (1)	  Mechanism	   and	   policy	   are	   separated	   in	   the	   protocols;	   (2)	   Connectionless	   and	  connection	  communication	  modes	  are	  unified;	  and	  (3)	  Topological	  addresses	  are	  embedded	  in	  a	  Distributed	  Inter	  Process	  Communication	  Model.	  	  The	   Recursive	   Network	   Architecture	   (RNA)	   [140]	   explores	   the	   relationship	  between	   layering,	   protocols	   and	   network	   architecture.	   Its	   primary	   goal	   is	   to	  encourage	   cleaner	   cross-­‐layer	   interaction,	   to	   support	   dynamic	   service	  composition	   and	   to	   gain	   knowledge	   on	   how	   layering	   affects	   architecture.	   In	  order	  to	  fix	  the	  current	  Internet	  architecture	  problems,	  RNA	  proposes	  the	  use	  of	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a	  generic	   layer	  protocol,	  named	  metaprotocol.	  This	  metaprotocol	  contains	  a	  set	  of	   basic	   services,	   as	  well	   as	   hooks	   to	   configurable	   capabilities.	   RNA	   also	   notes	  that	   the	   particular	   services	   that	   a	   protocol	   provides	   are	   dependent	   on	   the	  context	  (there	  are	  environments	  where	  a	  particular	  mechanism	  of	  a	  protocol	   is	  best	  suited	  than	  another	  one),	  as	  well	  as,	  on	  the	  upper	  and	  lower	  layers	  that	  this	  has.	  	  	  TARIFA	   [8]	   aims	   at	   defining	   a	   clean-­‐slate	   approach	   to	   a	   Future	   Internet	  architectural	   redesign,	   based	   on	   a	   role-­‐based	   paradigm	   consisting	   of	   non-­‐divisible,	  or	  atomic,	  functions.	  TARIFA	  architecture	  is	  service-­‐oriented,	  enabling	  dynamic	  composition	  of	  services	  and	  its	  adaptation,	  taking	  into	  account	  context	  status	   and	   its	   variations.	   Part	   of	   this	   research	   was	   included	   in	   the	   TARIFA	  project.	  One	  goal	  of	  TARIFA	  is	  that	  it	  allows	  providing	  adapted	  communications	  according	   to	   user	   needs.	   TARIFA	   provides	   a	   flexible	   framework	   of	   reusable	  components	  in	  order	  to	  build	  context-­‐aware	  services	  on	  top	  of	  the	  architecture.	  Specifically	  in	  TARIFA	  our	  contributions	  were	  focused	  on	  providing	  a	  framework	  for	  building	  “custom”	  context-­‐aware	  protocols	  able	  to	  react	  and	  adapt	  to	  changes	  in	   context	   (link	   conditions,	   device	   capabilities,	   energy	   constraints,	   etc.)	   at	   run-­‐time.	   Therefore,	   services	   are	   allocated	   along	   the	   communication	   path	   and	   are	  composed	  into	  a	  single	  coordinated	  workflow	  for	  each	  communication	  flow	  (see	  section	   7.4	   for	   more	   detail).	   It	   must	   be	   noted	   that,	   in	   contrast	   with	   other	  proposals	   where	   the	   same	   micro-­‐protocols	   are	   allocated	   at	   each	   node,	   we	  propose	  using	  different	  functions/modules/micro-­‐protocols	  at	  different	  nodes	  in	  order	   to	   obtain	   the	   desired	   global	   behaviour.	   Another	   distinct	   feature	   of	   our	  proposal	   is	   the	   semantic	   discovery	   of	   services,	   thus	   incorporating	   context-­‐awareness	  in	  service,	  and	  consequently,	  route	  discovery.	  Another	  difference	  with	  other	  proposals	  is	  that	  we	  integrate	  a	  QoS-­‐friendly	  protocol	  for	  service	  discovery	  and	  negotiation	  (section	  7.3)	   into	  the	  architecture	  in	  order	  to	  discover	  services	  on	  demand	  and	  negotiate	  and	  configure	  the	  modules	  to	  be	  used	  by	  each	  node	  in	  a	  communication	  flow.	  	  As	   seen,	   relevant	   Future	   Internet	   projects	   were	   revised,	   considering	   that	   this	  research	   intends	   to	   be	   applied	   as	   a	   part	   of	   a	   foreseen	   Service	   Oriented	  Architecture	  (SOA)	  for	  future	  networks.	  Some	  Future	  Internet	  projects	  take	  SOA	  paradigm	   as	   the	   base	   of	   their	   architecture.	   They	   define	   it	   as	   services	   [108],	  netlets	   [109]	   or	   building	   blocks	   [110],	   but	   all	   of	   them	   try	   to	   tackle	   the	  composition	   of	   this	   blocks	   in	   more	   complex	   workflows	   in	   order	   to	   provide	  network	   and	   application	   services.	   In	   this	   context,	   this	   section	   analyzes	   their	  approaches	  in	  this	  aspect	  and	  its	  framework	  similarity	  to	  which	  is	  considered	  in	  this	  research,	  in	  order	  to	  understand	  how	  relevant	  could	  be	  for	  our	  solution	  the	  previous	  work	  on	   these	  projects.	  Table	  5-­‐1	  shows	  a	  comparison	  of	   remarkable	  international	  projects	   from	  the	  point	  of	  view	  of	   the	  main	  processes	   involved	   in	  service	   provisioning.	   Moreover,	   APPENDIX	   II	   makes	   an	   overview	   on	   how	  SONATE	  and	  4WARD	  carry	  out	  service	  composition.	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  a	  
network	  or	  a	  
service	  architect.	  
Dynamic	  behavior	  
provided	  by	  a	  set	  
of	  policies	  that	  
tunes	  the	  building	  



















and	  loose	  coupled	  
among	  them.	  Also	  








for	  a	  service	  to	  
Service	  Broker.	  
Service	  Broker	  is	  





















defined	  by	  a	  set	  of	  
primitives	  and	  
arguments,	  and	  a	  
set	  of	  rules.	  
Associate	  each	  
protocol	  to	  a	  
service	  definition,	  
but	  separate	  its	  
behavior.	  
Define	  a	  Resource	  
Information	  
Exchange	  














tables	  based	  on	  
RIB	  information.	  
RINA	  bases	  its	  
composition	  in	  
an	  establishment	  





RIEP	  can	  be	  used	  
in	  both,	  a	  
request/response	  
mode	  and	  a	  
notify/confirm	  





notify	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  other	  
members	  when	  
there	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the	  context	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offering	  a	  specific	  
functionality	  that	  
can	  be	  published,	  
located,	  and	  
invoked	  across	  the	  
network.	  This	  self-­‐









information.	  DP	  is	  
divided	  into	  a	  
Resource	  Plane	  



















adapt	  them	  in	  
runtime.	  
Compositions	  
are	  specified	  in	  
the	  form	  of	  WFs.	  





	  	  Other	   less	   notorious	   approaches	   propose	   interesting	   points	   of	   view	   about	  Service-­‐Oriented	  Architectures	  for	  the	  Future	  Internet.	  In	  [146][147]	  the	  concept	  of	  service	  composition	  is	  presented,	  where	  the	  Service	  Overlay	  Network	  (SON)	  is	  employed	  as	  an	   intermediate	   layer	   to	   facilitate	   the	   flexible	   creation	  of	   services	  and	   resource	   provisioning	   with	   QoS.	   Composing	   basic	   service	   components	   in	  such	  a	  manner	  allows	  more	  flexibility	  and	  reusability	  in	  building	  media-­‐oriented	  services.	   However,	   the	   authors	   of	   this	   work	   consider	   that	   virtualization	  techniques	  will	   evolve	  and	  will	   be	   a	  key	  enabler	   for	   the	  FI.	   In	   their	   attempt	   to	  achieve	   their	   target,	   they	   mention	   three	   fundamental	   issues	   that	   need	   to	   be	  solved:	   (1)	   service-­‐path	   calculation	   issues,	   (2)	   resource	   provisioning	   problem	  and	   (3)	   the	  need	  of	   a	   coordination	  mechanism	  among	  distributed	   services	  and	  virtualized	  resource	  elements.	  	  	  In	   [239],	   authors	   propose	   a	   programmable	   network	   where	   services	   cand	   be	  integrated	  inside	  the	  network.	  It	  introduces	  how	  over-­‐the-­‐top	  services	  could	  be	  allocated	   inside	   the	   network,	   but	   a	   complete	   framework	   where	   users	   can	  discover,	  instantiate	  and	  execute	  services	  remains	  undefined.	  	  Closely	   related	   approaches	   are	   also	   presented	   in	   the	   last	   few	   years	   in	   the	  Software	   Defined	   Networking	   (SDN)	   field	   as	   well.	   Their	   spearhead	   is	   the	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OpenFlow	  [240]	  protocol.	   It	  defines	  an	  open	  protocol	   for	  SDNs	  that	  permits	  an	  easier	  creation	  of	  services	  and	  enhances	  the	  flexibility	  of	  the	  network.	  However,	  it	   only	   applies	   for	   core	  network	  nodes.	  Although	   it	   is	   considered	   a	   very	  useful	  tool	  for	  network	  virtualization,	  it	  focuses	  on	  the	  management	  of	  a	  single	  domain	  network	   at	   layer	   2-­‐3	   and	   does	   not	   offer	   a	   global	   solution.	   In	   addition,	   it	   still	  presents	   a	   too	   static	   and	  manual	   solution.	   Nowadays,	   it	   does	   not	   give	   enough	  flexibility	   to	   empower	   end-­‐users	   choice.	   Dynamic	   allocation	   of	   resources	   and	  process	   delegation	   to	   network	   elements	   (e.g.	   a	   video	   transcoding	   process)	   are	  uncovered	   issues.	   A	   service-­‐oriented	   architecture	   should	   indeed	   be	   required	  over	  the	  OpenFlow	  substrate.	  	  	  Substantial	  prior	  work	  has	  examined	  the	  benefits	  of	  a	  new	  architecture.	  We	  view	  these	  proposals	  as	  complementary	  to	  ours.	  However,	  this	  work	  presents	  a	  novel	  architecture	   for	   providing	   services	   adapted	   to	   context	   conditions	   and	  heterogeneous	  networks,	  allowing	  services	  to	  be	  allocated	  depending	  on	  all	  the	  context	  parameters	  like	  links	  conditions,	  devices	  capabilities,	  users	  preferences,	  etc.	   This	   is	   achieved	   thanks	   to	   a	   generic	   context-­‐aware	   service	   discovery	  protocol	  that	  integrates	  routing	  functions.	  	  Some	   other	   projects	   in	   the	  USA	   (CCNx/NDN,	   Geni),	   EU	   (ANA,	   PSIRP/PURSUIT,	  SAIL)	  and	  Asia	  (AKARI)	  have	  been	  issued	  to	  develop	  new	  network	  solutions	  from	  scratch	  as	  well.	  These	  clean-­‐slate	  proposals	  share	  some	  common	  concepts,	   like	  micro-­‐modularization	   and	   virtualization	   as	   a	   means	   to	   support	   multiple	  architectures	   simultaneously,	   in	   their	   design	   and	   objective.	   Nevertheless,	   they	  differ	  in	  scope	  and	  development.	  	  Moreover,	   there	   are	   several	   initiatives	   aimed	   at	   standardizing	   service-­‐oriented	  architectures.	  ISO/IEC	  JTC1/SG6	  is	  working	  on	  the	  definition	  of	  Future	  Network	  considering	  not	  only	  evolutionary	  approaches	  but	  also	  considering	  revolutionary	  or	   clean-­‐slate	   ones	   [148].	   ITU-­‐T	   SG-­‐13	   is	   working	   on	   the	   standardization	   of	  Service	   Integration	   and	   Delivery	   Environments	   (SIDE)	   in	   Next	   Generation	  Networks	   (NGN)	   [149].	   TM	   Forum	   [150]	   is	   working	   on	   several	   cooperative	  activities	  to	  address	  the	  industry	  challenge	  of	  producing	  an	  environment	  for	  the	  management	   of	   next	   generation	   services	   by	   means	   of	   service-­‐oriented	  frameworks.	   It	   is	   also	   working	   on	   the	   standardization	   of	   Service	   Delivery	  Framework	  (SDF)	   for	   the	   telecommunication	   industry.	  The	   IEEE	  1903	  working	  group	  focuses	  on	  addressing	  a	  new	  paradigm	  for	  the	  Next	  Generation	  of	  IP-­‐based	  Service	  Overlay	  Networks	   (NGSON)	   [151]	   [238].	  The	  Future	   Internet	  Assembly	  (FIA)	   [152]	   brings	   together	   around	   150	   research	   projects	   that	   are	   part	   of	  Challenge	  1	  of	  the	  ICT	  programme	  of	  FP7.	  These	  projects	  are	  advancing	  the	  state	  of	   the	  art	   in	   the	  network	  of	   the	   future.	  Most	  of	   these	   standardization	  activities	  contemplate	  adding	  new	  functionalities	  to	  the	  current	  Internet	  architecture	  in	  an	  evolutionary	  way	  (ITU-­‐T,	   IEEE,	  TM	  Forum).	  However,	  revolutionary	  changes	  to	  the	  stack	  are	  also	  being	  proposed	  (ISO/IEC,	  FIA).	  Migration	  of	  technologies	  and	  architectures	  will	  be	  a	  key	  issue	  to	  guide	  the	  evolution	  of	  the	  Internet	  in	  order	  to	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cover	   the	   challenges	   posed	   by	   the	   Future	   Internet.	   This	   PhD.	   Thesis	   is	   aligned	  with	  the	  work	  being	  done	  within	  ISO/IEC	  JTC1/SC6	  WG7	  “Future	  Networks”7.	  
5.4 Service	  Identification,	  Naming	  and	  Addressing	  	  An	   important	   aspect	   that	   the	   FI	   needs	   to	   deal	   with	   is	   the	   huge	   increment	   of	  services	   and,	  more	   generally	   speaking,	   information	   available	   in	   the	   Internet	   in	  the	  recent	  years.	  Indeed,	  this	  situation	  has	  indeed	  impelled	  several	  international	  organizations,	   such	   as	   the	   IETF,	   to	   solve	   naming,	   addressing	   and	   service	  identification	   issues	   [153].	   Most	   particularly,	   in	   the	   workshop	   of	   the	   Internet	  Architecture	  Board	   (IAB)	   [154]	   has	   raised	   a	   number	   of	   alternative	   schemes	   to	  address	   those	   scenarios	  by	  which	   the	   current	   IP-­‐based	   architecture	   is	   at	   stake	  and,	   in	  doing	  so,	   they	  managed	   to	  establish	   the	   features	   to	  be	  considered	   for	  a	  new	   addressing	   scheme	   for	   the	   FI.	   Their	   proposal	  was	   a	   scheme	  based	   on	   the	  separation	   of	   IP	   addresses	   into	   locators	   and	   Identifiers.	   This	   separation,	   as	  proposed	  in	  Locator/Identifier	  Separation	  Protocol	  (LISP)	  [155],	  would	  provide	  the	  following	  benefits:	  	  1. Reduction	  of	  the	  routing	  table	  size	  in	  the	  Default	  Free	  Zone	  (DFZ).	  2. Improvement	  in	  cost-­‐effective	  multihoming	  in	  multi-­‐provider	  scenarios.	  3. Easier	  way	  of	  renumbering	  burden	  when	  clients	  change	  providers.	  4. Traffic	  Engineering	  (TE)	  capabilities.	  5. Mobility	  support	  without	  address	  variations.	  	  The	  main	  drawback	  of	  LISP	  is	  that	  an	  appropriate	  mapping	  between	  locators	  and	  identifiers	  must	  be	  generated.	  In	   addition	   to	   this,	   recent	   studies	   show	   that	   LISP	   adoption	   brings	   some	  important	  benefits.	  For	  instance,	  [156]	  shows	  that	  the	  size	  of	  the	  global	  routing	  table	  can	  be	  reduced	  by	  roughly	  two	  orders	  of	  magnitude	  with	  LISP.	  This	  work	  also	   shows	   that	   LISP	   provides	   improved	   interdomain	   TE	   capabilities	   using	   an	  evolutionary	  approach	  based	  on	  the	  TCP/IP	  stack.	  	  Several	   projects	   provide	   solutions	   for	   service	   identification	   and	   service	  discovery	  processes.	  A	  new	  design	  called	  Anycast	  Name	  Resolution	  (ANR)	  [157]	  is	  proposed	  by	  the	  DONA	  project.	  DONA	  aims	  at	  replacing	  both	  DNS	  names	  with	  flat,	  self-­‐certifying	  names,	  and	  DNS	  name	  resolution	  with	  a	  name-­‐based	  anycast	  primitive	   that	   is	   implemented	   above	   the	   IP	   layer.	   ANR	   proposes	   a	   separation	  between	   the	   naming	   and	   the	   name	   resolution.	  In	   so	   doing	   the	   naming	   is	  responsible	   for	   the	   persistence	   and	   authenticity	   while	   the	   name	   resolution	  handles	  availability.	  	  	  ANR	   is	   organised	   according	   to	   "principals".	  Each	   principal	   is	   associated	   with	  pairs	  of	  public-­‐private	  keys,	  and	  each	  data	   item	  or	  service	  or	  any	  other	  named	  entity	  (host,	  domain,	  etc)	  is	  associated	  with	  a	  principal.	  	  ANR	  also	  uses	  the	  route-­‐by-­‐name	   paradigm	   for	   name	   resolution,	   which	   is	   a	   dynamic	   mechanism	   to	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
7	  The	  difference	  between	  the	  Future	  Network	  (FN)	  and	  Future	  Internet	  (FI)	  is	  that	  FN	  covers	  all	  kind	  of	  
networks,	  while	  FI	  can	  be	  seen	  as	  a	  subset	  of	  the	  FN.	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update	  routing	  information	  in	  relay	  nodes.	  Its	  operation	  is	  similar	  to	  the	  Border	  Gateway	   Protocol	   (BGP)	   in	   that	   it	   distributes	   address	   prefixes	   between	  autonomous	  systems.	  The	  route-­‐by-­‐name	  paradigm	  distributes	  the	  suffixes	  name	  availability	   information	   among	   and	  within	   the	   different	   domains.	  Furthermore,	  ANR	  proposes	  to	  add	  new	  network	  entities	  instead	  of	  current	  DNS	  servers.	  These	  entities	   are	   called	   resolution	   handlers	   (RHs).	   Name	   resolution	   is	   likewise	  proposed	   to	   be	   undertaken	   according	   to	   two	   basic	   primitives:	   FIND	   (P:L)	   and	  REGISTER	  (P:	  L).	  	  	  	  Another	   interesting	  approach	  was	  proposed	  by	  The	  Publish/Subscribe	   Internet	  Routing	   Paradigm	   (PSIRP)	   Project	   [158].	   PSIRP	   proposes	   a	   clean-­‐slate	  architecture	   for	   the	   Future	   Internet	   based	   on	   the	   pub/sub	   communications	  paradigm,	   taking	  nothing	   (not	  even	   IP)	   for	  granted.	  PSIRP	  borrows	  basic	   ideas	  from	  DONA	  proposal.	  	  	  PSIRP	   states	   that	   all	   information	   in	   the	   network	   must	   be	   identified.	   Thus,	  information	   is	   conceived	   of	   as	   the	   central	   element	   (information	   centric	  approach)	  in	  PSIRP.	  In	  addition,	  the	  information	  is	  hierarchically	  organised,	  from	  small	  pieces	  of	  data	  to	  large	  documents	  or	  video	  files.	  The	  way	  to	  gain	  access	  to	  information	   is	   through	   information	   publication.	  A	   unique	   identifier,	   the	  rendezvous	   identifier	   (RId),	   identifies	   each	   publication.	  Simultaneously,	  publications	   are	   placed	   into	   networks,	   called	   scopes	   (the	  RIds	  must	   be	   unique	  within	  a	   scope).	  Scopes	  can	  be	  physical	  networks,	   such	  as	  a	  university	   field,	  or	  logical	  networks,	  such	  as	  social	  networks.	  They	  are	  organised	  and	  each	  scope	  has	  an	  associated	  identifier	  (SId).	  Moreover,	  scopes	  are	  not	  only	  used	  as	  mechanisms	  to	   locate	   information,	   but	   also	   as	   mechanisms	   to	   perform	   access	   control.	   The	  scopes	  are	  managed	  by	  special	  elements	  called	  rendezvous	  nodes.	  In	  order	  to	  get	  some	   information	   published	   it	   is	   therefore	   necessary	   to	   locate	   a	   rendezvous	  node,	  since	  it	  is	  responsible	  for	  managing	  the	  scope	  where	  this	  information	  will	  be	  published.	  	  The	  idea	  is	  that	  during	  the	  publication	  process	  a	  user	  expresses	  his	  interest	  in	  a	  specific	   publication	   by	   sending	   a	   subscription	   message	   from	   a	   publication	  identified	  by	  its	  SId	  to	  a	  rendezvous	  point	  (RP).	  The	  RP	  takes	  full	  responsibility	  for	  the	  matching	  between	  publications	  and	  subscriptions	  as	  well	  as	  the	  initiation	  of	  the	  publication	  transfer	  from	  the	  publisher	  to	  the	  subscriber.	  For	  a	  publication	  to	   be	   transferred	   to	   a	   subscriber,	   a	   path	   must	   be	   created.	  	   In	   the	   PSIRP	  architecture,	   the	   function	   responsible	   for	  gathering	   the	   topology	   is	   responsible	  for	   creating	   the	  delivering	  paths	   in	   a	   similar	  manner	   to	  how	  MPLS	   creates	   the	  forwarding	   paths.	   The	   data	   forwarding	   process	   is	   performed	   by	   allocating	   a	  stack	   of	   specific	   identifiers	   to	   each	   publication,	   called	   forwarding	   identifier	  (FId).	  INs	   to	   send	   the	   publication	   to	   its	   destination	   use	   the	   Fid	   to	   forward	  it.	  When	  multiple	  subscribers	  to	  a	  specific	  Rid	  occur,	  a	  multicast	  tree	   is	  created	  with	   the	   aim	   of	   making	   a	   better	   use	   of	   the	   network	   resources.	  The	  publish/subscribe	   paradigm	   is	   used	   in	   all	   levels	   of	   operation	   in	   the	   PSIRP	  architecture,	   ranging	   from	   the	   internal	   functions	   of	   a	   node	   to	   the	   transfer	   of	  publications	  over	  the	  Internet.	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5.4.1 Semantic	  Service	  Identification	  	  In	   the	   Future	   Internet	   users	   should	   be	   able	   to	   consume	   network	   services	  anytime,	  anywhere	  and	  anyhow.	  These	  are	  specially	  needed	  features	  to	  allow	  a	  real	  ubiquitous	  Future	  Media	  Internet.	  This	  requirement	  implies	  mechanisms	  to	  create,	   discover,	   negotiate	   and	   consume	   composed	   services	   in	   a	   flexible	   and	  context-­‐aware	  way.	  	  	  Service	   consumers	   may	   not	   know	  which	   device	   provides	   a	   desired	   composed	  service.	  Even	  more,	  they	  may	  not	  know	  the	  name	  or	  the	  identifier	  of	  the	  service	  they	  are	  looking	  for.	  However,	  they	  know	  the	  characteristics	  of	  the	  service	  they	  want	   to	   consume.	   Thus,	   consumers	   must	   be	   able	   to	   describe	   the	   desired	  requested	  service	  and	  the	  network	  must	  be	  able	  to	  resolve	  and	  reply	  if	  there	  is	  any	   service	  matching	   this	  description.	   In	   addition,	   a	   reachable	   locator	  must	  be	  provided	   to	   access	   the	   service.	   It	   would	   be	   desirable	   that	   service	   consumers	  could	  describe	  a	  desired	  service	  using	  semantic	  constructions	  like	  “I	  want	  a	  color	  printer	   close	   to	   building	  X	  with	   toner	   and	  paper”	   and	  probe	   the	  network	  with	  this	   semantic	   query.	   As	   the	   probe	   travel	   the	   network,	   traversing	   nodes	  match	  against	   their	   profiles	   if	   any	   of	   their	   services	   comply	  with	   the	   semantic	   service	  description	  of	  the	  probe.	  Since	  each	  node	  knows	  its	  own	  capabilities	  and	  which	  composed	  services	   it	  provides	  and	  their	  characteristics,	  which	  are	  described	   in	  node	  and	  service	  profile	  instances,	  they	  can	  match	  against	  the	  attributes	  of	  their	  service	   profiles	   if	   any	   of	   their	   composed	   services	   complies	   with	   the	   desired	  functionality.	   This	   process	   is	   called	   semantic	   service	   identification.	   It	   must	   be	  noted	  that	  attribute	  resolution	  in	  the	  semantic	  identification	  process	  is	  done	  in-­‐route	   (see	   section	   7.3	   for	   further	   details	   on	   the	   proposed	   semantic	   requests	  fields),	  during	  packet	  travelling	  and	  not	  as	  a	  previous	  phase	  before	  actually	  start	  sending	  packets.	  	  In	   order	   to	   be	   feasibly	   implemented,	   network	   nodes	   must	   share	   a	   common	  knowledge	  base	  or	  ontology;	   that	   is	  a	   common	  attribute	  semantics	  and	  syntax.	  Although	   different	   ontologies	   may	   be	   supported,	   all	   nodes	   must	   support	   the	  minimum	   identification	   ontology.	   This	   basic	   ontology	   is	   designed	   to	   be	  minimalistic,	  in	  order	  to	  be	  supported	  by	  all	  kind	  of	  devices	  and	  platforms	  with	  enough	   ease	   (in	   terms	   of	   memory,	   computing	   power	   and	   energy),	   but	   still	  providing	   enough	   level	   of	   expressiveness	   and	   completeness	   when	   building	  semantic	   constructions.	   Attributes	   are	   defined	   for	   describing	   node	   capabilities	  (CPU,	   memory,	   network	   interfaces,	   battery,	   etc.),	   temporal	   context	  characteristics	   (location,	   domain),	   atomic	   services	   characteristics	   (type,	  supported	   granularity,	   dependences,	   configuration	   parameters,	   etc.)	   and	  composed	   services	   characteristics	   (I/O	   behavior,	   negotiation	   scheme,	  description,	   provider,	   etc.).	   As	   described	   in	   [GP13]	   and	   [210],	   in	   order	   to	  minimize	   the	   amount	   of	   information	   transferred,	   attribute	   syntax	   could	   be	  dictionary-­‐based.	  Some	  possible	  operators	  that	  can	  be	  applied	  to	  attributes	  when	  constructing	  semantic	  descriptions	  are	  logical	  operators	  (e.g.	  AND,	  OR,	  NOT,	  etc.)	  comparison	  operators	  (e.g.	  <,>,	  =,	  etc.)	  or,	  even,	  regular	  expressions	  and	  rules.	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5.5 Service	  Discovery	  	  Distributed	   computing	   and	   resource	   sharing	   pose	   a	   strong	   requirement	   for	  heterogeneous	   networks	   of	   all	   types	   such	   as	   large-­‐scale	   networks,	   involving	  different	   domains	   (multi-­‐domain)	   and	   providers	   (multi-­‐provider),	   using	  different	  network	  technologies,	  while	  also	  considering	  small	  networks	  with	  tiny	  devices	  with	   computation	   limitations	   and	   challenging	   network	   conditions.	   The	  most	  obvious	  repercussion	  is	  the	  difficulty	  in	  finding	  the	  best	  services	  in	  such	  a	  heterogeneous	   environment	   according	   to	   consumers	   and	   the	   providers’	   goals,	  whilst	  determining	  the	  different	  parties	  that	  can	  participate	  in	  a	  communication.	  	  	  For	   instance,	   imagine	   a	   node	   that	   wants	   to	   establish	   a	   communication	   that	  involves	  very	  different	  networks,	   that	   is,	  a	  heterogeneous	  scenario	   like	  the	  one	  depicted	  in	  Figure	  5.3,	  which	  involves	  a	  segment	  using	  mobile	  networks,	  optical	  networks,	   copper	   networks,	   etc.	   In	   this	   environment	   there	   may	   be	   network	  segments	  with	  reliable	  communication	  characteristics.	  This	  could	  be	  the	  case	  for	  nodes	  connected	  with	  wired	  links	  (e.g.	  segment	  E	  in	  Figure	  5.3).	  Moreover,	  other	  network	  segments	  could	  require	  some	  mechanisms	  such	  as	  error	  detection	  and	  recovery	  mechanisms	  in	  order	  to	  achieve	  reliability	  under	  the	  effect	  of	  high	  error	  rates	  or	  packet	  loss	  in	  unreliable	  links	  (e.g.	  segment	  A,	  B,	  F).	  Services	  should	  be	  allocated	  depending	  on	  all	  the	  context	  parameters	  like	  links	  conditions,	  devices	  capabilities,	  users	  preferences,	  etc.	  	  	  
 
Figure	  5.3	  Example	  of	  a	  communication	  involving	  heterogeneous	  networks	  [131]	  Hence,	   in	  order	   to	  provide	  and	  consume	  (composed)	  networked	  services	   in	  an	  adapted	   and	   context-­‐aware	   manner	   (e.g.	   according	   to	   desired	   functionality	   or	  service	  goal,	  behavior	  and	  QoS	  constraints),	   the	  available	  atomic	  services	  must	  be	   suitably	   combined	   and	   allocated	   along	   the	   communication	  path	  where	   they	  are	   actually	   needed	   and	   configured	   accordingly	   to	   accomplish	   the	   application	  requirements.	  	  Thus,	  atomic	  services	  can	  be	  executed	  in	  a	  per-­‐hop	  or	  per-­‐section	  basis.	  	  In	  the	  light	  of	  this	  situation,	  a	  suitable	  and	  intelligent	  service	  discovery	  protocol	  is	   the	   key	   to	   find	   and	   compose	   different	   services	   in	   the	   network.	   There	   are	  diverse	   Service	   Discovery	   Protocols	   (SDP)	   proposed	   in	   literature.	   Service	  discovery	  enables	  services	  and	  devices	  to	  discover,	  configure	  and	  communicate	  with	   each	   other.	   However,	   a	   major	   problem	   of	   current	   SDPs	   is	   that	   networks	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with	  different	  properties	  require	  different	  discovery	  protocols	  and	  mechanisms.	  This	  yields	   to	   important	   interoperability	  problems.	   In	   [159],	   authors	   state	   that	  existing	  protocols	  have	  various	  design	  goals	  and	  solutions.	  Each	  of	  them	  has	  its	  own	  benefits	  and	  drawbacks	  in	  different	  scenarios.	  Therefore,	   it	  seems	  difficult	  to	   have	   a	   single	   protocol	   to	   discover	   services	   in	   pervasive	   computing.	   With	  current	  protocols	   clients	   and	   services	   cannot	  discover	   each	  other	   if	   a	   common	  protocol	  is	  not	  used.	  	  SDPs	  have	  been	  widely	   investigated	   in	   the	   field	  of	  Web	  Services	  and	  Pervasive	  Computing.	  Web	  Services	   (WS)	  are	  used	  at	   the	   top	  of	   the	  application	   level	  and	  aim	   towards	   service	   globalization	   in	   enterprise	   environments.	   Enterprise	  services	   are	   customarily	   consumed	   within	   a	   specific	   network	   scope	   with	   the	  presence	   of	   firewalls	   and	   managed	   by	   network	   administrators.	   In	   addition	   to	  this,	   WS	   scope	   focuses	   on	   application	   interaction.	   For	   instance,	   WWW	  Consortium	   specifies	   different	   standards	   to	   enable	   platform	   interoperability,	  such	  as	  WSDL	  [160]	  for	  XML-­‐based	  web	  service	  descriptions.	  Regarding	  service	  discovery	   and	   configuration,	   we	   can	   find	   three	   main	   discovery	   protocols	  standardised	  by	  OASIS:	  Universal	  Description	  Discovery	  and	  Integration	  (UDDI)	  protocol,	   electronic	   business	   using	   XML	   (ebXML)	   and	   WS-­‐Dynamic	   Discovery	  (WS-­‐Discovery).	   	  UDDI	   is	   the	  oldest,	  most	   extended	  and	  mature	  one.	  The	  main	  drawback	  of	  WS	  approaches	  is	  that	  they	  focus	  on	  electronic	  commerce.	  	  SDPs	  used	  in	  pervasive	  computing	  environments	  [159][161][162][163]	  are	  more	  dynamic	   and	   heterogeneous.	   In	   [159]	   an	   in-­‐depth	   analysis	   and	   comparison	   of	  several	  SDPs	  commonly	  used	  in	  pervasive	  computing	  appear.	  Some	  of	  them	  are	  INS,	   Ninja	   SDS,	   DEAP	   Space,	   Jini,	   UPnP,	   Rendezvous,	   Salutation,	   SLP	   and	  Bluetooth	   SDP.	   This	   work	   also	   offers	   a	   useful	   taxonomy	   to	   classify	   SDPs	  according	   to	   their	   design	   principles.	   In	   [164],	   authors	   offer	   an	   accurate	  comparison	  of	  different	   SDPs	   (Salutation,	   SDS,	   SLP,	   Jini,	   INS,	  UPnP,	   INS/Twine,	  JXTA	   and	   Splendor)	   in	   order	   to	   establish	   grounding	   guidelines	   to	   build	   a	  distributed	  large-­‐scale	  and	  multi-­‐domain	  discovery	  system	  capable	  of	  facilitating	  open	  service	  discovery	  across	  heterogeneous	  networks	  and	  scaling	  to	  hundreds	  of	   users.	   They	   compare	   them	   in	   terms	   of	   architecture,	   effectiveness,	   fault-­‐tolerance,	   performance,	   security,	   platform	   and	   network	   independence,	  scalability,	   interoperability	   and	   standardization.	   Authors	   focus	   on	   three	  particular	  approaches:	  WS,	   INS/twine	  and	  structured	  P2P	  systems	  as	  potential	  components	   of	   a	   new	   SDP	   considering	   no	   one	   in	   literature	   could	   cover	   all	   the	  objectives	  defined	  by	  them	  (large-­‐scale	  multi-­‐domain).	  	  Other	  works	   like	   [40]	   and	   [166]	   contemplate	   context-­‐aware	   service	   discovery.	  On	   the	   other	   hand,	   other	   service	   discovery	   systems	   focus	   on	   single	   hop	  (Bluetooth	  [167]	  and	  Deep-­‐Space	  [168])	  and	  multi-­‐hop	  [169].	  	  Service	  discovery	  protocols	  can	  be	  classified	  in	  different	  ways.	  One	  classification	  can	   be	   undertaken	   attending	   to	   its	   centralised	   or	   decentralised	   operation.	  Another	   way	   of	   classifying	   SDP	   is	   by	   means	   of	   their	   suitability	   to	   be	   used	   in	  different	  networks	   (e.g.	   large	   vs.	   small	   and	   static	   vs.	  mobile),	  which	   is	   actually	  the	   approach	   considered	   in	   [170].	   Specifically,	   in	   the	   field	   of	   pervasive	  computing,	  discovery	  protocols	  are	  very	  diverse	  in	  that	  different	  networks	  need	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different	   protocols.	   Pervasive	   SDPs	   can	   be	   adaptive,	  meaning	   that	   they	   can	   be	  used	   in	   different	   domains	   [171][172][173].	   Another	   approach	   is	   to	   create	   a	  layered	   structure	   that	   allows	   the	   coexistence	   of	   different	   legacy	   SDPs	   by	  adopting	  a	  service	  discovery	  abstraction	  layer	  above	  the	  others	  [174].	  Finally,	  it	  is	   also	   possible	   to	   implement	   service	   discovery	   gateways	   to	   support	  interoperability	   between	   different	   protocols	   such	   as	   those	   presented	   in	   [175],	  where	   Jini	   clients	   can	   interact	   with	   UPnP	   clients	   and	   viceversa.	   In	   [176],	   a	  dynamic	  service	  proxy	  that	  enables	  the	  interoperability	  of	  different	  protocols	  is	  introduced.	   	  Gateways	   are	   considered	   more	   efficient	   than	   a	   layered	   structure.	  They	  also	  make	  it	  possible	  to	  use	  legacy	  protocols.	  	  Regarding	  Standardization	  activities,	  we	  can	  point	  out	  works	  done	  by	   the	   IETF	  for	  SLP,	  Globus	  Alliance	  for	  OGSA	  Grid	  Services,	  the	  W3C	  and	  UDDI	  Consortium	  (OASIS)	  for	  Web	  Services,	  Salutation	  Consortium	  for	  Salutation,	  and	  UPnP	  Forum	  for	  UPnP.	  Moreover,	  SDS,	  INS	  and	  INS/Twine	  also	  remain	  in	  the	  stage	  of	  research	  works.	   A	   considerable	   number	   of	   existing	   implementations	   and	   development	  platforms	   for	   Salutation,	   SLP,	   Jini,	   INS	   and	   INS/Twine,	   UPnP	   and	   JXTA	   can	  likewise	   be	   found.	   	  All	   these	   proposed	   protocols	   can	   inspire	   future	   service	  discovery	  protocol	  design,	  like	  the	  one	  offered	  in	  this	  work.	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Chapter	  6 Robust	   and	   Scalable	   Streaming	   in	  
Heterogeneous	  and	  Dynamic	  Scenarios	  	  Recently,	   the	   proliferation	   of	   multimedia	   contents	   and	   multimedia	   capable	  devices	   has	   significantly	   grown	   and	   will	   keep	   growing	   very	   fast	   in	   the	   future	  according	   to	   different	   studies	   that	   have	   analysed	   the	   Internet	   traffic	   [1]	   [4].	  Video	   will	   be	   the	   most	   present	   content	   in	   the	   network.	   This	   situation	   has	  provoked	  that	  multimedia	  should	  be	  everywhere	  and,	  consequently,	  depending	  on	  the	  context	  it	   is	  consumed,	  multimedia	  streaming	  systems	  have	  to	  deal	  with	  very	   different	   requirements	   and	   conditions.	   This	   section	   introduces	   three	  contributions	  made	   in	   two	  different	   scenarios	   (Vehicular	  Ad	  Hoc	  Network	   and	  Internet	   media	   streaming	   using	   P2P	   mechanisms),	   however,	   all	   of	   them	  introduce	   advances	   to	   allow	   multimedia	   delivery	   in	   a	   robust	   and/or	   scalable	  manner	  in	  such	  a	  heterogeneous	  and	  dynamic	  environments.	  	  The	  first	  contribution	  covers	  a	  P2P	  video	  streaming	  scenario.	  This	  scenario	  has	  attracted	   the	   interest	   of	   broadcasters,	   operators	   and	   service	   providers	   as	   it	  presents	   a	   reliable	   solution	   to	   stream	   contents	   massively	   in	   the	   Internet.	  Concretely,	  mesh-­‐pull	   based	  P2P	   systems	   are	   the	  most	   extended	  ones.	  Despite	  these	  systems	  address	  scalability	  efficiently,	  they	  still	  present	  several	  limitations	  that	   difficult	   them	   to	   offer	   the	   same	   user	   experience	   in	   comparison	   with	  traditional	  TV.	  These	  ones	  are	  mainly	  the	  free-­‐riding	  effect,	  long	  start-­‐up	  delays	  and	   the	   impact	   of	   churn	   and	   bandwidth	   heterogeneity.	   In	   this	   PhD.	   Thesis	  we	  studied	   the	  performance	  of	  Multiple	  Description	  Coding	   (MDC)	   combined	  with	  the	  use	  of	  incentives	  for	  P2P-­‐based	  streaming	  systems	  in	  order	  to	  mitigate	  some	  of	   them.	   The	   simulation	   results	   we	   gathered	   show	   that	   the	   use	   of	   MDC	   and	  incentive-­‐based	   scheduling	   strategies	   improve	   the	   overall	   performance	   of	   the	  system.	   Moreover,	   an	   extended	   version	   of	   the	   simulator	   P2PTVSim	   has	   been	  developed	  to	  quantify	  the	  gain	  in	  performance	  when	  using	  MDC	  and	  incentives	  in	  P2PTV	  applications.	  See	   [GP2],	   [GP12],	   	   [GP14]	  and	   [GP15]	   for	  more	  details	  on	  these	  systems	  and	  contributions.	  	  A	  second	  contribution	  is	  made	  focusing	  on	  improving	  video	  communication	  over	  a	  Vehicular	  Ad	  Hoc	  Networks	  (VANETs)	  scenario.	  Video	  communication	  VANETs	  has	  many	   applications,	   such	   as	   emergency	   video	   transmission	   or	   inter-­‐vehicle	  entertainment.	   However,	   delivering	   video	   to	   high	   mobile	   vehicles	   faces	  challenges	   such	   as	   packet	   loss	   due	   to	   intermittent	   connectivity	   and	   channel	  variations.	   Thus,	   designing	   a	   reliable	   approach	   for	   video	   streaming	   over	   such	  harsh	   scenarios	   is	   needed.	   Hence,	   we	   propose	   a	   reliable	   approach	   based	   on	  random	  practical	   network	   coding	   and	   source	   coding.	   This	   approach	   integrates	  the	   benefits	   of	   network	   coding	   with	   Multiple	   Description	   Coding	   to	   achieve	  robust	   streaming	   over	   VANET.	   Furthermore,	   we	   propose	   a	   redundancy	  controller	   based	   on	   fuzzy	   inference	   (implemented	   using	   jFuzzyLogic	   [259])	  system	   to	   adjust	   the	   amount	   of	   redundant	   packets	   based	   on	   vehicular	   traffic	  density	   and	   SNR	   of	   the	   channel.	   Simulation	   shows	   the	   proposed	   approach	  achieves	  better	  protection	  against	  packet	  loss,	  application	  layer	  throughput	  and	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video	   quality.	   Note	   that	   the	   fuzzy	   algorithm	   implemented	   in	   this	   contribution	  could	   be	   used	   as	   selection	   algorithm	   during	   the	   service	   selection	   and	  composition	   process	   (see	   7.4).	   However,	   determining	   the	   specific	   situations	  where	   an	   algorithm	   behaves	   better	   than	   others	   remains	   as	   future	   work.	   This	  algorithm	   was	   implemented	   and	   validated	   in	   [GP9]	   and	   [GP5]	   in	   different	  constrained	  VANET	   scenarios.	   The	   foundations	   of	   them	   are	   the	   same	   although	  the	   final	   application	   is	   different	   and	   has	   been	   adapted	   (fuzzy	   membership	  functions	  and	  rules)	  according	  to	  the	  final	  goal.	  	  Finally,	  a	  third	  contribution	  is	  made	  in	  the	  field	  of	  robust	  media	  transmission	  in	  a	  challenging	   VANET	   scenario	   using	   specific	   FEC	   mechanisms.	   Specifically,	   in	  [GP4]	  we	  propose	  an	  error	  resilient	  scheme	  based	  on	  packet	  level	  Forward	  Error	  Correction	   (FEC)	   and	   interleaving	   technique	   for	   reliable	   video	   geocasting	   over	  VANET.	  The	  proposed	  scheme	  is	  able	  to	  adapt	  channel	  variations	  by	  using	  Real	  Time	  Control	  Protocol	  (RTCP)	  reports	  of	  vehicles	  in	  the	  communication	  range	  of	  video	  source.	  To	  achieve	  a	  fair	  comparison	  with	  other	  error	  protection	  schemes,	  we	  have	  implemented	  a	  proposed	  error	  resilient	  scheme	  in	  Network	  Simulator	  2	  (NS	   2).	   The	   results	   of	   this	   simulation-­‐based	   study	   show	   that	   the	   proposed	  scheme	  is	  able	  to	  improve	  the	  perceived	  video	  quality	  and	  protection	  efficiency	  while	  minimizing	  bandwidth	  overhead	  (introduced	  by	  proactive	  error	  recovery)	  in	   urban	   vehicular	   scenarios.	   Note	   that	   this	   FEC	   mechanism	   can	   be	   used	   to	  protect	   data	   transmissions	   at	   the	   packet	   level.	   Thus,	   can	   be	   seen	   as	   another	  mechanism	   complementary	   to	   others	   (e.g.	   MDC,	   SVC,	   etc.)	   to	   provide	   more	  robust	  and	  reliable	  communications.	  	  Related	  results	  and	  contributions	  of	  these	  works	  were	  published	  in	  [GP4],	  [GP5],	  [GP9],	  [GP11]	  and	  [GP17].	  	  It	   is	   important	   to	   remark	   that	   these	   contributions	   propose	   robust	   techniques	  that	   can	   be	   applied	   to	   the	   media	   delivery	   (streaming)	   working	   at	   application	  level,	   being	   offered	   by	   two	   completely	   different	   applications	   although	   using	  similar	   techniques	   to	   achieve	   scalability	   and	   robustness	   in	   different	  environments.	  Mainly,	   these	   techniques	  are	   coding	   techniques	   (FEC,	  MDC,	  NC).	  MDC	   applied	   in	   combination	   with	   distributed	   delivery	   mechanisms	   (NC	   and	  P2P).	  Moreover,	   in	   one	   hand,	   the	   implemented	  methods	   could	   be	   optimized	   if	  they	  were	   allowed	   to	   get	   information	   (e.g.	   error	   rate,	   delay,	   etc.)	   directly	   from	  the	  network	  (lower)	   layers	  or	  specific	   layers,	   following	  a	  cross-­‐layer	  approach,	  for	  instance,	  instead	  of	  implementing	  all	  required	  mechanisms	  at	  the	  application	  (highest)	   layer.	   On	   the	   other	   hand,	   applications	   could	   share	   the	   functionalities	  they	  implement	  among	  them	  if	  they	  were	  implemented	  as	  services	  allowing	  their	  reuse.	   To	   achieve	   this,	   this	   PhD.	   Thesis	   proposes	   to	   abstract	   all	   these	   basic	  functionalities	  as	  Atomic	  Services	  to	  allow	  their	  composition	  (into	  more	  complex	  Composed	  Services)	  according	  to	  user	  and	  application	  goals	  in	  order	  to	  establish	  and	   provide	   adapted	   services	   in	   the	   Future	   Internet,	   specially	   focusing	   in	  multimedia	   communications.	   In	   this	   case,	   possible	   services	   could	   be	  MDC/SVC/MVC	  functions	  or	  operations	  like	  NC	  or	  FEC	  calculations	  like	  the	  ones	  proposed	  in	  this	  thesis.	  These	  functions	  could	  be	  natively	  introduced	  as	  services	  into	   the	   network	   and,	   in	   so	   doing,	   allow	   their	   reuse	   at	   any	   part	   of	   the	  communication	   just	   when	   and	   where	   needed.	   Thus,	   creating	   smart	   networks	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able	  to	  intelligently	  adapt	  media	  according	  to	  the	  specific	  requirements	  of	  users	  and	   the	   different	   participating	   stakeholders	   [237].	   This	   is	   explained	   in	   more	  detail	  in	  section	  Chapter	  7.	  	  
6.1 Evaluating	  Multiple	  Description	  Coding	  with	  Incentives	  in	  
P2PTV	  Systems	  
	  P2PTV	  streaming	  systems	  have	  become	  a	  popular	  service	  on	  the	  Internet	  (both	  at	   commercial	   and	   research	   level),	  with	   several	   successful	   deployments	   [177],	  and	   the	   most	   spread	   form	   of	   what	   is	   known	   as	   Internet	   TV.	   P2PTV	   allows	  distributing	  media	  contents	  thanks	  to	  multicasting	  at	  application	  level	  (ALM).	  	  	  The	  use	  of	   these	  systems	   is	  promising	  as	  they	  offer	   the	  possibility	   to	   introduce	  added	  value	   to	   traditional	  TV	  broadcasting	  by	  providing	   flexibility,	   in	   terms	  of	  content	   delivery	   (video-­‐on-­‐demand	   as	   well	   as	   real-­‐time	   contents),	   and	  interactive	   services.	  But	   in	  order	   to	  become	  a	   truly	   successful	   application	   they	  need	   to	   be	   able	   to	   provide	   the	   same	   or	   even	   better	   user	   experience	   as	   TV	  broadcasting	  offers.	  	  	  These	  systems	  are	  expected	  to	  provide	  a	  high	  degree	  of	  scalability	  with	  different	  streaming	  rates	  and	  number	  of	  peers.	  They	  must	  also	  provide	  continuity	  under	  adverse	   churn	   conditions	   (especially	   in	   presence	   of	   flash-­‐crowds)	   as	   well	   as	  ensuring	   delivery	   of	   data	   within	   a	   given	   deadline	   in	   order	   to	   provide	   smooth	  playback.	  The	  main	  aspects	  affecting	  the	  performance	  of	  these	  requirements	  can	  be	   seen	   in	   [183].	   Among	   them,	  we	  will	   focus	   on	   free-­‐riding	   (non-­‐cooperation)	  effect,	  long	  start-­‐up	  delay	  and	  the	  impact	  of	  churn	  and	  bandwidth	  heterogeneity	  in	  the	  stability	  of	  the	  system.	  	  In	  this	  PhD.	  Thesis	  we	  propose	  an	  MDC-­‐based	  system,	  which	  uses	  incentives	  for	  redistribution,	   in	  order	   to	  address	   the	   impact	  of	   losses	   in	   the	  Continuity	   Index	  (CI)	  and	  the	  delay	  and	  the	  performance	  problems	  due	  to	  the	  effect	  of	  free-­‐riding.	  Multiple	  Description	  Coding	  (MDC)	  [44]	  is	  a	  technique	  designed	  to	  enhance	  error	  resilience	  and	  increase	  transmission	  robustness	  and	  scalability.	  Results	  obtained	  in	  [178]	  and	  [179]	  show	  that	  using	  MDC	  the	  delivered	  quality	  is	  acceptable	  even	  under	  the	  presence	  of	  high	  loss	  rates.	  In	  order	  to	  validate	  the	  proposed	  solution	  we	  have	  deployed	  it	  in	  a	  simulation	  environment.	  	  	  For	   this	   purpose	   we	   are	   using	   P2PTVSim	   (see	   [180]	   for	   more	   details	   on	   this	  simulator)	  but	  with	  some	  key	  modifications.	  More	  specifically,	  we	  have	  extended	  the	   software	   in	  order	   to	  be	   able	   to	   simulate	   the	   flow	  of	  MDC	   sub-­‐streams	   in	   a	  P2PTV	   overlay	   and	   gather	   the	   corresponding	   statistics	   as	  well	   as	   the	   use	   of	   a	  specific	   incentive	   strategy.	   The	   obtained	   results	   show	   how	   the	   use	   of	   MDC	  provides	   a	  more	   robust	   behaviour	   against	   loses	   (generated	   by	   effect	   of	   churn	  and	  bandwidth	  heterogeneity).	  Consequently,	  the	  Continuity	  Index	  of	  the	  system	  is	  improved.	  In	  addition,	  thanks	  to	  the	  use	  of	  incentives,	  the	  effect	  of	  free-­‐riding	  is	  alleviated.	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Several	  approaches	  have	  been	  studied	  for	  the	  design	  of	  P2PTV	  systems	  and	  both	  simulations	   and	   real-­‐environment	   measures	   have	   been	   performed	   for	   the	  different	   scenarios	   considered	   [177][183].	   This	   work	   is	   focused	   on	   the	   use	   of	  MDC	   combined	   with	   incentives	   (inspired	   by	   [186])	   for	   redistribution	   and	   the	  goal	   is	   to	   perform	   the	   corresponding	   simulations	   in	   order	   to	   validate	   these	  techniques	  and	  discuss	  their	  performance.	  	  For	  the	  evaluation	  of	  the	  techniques	  studied	  in	  this	  work	  we	  chose	  to	  perform	  a	  set	   of	   simulations	   instead	   of	   carrying	   out	   a	   costly	   deployment	   and	   testing	   the	  application	   in	  a	  controlled	  test-­‐bed.	  For	   this	  purpose,	  we	  need	  a	  simulator	   that	  suits	  well	   our	   requirements	   and,	   though	   the	   development	   of	   a	   simulator	   from	  scratch	   could	   be	   an	   option,	   here	   we	   have	   decided	   on	   the	   use	   of	   an	   already	  developed	   and	   tested	   simulator.	   The	   choice	   has	   been	   P2PTVSim	   which	   is	   an	  event-­‐driven	   simulator	   specifically	  designed	   for	  P2PTV	  systems,	   that	   simulates	  the	   flow	   of	   chunks	   through	   a	   P2P	   streaming	   overlay.	   This	   simulator	   has	   been	  validated	   in	   studies	   such	   as	   [181]	   and	   [182].	   Other	   simulators	   have	   been	  considered,	   but	   according	   to	   the	   comparison	   provided	   in	   [182]	   and	   the	  characteristics	  of	  the	  simulators,	  P2PTVSim	  has	  been	  the	  selected	  one	  because	  it	  adjusts	   to	   the	   requirements	   of	   this	   study.	   Some	   modifications	   have	   been	  introduced	   in	   order	   to	   enable	   P2PTVSim	   for	   the	   simulation	   of	   MDC	   with	  incentives.	  The	  result	  is	  a	  variation	  of	  P2PTVSim	  that	  allows	  the	  use	  of	  MDC	  with	  a	  configurable	  number	  of	  descriptions	  as	  well	  as	  the	  use	  of	  the	  incentive	  strategy	  for	  redistribution.	  
6.1.1 P2PTV	  Challenges	  	  P2PTV	   streaming	   systems	   have	   several	   design	   challenges	   that	   are	   crucial	   for	  their	   resulting	   performance.	   These	   applications	   must	   ensure	   an	   acceptable	  degree	   of	   quality	   for	   the	   received	   media	   while	   being	   able	   to	   manage	   a	   large	  number	   of	   nodes	   that	   present	   a	   highly	   dynamic	   and	   unpredictable	   behaviour.	  Also,	  it	  is	  important	  to	  point	  out	  that	  delivered	  data	  has	  to	  meet	  timing	  deadlines	  (related	   with	   the	   playback	   of	   the	   media)	   in	   order	   to	   ensure	   proper	   playback	  continuity	  in	  real-­‐time	  [189].	  	  As	  highlighted	  in	  section	  Chapter	  4,	  all	  these	  requirements	  derive	  in	  the	  need	  to	  optimize	  the	  following	  metrics:	  start-­‐up	  delay	  (e.g.	  the	  delay	  from	  when	  the	  user	  selects	  a	  content	  and	  when	  the	  content	  starts	  playing),	  end-­‐to-­‐end	  delay	  (e.g.	  the	  delay	  between	  the	  content	  from	  the	  source	  node	  and	  the	  content	  received	  at	  the	  clients)	   and	   the	  playback	   continuity,	   usually	  measured	   as	   the	  Continuity	   Index	  (obtained	  by	  calculating	   the	  percentage	  of	   the	  overall	   received	  data).	  However,	  this	   has	   to	   be	   achieved	   in	   a	   best-­‐effort	   environment	   like	   the	   Internet	   where	  nodes	  have	  different	  bandwidth	  constraints.	  	  	  In	  P2P	   systems	   the	  behaviour	  of	   each	  peer	   in	   terms	  of	   entering	  or	   leaving	   the	  overlay	   is	  neither	  coordinated	  nor	  controlled.	  The	   join	  and	  departure	  events	  of	  nodes	   occur	   at	   arbitrary	   times	   and	   these	   dynamics	   of	   peer	   participation	   are	  known	  as	  churn	  and	  are	  an	  inherent	  property	  of	  P2P	  systems.	  Churn	  significantly	  affects	   both	   the	   design	   and	   evaluation	   of	   P2P	   systems.	   It	   is	   important	   to	  understand	   that	   peers	   leaving	   the	   system	   during	   a	   given	   interval	   of	   time	   can	  
Part	  II:	  Scalable	  and	  Robust	  Media	  Streaming	  	  	  
	  
61	  
adversely	   affect	   the	   performance	   of	   the	   system,	   as	   some	   nodes	   may	   find	  themselves	   disconnected	   or	   experience	   temporary	   service	   interruption.	  According	   to	   the	   results	   shown	   in	   [183]	   the	   system	   performance	   under	  conditions	  of	  high	  churn	  is	  better	  for	  mesh-­‐based	  systems	  as	  they	  always	  present	  better	  continuity	  index.	  	  	  P2P	  systems	  rely	  on	  voluntary	   resource	   contributions	  by	   individual	  peers.	  The	  impact	  of	  non-­‐cooperation	  in	  this	  type	  of	  systems	  according	  to	  [184]	  is	  that	  the	  level	  of	  cooperation	  affects	  the	  overall	  quality	  of	  the	  system.	  Higher	  cooperation	  is	  intended	  to	  provide	  better	  global	  quality	  of	  service	  and	  experience.	  If	  the	  level	  of	  cooperation	  is	  low,	  the	  quality	  of	  the	  media	  is	  also	  low	  even	  when	  the	  network	  is	  not	  congested.	  
6.1.2 Proposed	  Solution	  	  This	   section	   presents	   the	   proposed	   solution	   in	   order	   to	   address	   the	   issues	  discussed	   in	   the	   previous	   sections.	   Our	   system	   is	   a	   mesh-­‐pull	   P2P	   streaming	  system	   that	   uses	   MDC	   with	   a	   balanced	   scheme.	   It	   also	   introduces	   the	   use	   of	  incentives	   based	   on	   the	   contribution	   of	   the	   partners	   in	   the	   supplier-­‐side	  scheduler.	  	  In	  mesh-­‐pull	  systems,	   the	  video	   is	  divided	   into	  chunks	  that	  are	   introduced	   into	  the	   overlay	   by	   the	   source	   and	   then	   shared	   between	   the	   different	   nodes.	   Each	  peer	  exchanges	   information	  on	   the	  availability	  of	   the	  chunks	   they	  have	  using	  a	  representation	  of	   their	  own	  buffer	  (known	  as	  Buffer	  Map)	  and	  then	  they	  share	  chunks	   in	   order	   to	   retrieve	   the	   video	   stream	   within	   the	   playback	   deadline	  constraints.	  When	  the	  system	  uses	  MDC,	  video	  is	  pre-­‐processed	  before	  encoding	  and	   several	   descriptions	   are	   generated	   and	   then	   encoded	   and	   distributed	   in	  chunks	   like	   common	  mesh-­‐pull	   systems	   do	   with	   a	   single	   stream.	   In	   this	   case,	  peers	  exchange	  the	  chunks	  obtained	  from	  each	  substream	  (description)	  and	  the	  more	   chunks	   they	   receive	   from	   different	   description	   the	   better	   the	   received	  quality	   will	   be.	   Then,	   an	   incentive-­‐based	   mechanism	   (at	   the	   supplier-­‐side	  scheduler)	  is	  used	  in	  order	  to	  encourage	  cooperation,	  so	  that	  peers	  contributing	  more	   to	   their	   partners	   are	   more	   likely	   to	   receive	   more	   descriptions	   and	  therefore	  more	  quality.	  	  
6.1.2.1 Receiver-­‐side	  scheduler	  	  Peers	   in	   the	   overlay	   request	   chunks	   from	   their	   partners	   according	   to	   their	  availability,	   playback	  deadlines	   and	  other	   constraints	  discussed	   in	   this	   section.	  Each	  node	  has	  a	  sliding	  window	  of	  chunks	  that	  is	  represented	  through	  a	  Buffer	  Map	   to	   indicate	   which	   chunks	   are	   already	   buffered,	   which	   ones	   have	   been	  requested	   and	   also	   the	   chunks	   that	   have	   not	   yet	   been	   requested.	   Partners	  exchange	   their	   buffer	   maps	   periodically	   and	   they	   perform	   rounds	   of	   chunk	  requests	   to	   get	   the	   missing	   chunks	   in	   the	   sliding	   window	   considering	   the	  availability	   information	   provided	   by	   their	   neighbours.	   The	   schedule	   of	   these	  requests	   is	   critical	   to	   achieve	   an	   optimal	   result	   and	   retrieve	   the	   maximum	  number	  of	  descriptions	  and	  ensure	  the	  best	  Continuity	  Index	  as	  well	  as	  the	  best	  quality.	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Figure	  6.1	  Example	  of	  Buffer	  Map	  for	  the	  MDC	  system	  	  In	   Figure	   6.1	   an	   example	   of	   an	   MDC	   Buffer	   Map	   is	   shown	   along	   with	   the	  representation	   of	   the	   chunk	   requests	   scheduling	   order	   for	   17	   rounds.	   Chunks	  that	  have	  already	  been	  received	  are	  marked	  with	  a	  B	  and	  chunk	  that	  have	  been	  requested	   with	   R.	   The	   numbers	   indicate	   the	   order	   of	   the	   requests.	   The	  considered	   scheduler	   looks,	   at	   the	  beginning	  of	   each	   round,	   for	   the	   first	   chunk	  index	   that	   does	   not	   have	   a	   buffered	   (B)	   or	   requested	   (R)	   chunk	   from	   any	  description.	  When	  it	  finds	  the	  first	  chunk	  index	  satisfying	  this	  condition	  it	  selects	  a	   random	   description	   (from	   the	   available	   ones	   according	   to	   the	   availability	  information	   provided	   by	   its	   neighbours)	   and	   makes	   the	   request.	   Then,	   it	  continues	  with	  the	  next	  chunk	  index	  that	  has	  none	  buffered	  or	  requested	  chunk	  until	   there	   are	   no	  more	   chunk	   indexes	   fulfilling	   this	   condition.	   The	   scheduling	  algorithm	  continues	  by	  doing	  the	  same	  routine	  over	  chunk	  indexes	  with	  just	  one	  buffered	  or	  requested	  chunk,	  then	  with	  just	  two,	  and	  so	  on.	  	  The	   goal	   of	   this	   scheduling	   algorithm	   is	   to	   get	   the	   maximum	   number	   of	  descriptions	   for	   each	   chunk	   index	   time	  but	   always	   trying	   to	   avoid	  having	  high	  variation	  between	  the	  received	  number	  of	  descriptions	  from	  one	  time	  to	  another.	  
6.1.2.2 Supplier-­‐side	  incentive-­‐based	  scheduler	  	  As	   stated	   earlier	   the	   design	   considers	   an	   incentive-­‐based	   strategy	   for	   the	  supplier-­‐side	   that	   takes	   into	   account	   the	   contribution	   of	   their	   partners	   and	  serves	   them	   accordingly.	   The	   effect	   of	   this	   supplier	   strategy	   is	   that	   peers	   that	  contribute	  more	  are	  more	  likely	  to	  receive	  a	  larger	  number	  of	  descriptions	  and	  thus	   better	   quality.	   As	   a	   supplier,	   each	   peer	   has	   a	   queue	   of	   requests	   from	   its	  partners	  and	  at	  each	  round	  it	  has	  to	  decide	  which	  of	  these	  requests	  is	  going	  to	  be	  served	  first.	  Instead	  of	  selecting	  a	  random	  one	  or	  handle	  them	  in	  a	  first-­‐in-­‐first-­‐out	   manner,	   a	   weighted	   selection	   is	   performed.	   The	   weight	   in	   this	   case	   is	  assigned	  by	  computing	   the	  percentage	  of	  chunks	   that	  have	  been	  provided	  by	  a	  specific	   neighbour	   from	   the	   total.	   Then	   the	   selection	   of	   the	   neighbour	   to	   be	  served	   is	   done	   using	   the	   weights	   for	   each	   one.	   	   Next	   it	   is	   shown	   the	   used	  supplier-­‐side	  algorithm.	  





 num_partners : number of partners the peer has; 
 num_descs :  number of MDC descriptors; 
 window_size : size in chunks of the sliding window; 
 window : current buffer map of the peer; 
 partners[k] : buffer map of partner k; 
 requested :  set of requested chunks; 
 
Scheduling: 
 //look for the 1st chunk index with a number of buffered  
 //or requested chunks equal to stage  
 stage ← 0  
 while no_segment_scheduled and window_not_full do 
  i ← 0 
  while i < windows_size and no_segment_scheduled do 
   count ← 0 
   for j to num_descs do 
    if window[i , j] ≠ null or requested[i , j] = true 
     count ← count + 1; 
    end if; 
   end for j; 
   if count = stage 
    j ← 0; 
    //select descriptor to be requested 
    while j < num_descs and not_selected 
     if window[i , j] = null 
      chunk ← [i, j]; 
      not_selected ← false; 
     end if; 
     j ← j + 1; 
    end while; 
    //select partner to request chunk 
    k ← 0; 
    while k < num_partners and no_supplier 
     if partners[k , chunk] ≠ null 
      supplier ← k; 
      no_supplier ← false;  
     end if 
     k ← k + 1;    
    end while;     
    no_segment_scheduled ←  false; 
   else 
    i ← i + 1; 
   end if; 
  end while; 
  if no_segment_scheduled 
   stage ←  stage + 1; 
   if stage ≥ num_descs 
    window_not_full ← false; 
   end if; 
  end if; 
 end while;  
 
Output: 
 chunk to be scheduled; 
 supplier for required chunk;  	  
6.1.3 Simulation	  Results	  	  Four	  different	   simulation	   scenarios	  have	  been	   considered.	  The	   first	   scenario	   is	  the	   reference	   system	   which	   is	   a	   mesh-­‐pull	   P2P	   streaming	   system	   with	   single	  layered	   video	   and	   no	   incentives	   (default	   operation	   of	   P2PTVSim).	   The	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simulations	   for	   these	  scenarios	   (Table	  6-­‐1)	  allow	  us	   to	  compare	   the	  results	   for	  our	  proposed	  system	  with	  results	  obtained	  in	  the	  exact	  same	  conditions.	  Then,	  in	  a	  second	  scenario,	  we	  added	  incentives	  for	  redistribution.	  The	  third	  scenario	   is	  an	   MDC	   based	   mesh-­‐pull	   P2P	   streaming	   system	   and	   the	   last	   scenario	   is	   a	  variation	  of	  the	  MDC,	  adding	  incentives	  for	  redistribution.	  	  
Table	  6-­‐1	  P2P	  simulated	  scenarios	  
Scenario	   Layers	   Incentives	  
I.	  Reference	  system	   Single-­‐layered	  (1	  layer)	   No	  
II.	  Reference	  +	  Incentives	   Single-­‐layered	  (1	  layer)	   Yes	  
III.	  MDC	   Multiple	  layers	  (4	  layers)	   No	  
IV.	  MDC	  +	  incentives	   Multiple	  layers	  (4	  layers)	   Yes	  	  	  The	  main	  parameters	  for	  the	  simulations,	  that	  are	  common	  for	  the	  four	  different	  scenarios	  are	  the	  following	  ones:	  a	  total	  of	  1000	  peers,	  with	  a	  mean	  degree	  of	  10	  partners	  and	  a	  5	  seconds	  buffer.	  Four	  different	  types	  of	  peers:	  class	  A,	  peers	  with	  5Mbps	   of	   upload	   bandwidth	   (10%	   of	   the	   total);	   class	   B,	   peers	   with	   1Mbps	   of	  upload	   bandwidth	   (40%	   of	   the	   total);	   class	   C,	   peers	   with	   500Kbps	   of	   upload	  bandwidth	   (40%	   of	   the	   total);	   and	   class	   D,	   peers	   that	   act	   as	   free-­‐riders,	   with	  0Kbps	   of	   upload	   bandwidth	   (10%	   of	   the	   total).	   No	   download	   bandwidth	  constraint	   is	   assumed	   according	   to	   [185]	   and	   [186].	   Simulations	   last	   during	   a	  distribution	  of	  2500	  chunks.	  	  For	   each	   scenario	   several	   simulations	   have	   been	   performed	   for	   different	   loss	  values	   (0%,	  1%,	  5%,	  10%,	  15%,	  20%	  and	  40%)	  and	  each	  of	   these	   simulations	  has	  been	  repeated	  10	  times	  and	  their	  results	  have	  been	  averaged.	  The	  loss	  model	  corresponds	  to	  a	  random	  loss	  model	  (Bernoulli).	  	  The	  metrics	  that	  are	  measured	  for	  the	  evaluation	  of	  the	  techniques	  are	  the	  end-­‐to-­‐end	   delay,	   the	   continuity	   index	   (CI)	   and	   the	   average	   number	   of	   received	  descriptions.	  The	  end-­‐to-­‐end	  delay	  is	  measured	  for	  all	   the	  peers	  of	  one	  class	  as	  expressed	  by	  (eq.	  1).	  	  
The	   continuity	   index	   is	  measured	  differently	   for	   single	   layered	   systems	   (eq.	  2)	  and	  multiple	   layered	   systems.	   For	  MDC	   (eq.	   3)	   it	   is	   necessary	   to	   consider	   that	  only	  one	  description	   is	  needed	  for	   the	  display	  of	   the	  video	  (in	  this	  work	   it	  was	  considered	  a	  spatial	  MDC	  technique).	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6.1.3.1 Reference	  system	  	  When	  considering	  the	  effect	  of	  losses	  in	  our	  reference	  system	  we	  can	  see	  that	  the	  Continuity	   Index	   (CI),	  decreases	  as	   the	   losses	   increase.	   It	   is	   important	   to	  point	  out	  that	  the	  degree	  of	  10	  partners	  and	  the	  5	  second	  buffer	  have	  an	  impact	  in	  the	  results	   and	   with	   different	   (more	   restrictive)	   values	   for	   these	   parameters	   the	  results	  would	  have	  been	  worst	   in	   terms	  of	  CI.	   In	  Figure	  6.2	   the	   results	   for	   the	  simulations	  performed	  for	  different	  values	  of	  losses	  are	  shown.	  
	  









Figure	  6.3	  Reference	  System	  -­‐	  Delay	  vs.	  Losses	  	  The	   results	   of	   the	   end-­‐to-­‐end	   delay	   are	   also	   shown	   in	   Figure	   6.4	   but	   his	   time	  depicting	   the	   delay	   for	   each	   peer,	   for	   three	   different	   loss	   rates	   (0%,	   5%	   and	  10%)	  instead	  of	  showing	  the	  average.	  This	  result	  allows	  us	  to	  see	  the	  variance	  of	  the	  delay	  values.	  




Figure	  6.4	  Reference	  System	  -­‐	  	  Delay	  for	  0%,	  5%	  and	  10%	  losses	  








Figure	  6.5	  Incentive-­‐based	  system	  -­‐	  CI	  vs.	  Losses	  











Figure	  6.6	  Incentive-­‐based	  system	  -­‐	  Delay	  vs.	  Losses	  The	   results	   show	   that	   cooperating	   peers	   benefit	   from	   the	   incentive-­‐based	  mechanism.	   That	   is	   because	   the	   bandwidth	   that	   these	   peers	   were	   wasting	  serving	   free-­‐riders	   is	   now	   available	   and	   used	   for	   these	   cooperating	   peers,	  increasing	  their	  overall	  performance.	  	  
6.1.3.3 MDC	  System	  	  In	   order	   to	   create	   a	   more	   robust	   streaming	   system	   against	   losses,	   the	   MDC	  scheme	  is	   introduced.	  The	  proposed	  system	  has	  the	  same	  characteristics	  as	  the	  reference	   one	   but	   using	   multiple	   layers	   and	   the	   chunk	   request	   scheduling	  strategy	   (no	   incentives	   for	   redistribution	   are	   used).	   Here	   the	   results	   for	   the	  simulations	  performed	  with	  the	  MDC	  system	  are	  presented.	  First,	   in	  Figure	  6.7,	  we	   can	   see	   the	   CI	   achieved	   using	   the	   MDC	   system.	   As	   it	   can	   be	   seen	   the	  continuity	   increases	   significantly	   and	   it	   only	   drops	   to	   0,9	   approximately	  when	  the	  loss	  rate	  is	  40%.	  	  This	  result	  shows	  how	  the	  use	  of	  MDC	  can	  improve	  one	  of	  the	  main	  metrics	  that	  we	  want	   to	  optimize	   in	  a	  P2P	  streaming	  system:	   the	  continuity	  playback	  or	  CI.	  But	   it	   is	   important	   to	   point	   out	   that	   this	   measure	   only	   indicates	   the	   level	   of	  continuity	   (being	   almost	   the	   same	   for	   the	   different	   peer	   classes)	   but	   does	   not	  indicate	  the	  received	  quality.	  This	  quality	  depends	  on	  the	  number	  of	  descriptions	  as	  well	  as	  on	   the	  characteristics	  of	   the	  MDC	  techniques	  used	   (such	  as	   the	  ones	  described	  in	  [187]),	  and	  to	  show	  the	  difference	  between	  the	  four	  peer	  classes	  the	  average	  number	  of	  received	  descriptions	  is	  depicted	  in	  Figure	  6.8.	  Here	  we	  can	  see	   that	   class	  A	  peers	   receive	   in	  average	  a	  higher	  number	  of	  descriptions	   than	  the	  rest	  of	  the	  classes.	  	  Also,	  as	  it	  can	  be	  seen	  in	  Figure	  6.9,	  the	  delay	  decreases	  drastically.	  This	  is	  due	  to	  the	  fact	  that	  the	  delay	  is	  measured	  for	  individual	  chunks	  that	  are	  smaller	  in	  the	  MDC	  system	  (their	  size	  in	  relation	  to	  the	  size	  of	  the	  single	  layered	  system	  chunks	  can	   be	   considered	   proportional	   to	   the	   number	   of	   descriptions	   used).	   For	   that	  reason	  the	  delay	  here	  has	  to	  be	  understood	  in	  a	  different	  context	  than	  the	  delay	  for	  the	  single	  layered	  system.	  Here	  it	  is	  interesting	  to	  take	  into	  account	  these	  low	  delay	  values	  for	  MDC	  end-­‐to-­‐end	  chunk	  delivery	  because	  in	  systems	  where	  there	  are	  low-­‐delay	  requirements	  MDC	  could	  be	  used.	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Figure	  6.7	  MDC	  system	  -­‐	  CI	  vs.	  Losses	  
	  
	  









Figure	  6.9	  MDC	  system	  -­‐	  Delay	  vs.	  Losses	  
6.1.3.4 MDC	  System	  with	  Incentives	  	  Next,	  we	  combine	  the	  use	  of	  MDC	  with	  incentives	  for	  redistribution.	  Here,	  to	  the	  improvements	   introduced	   by	  MDC	   in	   terms	   of	   CI	   increase	   and	   low	   end-­‐to-­‐end	  delay,	   we	   can	   add	   the	   overall	   performance	   boost	   introduced	   by	   the	   use	   of	  incentives.	  As	  it	  is	  shown	  in	  Figure	  6.10,	  the	  CI	  can	  be	  maintained	  at	  almost	  the	  maximum	  level	  even	  at	  high	  loss	  rates	  like	  40%.	  This	  combination	  allows	  a	  high	  
Part	  II:	  Scalable	  and	  Robust	  Media	  Streaming	  	  	  
	  
69	  
level	   of	   continuity	   playback.	   The	   quality,	   in	   terms	   of	   average	   number	   of	  descriptions	   is	   also	   increased	   for	   the	   cooperating	   peers	   as	   it	   can	   be	   seen	   in	  Figure	  6.11.	  The	  only	  metric	  that	   is	  not	  significantly	  enhanced	  in	  this	  system	  is	  the	   delay	   (Figure	   6.12)	   as	   it	   is	   approximately	   the	   same	   delay	   that	   the	   MDC	  system	  showed.	  
	  	  
	  	  	  	  	  	  	  	  	  
	  
Figure	  6.10	  MDC	  +	  	  Incentives	  -­‐	  CI	  vs.	  Losses	  
 
	  	  	  	  	  	  
	  
	  







Figure	  6.12	  MDC	  +	  Incentives	  -­‐	  Delay	  vs.	  Losses	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6.1.4 Conclusions	  	  The	   gathered	   results	   show	   that	   the	   proposed	   solution	   clearly	   improves	   the	  considered	   metrics	   and	   the	   overall	   behaviour	   of	   the	   system	   compared	   to	   the	  performance	  of	  the	  reference	  system.	  These	  results	  can	  be	  used	  as	  reference	  or	  guideline	   for	   further	   developments.	   As	   an	   additional	   outcome	   of	   this	  work	  we	  have	  developed	  a	  simulation	  software	  which	  is	  a	  valid	  test-­‐bed	  that	  can	  be	  used	  for	   future	   studies	   (based	   on	   P2PTVSim).	   In	   order	   to	   provide	   a	   more	  comprehensive	   validation	   of	   this	   system	   other	  measurements	   and	   simulations	  should	  be	  performed	  to	  complement	  the	  results	  of	   this	  work.	  More	  specifically,	  the	  measure	  of	  the	  overhead	  introduced	  by	  the	  use	  of	  MDC	  should	  be	  considered	  in	   order	   to	   see	   if	   it	   is	   worth	   deploying	   this	   kind	   of	   techniques,	   and	   trying	   to	  define	   the	   optimal	   overhead	   to	   be	   introduced	   (trade-­‐off	   between	   number	   of	  descriptors	  and	  overhead).	  Also	  PSNR	  quality	  measurements	  could	  be	  performed	  by	   selecting	   a	   specific	   MDC	   technique	   and	   running	   the	   corresponding	  simulations.	  To	  complete	  these	  results,	  the	  effect	  of	  churn	  [190],	  concretely	  the	  impact	  of	  flash-­‐crowds,	  is	  desired	  to	  be	  added	  to	  the	  simulation	  environment	  and	  evaluated	  in	  order	  to	  see	  if	  the	  proposed	  solution	  performs	  satisfactorily	  under	  these	  conditions.	  	  Taking	   into	   account	   the	   obtained	   results,	   another	   line	   of	  work	   that	  we	   started	  was	   the	   use	   of	   MDC	   for	   systems	   or	   applications	   with	   low	   star-­‐up	   delay	  requirements	  and	  the	  corresponding	  approaches	  to	  it.	  
 
6.2 Fuzzy	  Redundancy	  Adaptation	  and	   Joint	   Source	  Network	  
Coding	  for	  VANET	  Video	  Streaming	  	  Vehicular	   ad-­‐hoc	   networks	   (VANET)	   are	   an	   emerging	   field	   of	   communications	  technology,	   which	   integrates	   ad	   hoc	   network	   and	   wireless	   LAN	   (WLAN)	  networks	   to	   achieve	   intelligent	   vehicle-­‐to-­‐vehicle	   communication.	   This	   kind	   of	  inter	   vehicle	   communication	   fosters	   the	   deployment	   of	   innovative	   wireless	  applications	   based	   on	   real	   time	   streaming	   of	   video	   flows.	   Real	   time	   video	  communications	   between	   vehicles	   has	   several	   applications	   ranging	   from	   road	  safety,	  commercial	  advertisement	  and	  on	  road	  entertainment.	  Furthermore,	  it	  is	  remarkable	   that	   the	   IEEE	   802.11	   standard	   specifies	   the	   support	   of	   video	  communication	  over	  vehicular	  networks	  [191].	  	  These	  networks	  deal	  with	  different	  traffic	  scenarios	  in	  different	  situations,	  such	  as	  during	   late	  nighttime,	  rush	  hour,	  dense	  and	  sparse	   traffic	   (e.g.	   in	  highways),	  which	   can	   cause	   unstable	   vehicular	   network	   topologies.	   Thus,	   the	  communication	  link	  will	  last	  for	  a	  short	  time	  due	  to	  high	  mobility	  of	  vehicles	  and	  dynamic	   topology.	  Mobility	   of	   vehicles	   leads	   to	  high	   variability	   of	   inter-­‐vehicle	  communication	   channels	   according	   to	   IEEE	   802.11	   standard.	   This	   makes	   real	  time	   video	   communications	   a	   very	   challenging	   task.	   In	   addition,	   the	  communication	   channel	   between	   vehicles	   is	   prone	   to	   radio	   frequency	  interference	   together	   with	   different	   forms	   of	   fading	   including	   multi-­‐path	   and	  slow	  fading.	  As	  a	  consequence,	  the	  channel	  suffers	  both	  from	  high	  bit	  error	  rate	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and	   high	   packet	   error	   rate,	  which	   leads	   to	   high	   packet	   loss.	   There	   are	   several	  reasons	  for	  packet	  loss	  such	  as	  channel	  error,	  congestion	  and	  packet	  delay.	  This	  work	  concentrates	  on	  packet	  loss	  produced	  by	  channel	  error.	  	  In	   vehicular	   networks,	   random	   and	   burst	   errors	   frequently	   occur.	   When	   bit	  errors	   occur	  during	   a	   transmission,	   the	   error	  may	   repeat	   over	   several	   packets	  due	   to	   the	   intrinsic	   dependence	   among	   the	   frames	   of	   the	   compressed	   video	  stream.	   Bursts	   of	   errors	   are	   considered	   [192][193][194]	   to	   affect	   more	  negatively	   to	   video	   quality	   perception	   than	   the	   effect	   produced	   by	   randomly	  distributed	   errors.	   Thus,	   to	   overcome	   bit	   error	   rate,	   loss	   recovery	  methods	   of	  video	  streams	  are	  specially	  needed.	  	  One	  way	  to	  achieve	  reliable	  and	  robust	  video	  communications	  between	  vehicles	  is	   by	   applying	   error	   resilient	   approaches	   like	   Network	   Coding	   (NC).	   In	   [193]	  authors	  showed	  that	  NC	  could	  provide	  robustness	  and	  high	  throughput	  in	  wired	  or	  wireless	  networks.	  The	  main	   idea	  behind	  NC	   is	   that	   intermediate	  nodes	  can	  encode	   incoming	   packets	   instead	   of	   having	   passive	   nodes	   just	   forwarding	  packets	  according	   to	   routing	  algorithms	  as	   in	   the	  current	   Internet.	  With	  NC	  no	  routing	   algorithm	   is	   required.	   The	   receiver	   starts	   decoding	   data	   once	   it	   has	   a	  certain	  minimum	  number	   of	   coded	   packets.	   However,	   a	   single	   packet	   loss	   can	  cause	  a	  generation	  of	  coded	  packets	  to	  be	  lost.	  Therefore,	  NC	  should	  be	  used	  with	  a	  proper	  error	  resilient	  approach	  for	  video	  streaming	  in	  VANET-­‐like	  scenarios.	  In	  addition,	  NC	  has	  the	  ability	  to	  increase	  robustness	  against	  packet	  loss	  in	  wireless	  ad	   hoc	   networks	   [194].	   The	   error	   resilient	   capability	   of	   NC	   depends	   on	   the	  number	   of	   encoded	   packets,	   which	   are	   produced	   by	   intermediate	   nodes.	  Redundancy	  may	  vary	  according	  to	  vehicular	  network	  traffic	  conditions	  such	  as	  sparse	   and	   dense	   scenarios.	   In	   sparse	   scenarios,	   the	   number	   of	   redundant	  packets	   should	   be	   increased	   appropriately	   to	   compensate	   packet	   loss	  while	   in	  dense	  scenarios	  it	  should	  be	  decreased	  to	  mitigate	  bandwidth	  overload.	  Thus,	  we	  can	  optimize	  the	  redundancy	  of	  NC	  according	  to	  the	  vehicular	  traffic	  density	   in	  each	  situation.	  Also,	  redundancy	  can	  be	  tuned	  according	  to	  the	  error	  rate	  of	  the	  communication	   channel.	   In	   this	   section,	   we	   propose	   a	   redundancy	   controller	  based	  on	  a	  fuzzy	  inference	  system	  [195],	  which	  can	  effectively	  adjust	  the	  amount	  of	  redundant	  packets	  to	  the	  desired	  target	  value.	  	  	  Furthermore,	   as	   seen	   in	   section	   4.3.1.1,	   Multiple	   Description	   Coding	   (MDC)	  encodes	  a	  video	   file	   into	  a	  number	  of	  different	   independent	  sub-­‐streams.	  Thus,	  MDC	  can	  be	  used	  to	  reduce	  the	  effects	  of	  packet	  loss	  [44].	  Unlike	  previous	  works,	  which	  do	  not	  consider	  the	  problems	  of	  losing	  coded	  packets	  when	  using	  NC,	  this	  work	  proposes	  to	  use	  MDC	  to	  mitigate	  these	  problems	  in	  combination	  with	  the	  adjustment	  of	   the	  NC	   redundancy	   according	   to	   vehicular	   traffic	   conditions	   and	  channel	   error	   rate	   variation.	   Thus,	   we	   propose	   a	   fuzzy-­‐based	   NC	   redundancy	  control	  mechanism	  combined	  with	  MDC	  to	  achieve	  reliable	  video	  streaming	  over	  VANET.	   This	   fuzzy-­‐based	   controller	   was	   implemented	   using	   the	   jFuzzyLogic	  software	  [259]	  and	  has	  been	  validated	  in	  [GP5]	  and	  [GP9]	  adapting	  them	  to	  the	  specific	  goals	  of	  each	  communication.	  The	  former	  for	  adapting	  the	  frequency	  of	  the	  beconing	  rate	  in	  a	  VANET	  scenario	  and	  the	  later	  for	  deciding	  the	  quantity	  of	  redundancy	  data	  to	  introduce	  in	  a	  video	  transmission	  in	  a	  VANET	  secenario.	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6.2.1 Video	  Transmission	  over	  VANET	  	  There	   has	   been	   a	   few	   prior	   works	   in	   the	   field	   of	   inter-­‐vehicle	   video	  communications.	   However,	   almost	   all	   of	   them	   deal	   with	   short	   message	  communications	  between	  vehicles.	  Authors	  in	  [198]	  propose	  an	  architecture	  for	  video	  streaming	  over	  VANET,	  but	  no	  real	  video	  data	  was	  used	  in	  their	  simulation	  and	  only	  the	  delay	  is	  reported	  in	  their	  experimental	  studies.	  	  	  In	   [199],	   authors	   discussed	   two	   routing	   protocols:	   Source	   Based	   Forwarding	  (SBF)	   and	   Receiver	   Based	   Forwarding	   (RBF)	   applied	   to	   VANET	   networks.	  Authors	   considered	  different	   traffic	   conditions	   for	   data	   forwarding	   to	   evaluate	  video	  streaming	  between	  platoons	  of	  vehicles.	  	  	  In	  addition,	  video	  streaming	  communications	  over	  VANET	  are	  influenced	  by	  the	  high	   channel	   errors	   of	   the	   vehicles	   in	   urban	   traffic	   environments.	   The	   high	  packet	  loss	  and	  limited	  communication	  range	  of	  the	  vehicles	  incur	  frequent	  link	  disconnection	  and	  even	  network	  partition.	  Authors	  in	  [201]	  have	  combined	  data	  mulling	  techniques	  with	  three	  strategies:	  network	  coding	  [200],	  erasure	  coding,	  and	  repetition	  coding.	  Specially,	  vehicles	  in	  the	  opposite	  direction	  are	  exploited	  as	   data	   mules	   to	   relay	   multimedia	   data	   to	   other	   vehicles	   to	   overcome	  intermittent	   connectivity	   in	   sparse	   vehicular	   ad	   hoc	   networks.	   However,	   the	  analysis	   of	   the	   delay	   for	   relaying	   multimedia	   data	   is	   based	   on	   a	   theoretical	  mathematical	  model.	  Authors	  in	  [202]	  investigated	  the	  emergency	  warning	  video	  dissemination	   to	   a	   platoon	   of	   vehicles	   in	   an	   accident	   environment.	   A	   network	  coding	   algorithm	   was	   applied	   for	   emergency	   video	   dissemination.	   The	  performance	   evaluation	   reveals	   that	   network	   coding	   is	   reliable	   for	   video	  dissemination	  over	  VANET	  especially	  in	  high	  channel	  loss	  conditions.	  Moreover,	  the	   authors	   analytically	   showed	   that	   network	   coding	   reduces	   delivery	   delay	  across	  platoons	  via	  data	  mulling.	  However,	  all	  these	  approaches	  did	  not	  consider	  an	  error	  resilient	  scheme	  to	  improve	  the	  perceived	  video	  quality	  in	  high	  channel	  loss	  conditions	  in	  a	  vehicular	  network	  scenario.	  	  Moreover,	   in	   current	   literature	   there	   can	   be	   found	   methods	   based	   on	   fuzzy	  inference	   systems.	   Some	   authors	   [199]	   have	   used	   entropy-­‐based	   fuzzy	   logic	  techniques	  to	  implement	  fuzzy	  controllers	  with	  the	  help	  of	  entropy	  metric-­‐based	  metrics	   to	   reduce	   the	   number	   of	   route	   reconstructions	   whilst	   being	   able	   to	  provide	  QoS	   in	  ad	  hoc	  networks.	   In	   [200]	  authors	   introduced	  a	   fuzzy	  Petri	  net	  agent	   that	   is	   implemented	   in	   each	   node	   to	   learn	   and	   adjust	   itself	   to	   according	  dynamic	   conditions	   in	  multicast	   ad	  hoc	  networks.	   In	   this	   section	  we	   introduce	  our	   fuzzy	   based	   redundancy	   controller,	   which	   uses	   two	   metrics	   to	   adjust	   the	  value	  of	  redundant	  packets.	  
6.2.2 MDC-­‐based	  Approach	  	  As	  seen	  in	  4.3.1.1,	  video	  coding	  schemes	  such	  as	  MDC	  or	  SVC	  are	  used	  to	  enhance	  error	   resiliency.	   SVC	   divides	   the	   video	   file	   into	   different	   layers	   referred	   to	   as	  base	   layer	   and	   subsequent	   depending	   enhancement	   layers	   in	   a	   hierarchical	  manner.	   The	   base	   layer	   is	   the	   most	   important	   layer	   while	   the	   enhancement	  layers	   are	   referenced	   to	   the	   base	   layer.	   The	   enhancement	   layers	   cannot	   be	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reproduced	   independently	   to	   the	   base	   layer.	   In	   contrast	   to	   SVC,	   MDC	   splits	  (Figure	  6.3)	   the	   video	   signal	   into	  multiple	   sub-­‐streams	  where	   each	  of	   the	   sub-­‐streams	  (descriptors)	  can	  be	  reproduced	  independently.	  	  	  Then,	  thanks	  to	  source	  coding	  techniques,	  receivers	  can	  make	  a	  reconstruction	  of	  the	   video	   file	   when	   any	   of	   the	   sub-­‐streams	   is	   received.	   The	   quality	   of	   the	  reconstructed	   video	   file	   is	   proportional	   to	   the	   number	   of	   descriptors	   being	  received.	  Thus,	  the	  more	  descriptors	  are	  received,	  the	  better	  the	  perceived	  video	  quality.	   Therefore,	   MDC	   is	   preferable	   in	   extreme	   environments	   like	   VANET	  because	  it	  provides	  increased	  resilience	  to	  packet	  losses	  by	  multiple	  streams	  that	  can	  be	  decoded	   independently.	   The	  main	  parts	   of	  MDC	   system	  are	   the	   splitter	  and	  the	  merger.	  The	  splitter	  is	  implemented	  in	  the	  source	  vehicle.	  The	  first	  step	  of	  MDC	  encoder	  is	  the	  pre-­‐processing	  of	  the	  video	  stream	  in	  order	  to	  obtain	  the	  different	  N	  descriptions	  at	   the	  video	  source,	  which	  can	  be	  coded	  and	  displayed	  independently.	  Next,	  each	  encoded	  descriptor	  is	  ready	  to	  be	  transmitted.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
Figure	  6.13	  System	  architecture	  
6.2.3 Random	  Linear	  Network	  Coding	  Approach	  	  This	  work	  proposes	  to	  use	  Random	  Linear	  Network	  Coding	  (RLNC).	  When	  NC	  is	  applied	  in	  	  the	  source	  node,	  the	  video	  packets	  are	  divided	  into	  generations	  with	  the	   same	   decoding	   deadline	   [202].	   This	   approach	   treats	   each	   generation	   as	   a	  vector	  and	  applies	   linear	  combinations	  before	  transmitting	  the	  data	  packets.	   In	  more	  detail,	   let	  N1,	  N2,	  N3,…,	  NK	  be	  K	  native	  packets	   in	  a	  generation.	  The	  video	  source	  applies	  linear	  combinations	  on	  these	  K	  native	  packets,	  and	  the	  output	  is	  j	  coded	  packets	  which	  are	  referred	  as	  Y1,	  Y2,	  Y3,	  …,	  Yj	  ,	  where	  	  𝑌! = 𝑒!,!!!!! 𝑁!,!and	  j	  =	  1,	  2,	  3,…,h.	  The	  set	  of	  coefficients	  𝑒!,! = 𝑒!,!, 𝑒!,!, 𝑒!,!,… , 𝑒!,!   ∈   𝐺𝐹(2!)	  denotes	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the	  encoding	  vector	  which	  is	  randomly	  selected	  at	  the	  source	  node	  to	  encode	  the	  native	  packets.	  	  Intermediate	   nodes	   collect	   the	   encoded	   packets	   of	   a	   specific	   generation	   and,	  then,	  re-­‐encode	  the	  buffered	  packets.	  When	  an	  intermediate	  node	  has	  received	  u	  encoded	  packets	  of	  a	  given	  generation,	  then	  it	  will	  select	  a	  new	  set	  of	  coefficients	  𝜍!,! = 𝜍!,!, 𝜍!,!, 𝜍!,!,… , 𝜍!,!   ∈   𝐺𝐹(2!) .	   Thus,	   the	   outgoing	   packets	   of	   the	  intermediate	  nodes	  are	  X1,	  X2,	  X3,	  …,	  Xk	  where	  𝑋!   = 𝜍!,!!!!! 𝑌! .	  Note	  that	  the	  new	  set	   of	   coefficients	   with	   respect	   to	   the	   native	   packets	   is	  𝛾!,! = 𝛾!,!, 𝛾!,!, 𝛾!,!,… , 𝛾!,! ,	   where	  𝛾!,!   = 𝑒!,!!!!! 𝛾!,! .	   Then	   the	   intermediate	  nodes	  embed	  the	  coefficients	  in	  the	  header	  of	  the	  outgoing	  re-­‐encoded	  packets	  to	  allow	   their	   practical	   decoding.	   When	   the	   destination	   has	   received	   K	   coded	  packets,	   it	   first	  checks	  the	  linear	  independence	  of	  the	  coefficients	  in	  the	  header	  of	   the	   received	   coded	   packets.	   Next,	   it	   builds	   K	   x	   K	   matrix	   using	   the	   coded	  packets.	   The	   rows	   of	   the	   resulting	   matrix	   represent	   the	   coefficients	   of	   coded	  packets.	  Afterwards,	  it	  calculates	  the	  inverse	  of	  the	  coefficients	  matrix	  and	  then	  multiplies	   it	  with	   the	   received	   coded	  packets.	   	  A	  more	  detailed	   explanation	  on	  how	  to	  perform	  a	  practical	  coding	  and	  decoding	  process	  can	  be	  seen	  in	  [132].	  	  
6.2.4 Proposed	  Joint	  Source	  Coding	  and	  Network	  Coding	  Approach	  	  Wireless	  nodes	  will	  use	  802.11	  MAC	  layer	  to	  communicate.	  In	  the	  protocol	  stack	  each	  protocol	   layer	  adds	  all	  necessary	   information	  to	   the	   incoming	  data.	   In	   the	  application	   layer,	   specific	   headers	   are	   added	   whenever	   needed.	   Source	   and	  destination	  IP	  addresses	  and	  port	  numbers	  are	  added	  by	  network	  and	  transport	  layers	   respectively.	   These	   addresses	   ensure	   end-­‐to-­‐end	   delivery	   of	   packets.	   In	  case	  of	   link	  disconnection	   the	  network	   layer	  drops	  missing	  packet.	   In	  addition,	  fast	  channel	  variations	  at	  the	  physical	  layer	  will	  produce	  packet	  loss	  at	  the	  above	  layers.	  Thus,	  in	  order	  to	  increase	  the	  robustness	  of	  the	  video	  streaming	  system	  in	  this	  VANET	  scenario,	  the	  protocol	  stack	  should	  be	  modified	  by	  embedding	  data	  coding	   approaches	   to	   combat	   packet	   losses	   (adopting	   then	   a	   cross	   layer	  solution).	   In	   this	   section	   we	   propose	   to	   achieve	   this	   thanks	   to	   a	   joint	   source	  coding	  and	  NC	  for	  improving	  video	  streaming	  in	  vehicular	  scenarios.	  	  	  The	   overall	   block	   diagram	   of	   the	   proposed	   joint	   source-­‐network	   coding	   is	  depicted	   in	   Figure	   6.14.	   In	   our	   video	   streaming	   system,	   a	   single	   video	   source	  transmits	  video	  descriptors	  to	  a	  group	  of	  receivers	  in	  the	  VANET	  network.	  MDC	  is	   applied	   for	   robust	   transmission	   in	   this	   scenario.	   The	  MDC	  generates	   several	  descriptors	   that	   are	   independently	   decodable.	   These	   descriptions	   are	   passed	  down	  to	  the	  next	  protocol	  layers	  for	  performing	  the	  end-­‐to-­‐end	  delivery.	  	  	  Furthermore,	   we	   implemented	   RLNC	  mechanisms	   between	   network	   and	   MAC	  layers	  running	  over	  an	  IEEE	  802.11	  MAC	  protocol.	  The	  reasons	  for	  this	  were:	  	  	  
• First,	  processing	  at	  lower	  layers	  (physical	  and	  MAC	  layers)	  are	  faster	  than	  upper	  ones.	  	  
• Second,	  to	  provide	  transparent	  NC	  operations	  to	  upper	  protocol	  layers.	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At	   the	  NC	   shim	   layer,	   each	  description	   is	  divided	   into	  numbers	  of	   generations.	  This	  division	  depends	  on	  the	  size	  of	  the	  generations	  and	  MDC	  descriptions	  video	  streams.	  	  	  The	   outgoing	   coded	   packets	   are	   identified	   by	   adding	   a	   generation-­‐ID	   and	  description-­‐ID	   into	   its	   specific	   headers.	   This	   information	   is	   useful	   for	   the	  receiver	  to	  merge	  generations	  and	  descriptions	  at	  the	  NC	  and	  application	  layers	  respectively.	   If	   a	   receiver	   collects	   enough	   linearly	   independent	   coded	   packets,	  the	   decoder	   NC	   component	   will	   be	   able	   to	   obtain	   (recover)	   the	   original	   data	  belonging	  to	  that	  generation.	  	  	  Regarding	  the	  encoded	  video,	  frames	  depend	  among	  them	  (B	  and	  P	  frames).	  The	  loss	  of	  one	  frame	  may	  cause	  other	  frames	  to	  be	  useless	  or	  not	  decodable.	  In	  other	  words,	   in	  certain	  network	  conditions	  a	   receiver	  may	  not	  be	  able	   to	  decode	   the	  original	  packets	  that	  belong	  to	  the	  same	  generation,	  because	  it	  does	  not	  receive	  enough	   innovative	   packets	   based	   on	   its	   maximum	   low	   capacity	   and,	  consequently,	   some	   frames	   of	   a	   Group	   of	   Pictures	   (GOP)	   may	   be	   lost.	   If	   this	  happens,	  MDC	   can	   compensate	   the	   effect	   of	   coded	  packet	   loss.	   This	   is	   because	  one	  description	  is	  divided	  into	  multiple	  generations	  while	  in	  NC	  the	  effect	  of	  one	  missing	  generation	  severely	  affects	  the	  whole	  video	  file	  due	  to	  tight	  correlation	  between	  generations	  to	  reproduce	  original	  video.	  Therefore,	  a	  reliable	  approach	  based	   on	  MDC	   and	  NC	   is	   proposed	   to	   improve	   the	   video	   streaming	   service	   by	  reducing	  the	  multiple	  packet	   losses	   in	  VANET	  scenarios.	  The	  main	  drawback	   is	  that	  this	  method	  intrinsically	  adds	  some	  redundancy.	  	  	  
	  
Figure	  6.14	  Proposed	  joint	  source-­‐network	  coding	  (dark	  blocks)	  
6.2.5 Proposed	  Fuzzy	  Logic	  Redundancy	  Control	  	  Fuzzy	   logic	   simulates	   the	   interpretation	   of	   uncertain	   sensed	   information,	   as	   a	  human	   brain	   would	   do.	   The	   appropriate	   decision	   making	   process	   of	   fuzzy	  inference	  systems	  depends	  on	   the	  precise	  design	  of	  membership	   functions	  and	  fuzzy	   inference	   rules.	  However,	   in	  VANET	   the	   right	  decision-­‐making	  process	   is	  difficult	   to	   obtain	   due	   to	   uncertain/random	   movement	   of	   vehicles	   and	   the	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variability	  of	  the	  SNR	  value	  of	  the	  communication	  channel.	  Artificial	  intelligence	  based	   decision	   making	   systems,	   such	   as	   fuzzy	   logic,	   perform	   well	   in	   pattern	  classification	   and	   decision	   making	   systems.	   Fuzzy	   logic	   is	   a	   decision	   making	  process	  based	  on	  input	  membership	  functions	  and	  a	  group	  of	  fuzzy	  rules.	  This	  is	  similar	  to	  the	  way	  the	  human	  brain	  operates,	  which	  simulates	  the	  interpretation	  of	  uncertain	  sensory	  information.	  Therefore,	  the	  fuzzy	  inference	  system	  (Figure	  6.15)	  has	  been	  applied	  to	  control	  the	  amount	  of	  redundant	  packets	  for	  improving	  network	   load.	  Concretely,	   the	   first	   step	  when	  designing	  a	   fuzzy	   controller	   is	   to	  determine	   the	   impact	   of	   each	   input/output	   parameter	   and	   the	   range	   of	   values	  that	   each	   variable	   can	   take.	   The	   next	   step	   is	   to	   determine	   the	   membership	  functions	  for	  the	  input	  and	  output	  parameters	  based	  on	  the	  defined	  range	  and	  to	  design	  rules	  for	  the	  fuzzy	  inference	  system.	  One	  main	  characteristic	  of	  the	  fuzzy	  controller	   is	   that	   it	   is	  modifiable.	   It	   is	   easy	   to	   tune	   rules	   (add,	  modify,	   delete),	  membership	   functions,	  range	  of	  values	  or,	  even,	  change	  the	  system	  parameters	  to	  enhance	  its	  performance.	  The	  selection	  of	  the	  most	  relevant	  input	  variables	  is	  crucial.	  	  	  	  	  	  	  	  	  	  	  	  	  	  
Figure	  6.15	  Fuzzy	  logic	  components	  	  Furthermore,	   the	   fuzzy	   inference	   system	   needs:	   fuzzification,	   knowledge	   rules	  and	   defuzzification.	   A	   group	   of	   rules	   can	   be	   used	   to	   represent	   the	   knowledge	  base	  for	  performing	  the	  control	  action	  in	  a	  semantic	  form.	  	  	  The	  inputs	  of	  the	  fuzzy	  controller	  that	  will	  adjust	  the	  amount	  of	  redundancy	  are:	  	  	  
• SNR	  of	  the	  communication	  channel.	  
• Vehicular	  traffic	  density.	  	  	  These	   two	  variables	  allow	  optimizing	  and	  adjusting	   the	  amount	  of	   redundancy	  and,	  consequently,	  improving	  the	  network	  performance	  (bandwidth	  utilization).	  The	   overall	   process	   involved	   in	   calculation	   of	   redundant	   packets	   is	   described	  next.	  
6.2.6 Fuzzification	  of	  Inputs	  and	  Outputs	  	  In	   order	   to	   control	   the	   amount	   of	   redundant	   packets	   produced	   by	   the	   NC	  operations,	  the	  source	  and	  intermediate	  nodes	  encode	  m	  received	  packets	  out	  of	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all	   K	   packets	   it	   has	   received	   so	   far	   [203].	   The	   ratio	  m/K	   is	   refereed	   to	   as	   the	  coding	   density	   (output	   parameter)	   and	   it	   is	   used	   to	   adjust	   the	   degree	   of	  redundancy	  as	  a	  function	  of	  two	  input	  parameters	  (traffic	  density	  and	  SNR).	  	  The	  redundancy	  controller	  is	  based	  on	  a	  fuzzy	  logic	  component.	  This	  is	  because	  it	   simplifies	   the	   design	   of	   a	   stable	   controller,	   which	   makes	   use	   of	   two	   input	  variables.	   In	   addition,	   modifications	   are	   easy	   to	   perform	   to	   the	   rule	   inference	  system	  in	  order	  to	  enhance	  the	  performance	  of	  the	  controller.	  One	  just	  needs	  to	  add	   specific	   rules.	   It	   is	   worth	   to	   mention	   that	   the	   developed	   controller	   is	  implemented	   in	   the	   source	   node	   and	   intermediate	   nodes	   in	   a	   distributed	  way.	  We	  are	  using	  traffic	  density	  and	  communication	  channel	  SNR	  parameters	  in	  our	  redundancy	  controller	  (Figure	  6.16).	  The	  reason	  for	  this	  selection	  is	  that	  higher	  traffic	  density	  variations	  in	  vehicular	  environments	  yield	  to	  high	  communication	  channel	   fluctuation	   and	   variability	   of	   the	   SNR.	   All	   nodes	   in	   a	   distributed	   way	  estimate	   the	   channel	   condition	   in	   the	   form	  of	   channel	   SNR.	   Furthermore,	   each	  node	  calculates	  the	  traffic	  density	  based	  on	  the	  proposed	  method	  in	  [204].	  Nodes	  count	  their	  neighbour	  nodes	  based	  on	  the	  handshaking	  between	  them	  and	  then	  adjust	   the	   value	   of	   redundancy	   using	   the	   fuzzy	   controller.	   Moreover,	   the	  triangular	   and	   trapezoidal	   functions	   are	   chosen	   as	  membership	   function	   since	  they	   have	   been	   extensively	   used	   in	   real-­‐time	   applications	   due	   to	   their	   simple	  formulas	  and	  computational	  efficiency.	  
6.2.6.1 Fuzzy	  Inference	  Engine	  	  The	   fuzzy	  controller	  was	  designed	  considering	  nine	  rules	   that	  are	  presented	   in	  Table	  6-­‐2.	  Channel	  SNR	  is	  presented	  on	  the	  horizontal	  axis	  and	  traffic	  density	  is	  presented	  on	   the	  vertical	  axis.	   In	  order	   to	  demonstrate	   the	  correct	  behavior	  of	  the	  fuzzy	  controller,	  one	  rule	  is	  used	  to	  show	  how	  the	  algorithm	  works	  and	  the	  outputs	   of	   each	   rule	   are	   combined	   for	   generating	   the	   final	   controller	   decision	  [195].	  	  	  
Table	  6-­‐2	  Rule-­‐based	  redundancy	  control	  
Traffic	  Density	  	   Low	  SNR	   Medium	  SNR	   High	  SNR	  
Sparse	   Very	  High	   High	   Medium	  
Dense	   High	   Medium	   Low	  
Very	  Dense	   Medium	   Low	   Very	  Low	  	  	  Consider	  a	  rule	  "If	  SNR	  is	  Low	  and	  Traffic	  Density	  is	  very	  sparse,	  the	  change	  in	  coding	  density	  is	  very	  high"	  as	  an	  example	  to	  calculate	  the	  output	  of	  the	  system.	  Our	  fuzzy	  inference	  system	  considers	  a	  case	  where	  SNR	  is	  2.22	  dB	  and	  the	  traffic	  density	   is	  12.9	  car/km	  (this	  value	  is	   increased	  to	  13).	  The	  output	   is	  0.891(0.9).	  This	  value	  (0.9)	  represents	  the	  coding	  density,	  that	  is,	  for	  instance,	  the	  case	  when	  intermediate	   nodes	   encode	   9	   packets	   (in	   our	   simulation	   10	   is	   total	   number	   of	  packets	  in	  each	  generation)	  out	  of	  all	  received	  packets.	  This	  high	  redundancy	  is	  because	   of	   having	   low	   values	   of	   SNR	   and	   sparse	   traffic	   density.	   This	   output	   is	  achieved	  by	  using	  Mamdani's	  fuzzy	  inference	  method	  [195].	  Figure	  6.17	  depicts	  the	  behavior	  of	  the	  redundancy	  controller.	  




Figure	  6.16	  Membership	  function	  for	  a)	  SNR,	  b)	  Traffic	  Density,	  c)	  Coding	  Density	  
	  
Figure	  6.17	  Correlation	  between	  input	  and	  output	  parameters	  
6.2.6.2 Defuzzification	  	  Defuzzification	   refers	   to	   the	   way	   a	   value	   is	   extracted	   from	   a	   fuzzy	   set	   as	   a	  representative	  value.	  Our	  fuzzy	  controller	  takes	  the	  centroid	  of	  area	  strategy	  for	  defuzzification.	  This	  defuzzification	  method	  is	  based	  on	  (eq.	  4),	  as	  follows:	  	   (𝑒𝑞. 4)  𝑅 = 𝜒!   𝛾(𝜒!)!""  !"#$% 𝛾(𝜒!)!""  !"#$%  
 where	  R	  is	  the	  redundancy,	  xi	  is	  a	  specific	  parameter	  and	  Y(xi)	  is	  its	  membership	  function.	  This	  method	  is	  the	  most	  popular	  defuzzification	  strategy.	  	  
6.2.6.3 Delay	  Constraint	  of	  video	  transmission	  	  Consider	  M	  as	  the	  maximum	  number	  of	  video	  packets	  that	  can	  be	  transmitted	  in	  a	   communication	   session	   (source	   to	   destination)	   and	   satisfy	   the	   maximum	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allowed	   delay	   T	   (Table	   6-­‐3).	   The	   overall	   video	   packet	   delay	   (T)	   considers	   the	  following	  three	  components:	  	  	  
• TNC	  :	  the	  time	  that	  it	  takes	  for	  encoding	  and	  decoding	  of	  generations	  in	  NC	  operations.	  	  	  
• TMDC	  :	  the	  time	  needed	  to	  split	  the	  video	  file	  at	  the	  source	  and	  merge	  it	  at	  the	  destination.	  	  
• Tt	   :	   the	   delay	   introduced	   due	   to	   video	   packet	   transmission	   from	  sender	   to	   receivers,	   including	   the	   sum	   of	   packetization	   delay,	  propagation	   delays	   over	   intermediate	   links	   and	   queuing	   delays	   in	  intermediate	  vehicles.	  	  	  In	  order	  to	  fulfill	  a	  video	  decoding	  deadline	  constraint,	  the	  worst	  case	  scenarios	  should	   be	   considered	   when	   calculating	   the	   maximum	   allowed	   video	   packet	  delay.	  	  	  Thus,	  it	  is	  necessary	  to	  calculate	  each	  delay	  during	  a	  communication	  session.	  The	  delay	  caused	  by	  NC	  operations	  are	  considered	  at	  the	  encoder	  and	  decoder	  TNC	  =	  TEncoding	  +	   TDecoding.	   This	   encoding	   and	  decoding	   delay	   depends	   on	   the	   number	   of	  native	  packets	   in	  each	  generation.	  The	  descriptions	  are	  divided	   to	  a	  number	  of	  generations	  of	  the	  same	  size,	  referred	  to	  as	  the	  native	  generations	  (g1,	  g2,	  g3,..,	  gr).	  The	  time	  needed	  to	  encode	  the	  native	  packets	  of	  each	  generation	  is	  denoted	  by	  TEncoding	  while	   TDecoding	   is	   the	   time	   to	   decode	   all	   collected	   coded	   packets	   at	   the	  receiver.	  The	  decoding	  delay	  is	  shown	  in	  (eq.	  5	  and	  eq.	  6)	  under	  the	  assumption	  that	  the	  packets	  are	  uniformly	  and	  periodically	  received.	  	   (𝑒𝑞. 5)  𝑇!"#$%&'( =   𝑇!"#$_!"#$%&'(%"&) + 𝑇!"#$%"&'( 	  	   (𝑒𝑞. 6)  𝑇!"#$%&'( = 𝑚𝑛 ∙ 1𝑓   ∙   𝑛 + 𝑧	  	  For	   encoding	   packets	   at	   the	   source	   and	   intermediate	   nodes,	   it	   is	   important	   to	  collect	  enough	  number	  of	  packets	  belonging	  to	  the	  same	  generation	  to	  produce	  coded	  packets.	  Therefore,	   the	   encoding	   time	  TEncoding	  depends	  on	   the	  number	  of	  packets	  of	  a	  given	  generation.	  Table	  6-­‐3	  shows	  all	  parameters	  related	   to	  delay.	  The	   main	   parts	   of	   the	   MDC	   source	   coding	   are	   the	   splitter	   and	   merger	   which	  provide	   particular	   processing	   of	   the	   video	   sequences	   at	   the	   source	   and	  destinations	  respectively.	  Thus,	  the	  time	  needed	  for	  MDC	  operations	  is	  as	  follow	  (eq.	  7):	  	   (𝑒𝑞. 7)  𝑇!"# =   𝑇!"!"##$% + 𝑇!"#$"# 	  	  	  Therefore,	   delay	   parameters	   should	   be	   chosen	   to	   satisfy	   the	   following	   delay	  constraint	  (eq.	  8):	   (𝑒𝑞. 8)𝑇 ≥   𝑇!"# +   𝑇!" + 𝑇!	  	  




Table	  6-­‐3	  Delay	  parameters	  
Parameter	   Description	  
n	   Total	  number	  of	  packets	  in	  a	  given	  generation	  
m	   Encoded	  packets	  out	  of	  n	  native	  packets	  
f	   Frame	  rate	  (number	  of	  frames	  per	  second)	  
1/(f	  ·	  n)	   Inter-­‐arrival	   time	   between	   successive	   native	  packets	  
m/n	   Coding	  density	  
z	   Time	  needed	  to	  invert	  the	  coefficients	  matrix	  
Twait_combinations	   Time	   needed	   to	   collect	   enough	   coded	   packets	  (nonlinear	  combinations)	  	  
6.2.7 Performance	  Evaluation	  
6.2.7.1 Simulation	  Setup	  	  In	  this	  section,	  the	  simulation	  setup	  to	  evaluate	  the	  performance	  of	  the	  proposed	  reliable	  joint	  coding	  approach	  is	   introduced.	  The	  simulation	  is	  performed	  using	  NS-­‐2	   simulator	   (with	   default	   values	   for	   MAC	   and	   physical	   layer	   configuration	  parameters)	   integrated	  with	  Evalvid	  [205].	  Furthermore,	  a	  MDC	  simulation	  has	  been	   carried	   out	   to	   generate	   video	   descriptions	   [206].	   Two	   different	   video	  streaming	  approaches	  have	  been	  tested:	  	  	  
• Joint	  Source-­‐Network	  Coding	  approach	  (JSNC)	  	  	  
• NC	  approach	  	  The	   fuzzy	   logic	  algorithm	  was	   implemented	  using	   the	   jFuzzyLogic	  open	  source	  software	   [259].	   Essentially,	   the	   algorithm	   implemented	   here	   (published	   in	  [GP9])	  is	  the	  same	  as	  used	  in	  [GP5].	  The	  main	  differences	  are	  in	  the	  definition	  of	  the	   membership	   functions,	   required	   parameters	   and	   specific	   algorithm	  integration	   for	   each	   scenario	   (it	   is	   a	   piece	   inside	   an	   heuristic	   for	   adapting	   the	  data	   redundancy	   or	   becon	   frequency).	   Actually,	   the	   architecture	   for	  implementing	  this	  decision	  module	  is	  the	  same.	  	  The	  SUMO	  tool	  [207]	  has	  been	  employed	  to	  create	  the	  vehicular	  scenario,	  and	  to	  generate	  mobility	  traces	  of	  the	  simulated	  vehicles.	  SUMO	  interposes	  vehicles	   in	  each	   lanes	   at	   a	   given	   traffic	   rate.	   This	   mobility	   model	   allows	   us	   to	   simulate	  vehicular	   scenarios	   such	   as	   speed	   deceleration/accelerations	   and	   different	  vehicular	   traffic	   conditions.	   The	   vehicle	   that	   acts	   as	   video	   source	   is	   generated	  first	  in	  one	  route.	  In	  our	  simulations,	  each	  route	  has	  its	  own	  parameters	  such	  as	  speed	  and	  acceleration.	  	  All	   vehicles	   in	   our	   simulations	   have	   a	   transmission	   range	   of	   200	  meter	   and	   a	  capacity	   of	   6	  Mbps	   per	   channel	   (symmetric).	   The	   roadway	   used	   is	   a	   two-­‐lane	  road	  of	  5	  Km	  length.	  Vehicles	  access	  the	  road	  according	  to	  a	  Poisson	  distribution	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and	   travel	   at	   a	   speed	   between	   (10-­‐23)	  m/second.	   The	   simulation	   ran	   for	   100	  seconds,	   resulting	   in	  a	   total	  of	  125	  vehicles	  generated.	   In	   the	   simulation,	   a	  CIF	  (352x288)	   MPEG2	   video	   sequence	   (Foreman)	   was	   used	   with.	   The	   video	  sequence	  was	  300	  frames	  long.	  The	  encoder	  includes	  three	  types	  of	  frames:	  Intra	  frames	   (I-­‐frames)	   that	   are	   independent	  on	  other	   frames,	   and	   inter	   frames	   that	  use	   either	   P-­‐frames	   or	   B-­‐frames	   temporal	   prediction	   from	   other	   frames.	   A	  number	   of	  mutually	   dependent	   frames	   form	   a	   group	   of	   pictures	   (GOP).	   In	   our	  experiment,	  the	  GOP	  size	  was	  set	  to	  12	  frames.	  
6.2.7.2 Simulation	  Results	  	  We	  considered	  three	  different	  metrics	  in	  our	  evaluation:	  	  	  
• Average	  Peak	  Signal	  to	  Noise	  Ratio	  (PSNR).	  	  
• Protection	   efficiency:	   average	   packet	   loss	   rate,	   which	   represents	   the	  robustness	  of	  the	  protocol	  against	  packet	  losses.	  	  
• Application	   layer	   throughput:	   this	   throughput	   depends	   upon	   packet	  losses	  at	  the	  lower	  layers.	  	  Figure	   6.18	   a)	   shows	   that	   the	   overall	   video	   quality	   is	   higher	   for	   the	   proposed	  approach	   than	   the	   obtained	   from	   the	   NC	   approach	   results.	  When	   vehicles	   are	  travelling	  at	  low	  speed,	  the	  value	  of	  PSNR	  is	  slight	  different	  for	  both	  approaches.	  This	   is	   because	   at	   low	   speed	   the	   wireless	   channel	   is	   stable	   and	   intermittent	  connectivity	   occurs	   less	   frequently.	   As	   the	   speed	   of	   vehicles	   increases,	   the	  disconnection	  rate	  between	  the	  source	  vehicle	  and	  the	  receiver	   increases	  more	  frequently	  as	  well	  as	  the	  high	  channel	  variations.	  Obviously,	  this	  situation	  leads	  to	  packet	  loss.	  A	  coded	  packet	  loss	  in	  one	  generation	  causes	  multiple	  packet	  loss	  as	  well	   in	   subsequent	  generations	  due	   to	   the	  video	   coding	  approach	   (GOP).	  As	  result,	  the	  average	  video	  quality	  of	  the	  proposed	  approach	  is	  higher	  than	  that	  of	  the	  NC	  approach.	  	  	  	  
	  
Figure	  6.18	  a)	  Video	  quality	  for	  different	  vehicle	  speeds,	  b)	  Instantaneous	  packet	  loss	  rate	  
for	  different	  vehicle	  speeds,	  c)	  Application	  layer	  throughput	  for	  different	  vehicle	  speeds	  	  To	  compare	  the	  packet	  loss	  rate	  of	  the	  proposed	  approach	  with	  the	  NC	  approach,	  the	   video	   source	   transmits	   video	   packets	   at	   a	   given	   period	   time.	   The	   source	  vehicle	  transmits	  the	  video	  coded	  packets	   from	  source	  to	  the	  receiver	  applying	  NC	   operations.	   In	   the	   next	   simulation	   we	   repeated	   the	   video	   transmission	   by	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applying	  the	  proposed	  approach.	  After	  that,	  during	  offline	  analysis,	  we	  calculated	  the	   average	   packet	   loss	   rate	   through	   a	   comparison	   of	   the	   receiver	   and	   source	  trace	  files.	  We	  observed	  that	  the	  instantaneous	  packet	   loss	  rate	   is	   increasing	  in	  both	   approaches	   and	   the	   overall	   packet	   loss	   rate	   is	   lower	   for	   the	   proposed	  approach	  than	  that	  for	  the	  NC	  approach	  as	  depicted	  in	  Figure	  6.18	  b).	  	  	  Initially,	   there	   is	   small	   difference	   of	   instantaneous	   packet	   loss	   values	   for	   the	  proposed	  approach	  and	  the	  NC	  approach	  due	  to	  limited	  channel	  variations	  (less	  bit	  error	  rate	  and	  fading	  of	  the	  channel)	  as	  well	  as	  less	  frequent	  link	  disruption.	  Consequently,	   the	   number	   of	   lost	   packets	   decrease.	   As	  mobility	   increases,	   the	  channel	   instability	   (high	   bit	   error)	   and	   intermittent	   connectivity	   increase.	   As	  result,	   packet	   loss	   increases	   in	   both	   approaches.	   However,	   the	   NC	   has	   more	  coded	  packet	  loss	  than	  the	  proposed	  approach	  at	  high	  speed.	  This	  is	  because	  one	  lost	   packet	   will	   probably	   generate	   multiple	   losses	   in	   subsequent	   packets.	  However,	   MDC	   increases	   error	   resiliency	   of	   NC	   by	   generating	   multiple	  descriptions.	   We	   observed	   a	   similar	   trend	   when	   measuring	   application	   layer	  throughput	   as	   we	   vary	   the	   speed	   from	   low	   to	   high	   in	   Figure	   6.18	   c).	   The	   NC	  approach	   shows	   a	   decrease	   in	   throughput	   due	   to	   high	   speed	   of	   vehicles.	   This	  leads	   to	   high	   coded	   packet	   loss.	   Regarding	   application	   layer	   throughput,	   it	  almost	  does	  not	   change	  at	  high	   speeds.	  This	   is	  because	  high	   coded	  packet	   loss	  (due	   to	   high	   speed)	   at	   the	   lower	   layers	   reduces	   effective	   application	   layer	  throughput	  as	  well	  as	  increases	  bandwidth	  variations.	  	  As	  seen	  in	  this	  section,	  the	  NC	  operations	  are	  implemented	  above	  the	  MAC	  layer	  while	   MDC	   operations	   are	   embedded	   at	   the	   application	   layer.	   The	   MDC	  descriptions	  are	  adapted	  with	  NC	  generations.	  This	  two	  stage	  coding	  mechanism	  increases	   the	   robustness	   of	   video	   streaming	   in	   vehicular	   networks.	   Moreover,	  the	  NC	  redundancy	   is	  adjusted	  using	  a	   fuzzy	   inference	  system	  controller.	  Then,	  the	   tuning	  of	   the	  amount	  of	   redundancy	  was	  based	  on	  vehicular	   traffic	  density	  and	   SNR	   of	   the	   communication	   channel.	   NS-­‐2	   extensive	   simulations	   were	  successfully	   carried	   and	   showed	   significant	   gains	   in	   terms	   of	   average	   video	  quality,	   application	   layer	   throughput	   and	   average	   packet	   loss	   rate.	   The	   video	  streaming	  with	  NC	   has	   been	   compared	   to	   the	   proposed	   joint	   coding	   approach	  and	  the	  proposed	  scheme	  gives	  better	  performance.	  	  
6.3 Reliable	   Video	   Streaming	   over	   VANET	   using	   FEC	  
mechanisms	  	  FEC	  mechanisms	  can	  be	  applied	  to	  different	  symbols	  with	  in	  a	  packet	  (bit,	  byte,	  a	  block	   of	   bytes).	   In	   addition	   to	   that,	   FEC	   can	   be	   used	   in	   different	   Open	   System	  Inter-­‐connected	   (OSI)	   layers	   such	   as	   application,	   network,	   Physical	   and	   MAC	  layer.	   In	   this	   thesis,	   FEC	   is	   applied	   to	   complete	   packets	   in	   application	   layer,	  which	   is	   known	   as	   packet	   level	   FEC	   [242].	   This	   technique	   is	   able	   to	   recover	  packet	  losses	  without	  retransmission	  request	  (retransmission	  of	  lost	  packets	  in	  large	  scale	  video	  transmission	  is	  often	  not	  practical)	  [241].	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Packet	   level	   FEC	   is	   a	   mechanism	   for	   protecting	   RTP	   payloads	   against	   packet	  errors	   by	   adding	   specific	   FEC	   redundant	   data	   to	   the	   transport	   stream.	  Furthermore,	   the	  packet	   level	  FEC	   is	  combined	  with	   the	   interleaving	   technique	  to	  increase	  the	  error	  protection	  efficiency.	  This	  is	  because	  the	  combined	  schemes	  can	   scramble	   correlated	   burst	   packet	   losses	   and	   recover	   them.	   However,	  interleaving	   requires	   additional	   delay	   when	   interleaving	   depth	   (m)	   and	   block	  size	  (n)	  is	  too	  large.	  Thus,	  it	  is	  necessary	  to	  adaptively	  monitoring	  the	  packet	  loss	  pattern	   of	   wireless	   channel,	   in	   order	   to	   apply	   an	   effective	   interleaved	   FEC	  protection.	  	  	  In	  VANET,	  the	  position	  and	  distance	  between	  vehicles	  are	  variable.	  In	  this	  case,	  the	   packet	   error	   rate	   and	   loss	   pattern	   also	   are	   variable	   between	   source	   and	  destinations.	  Actually,	  approaches	  like	  [243][244]	  use	  interleaved	  FEC	  to	  protect	  wireless	  channel	  against	  burst	  packet	  loss.	  However,	  these	  approaches	  are	  error	  resilient	   to	   static	  wireless	  networks,	   position	   variation	  of	  wireless	  nodes	  were	  not	  taken	  into	  consideration.	  Still,	  most	  of	  the	  works	  focusing	  on	  static	  wireless	  or	   low	   mobility	   wireless	   networks.	   Therefore,	   an	   error	   resilient	   scheme	   is	  needed	   to	  be	   addressed	   for	   reliable	   video	  geocasting	   in	  urban	  vehicular	   traffic	  condition.	  	  Next,	  we	  propose	  a	   scheme	  based	  on	  packet	   level	   interleaving	  FEC	   for	   reliable	  video	  geocasting	  over	  VANET	  [GP4].	  The	  proposed	  error	  resilient	  scheme	  is	  able	  to	   tackle	   the	   above	  mentioned	   issues.	  The	   first	   phase	  of	   this	  process	   generally	  consists	  of	  the	  system	  architecture	  of	  proposed	  error	  resilient	  scheme.	  The	  aim	  of	  this	  architecture	  is	  to	  demonstrate	  the	  functions	  of	  the	  proposed	  scheme.	  The	  second	   phase	   consists	   of	   demonstrating	   real	   time	   video	   streaming	   and	  RTP/RTCP	  protocols.	  This	  RTCP	  report	  provide	  accurate	  feedback	  that	  indicates	  for	   each	   transmitted	   packet	   per	   frame,	  whether	   it	  was	   loss	   or	   received.	   In	   the	  third	   phase,	   we	   adaptively	   vary	   the	   amount	   of	   redundancy	   according	   to	   the	  wireless	   channel	   condition.	  This	  adaptive	  variation	   is	  based	  on	  RTCP	  report	  of	  farthest	  vehicle.	  The	  fourth	  phase	  is	  based	  on	  the	  validating	  of	  proposed	  scheme	  based	   on	   simulations	   (NS	   2),	   showing	   consistent	   gain	   in	   PSNR	   as	   well	   as	  maximizing	  the	  protection	  efficiency	  in	  urban	  vehicular	  scenario.	  
6.3.1 Video	  Transmission	  over	  Wireless	  Networks	  	  Recent	   years,	   error	   resilient	   mechanisms	   based	   on	   Automatic	   Retransmission	  Request	   (ARQ)	   and	   FEC	   are	   widely	   used	   to	   correct	   video	   stream	   errors	  [242][245].	  The	  extensive	  studies	  in	  wireless	  multimedia	  communications	  have	  shown	   that	   the	   effect	   of	   FEC	   scheme	  on	  packet	   errors	   yields	  better	  bandwidth	  utilization	   and	   lower	   delay	   than	   ARQ.	   Thus,	   FEC	   schemes	   are	   increasing	   error	  resilient	   in	  wireless	  multimedia	   communications	   [243].	   The	  most	   popular	   FEC	  scheme	  is	  Reed-­‐Solomon	  (RS)	  codes	  to	  generate	  packet	  level	  FEC	  blocks.	  A	  FEC	  coder	   is	   a	   block	   coder	   that	   takes	   a	   block	   of	   k	   source	   packets	   as	   input	   and	  produces	  n	  FEC	  packets	  as	  output ( )n k> .	  In	  the	  receiver,	  the	  original	  video	  data	  can	   be	   regenerated,	   if	   the	   number	   of	   packet	   errors	   is	   less	   than	   decoding	  threshold	  for	  the	  FEC	  code.	  On	  the	  other	  hand,	  interleaving	  techniques	  are	  used	  to	   convert	  burst	   losses	   to	  equivalent	  numbers	  of	   isolated	  packet	   losses.	   In	   this	  way,	  it	  can	  be	  used	  to	  increase	  FEC	  efficient	  recovery.	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  However,	   the	   efficiency	   of	   FEC	   recovery	   depends	   upon	   both	   the	   size	   of	   FEC	  blocks	   and	   number	   of	   source	   packets	   that	   are	   interleaved	   and	   scrambled.	  Admittedly,	   it	   is	   necessary	   to	   estimate	   the	   channel	   dynamicity	   through	   the	  network	   level	   metrics	   (packet	   loss	   rate)	   to	   change	   the	   amount	   of	   FEC	  redundancy	  and	  interleaving	  depth.	  In	  [246],	  authors	  proposed	  an	  adaptive	  FEC	  mechanism	   for	  minimizing	  end	   to	  end	  video	  distortion.	   In	   this	  mechanism,	   the	  decision	  of	  packet	  transmission	  is	  based	  on	  bandwidth	  rate	  constraint.	  In	  [247],	  authors	  studied	  an	  error	  control	  adaptive	  mechanism	  based	  on	  the	  packet	  traces	  of	  Wireless	   LAN.	   In	   [248],	   authors	   proposed	   efficient	   packet-­‐level	   interleaving	  with	   RS	   coding.	   Furthermore,	   literatures	   also	   suggest	   an	   algorithm	   based	   on	  delay-­‐aware	  for	  minimizing	  delay	  generated	  due	  to	  interleaving.	  They	  have	  also	  shown	  that	  packet-­‐level	  interleaving	  with	  FEC	  results	  in	  better	  video	  quality.	  	  	  Some	   literatures	   also	   introduce	   the	   RTCP	   adaptive	   feedback	   which	   is	   used	   to	  optimize	   the	  amount	  of	  FEC	   redundancy.	  However,	  none	  of	   them	   look	   into	   the	  amount	  of	  packet	  loss	  variation	  which	  is	  carried	  by	  RTCP	  feedback	  with	  different	  position	   of	  wireless	   nodes.	   In	   vehicular	   networks,	   the	  mobile	   nodes	   represent	  vehicles	   that	   are	   travelling	   in	   a	   higher	   range	   of	   speed.	   Hence,	   the	   network	  topology	  changes	  very	  fast.	  This	  mobility	  causes	  on	  one	  hand,	  different	  distances	  between	   source	   and	   destinations	   (in	   the	   geocast	   region),	   on	   the	   other	   hand	  different	   speed	   of	   destinations.	   In	   both	   cases	   the	   packet	   loss	   pattern	   among	  different	   receivers	   are	   different	   with	   respect	   to	   the	   source,	   thus	   the	   feedback	  RTCP	   from	   different	   receivers	   have	   different	   packet	   loss.	   Thus,	   this	   distance	  variation	   leads	  to	  different	  packet	   loss	  pattern,	  hence	  different	  perceived	  video	  quality	  of	  receivers.	  
6.3.2 Geocasting	  over	  VANET	  	  Inter-­‐vehicle	  position	  based	  communication	  has	  been	  found	  to	  be	  more	  suitable	  for	   VANET	   environment.	   In	   this	   case,	   the	   physical	   positions	   of	   vehicles	   are	  required,	  in	  order	  to	  facilitate	  communication	  in	  high	  speed	  vehicular	  scenarios	  [251].	  Thus,	  cars	  are	  assumed	  to	  be	  provided	  by	  Global	  Positioning	  System	  (GPS)	  -­‐	   enabled	   to	   know	   their	   geographic	   position.	   In	   addition	   to	   that,	   each	   vehicle	  periodically	  broadcasts	  a	  beacon	   to	  obtain	   the	   information	  of	  neighbour	  nodes	  (see	   our	   contribution	   [GP5]	   and	   APPENDIX	   V	   ).	   This	   information	   enables	   the	  geocast	   services	   over	   VANET.	   Geocasting	   is	   basically	   a	   location	   based	  multicasting	   [249].	   The	   objective	   of	   geocasting	   is	   to	   deliver	   information	   to	   a	  group	  in	  a	  specified	  geographic	  area.	  	  	  The	   basic	   access	   method	   IEEE	   802.11	   is	   based	   on	   Distributed	   Coordination	  Function	  (DCF).	  A	  node	  is	  initiating	  the	  transmission	  after	  the	  sensed	  channel	  is	  idle.	   This	   mechanism	   is	   based	   on	   CSMA/CA	   protocol	   to	   schedule	   the	   medium	  accessing.	   Although	   DCF	   is	   simple	   and	   efficient,	   it	   cannot	   support	   Quality	   of	  Service	  (QoS)	  for	  multimedia	  applications.	  It	  is	  for	  this	  reason,	  802.11e	  [250]	  is	  developed	   for	   better	   access	  mechanisms	   and	   supports	   QoS.	   The	   IEEE	   802.11e	  Enhanced	  Distributed	  Channel	  Access	  (EDCA)	  is	  designed	  to	  enhance	  the	  802.11	  DCF	  by	  providing	  the	  required	  QoS	  mechanisms	  [252].	  In	  EDCA	  (as	  in	  DCF)	  the	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multicast	  traffic	  is	  defined	  as	  an	  unreliable	  service,	  i.e.,	  it	  does	  not	  include	  the	  use	  of	  Acknowledgement	  (ACK)	  frames.	  
6.3.3 Proposed	  architecture	  	  The	   architecture	   of	   the	   proposed	   scheme	   for	   video	   geocasting	   over	   VANET	   is	  shown	  in	  Figure	  6.19.	  The	  basic	  idea	  of	  the	  proposed	  scheme	  architecture	  lies	  on	  implementing	   streaming	   of	   video	   from	   single	   vehicle	   (Source)	   to	   a	   group	   of	  vehicles	   (Receiver	  1	  and	  2)	   in	   the	  urban	  area	  scenarios	   	   (see	  Figure	  6.19).	  The	  source	   generates	   a	   video	   file	   that	   is	   stored	   in	   raw	   video	   format.	   The	   encoder	  receives	   the	   raw	   video	   file,	   and	   then	   it	   encodes	   to	   bit	   streams.	   The	   frames	   of	  coded	  bit	  streams	  become	  input	  to	  FEC	  coder,	  which	  applies	  coding	  redundancy	  at	  a	  specified	  rate.	  This	  amount	  of	  redundancy ( , )n k 	  depends	  on	  RTCP	  feedback.	  Next,	  as	  an	  error	  resilient	  scheme,	  interleaving	  is	  applied	  on	  a	  group	  of	  packets.	  After	   interleaving	   technique,	   RTP	   packets	   are	   sent	   over	   vehicular	   network	  wireless	   channel.	   The	   proposed	   scheme	   is	   implemented	   in	   urban	   area	   of	  vehicular	  scenario,	  in	  which	  vehicles	  are	  running	  with	  moderate	  speed.	  	  	  RTP	   media	   streams	   are	   transmitted	   through	   a	   wireless	   channel.	   The	   channel	  error	   causes	   packet	   corruption	   in	   Receiver	   1	   and	   2.	   However,	   the	   number	   of	  packet	  losses	  is	  different	  due	  to	  different	  distances	  of	  vehicles	  with	  respect	  to	  the	  video	   source.	   Afterwards,	   both	   receivers	   depacketize	   the	   RTP	   video	   packets.	  After	   that,	   the	  video	  packets	   are	  deinterleaved	   to	   scramble	   the	  burst	   losses,	   to	  separate	  losses.	  Next,	  FEC	  redundant	  data	  is	  used	  to	  correct	  corrupted	  packets	  in	  a	  given	  block	  of	  packets	  in	  a	  specified	  frame.	  Next,	   it	  can	  be	  compared	  with	  the	  source	   video	   data.	   In	   this	   architecture,	   the	   video	   source	   vehicle	   receives	   the	  RTCP	  feedback	  from	  each	  receiver	  to	  accurately	  capture	  the	  packet	  loss.	  	  RTP	   is	   designed	   to	   be	   independent	   of	   the	   underlying	   transport	   and	   network	  layers.	  In	  order	  to	  enable	  real	  time	  transmission	  and	  play	  out	  at	  the	  receiver,	  the	  RTP	  packet	  header	  carries	  information	  like	  sequence	  numbers	  and	  time	  stamps.	  A	  receiver	  uses	   the	  sequence	  number	   to	  detect	   loss	  packets	  and	   time	  stamp	  to	  determine	  when	  to	  play	  out	  received	  data.	  On	  the	  other	  hand,	  Real	  Time	  Control	  Protocol	  is	  used	  to	  monitor	  the	  QoS	  of	  the	  ongoing	  session.	  This	  feedback	  signal	  carries	  statistics	  information	  (packet	  loss,	  round	  trip	  time,	  and	  jitter)	  related	  to	  the	  receivers	  in	  the	  wireless	  session.	  	  The	  intended	  receivers	  flood	  RTCP	  messages	  to	  the	  network.	  However,	  we	  used	  the	  proposed	  method	   in	  [253],	  which	   is	  useful	   for	  single	  source	  and	  a	  group	  of	  receivers.	  Thus,	  the	  unicast	  RTCP	  feedback	  from	  different	  nodes	  are	  received	  by	  the	  video	  source	  rather	  than	  it	  is	  flooded	  into	  the	  whole	  network.	  	  The	  periodic	  RTCP	  report	  is	  the	  critical	  parameter	  that	  must	  be	  considered	  in	  the	  FEC	  adaptation	  system.	  The	  reason	  for	  this	  is	  that	  channels	  between	  source	  and	  receivers	   exhibit	   varying	   packet	   loss	   rates	   over	   time.	   The	   frequency	   of	   the	  receiver	   reports,	  which	   give	   to	   the	   sender	   an	   estimate	   about	   the	   network	   loss	  rate	  and	  other	  parameters,	  may	   reduce	   the	   responsiveness	  of	   the	  FEC	  scheme,	  leading	   to	   suboptimal	   FEC	   efficiency.	   A	   high	   frequency	   would	   increase	   the	  responsiveness	  with	   channel	   variations.	   This	   leads	   to	   high	   variations	   between	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successive	   measurements	   and	   instability	   due	   to	   excessive	   feedback	   traffic	  overhead.	  Low	  frequency	  would	  have	  good	  stability	  and	  low	  overhead	  but	  poor	  responsiveness.	  In	  this	  work,	  the	  receiver	  sends	  back	  the	  feedback	  report	  after	  a	  periodic	  amount	  of	  time	  to	  achieve	  the	  trade-­‐off	  between	  source	  responsiveness	  and	  network	  overhead.	  	  	  	  	  	  	  	  	  
	   	  	  	  
	  
Figure	  6.19	  Video	  streaming	  architecture	  for	  VANET	  In	   vehicle-­‐to-­‐vehicle	   video	   communications,	   the	   video	   source	   receives	  periodically	  all	  the	  RTCP	  reports	  of	  the	  receivers.	  The	  packet	  loss	  rate,	  which	  is	  carried	   by	   	   theRTCP	   report,	   depends	   on	   the	   distance	   between	   source	   and	  receivers.	   Therefore,	   the	   proposed	   scheme	   uses	   the	   receiver	   reports	   based	   on	  vehicular	  position	  with	  respect	   to	  the	  source.	  This	  report	   is	  used	  to	  update	  the	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amount	  of	  redundancy	  and	  interleaving	  level	  to	  derive	  effective	  QoS	  parameters.	  Packet	   level	   FEC	  with	   interleaving	   can	   provide	   reliability	   for	   video	   geocasting	  over	   error	   prone	   vehicular	  wireless	   channel.	   In	   the	   next	   section	   the	   proposed	  error	  resilient	  scheme	  is	  discussed.	  
6.3.4 Vehicles	  and	  Communication	  Model	  	  Vehicles	   are	   assumed	   to	   be	   equipped	  with	   a	   Global	   Positioning	   System	   (GPS).	  Vehicles	   also	   transmit	   periodic	   beacons	   [GP5].	   Therefore,	   vehicles	   know	   their	  own	  geographic	  location	  and	  can	  be	  easily	  synchronized.	  	  Each	   vehicle	   broadcasts	   a	   beacon	   (MAC	   broadcast:	   which	   are	   used	   for	   local	  topology	  sensing	  only,	  it	  is	  not	  re-­‐broadcasted)	  with	  a	  range	  of	  about	  200	  meters.	  The	  content	  of	   these	  beacons	  are	  helpful	   to	  allow	  vehicles	  to	  communicate	  and	  synchronize.	   This	   beacon	   is	   used	   in	   our	   error	   resilient	   scheme	   to	   establish	  communication	  between	  video	  source	  and	  receivers	  in	  geocast	  region.	  	  	  The	   beacon	   is	   broadcasted	   twice	   a	   second	   and	   contains	   vehicles	   information	  such	  as:	  address	  (ID),	  location	  and	  speed.	  Each	  vehicle	  maintains	  a	  data	  base	  to	  store	  information	  of	  vehicles	  within	  its	  transmission	  range	  (as	  is	  introduced	  also	  in	  [GP5],	  they	  can	  be	  used	  for	  exchanging	  context	  information).	  Upon	  receiving	  a	  beacon,	   each	   vehicle	   updates	   its	   data	   base	  with	  new	  vehicles	   information.	   The	  database	  is	  checked	  every	  second	  by	  the	  vehicle	  in	  our	  simulated	  scenario.	  	  
6.3.5 The	  FEC	  Estimation	  Algorithm	  	  The	  summary	  of	  the	  proposed	  algorithm	  is	  shown	  Figure	  6.20.	  All	  vehicles	  in	  the	  same	   communication	   range	   know	   their	   position	   and	   speed,	   the	   beacon	   can	   be	  used	   to	   get	   these	   informations.	   In	   our	   simulation	   scenario,	   the	   source	   and	  receivers	   are	   always	   in	   the	   same	   radio	   range.	   In	   other	   words,	   there	   is	   no	  intermittent	   connectivity	   between	   source	   and	   destinations.	   When	   source	  receives	   RTCP	   feedback	   from	   all	   receivers,	   first	   it	   checks	   the	   distance	   of	  receivers	  (we	  have	  experimented	  this	  technique,	  but	  it	  creates	  a	  large	  amount	  of	  overhead,	   thus,	  we	  have	  compared	  the	  distance	  of	  receivers	  based	  on	   feedback	  packet	   loss	  rate).	  Then,	   it	  selects	   the	  RTCP	  report	  of	   the	   farthest	  node	  (highest	  loss).	  Next,	  it	  extracts	  the	  packet	  loss	  rate	  (line	  1,2).	  If	  packet	  loss	  rate	  is	  bigger	  than	  a	  threshold,	  FEC	  redundancy	  is	  not	  applied	  to	  video	  packets.	  The	  reason	  of	  this	   are:	   (1)	   low	   value	   of	   Peak	   Signal	   to	   Noise	   Ratio	   (PSNR)	   to	   guarantee	  acceptable	  video	  quality,	  (2)	  to	  improve	  utilization	  bandwidth	  (line	  3,4,5,6).	  	  The	   efficiency	   of	   FEC	   recovery	   is	   reduced,	   when	   the	   number	   of	   packet	   loss	   is	  greater	   than	   the	   calculated	   FEC	   redundancy	   (which	   is	   relying	   on	   the	   previous	  RTCP	  feedback	  report).	  Therefore,	  the	  new	  value	  of	  feedback	  packet	  loss	  report	  is	   compared	   with	   the	   calculated	   FEC	   redundancy.	   If	   the	   calculated	   FEC	  redundancy	   is	   greater	   than	   the	   feedback	   packet	   loss	   report,	   the	   value	   of	   FEC	  redundancy	   remain	   the	   same,	   otherwise	   the	   new	   value	   of	   FEC	   redundancy	   is	  calculated	  and	  transmitted	  along	  with	  media	  packet	  streams	  (line	  7,8,9,10).	   	   In	  this	  way,	  we	  can	  keep	  FEC	  redundancy	  to	  protect	  the	  original	  video	  source	  data.	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Figure	  6.20	  Feedback-­‐based	  FEC	  estimation	  algorithm	  
6.3.6 Performance	  Evaluation	  	  In	   the	   following	   sections,	   through	   simulation	   based	   study,	   we	   emphasize	   the	  ability	   of	   the	   proposed	   scheme	   in	   terms	   of	   higher	   packet	   loss	   resiliency	   and	  better	  perceived	  video	  quality.	  
6.3.6.1 Simulation	  Setup	  	  In	  this	  section,	  we	  present	  simulation	  setup	  to	  evaluate	  the	  performance	  of	   the	  proposed	   error	   resilient	   scheme.	   	   The	   simulation	   is	   performed	   using	   network	  simulator	   (NS-­‐2)	   [255]	   with	   added	   support	   of	   EDCA	   developed	   in	   [254]	   and	  integrated	   with	   Evalvid	   [256].	   Two	   different	   FEC	   schemes	   have	   been	  experimented:	  one	  with	  fixed	  FEC	  (proactive	  FEC:	  in	  which	  the	  amount	  of	  FEC	  is	  not	   changed	   in	   the	  ongoing	   session)	  and	   the	  other	  with	   the	  proposed	  protocol	  (adaptively	   changing	   the	   amount	   of	   FEC	   and	   interleaving	   depth).	   We	   also	  experimented	  video	   streaming	  without	  FEC.	  We	  measured	  PSNR	  quality	   of	   the	  video	  after	  decoding	  and	  Packet	  Error	  Rate	  (PER)	  for	  different	  receiver	  position.	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The	   SUMO	   tool	   [258]	   has	   been	   employed	   to	   create	   the	   urban	   scenario,	   and	   to	  generate	  mobility	  traces	  of	  the	  simulated	  vehicles.	  SUMO	  interposes	  vehicles	   in	  each	   lanes	   at	   a	   given	   traffic	   rate.	   This	   mobility	   model	   allows	   us	   to	   simulate	  vehicular	   scenarios	   such	   as	   speed	   deceleration/accelerations	   and	   different	  vehicular	   traffic	   conditions.	   The	   vehicle	   which	   is	   assigned	   as	   video	   source	   is	  generated	   first	   in	  one	  route	  (each	  route	  has	   its	  own	  parameters	  such	  as	  speed,	  acceleration,	  deceleration).	  Afterwards,	  other	  vehicles	  are	  generated	  in	  the	  other	  route.	   This	   is	   helpful	   to	   control	   the	   distance	   between	   source	   and	   receivers.	   A	  vehicular	   scenario	   has	   been	   experimented,	   in	   order	   to	   show	   the	   effect	   of	  different	  distances	  on	  the	  video	  quality	  and	  packet	  loss	  rate.	  	  Table	   6-­‐4	   summarizes	   our	   simulation	   settings.	   All	   vehicles	   in	   our	   simulations	  have	  a	  transmission	  range	  of	  200	  meter.	  The	  roadway	  used	  is	  a	  two-­‐lane	  road	  of	  3	   km	   length.	   Vehicles	   enter	   the	   road	   according	   to	   a	   Poisson	   distribution	   and	  travel	   at	   a	   speed	   between	   (40-­‐60)	   km/hour.	   The	   simulation	   is	   run	   for	   20	  seconds,	  resulting	  in	  a	  total	  of	  25	  vehicles	  generated.	  	  
Table	  6-­‐4	  Simulation	  settings	  
Parameter	   Settings	  Transmission	  Range	  	   200m	  Run	  time	   20s	  Vehicle	  density	   25car/km	  Number	  of	  lanes	   2	  Road	  length	   3Km	  Communication	  data	  rate	   6Mbps	  	  In	   the	   simulation,	   the	   Common	   Intermediate	   Format	   (CIF)	   [257]	   Foreman	   bit	  stream	  is	  used	  with	  resolution	  352x288	  pixels	  and	  300	  frames.	  The	  CIF	  Foreman	  sequence	  is	  encoded	  with	  a	  quality	  35.68	  dB.	  The	  encoder	  includes	  three	  types	  of	  frames:	  Intra	  frames	  (I-­‐frames)	  that	  are	  independent	  on	  other	  frames,	  and	  inter	  frames	   that	   use	   either	   P-­‐frames	   or	   B-­‐frames	   temporal	   prediction	   from	   other	  frames.	  	  A	  number	  of	  mutually	  dependent	  frames	  form	  a	  group	  of	  pictures	  (GOP).	  In	  our	  experiment,	  the	  GOP	  size	  is	  set	  to	  12	  frames.	  Furthermore,	  the	  frame	  sizes	  of	   I,	   P	   and	   B	   frames	   are	   set	   to	   25,	   50	   and	   225	   frames	   respectively.	   Every	   0.5	  seconds,	  the	  sender	  receives	  an	  RTCP	  packet	  from	  receivers	  located	  in	  its	  radio	  range	  with	  a	  report	  of	  the	  current	  Packet	  Loss	  Rate	  (PLR).	  After	  that,	  the	  source	  changes	  amount	  of	  FEC	  redundancy.	  Furthermore,	  a	  1.5	  second	  play-­‐out	  buffer	  is	  used	  to	  reduce	  the	   jitter	  of	  video	  frames	  at	   the	  receiver.	  Thus,	   if	  packet	  arrives	  after	  decoding	  deadline	  is	  discarded.	  	  In	  order	  to	  make	  the	  results	  more	  precise,	  each	   simulation	   experiments	   are	   executed	   more	   than	   one	   time	   with	   each	  simulation	  execution	  lasting	  20	  second.	  Later,	  all	  the	  results	  are	  averaged.	  	  In	  our	  simulations,	   the	  RS	  (16,	  12)	  FEC	  code	  has	  been	  experimented	  to	  protect	  the	  transmitted	  video	  file.	  This	  FEC	  code	  is	  applied	  to	  both	  fixed	  FEC	  scheme	  and	  our	  packet	  level	  adaptive	  FEC	  schemes.	  Both	  error	  resilient	  schemes	  with	  no	  FEC	  are	   implemented	   in	   the	   same	  vehicular	   scenario.	  During	   the	   simulation,	  one	  of	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the	  vehicles	   is	   the	  video	  source	  and	   the	  others	   in	   its	   communication	  range	  are	  receivers.	   We	   restricted	   the	   traffic	   density	   to	   less	   number	   of	   receivers	   to	  demonstrate	  the	  effect	  of	  distance	  on	  the	  packet	  loss	  and	  video	  quality.	  
6.3.6.2 Results	  	  In	   this	   simulation-­‐based	   study,	   the	   source	   first	   applies	   our	   error	   resilient	  scheme,	   Adaptive	   Interleaved	   FEC-­‐High	   Packet	   Loss	   (AIFEC-­‐HPL)	   in	  which	   the	  source	  takes	  into	  consideration	  the	  RTCP	  feedback	  with	  highest	  packet	  loss	  rate.	  Next,	   we	   also	   apply	   Fixed	   FEC	   (FFEC)	   (the	   FEC	   protects	   the	   media	   packets	  without	   any	   feedback).	  Then,	  NFEC	   scheme	   (No	  FEC:	   video	  geocasting	  without	  FEC)	   is	   experimented	   in	  our	   simulation	  environment	   to	  evaluate	   the	  quality	  of	  transmitted	   video.	   Furthermore,	   source	   transmits	   video	  RTP	  packets	   over	   real	  vehicular	   networks;	   each	   packet	   contains	   a	   sequence	   number	   that	   is	   used	   for	  synchronization	  of	  media	   stream	  packets.	   If	   the	  packet	   is	   successfully	   received	  by	  the	  destination,	  the	  destination	  will	  write	  the	  sequence	  number	  into	  the	  trace	  file.	  Subsequently,	  the	  receivers	  trace	  files	  is	  used	  to	  reconstruct	  the	  transmitted	  video	   file.	  We	  can	  discriminate	  between	  receivers	  distance	   to	   the	  source	  based	  on	  the	  packet	  losses	  in	  the	  trace	  files.	  	  	  As	  a	  consequence	  of	  variable	  speed	  of	  vehicles,	  the	  distance	  between	  source	  and	  receivers	  are	  varied	  with	  time	  for	  both	  receivers.	  However,	  the	  average	  distance	  among	   source	   to	   receiver1	   is	   lower	   than	   to	   receiver	   2.	   Therefore,	   the	   average	  video	  quality	  is	  better	  in	  Figure	  6.21	  than	  Figure	  6.22.	   	  These	  figures	  depict	  the	  PSNR	  values	  of	  the	  video	  frames	  for	  two	  receivers	  in	  the	  communication	  range	  of	  the	  source.	   	  We	  can	  observe	  that:	  (1)	  the	  video	  qualities	  are	   improved	  for	  both	  protection	   schemes	   (AIFEC-­‐HPL	   and	   FFEC)	   against	   the	   scheme	   without	   any	  protection.	  (2)	  As	  the	  distance	  between	  source	  and	  receivers	  (vehicles)	  increases	  the	  perceived	  video	  quality	  decreases,	  but	  AIPFEC-­‐HPL’s	  PSNR	  is	  still	  marginally	  higher	  than	  that	  of	  others	  schemes.	  This	  is	  because	  the	  proposed	  	  error	  resilient	  scheme:	  (1)	  adaptively	  changes	  the	  amount	  of	  redundant	  packets	  in	  response	  of	  the	  RTCP	  feedback	  of	  a	  given	  receiver;	  (2)	  takes	  into	  account	  the	  RTCP	  feedback	  with	   highest	   packet	   loss	   	   value.	  Moreover,	  we	   find	   that	   AIPFEC-­‐HPL’s	   PSNR	   is	  almost	   similar	   to	   FFEC	   in	   some	   cases	   (at	   the	   beginning	   of	   video	   frame	  transmission).	   That	   is	   because	   of	   the	   short	   distance	   between	   source	   and	  receivers	  at	  the	  beginning	  of	  geocast	  session.	  	  Figure	  6.23	  depicts	  that	  the	  proposed	  error	  resilient	  scheme	  has	  a	  better	  average	  PSNR	  for	  different	  distances	  between	  source	  and	  receivers.	  The	  trend	  shows	  that	  the	  average	  value	  of	  PSNR	  decreases	   for	   three	  error	  protection	  schemes	  as	   the	  distance	   between	   source	   and	   destination	   increases.	   This	   is	   because	   the	   longer	  the	   distance,	   the	   higher	   the	   packet	   loss.	   Hence,	   this	   leads	   to	   lower	   perceived	  video	   quality.	   However,	   our	   scheme	   is	   more	   reliable	   to	   the	   distance	   variation	  effect	   due	   to	   dynamic	   tuning	   the	   amount	   of	   FEC	   and	   taking	   into	   account	   the	  farthest	  node	  RTCP	  report.	  	  	  	  As	   the	   video	   source	   received	   different	   RTCP	   messages	   (feedback),	   several	  receiver	  reports	  were	  averaged	  to	  get	  the	  packet	  loss	  rate.	  In	  our	  simulation,	  this	  adaptive	   packet	   level	   FEC	   is	   called	   AIPFEC-­‐Aggr.	   The	  measured	   average	   PSNR	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values	  of	  two	  adaptive	  error	  resiliency	  schemes	  are	  plotted	  in	  Figure	  6.24,	  which	  clearly	   shows	   the	   AIPFEC-­‐HPL	   scheme	   has	   much	   better	   PSNR	   values	   as	   the	  distance	  increases.	  	  To	  compare	  the	  error	  recovery	  capability	  of	  the	  proposed	  scheme	  (APFEC-­‐HPL)	  with	   other	   schemes,	   the	   video	   source	   transmits	   5267	   video	  packets	   in	   a	   given	  period	   of	   video	   geocast	   session.	   Firstly,	   we	   transmit	   the	   video	   packet	   from	  source	   to	  receivers	  without	  error	  protection.	   In	   the	  next	  simulation	  period,	  we	  have	   repeated	   the	   video	   transmission	   by	   applying	   other	   error	   protection	  schemes.	  Subsequently,	  during	  off	   line	  analysis,	  we	  have	  computed	  the	  number	  of	  loss	  and	  recovered	  packets	  through	  a	  comparison	  of	  receiver	  and	  source	  trace	  files.	   Then,	   we	   have	   recorded	   the	   number	   of	   received	   and	   lost	   packets.	   Our	  proposed	  mechanism	  (AIFEC-­‐HPL)	  recovered	  a	  total	  of	  174	  RTP	  media	  packets	  while	  the	  FFEC	  approach	  recovered	  61	  and	  AIFEC-­‐Aggre.	  recovered	  103	  packets.	  	   	  
Figure	  6.21	  FEC	  Comparison,	  short	  distance	  between	  source	  and	  receiver	  	  	  	  	  	  	  	  	  	  	  
Figure	  6.22	  FEC	  Comparison,	  long	  distance	  between	  source	  and	  receiver	  
	  




Figure	  6.23	  Comparison	  of	  FEC	  mechanisms	  	  	  	  	  	  	  	  	  	  	  	  	  	  
Figure	  6.24	  Comparison	  of	  FEC	  mechanisms	  aggregating	  RTCP	  messages	  in	  the	  video	  
source	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Chapter	  7 Future	  Internet	  Flexible	  Architecture	  	  	  After	   seeing	   different	   robust,	   scalable	   and	   reliable	   streaming	   solutions	   for	  different	  environments	  applying	  the	  studied	  techniques	  (FEC,	  MDC,	  SVC,	  NC)	  in	  the	  previous	  sections,	  we	  realized	  we	  have	  proposed	  different	  mechanisms	  at	  the	  application	   level	   as	   they	   are	   easier	   to	   introduce	   on	   top	   of	   current	   layered	   and	  monolithic	  Internet.	  In	  addition,	  they	  are	  specific	  implementations	  that	  could	  be	  reused	  because	  when	  implemented	  as	  fully	  decoupled	  services.	  This	  is	  a	  general	  trend	   in	  current	   Internet,	  where	  new	  services	  and	  applications	  appear	  running	  on	  top	  of	  current	  Internet	  (over-­‐the-­‐top).	  However,	  as	  said	  in	  section	  Chapter	  5,	  we	   could	   represent	   all	   these	   functionalities	   (as	   well	   as	   all	   existing	   ones)	   as	  abstract	   services	   to	   enable	   their	   automatic	   discovery	   and	   reuse	   in	   the	   Future	  Internet.	   To	   achieve	   this	   in	   a	   clean	  manner,	  we	   need	   architecture	   able	   to	   deal	  with	   services	   at	   all	   levels,	   that	   is,	   an	   architecture	   following	   Service-­‐Oriented	  Architecture	  (SOA)	  design	  principles.	  This	  section	  describes	  the	  fundamentals	  of	  this	   new	   architecture	   that	   can	   support	   all	   kind	   of	   services	   at	   all	   levels.	   Thus,	  depicting	  a	  more	  flexible	  Future	  Internet.	  	  It	  must	  be	  said	  that	  SOA	  is	  not	  a	  new	  paradigm.	  It	  is	  very	  well	  known	  and	  widely	  deployed	   in	   Web	   Services’	   environments.	   However,	   SOA	   principles	   can	   be	  applied	   in	   a	   broader	   context,	   covering	   all	   levels	   of	   the	   communications	  architecture.	   As	   seen	   in	   5.3,	   some	   Future	   Internet	   proposals	   seek	   to	   create	  services	  not	  only	  at	  the	  application	  level	  (like	  SOA4All	  [208]),	  but	  also	  at	  lower	  levels	   such	   as	   the	   network.	   For	   example,	   projects	   like	   4WARD	   define	   basic	  functional	   components,	   called	   netlets	   or	   building	   blocks,	   that	   offer	   specific	  operations.	  Subsets	  of	  them	  will	  be	  provided	  by	  nodes	  in	  the	  network	  and	  should	  be	  composed	   in	  order	   to	  create	  efficient	  end-­‐to-­‐end	  communications	  according	  to	  the	  requirements	  of	  the	  communication	  requesters.	  Herein,	  this	  task	  involves	  a	   context-­‐aware	   service	   composition	   process.	   Figure	   7.1	   shows	   a	   conceptual	  model	  of	   the	  service	  composition	  process.	  Depending	  on	   the	   type	  of	   requester,	  requirements	  may	  vary.	  For	  instance,	  a	  user	  can	  interact	  with	  a	  service	  provider	  or	  two	  service	  providers	  can	  offer	  a	  combined	  service	  using	  each	  other	  services	  under	   the	  rules	  established	  by	  an	  agreement.	  Typically,	   the	  basic	  requirements	  of	   a	   communication	   are	   expressed	   in	   terms	   of	   QoS	   parameters.	   However,	  requirements	  can	  also	  be	  specific	  preferences	  as	  well	  as	  other	  desired,	  or	  even	  mandatory,	   attributes	   in	   the	   communications	   such	   as:	   minimum	   energy	  consumption,	   specific	  geographical	   location	  of	  a	  node,	  minimum	  price,	  etc.	  The	  more	   attributes	   the	   requester	   specifies,	   the	   more	   optimised	   a	   communication	  would	  eventually	  turn	  out	  to	  be.	  	  Our	   work	   proposes	   a	   hop-­‐by-­‐hop	   Constrained-­‐Based	   Routing	   (CBR)	   that	  establishes	  end-­‐to-­‐end	  virtual	  circuits	  between	  the	  requester	  and	  the	  provider	  of	  the	   demanded	   end	   service.	   CBR	   is	   performed	   during	   the	   service	   discovery	  process.	   More	   specifically	   it	   is	   one	   of	   the	   goals	   of	   this	   work	   to	   propose	   a	  negotiation	   protocol	   that	   performs	   service	   discovery	   and	   service	   allocation	   as	  specially	  designed	  for	  service-­‐oriented	  Future	  Internet	  architectures.	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Figure	  7.1	  Conceptual	  model	  of	  the	  service	  composition	  process	  Similarly,	   along	  with	   service	   information,	   other	   context	   information	   (network,	  device,	  user,	  service,	  etc.)	  is	  retrieved	  using	  this	  protocol.	  Here	  we	  can	  adopt	  the	  idea	  introduced	  in	  [GP5]	  where	  nodes	  in	  a	  VANET	  exchange	  context	  information	  with	   their	   neighbours	  during	   the	  discovery	  process	  by	  means	  of	   beacons.	  This	  context	  information	  would,	  include	  characteristics	  of	  nodes,	  networks	  and	  users.	  	  	  Specifically	   in	   [GP5],	   the	  basic	   premise	   of	  VANET	   is	   that	   in	   order	   for	   a	   vehicle	  detect	   other	   vehicles	   in	   the	   vicinity.	   This	   awareness	   of	   other	   vehicles,	   can	   be	  achieved	   through	  beaconing.	   In	   the	  near	   future,	  many	  VANET	  applications	  will	  rely	   on	   beaconing	   to	   enhance	   information	   sharing.	   Further,	   the	   uneven	  distribution	  of	  vehicles,	  ranging	  from	  dense	  rush	  hour	  trafﬁc	  to	  sparse	  late	  night	  volumes	   creates	   a	   pressing	   need	   for	   an	   adaptive	   beaconing	   rate	   control	  mechanism	   to	   enable	   a	   compromise	   between	   network	   load	   and	   precise	  awareness	   between	   vehicles.	   To	   this	   end,	  we	   proposed	   in	   [GP5]	   an	   intelligent	  Adaptive	   Beaconing	   Rate	   (ABR)	   approach	   based	   on	   fuzzy	   logic	   (decision	  algorithm)	  to	  control	  the	  frequency	  of	  beaconing	  by	  taking	  trafﬁc	  characteristics	  into	  consideration.	  An	  overview	  of	  ABR	  can	  be	  found	  in	  APPENDIX	  V	  .	  	  Context-­‐awareness	   is	  a	  key	   feature	   in	  QoS	  provisioning	  and,	  consequently,	  QoE	  maximization.	   It	   allows	   adapting	   communications	   to	   available	   network	  resources	   and	   requester	   needs	   and	   preferences.	   Context	   knowledge	   will	   be	   a	  cornerstone	  enabler	  of	  adaptive	  communications,	  and	  it	  is	  particularly	  useful	  in	  heterogeneous	  and	  dynamic	  networks.	  Even	  more,	  context	  data	  is	  a	  fundamental	  component	   in	  this	  process	  as	   it	  enables	  automatic	  systems	  capable	  of	  acting	  or	  reacting	   proactively	   according	   to	   context	   changes	   produced	   during	   their	  execution.	  	  	  Find	   hereunder	   an	   overview	   of	   the	   remarkable	   features	   of	   the	   proposed	  architecture.	  Service	  discovery,	  service	  composition	  and	  a	  costing	  framework	  for	  




the	  Future	  Internet	  shall	  be	  outlined	  and	  discussed	  next	  as	  the	  main	  parts	  of	  the	  context-­‐aware	   service	   provisioning	   process	   and	   represent	   the	   major	  contributions	  done	  in	  this	  field	  in	  this	  thesis.	  Details	  of	  these	  processes	  are	  also	  provided	  to	  understand	  the	  implementation	  introduced	  in	  section	  7.5.	  	  	  The	  results	  of	  these	  work	  were	  published	  in	  	  [GP6],	  [GP7],	  [GP8],	  [GP13],	  [GP19],	  [GP20],	  [GP21],	  [GP22]	  and	  [GP23].	  
7.1 Future	  Internet	  Architecture	  Features	  	  Essentially,	  a	  new	  network	  architecture	  for	  the	  Future	  Internet	  should	  be	  flexible	  and	  adaptable	  enough	  to	  perform	  as	  best	  as	  possible	  in	  all	  kind	  of	  environments,	  no	   matter	   the	   execution	   environment,	   infrastructure	   support	   or	   set	   of	   device	  capabilities.	   It	   should	   provide	   mechanisms	   for	   consuming	   network	   services	  anytime,	   anywhere,	   and	   anyhow	   whilst	   being	   able	   to	   integrate	   all	   kind	   of	  networks	  and	  devices.	  	  	  Thus,	  we	  need	  a	  shift	  from	  strict	  end-­‐to-­‐end	  arguments	  and	  current	  stack-­‐based	  architecture	   in	  order	   to	  create	  a	  new	  network	  architecture	   that	  provides	  more	  intelligence	  to	  the	  network-­‐side	  whilst	  still	  leaving	  decision-­‐making	  processes	  to	  the	  end-­‐points.	  In	  that	  sense,	  SOA	  principles	  establish	  promising	  foundations	  for	  a	   flexible	   and	   scalable	   architecture	   for	   the	   Future	   Internet	   based	   on	   basic	  functional	  pieces	  called	  services.	  This	  section	  aims	  at	  providing	  an	  overview	  of	  the	  main	   features	   of	   the	   proposed	   service-­‐oriented	   architecture,	   which	   allows	  finding	   and	   combining	   services	   according	   to	   context	   conditions	   and,	   therefore,	  providing	  adapted	  communications	  [GP13].	  
	  
• Oriented	   to	   service/resource	   interconnection	   and	   not	   to	  
machine/interface	   interconnection.	  We	  propose	   shifting	   the	   focus	   on	  network	   addresses	   to	   semantic	   identifiers	   of	   services	   and	   resources	   to	  facilitate	   their	   discovery	   and	   usage.	   Consequently,	   searches	   will	   be	  semantic	   and	   service-­‐oriented.	   We	   focus	   on	   a	   service-­‐centric	   approach	  that	  allows	  executing	  a	  service	  search	  based	  on	  user	  requirements.	  	  
• Integration	   of	   QoS	   into	   routing	   and	   service	   discovery.	   Discovery,	  establishment	  and	  management	  of	  routes	  are	  based	  on	  requested	  QoS	  and	  resource	   availability.	   Nodes	   that	   receive	   a	   service	   request	   verify	   if	   they	  can	  provide	  the	  service	  with	  the	  demanded	  requirements.	  	  	  
• Network	   and	   technology	   agnostic.	   A	   basic	   common	   communication	  protocol	  is	  implemented	  in	  all	  nodes,	  and	  used	  for	  discovery	  process	  and	  the	  establishment	  of	  virtual	  circuits.	  It	  permits	  an	  easy	  interconnection	  of	  heterogeneous	  networks	  and	  devices	  as	  well.	  	  
• Semantic	   identification	   and	   addressing	   of	   nodes,	   resources	   and	  
services.	   Service	   discovery	   and,	   hence,	   routing	   must	   be	   based	   on	   the	  semantic	  description	  of	   the	  desired	  service,	   including	  security	   functions.	  This	  way,	  we	  avoid	  making	  explicit	  addressing	  (and	  naming)	  mandatory.	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Besides,	   existing	   addresses	   (locators	   and	   identifiers)	   are	   treated	   as	  another	  characteristic	  of	   the	  service/node/resource.	  Furthermore,	  when	  used,	   addressing	   schemes	   should	   be	   designed	   to	   be	   dependent	   on	   the	  location	   of	   entities	   in	   a	   network,	   but	   route	   independent.	   This	   semantic	  context-­‐aware	   service-­‐derived	   route	   discovery	   approach	   provides	  intrinsic	  support	  for	  mobility,	  multihoming	  and	  nomadism.	  	  
• Flexible	   design	   and	   execution.	   Network	   functions	   must	   be	   allocated	  according	  to	  each	  situation	  and	  not	   in	  a	  monolithic	  way.	  Thus,	   functions	  must	  be	  allocated	  all	  along	  the	  route,	  executing	  just	  the	  desired	  functions	  at	  each	  hop,	  section	  of	  hops	  and	  end-­‐to-­‐end	  and	  applying	  them	  just	  to	  the	  desired	   transmission	   unit	   (bit,	   frame,	   packet,	   etc.).	   Flexible	   support	   for	  different	   semantic	   schemes	   or	   vocabularies	   for	   identifying	   services,	  resources	   and	   nodes	   and	   to	   describe	   their	   capabilities	   must	   be	   also	  devised.	  This	  flexible	  support	  must	  be	  also	  extended	  to	  different	  schemes	  for	  specifying	  desired/requested	  and	  provided	  QoS.	  
	  
• Context-­‐awareness	  and	  dynamic	  adaptability	  during	  execution	  time.	  In	   order	   to	   satisfy	   QoS	   and	   QoE	   requirements	   for	   requested	   services,	  context	   conditions	   must	   be	   thoroughly	   considered	   not	   only	   during	   the	  communication	   establishment,	   but	   also	   all	   throughout	   its	   duration.	   The	  architecture	  considers	  the	  capabilities	  of	  the	  nodes,	  services	  and	  network	  links	   to	   establish	   new	   routes	   and	   to	  manage	   existing	   ones.	   As	   a	   result,	  mechanisms	   to	   interchange	   and	  distribute	   context	   information	   between	  entities	  (in	  ad	  hoc	  and	  structured	  environments)	  are	  to	  be	  provided.	  
	  
• Native	  cross-­‐layering.	  Cross-­‐layering	  is	  inherently	  provided	  in	  the	  sense	  of	   a	   new	   disposition	   of	   current	   protocol	   functionalities,	   allowing	  combinations	  as	  required	  and	  not	  as	  a	  rigid	  and	  layered	  structure	  usually	  imposes.	  Eliminating	  layers	  automatically	  translates	  into	  the	  exclusion	  of	  redundant	   functionalities	   among	   them	  or	   even	   counteracting	   those	   that	  could	  degrade	  the	  quality	  of	  a	  communication	  in	  a	  network.	  
	  
• User	   empowerment	   in	   service	   choice	   and	   routing.	   Given	   the	  diversification	   and	   popularity	   of	   the	   Internet	   and	   the	   maliciousness	   of	  some	   of	   their	   players,	   users	   should	   be	   provided	   with	  mechanisms	   that	  give	   them	   more	   control	   over	   their	   communications.	   This	   control	   is	  reflected	   in	   flexible	   routing	   and	   service	   selection.	   Thus,	   a	   service	  requester	  will	  be	  able	   to	   choose	   from	   the	   set	  of	  discovered	   services	   the	  specific	   service	   it	   wants	   to	   consume	   according	   to	   his	   preferences.	   In	  addition,	   and	   if	   so	  desired,	   the	   requester	  may	  want	   to	   specify	  preferred	  and	  trusted	  entities	  (carriers,	  domains,	  nodes,	  providers)	  and	  blacklists	  of	  distrusted	   or	   malicious	   entities.	   In	   this	   way,	   end-­‐points	   have	   a	   certain	  degree	  of	  control	  over	  which	  routes	  their	  communications	  will	   follow.	  A	  benefit	   of	   this	   approach	   is	   that	   this	   is	   performed	   during	   the	  communication	  establishment	  and	  not	  after.	  	  
• Security.	  Security	  functions	  must	  be	  fully	  integrated	  in	  its	  design.	  In	  our	  opinion,	   security	   must	   not	   be	   an	   addendum.	   Hence,	   service	  




discovery/consumption	   takes	   into	   account	   available	   security	   features.	  Other	   points	   to	   assure	   are:	   data	   integrity	   and	   confidentiality,	   plus	   user	  privacy	   and	   confidentiality.	   Also,	   we	   believe	   that	   another	   important	  characteristic	  is	  traceability,	  e.g.,	  finding	  the	  path	  to	  the	  traffic	  source	  for	  a	   specific	   communication.	   As	   each	   connection	   is	   established	   for	   service	  consumption,	   traceability	   can	   be	   achieved	   by	   univocally	   tagging	   each	  single	   traffic	   flow.	   	   Therefore,	   we	   make	   use	   of	   a	   unique	   tag	   (Session	  Identifier)	  to	  identify	  and	  route	  each	  traffic	  flow.	  	  A	  fundamental	  design	  principle	  followed	  in	  the	  TARIFA	  project	  is	  that	  the	  Future	  Internet	   architecture	  must	   be	   designed	   as	   a	   flexible	   architecture,	   adaptable	   to	  context	   variations.	   As	   discussed	   in	   [210],	   a	   possibility	  would	   be	   to	   design	   this	  network	   architecture	   able	   to	  work	  with	   small	   devices	   (e.g.	   sensors)	   in	   limited	  networks	   like	   (e.g.	   wireless	   sensor	   networks).	   Then,	   it	   should	   be	   easier	   to	  extrapolate	   it	   to	   work	   in	   more	   complex	   environments,	   without	   capacity	  restrictions	   (e.g.	   like	  wired	   computer	   networks).	   In	   this	  work,	   authors	   explain	  they	   want	   to	   avoid	   the	   design	   of	   complex	   protocols	   for	   wired	   and	   backbone	  networks.	   Oppositely,	   the	   idea	   is	   to	   design	   simple	   protocols	   with	   the	   goal	   to	  adapt	   them	   to	   environments	   with	   restrictions,	   approach	   that	   poses	   a	   lot	   of	  implementation,	  design	  and	  performance	  issues.	  
7.2 Services	  Framework	  	  The	  proposed	  solution	  considers	  three	  basic	  components:	  Atomic	  Services	  (AS),	  Atomic	   Mechanisms	   (AM)	   and	   Composed	   Services	   (CS).	   ASs	   are	   individual	  functions	   or	   roles	   commonly	   used	   in	   networking	   protocols	   (e.g.	  acknowledgment,	  sequencing,	  flow	  control,	  etc.).	  These	  are	  well-­‐defined	  and	  self-­‐contained	   functions,	   used	   to	   establish	   communications	   to	   create	   CSs.	   AMs	   are	  specific	   implementations	   for	   each	   AS,	   which	   provide	   the	   desired	   atomic	  mechanism	  functionality.	  An	  AS	  can	  be	  implemented	  by	  different	  AMs,	  as	  shown	  in	  Table	  7-­‐2.	   Finally,	   CSs	   are	   a	   combination	   of	  Atomic	   Services	   (AS)	   that	  work	  together	  to	  provide	  a	  more	  complex	  service.	  CS	  logics	  needs	  to	  be	  specified	  in	  a	  Workflow	   (WF)	   to	   describe	   the	   composition	   and	   execution	   process	   of	  functionalities	  or	  ASs	  that	  could	  be	  offered	  by	  different	  implementations	  or	  AMs	  [209]	  (Figure	  7.2).	  	  The	   composition	   of	   ASs	   consists	   in	   discovering,	   selecting,	   combining	   and	  allocating	   those	  services	   to	  be	  executed	  along	   the	  path	   from	  a	  Requester	  Node	  (RN)	  to	  the	  End	  Service	  Node	  (ESN)	  going	  through	  different	  Intermediate	  Nodes	  (IN).	  In	  this	  context,	  a	  composition	  process	  orchestrated	  by	  the	  RN	  is	  proposed	  with	   the	   aim	   to	   empower	   the	   requester’s	   control	   over	   the	   communication	  establishment.	  The	  RN	  will	  therefore	  be	  able	  to	  decide	  which	  discovered	  services	  best	  meet	  its	  requirements	  and	  preferences	  by	  centralizing	  the	  process	  of	  service	  selection,	  composition	  and	  allocation.	  This	  framework	  is	  based	  in	  our	  work	  done	  within	  the	  TARIFA	  project.	  	  	  	  





Figure	  7.2	  Services	  Framework	  	  
7.3 Service	  Discovery	  	  As	   described	   in	   section	   5.5,	   traditional	  web	   service	   discovery	  mechanisms	   are	  focused	   on	   enterprise	   communications	   and	  uses	   heavy	   formats	   based	   on	  XML.	  Pervasive	  Computing	  Service	  Discovery	  Protocols	  (SDP)	  do	  not	  provide	  a	  unique	  and	   integrated	   solution	   able	   to	   work	   in	   a	   global	   heterogeneous	   network.	   We	  hereby	  propose	  to	  use	  an	  innovative	  negotiation	  protocol	  introduced	  in	  [210].	  	  	  This	   negotiation	   protocol	   allows	  discovering	   a	   service	   into	   the	   network	   taking	  into	  account	  specific	  requirements	  established	  by	  the	  requester.	  In	  addition,	  it	  is	  simple	  enough	  to	  be	  able	  to	  work	  in	  small	  and	  constrained	  environments	  such	  as	  ad-­‐hoc	   sensor	   networks	   without	   infrastructure	   support	   and	   larger	   scenarios	  with	   infrastructure	   support.	   This	   negotiation	   protocol	   integrates	   service	  discovery	   and	   service	   allocation	   of	   services,	   once	   they	   are	   selected	   and	  combined.	  	  The	  service	  discovery	  process	  consists	   in	  searching	   in	  the	  network	  for	  services	  under	  certain	  conditions,	  by	  means	  of	  a	  Communication	  Request	  message	  (Creq).	  In	  order	  to	  specify	  the	  criteria	  that	  will	  guide	  the	  search,	  a	  semantic	  negotiation	  protocol	   is	   proposed.	   This	   message	   should	   specify	   requester’s	   service	  requirements	  in	  terms	  of:	  	  	  
• Network	  performance	  parameters.	  
• Additional	   constrains	   (e.g.	   geographic,	   domain	   restrictions	   or	   specific	  attributes	  definition	  for	  certain	  services).	  
• Required	  functionalities.	  	  	  




Moreover,	   service	   requirements	   may	   be	   differentiated	   in	   two	   types	   of	  parameters:	  restrictive	  and	  non-­‐restrictive.	  Restrictive	  parameters	  are	  those	  that	  are	   completely	   necessary	   to	   establish	   a	   communication	   with	   the	   desired	   end	  service.	  Non-­‐restrictive	  ones	  represent	  non-­‐mandatory	  parameters	  which	  allow	  optimizing	   the	   communication.	   Considering	   the	   inclusion	   of	   service	  requirements	   in	   the	   request,	   we	   propose	   the	   following	   generic	   definition	   of	   a	  
Creq	  message	  where,	  QoS_Requirements[i],	  Context[j],	  and	  AS[k]	  correspond	  to	  lists	   of	   QoS	   requirements,	   context	   parameters	   and	   AS	   attributes	   respectively.	  Additionally,	   effects	   can	   be	   specified	   as	   desired	   high-­‐level	   features	   for	   the	  communication,	  like	  security	  or	  reliability.	  Resources	  of	  a	  service	  such	  as	  a	  film	  provided	  by	  a	  streaming	  service	  can	  be	  specified	  as	  another	  extra	  parameter.	  	  
Creq	  =	  Session_ID	  &	  End_Service_Name	  &	  QoS_Requeriments[i](min/max)	  &	  
Context[j](constraints,	  preferences)	  &	  AS[k](mandatory/optional)	  [&	  Effects]	  [&	  
Resources]	  	  Using	   this	   type	   of	   requests,	   information	   about	   the	   capabilities	   of	   nodes	   is	  discovered	   through	   the	  network.	   In	   this	   sense,	   this	   request	   can	  be	  propagated	  through	   the	   network	   in	   different	   ways,	   taking	   into	   account	   the	   network	  knowledge	  of	  the	  service	  requester.	  The	  default	  operation	  performed	  in	  a	  node	  when	  receiving	  a	  request	  will	  be	  to	  evaluate	  if	  it	  can	  provide	  the	  service	  (Figure	  7.3).	   If	   that	   is	   the	   case,	   the	   node	   answers	   with	   a	   Communication	   Response	  message	  (Cresp)	  that	  will	  be	  transferred	  through	  the	  reverse	  path.	  A	  clear	  benefit	  of	  performing	  this	  operation	  by	  each	  node	  is	  that	  it	  allows	  to	  face	  dynamic	  and	  frequent	  context	  changes.	  In	  the	  event	  the	  node	  may	  not	  be	  able	  to	  provide	  the	  ESN,	  it	  will	  propagate	  the	  request	  to	  its	  neighbours	  until	  the	  requested	  service	  is	  found.	  	  
	  
	  
Figure	  7.3	  Node	  logics	  in	  Creq	  processing	  One	  important	  issue	  when	  propagating	  a	  service	  request	  is	  to	  limit	  the	  scope	  of	  the	   request	   so	   as	   not	   to	   flood	   the	   entire	   network	   or	   propagate	   it	   indefinitely.	  Depending	   on	   the	   kind	   of	   network,	   several	   approaches	   can	   be	   adopted.	   In	   a	  network	  without	  infrastructure	  support	  like	  a	  sensor	  ad-­‐hoc	  network	  (Figure	  7.4	  a),	   a	   Time	   To	   Live	   (TTL)	   counter	   can	   be	   set.	   Oppositely,	   if	   the	   network	   has	  infrastructure	  support	  (Figure	  7.4	  b),	  dedicated	  directory	  nodes	  can	  perform	  the	  discovery	   process	   within	   a	   network	   domain.	   A	   scalable	   solution	   providing	  interdomain	  service	  discovery	  is	  a	  challenging	  issue,	  although	  this	  topic	  is	  out	  of	  the	  scope	  of	  this	  article.	  Calculating	  the	  optimal	  path	  whilst	  considering	  different	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constraints	   is	   an	   NP	   complete	   problem	   [211].	   However,	   a	   near	   optimal	   path	  could	   be	   computed	   taking	   into	   account	   the	   topology,	   capacity	   and	   context	  constraints	  by	  means	  of	  specific	  heuristics.	  	  It	   is	   remarkable	   that	   the	   proposed	   solution	   is	   agnostic	   to	   the	   underlying	  technology,	   including	   networks	   and	   devices	   thanks	   to	   the	   use	   of	   well-­‐defined	  interfaces	  for	  service	  definition.	  Moreover,	  the	  heterogeneity	  of	  the	  network	  can	  be	   faced	  by	  consulting	  nodes	   capabilities,	   services	  and	   resources	   thanks	   to	   the	  availability	   of	   context	   information.	   Each	   node	   evaluates	   the	   incoming	   service	  request	  and	  determines	   if	   it	  has	  enough	  resources	  and	  therefore	  can	  meet	  QoS	  requirements	  to	  deliver	  the	  demanded	  services.	  Due	  to	  the	  complexity	  of	  solving	  both,	  service	  and	  path	  selection	  processes	  at	  the	  same	  time	  in	  a	  heterogeneous	  environment,	  the	  process	  can	  be	  divided	  into	  sub-­‐processes:	  services	  discovery	  and	  services	  composition.	  	  	  
	  	  
Figure	  7.4	  a)	  Network	  without	  infrastructure	  b)	  Network	  with	  infrastructure	  support	  	  Services	  discovery	   is	   the	  process	   of	   identifying	   the	  nodes	   that	   can	  provide	   the	  desired	  end	  service,	  as	  well	  as	  the	  ASs	  that	  may	  be	  required	  in	  the	  nodes	  of	  the	  communication	  path	  ranging	  from	  the	  RN	  to	  the	  ESN.	  This	  phase	  is	  divided	  into	  three	  steps	  as	  well.	  In	  the	  first	  step,	  requester	  requirements	  are	  mapped	  out	  to	  a	  service	  request.	  Secondly,	   the	  nodes	   that	  receive	   the	  query	  evaluate	   if	   they	  are	  able	  to	  provide	  the	  demanded	  service.	  Finally,	  context	   information	   is	  consulted	  to	   guarantee	   that	   the	   service	   can	   be	   provided	   under	   the	   required	   QoS	  parameters.	  	  Service	  composition	  process	  consists	  in	  a	  prioritized	  selection	  and	  combination	  of	  the	  end	  service	  and	  intermediate	  ASs	  among	  all	   the	  candidates	  found	  during	  the	   service	   discovery.	   This	   allows	   optimizing	   the	   network	   resources	   during	  connection	   setup	   by	   selecting	   those	   services	  which	  minimise	   the	   overall	   costs	  when	   providing	   a	   service.	   Service	   selection	   must	   take	   into	   account	   domain	  policies	   and	   the	   effects	   that	   the	   usage	   of	   a	   service	   produces	   over	   the	   network	  operation	  (e.g.	  delay,	  congestion,	  cost,	  etc.).	  This	  is	  further	  detailed	  in	  section	  7.4.	  	  




Furthermore,	   we	   propose	   a	   generic	   definition	   of	   a	   Cresp.	   The	   requester	   will	  receive	   ‘N’	   response	   messages	   that	   specify	   ‘N’	   candidate	   paths.	   Each	   of	   them	  contains	   the	   identifiers	  of	   the	  M	  path	  nodes,	  with	   their	  QoS	  requirements,	  ASs,	  AMs.	  A	  Cresp	  is	  defined	  as:	  
	  
Cresp	  =	  SessionID,	  Node[m]	  (nodeID,	  QoSRequirements[j],	  AS[k],	  AM[l])	  	  	  Where,	   Node[m],	   QoSRequirements[i],	   AS[k]	   and	   AM[l]	   are	   lists	   of	   the	  corresponding	  parameters.	  
	  
	  	  
Figure	  7.5	  Negotiation	  Process	  Finally,	  the	  last	  message	  considered	  in	  the	  negotiation	  protocol	  is	  the	  allocation	  message	  (Call).	  It	  is	  used	  to	  specify	  to	  each	  node	  in	  the	  selected	  path	  which	  ASs	  and	   AMs	   must	   be	   executed.	   For	   this	   purpose,	   WF-­‐based	   representations	   are	  used.	  A	  communication	  allocation	  message	  (Call)	  can	  be	  defined	  as:	  	  
Call	  =	  SessionID,	  Node[m]	  (nodeID,	  WF)	  
	   Chapter	  7	  Future	  Internet	  Flexible	  Architecture	  	  
	  
104	  
Where,	   Node[m]	   is	   a	   list	   of	   nodes	   in	   the	   end-­‐to-­‐end	   selected	   path.	   Figure	   7.5	  shows	  the	  whole	  negotiation	  process.	  
7.3.1 Scalability	  	  Scalability	  is	  always	  a	  critical	  issue,	  even	  more	  considering	  current	  evolution	  of	  network	  technologies,	   types	  and	  number	  of	  devices,	  number	  and	  heterogeneity	  of	   users	   connected	   to	   the	   network	   and	   amount	   of	   information	   exchanged	  through	  the	  network.	  Scalability	  can	  be	  limited	  in	  network	  domains	  because,	  for	  instance,	   the	   use	   of	   flooding	  mechanisms	   used	   during	   discovery	   that	   limit	   the	  network	   domain	   size	   and	   scope.	   Hence,	   semantic	   identification	   will	   not	   scale	  appropriately	   outside	   local	   domains	   unless	   some	   infrastructure	   support	   is	  available.	  Besides,	  clustering	  strategies	  are	  needed	  to	  make	  the	  semantic	  routing	  approach	  scalable.	  	  Therefore,	  as	  proposed	  in	  [GP13],	  attributes	  related	  to	  domains,	  used	  as	   labels,	  or	   identifiers	  to	  distinguish	  between	  administrative	  domains	  and	  networks	  can	  be	   used.	   The	   main	   difference	   with	   current	   Internet	   scheme	   is	   that	   the	  information	  used	   to	  define	  and	   label	  different	  domains	   is	  not	   the	   same	  as	   that	  used	   nowadays.	   Currently,	   network	   prefixes	   and	   addresses	   are	   used.	   They	   are	  tightly	  coupled	  with	  routing	  protocols.	  Nevertheless,	   the	  FN	  should	  works	  with	  semantic	  attributes	  to	  achieve	  such	  flexibility.	  FN	  naming	  and	  addressing	  scheme	  should	  not	  be	  constrained	  by	  their	  form	  and	  meaning	  as	  is	  the	  case	  of	  current	  IP	  addresses	  and	  domain	  names.	  	  Hence,	   any	   type	   of	   attribute	   is	   supported	   and	   identifiers	   could	   take	   any	   form.	  They	  could	  be	  anything	  that	  allows	  identifying	  and	  locating	  a	  service	  in	  a	  domain.	  As	   examples,	   service	   identifiers	   could	   be	   a	   geographical	   (virtual	   or	   not)	  coordinate	   bounding	   the	   domain	   area,	   a	   random	   label,	   an	   IP	   address	   or	   other	  legacy/existing	   addressing	   schemes	   requiring	   no	   changes	   in	   their	   original	  architecture.	   Using	   one	   type	   of	   attribute	   or	   another	   will	   depend	   on	   the	  considered	  scenario	  and	  required	  routing	  information	  (e.g.	  geographical	  routing	  will	  require	  the	  use	  of	  coordinates).	  	  	  Thus,	  high	  scalability	  in	  structured	  environments	  could	  be	  achieved	  by	  means	  of	  service	   discovery	   that	   rely	   on	   special	   entities	   providing	   the	   required	  infrastructure/signaling	  services	  whilst	  avoiding	  flooding.	  Some	  approaches	  can	  be	   adopted	   such	   as	   introducing	   the	   use	   of	   a	   semantic	   resolver	   instead	   of	  performing	  semantic	  flooding.	  The	  goal	  of	  a	  semantic	  resolver	  element	  would	  be	  to	  process	  semantic	  descriptions	  and	  map	  them	  to	  identifiers/locators.	  	  	  And	   the	   following	   infrastructure	  services/entities	  would	  be	  required	  according	  to	  [210]:	  	  
• Semantic	   resolver:	   resolves	   semantic	   descriptions	   and	   maps	   them	   to	  identifiers/locators.	  This	  includes	  mapping	  identifier	  attributes	  to	  locator	  ones	   and	   retrieving	   information	   from	   Context	   Manager	   (CM)	   and	  resolving	   it.	   These	   resolution	   services	   should	  be	  designed	   to	   concretize	  




semantic	   identification	   descriptions	   into	   more	   concise	   and	   directly	  routable	  identifiers	  making	  extensive	  use	  of	  domain	  related	  attributes.	  	  
• Context	   Manager:	  manages	   context	   information	   for	   a	   specific	   network	  domain	   maintaining	   a	   knowledge	   plane	   (Tuple	   space/DHTs/Directory)	  with	  identifiers	  and	  related	  profiles.	  Nodes	  feed	  the	  shared	  space	  with	  its	  own	   information	   on	   node	   and	   service	   capabilities,	   whilst	   monitoring	  services	  update	  link	  and	  network	  state.	  	  	  
• Dynamic	  Point	  of	  attachment/configuration	  manager:	  provides	  initial	  configuration	   parameters	   and	   manages	   locator	   assignment	   (mobility).	  Provides	   coupling	   between	   client	   configuration	   and	   infrastructure	  services	   feeding	   the	   CM	   with	   the	   assigned	   locator	   and	   the	   client	   with	  domain-­‐related	  configuration	  data.	  
7.4 Service	  Composition	  	  The	  RN	  to	  empower	  requesters’	  control	  over	  the	  communication	  will	  orchestrate	  services.	   The	   requester	   will	   always	   decide	   which	   services	   will	   be	   chosen	  according	   to	   the	   discovered	   ones.	   This	   selection	   will	   be	   done	   by	   means	   of	  choosing	  a	  selection	  of	  the	  ASs	  that	  the	  requester	  desires	  to	  receive	  considering	  requirements	   are	   met.	   To	   achieve	   this,	   it	   is	   important	   to	   have	   an	   expressive	  semantic	  negotiation	  protocol	  to	  allow	  matching	  the	  requested	  services	  with	  the	  services	  available	  in	  each	  node	  until	  the	  end	  service.	  	  The	   information	   discovered	   in	   the	   network	   is	   organised	   in	   a	   graph	   structure	  where	  nodes	  of	  the	  graph	  are	  the	  nodes	  of	  the	  network.	  However,	  the	  graph	  can	  be	  represented	  as	  a	  tree	  of	  disjoint	  branches	  since	  the	  Cresp	  obtained	  from	  the	  discovery	  process	  can	  be	  directly	  mapped	  into	  the	  structure	  shown	  in	  Figure	  5.	  	  	  This	  work	  divides	   the	   composition	  process	   to	   create	   a	   CS	   into	   four	  phases.	   To	  solve	  the	  service	  composition	  process,	  we	  divide	  the	  process	   into	  the	  following	  main	  sub-­‐processes:	  Filtering,	  AM	  Scoring,	  AS	  Composition	  and	  Path	  Selection.	  	  In	  this	  research	  we	  explored	  different	  composition	  algorithms.	  Each	  of	  them	  has	  its	   own	   properties	   in	   terms	   of	   response	   time,	   performance,	   memory	   usage,	  accuracy,	   etc.	   It	   remains	   as	   future	   work	   evaluating	   and	   comparing	   different	  algorithms	  for	  performing	  service	  composition	  and	  selection	  tasks.	  Note	  that	  in	  this	   thesis	   we	   have	   validated	  mechanisms	   to	   combine	   different	   network	   level	  services.	  However,	  this	  composition	  should	  be	  very	  fast	  in	  order	  to	  not	  delay	  the	  establishment	  of	  a	  requested	  communication.	  In	  this	  thesis,	  we	  implemented	  in	  a	  real	   prototype	   (section	   7.6)	   a	   service	   composition	   algorithm	   based	   on	   A*	   in	  order	  to	  achieve	  an	  accurate	  solution	  for	  the	  different	  combinations	  of	  services	  we	   could	   calculate.	   Nevertheless,	  we	   need	   to	   evaluate	   if	  we	   need	   such	   kind	   of	  flexibility,	  full	  flexibility,	  when	  dealing	  with	  bigger	  services	  sets	  (more	  variables	  and	  cases	  to	  evaluate)	  at	  network	  level.	  Obviously,	  we	  can	  apply	  this	  algorithm	  at	  higher	   levels,	   such	   as	   application,	  where	  we	   can	  benefit	   from	  more	  processing	  power	  capabilities.	  However,	  at	  network	  level	  we	  can	  not	  assume	  this.	  A	  way	  of	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solving	  this	  situation	  is	  to	  store	  pre-­‐established	  compositions	  of	  services	   in	  the	  form	  of	  a	  template	  and,	  then,	  decide	  which	  fits	  better	  in	  each	  situation	  according	  to	  the	  communication	  goals.	  In	  this	  sense,	  the	  study	  of	  the	  fuzzy	  logic	  algorithm	  implemented,	  simulated	  and	  evaluated	  in	  [GP5]	  and	  [GP9]	  (section	  6.2)	  would	  be	  considered	  as	  a	  candidate	  algorithm	  for	  deciding	  which	  template	  of	  services	  will	  be	  used	  for	  a	  communication,	  which	  atomic	  service	  or	  atomic	  mechanism	  will	  be	  used	  during	  the	  composition	  process	  or	  which	  parameters	  should	  be	  adjusted	  in	  order	  to	  obtain	  the	  desired	  effect.	  Using	  this	  kind	  of	  fuzzy	  algorithm	  implies	  the	  need	  to	  identify	  the	  specific	  parameters,	  rules	  and	  input	  functions	  (membership	  functions	  and	  fuzzy	  rules)	  to	  apply	  according	  to	  the	  problem	  space	  to	  be	  solved.	  	  
7.4.1 Filtering	  	  This	   phase	   consists	   in	   filtering	   all	   received	   Cresp	   messages	   according	   to	   the	  requirements	   specified	   by	   the	   RN.	  When	   specifying	   the	  Creq	   a	   constraint	   or	   a	  preference	   defining	   a	   maximum,	   a	   minimum	   or	   a	   range	   of	   possible	   costs	  acceptable	   by	   the	   user	   can	   be	   set	   up.	   These	   filters	   are	   represented	   by	   specific	  rules,	  which	  can	  be	  solved,	   for	  example,	  by	  means	  of	  a	  Constraints	  Satisfaction	  Problem	   (CSP)	   method.	   The	   filtering	   process	   is	   an	   inherent	   part	   of	   service	  discovery.	   However,	   a	   secondary	   filtering	   phase	   is	   applied	   once	   all	   the	  communication	  responses	  are	  received	  in	  the	  requester	  side	  to	  validate	  that	  all	  of	  them	  meet	  QoS	  requirements	  along	  the	  end-­‐to-­‐end	  path.	  
7.4.2 AM	  Scoring	  	  During	   this	   phase,	   the	   AM	   that	   implements	   each	   AS	   is	   selected	   according	   to	  specific	   scoring	   functions.	   It	   takes	   into	   account	   different	   specific	   attributes	  related	  to	  the	  AS,	  for	  instance	  the	  QoS	  parameters	  that	  they	  can	  provide	  and	  the	  priorities	  of	  the	  RN.	  For	  each	  AS,	  a	  set	  of	  possible	  AMs	  is	  scored	  and	  the	  best	  one	  is	   selected.	   In	   our	   preliminary	   implementation,	   the	   AM	   scoring	   is	   an	   isolated	  process	   considering	   each	   AM	   separately	   regardless	   AMs	   interconnection	  relationships.	  	  	  We	  propose	  to	  use	  a	  generic	  weighting	  function	  (eq.	  9)	  to	  score	  the	  AMs,	  where	  weights	   may	   vary	   depending	   on	   the	   preferences	   introduced	   by	   requesters.	  Herein,	   it	   is	  possible	   to	  define	   trade-­‐offs	  between	  different	  parameters	  such	  as	  the	   quality	   provided	   by	   the	   network,	   requirements	   and	   the	   price	   to	   pay	   for	   a	  service.	   However,	   scoring	   functions	   could	   be	   defined	   for	   each	   AS	   in	   order	   to	  consider	  specific	   requirements	  as	  shown	   in	  section	  8.1.3,	  where	  a	  score	  metric	  for	  audiovisual	  contents	  is	  proposed.	  	  
(eq.	  9)	  	  ScoreAM	  	  =	  A	  ·	  a	  +	  B	  ·	  b	  +	  C	  ·	  c	  +....+	  Weightn	  ·	  paramn	  =	  
=	   𝑊𝑒𝑖𝑔ℎ𝑡! · 𝑝𝑎𝑟𝑎𝑚!!!!! 	  	   	  
	  An	  alternative	  to	  the	  scoring	  function	  would	  be	  to	  apply	  the	  fuzzy	  logic	  algorithm	  for	  deciding	  between	  specific	  ASs	  or	  AMs.	  In	  this	  case,	  the	  system	  would	  need	  to	  allow	   the	   parametrization	   of	   each	   service	  with	   specific	  membership	   functions.	  Then,	  we	  could	  run	  the	  fuzzy	  engine	  like	  the	  one	  introduced	  in	  [GP9]	  and	  [GP5].	  




7.4.3 AS	  Composition	  	  Usually,	  an	  operation	  can	  be	  offered	  by	  several	  distinct	  combinations	  of	  ASs.	  For	  instance,	  a	  reliable	  service	  can	  be	  provided	  by	  means	  of	  acknowledgment,	  error	  detection	  and	  retransmission	  functions,	  or	  by	  applying	  forward	  error	  correction.	  Depending	  on	  the	  combinations,	  provided	  QoS	  may	  vary.	  Thus,	  those	  best	  suited	  to	  satisfy	  requested	  priorities	  will	  be	  chosen.	  
	  
Figure	  7.6	  AS	  composition	  process	  Note	  that	  the	  RN	  composes	  the	  services	  per	  each	  node	  in	  the	  path	  (RN,	  INs	  and	  ESN),	   and	   generates	   the	   corresponding	   WFs.	   Considering	   the	   described	  architecture,	  once	  all	  services	  are	  discovered	  thanks	  to	  the	  discovery	  process,	  RN	  should	  be	  able	  to	  create	  a	  tree	  graph	  (Figure	  7.6)	  with	  all	  discovered	  services	  at	  each	  node.	  Our	  solution	  evaluates	  first	  the	  different	  dependencies	  at	  each	  hop	  as	  well	  as	  the	  input	  and	  output	  attributes	  among	  ASs,	  and	  concatenates	  those	  that	  could	  be	  executed	  within	  a	  node	  in	  order	  to	  satisfy	  a	  communication	  goal.	  Then,	  the	  best	  branch	  of	  services	  is	  selected	  and	  the	  final	  CS	  is	  generated	  for	  each	  node.	  Our	   first	   implementation	   of	   the	   service	   composer	   component	   applies	   A*	  algorithm	   [212]	   for	   searching	   the	   best	   solution	   taking	   into	   account	   the	   nodes	  with	  best	  scoring.	  	  	  Despite	   the	   A*-­‐based	   algorithm	   was	   easy	   to	   implement	   in	   a	   real	   prototype	  (within	   the	   context	   of	   the	   TARIFA	   project)	   and	   offered	   great	   flexibility	   for	  selecting	   between	   many	   previously	   calculated	   combinations	   of	   services	   in	  different	   nodes,	   this	   algorithm	   presents	   some	   scalability	   problems	   and	   is	  computational	  complex.	   In	  our	  tests	  we	  used	  a	  “reduced”	  set	  of	  services,	  but	   in	  practice,	   we	   can	   expect	   to	   have	   a	   bigger	   number	   of	   services	   and,	   also,	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mechanisms	   implementing	   these	   services.	   Thus,	   other	   mechanisms	   must	   be	  studied	   to	  achieve	  a	   feasible	   tradeoff	  between	  performance,	   response	   time	  and	  output	   accuracy.	   As	   mentioned	   before,	   an	   alternative	   or	   complimentary	  algorithm	  to	  optimize	  the	  process	  of	  service	  composition	  could	  be	  the	  adoption	  of	  fuzzy	  algorithms	  (see	  [GP5][GP9],	  section	  6.2).	  This	  algorithm	  would	  allow	  us	  deciding	   between	   different	   parameters	   (aka.	   services)	   according	   to	   specific	  goals,	  parameters	  and	  rules.	  These	  rules	  and	  parameters	  should	  be	  defined	  by	  in	  the	  system	  and	  will	  determine	  its	  final	  behaviour.	  	  	  As	   said,	   one	   way	   to	   enable	   fast	   service	   composition	   would	   be	   to	   store	   pre-­‐established	  compositions	  of	   services	   in	   the	   form	  of	   templates.	  These	   templates	  can	   be	   scored	   according	   to	   specific	   parameters	   to	   easy	   their	   selection	   in	   the	  future	   and	   avoid	   calculating	   them	   again.	   Once	   a	   composition	   is	   decided	   (a	  specific	  communication	  is	  requested),	  it	  is	  very	  probable	  that	  the	  same	  or	  similar	  communication	  can	  be	  requested	  again	  in	  the	  future.	  Thus,	  it	  would	  be	  useful	  to	  store	   these	  compositions	   in	  order	   to	  reuse	   them	  and	  optimize	   the	  composition	  process.	  Fuzzy	  logic	  algorithms	  could	  make	  easier	  the	  selection	  process	  between	  different	  pre-­‐established	   compositions	   just	  by	  means	  of	  determining	   the	   set	   of	  parameters	  and	  rules	  to	  apply.	  
7.4.4 Path	  Selection	  	  Paths	   from	  the	  RN	  to	   the	  ESN	  are	  sequences	  of	  nodes	  containing	  different	  ASs,	  which	  are	  capable	  of	  reaching	  the	  demanded	  ES.	  If	  a	  cost	  restriction	  specified	  by	  the	  RN	  is	  at	  stake,	  it	  would	  be	  necessary	  to	  discard	  those	  paths	  with	  a	  higher	  cost	  than	  the	  demanded	  one.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
Figure	  7.7	  Path	  selection	  process	  




When	   each	   node	   is	   scored,	   the	   path	   is	   selected	   using	   graph	   theory	   search	  strategies	  to	  determine	  the	  most	  cost-­‐effective	  cost	  path,	  or	  branch	  in	  this	  case.	  Depending	  on	   the	  preferences	  of	   the	   requester,	   the	   selected	  path	  can	  offer,	   for	  example,	  the	  best	  trade-­‐off	  between	  different	  parameters.	  For	  instance,	  selection	  could	  be	  done	  according	  to	  the	  lowest	  delay	  path,	  lowest	  cost	  per	  transmitted	  bit,	  or	   one	   considering	   a	   trade-­‐off	   between	   both	   criteria	   by	   means	   of	   a	   weighted	  scoring	   function	   (Figure	   7.7).	   In	   APPENDIX	   I	   a	   description	   of	   different	  composition	   mechanisms	   can	   be	   found.	   In	   addition,	   APPENDIX	   IV	   explains	  different	  technical	  aspects	  related	  to	  the	  service	  composition	  process.	  
7.5 Enabling	  Future	  Internet	  Service	  Provisioning	  	  The	   main	   goal	   of	   the	   proposed	   solution	   is	   to	   enable	   Future	   Internet	   service	  provisioning	  that	  permits	  to	  meet	  QoS	  and	  QoE	  requirements.	  Thus,	   it	  will	  take	  into	  account	  requester	  needs	  and	  context	  information,	  including	  network,	  device	  and	  user	   features.	  To	  show	  the	  main	   features	  and	  benefits	  of	   this	  approach	  we	  will	  proceed	  to	  describe	  a	  challenging	  use	  case	  showing	  how	  to	  provide	  inherent	  adapted	   multimedia	   communications.	   Service	   and	   content	   adaptation	   is	   an	  extremely	   important	   issue	   for	  multimedia	   communications,	   especially	   when	   it	  comes	   to	   distribution	   of	   audiovisual	   contents	   in	   heterogeneous	   and	   dynamic	  networks	   due	   to	   the	   strong	   requirements	   they	   present	   in	   terms	   of	   bandwidth,	  delay,	  losses,	  device	  capabilities,	  etc.	  To	  provide	  the	  best	  QoE	  to	  users,	  QoS	  needs	  to	   be	   assured,	   while	   systems	   must	   react	   against	   dynamical	   changes	   in	   the	  network.	   However,	   this	   framework	   is	   not	   only	   designed	   to	  meet	   QoS	   and	  QoE	  requirements	   in	   the	  provisioning	  of	  advanced	  multimedia	  services.	   It	  also	  aims	  to	  do	   it	   in	  an	  efficient	  and	  transparent	  manner	  whilst	  enriching	  and	   improving	  any	  existing	  and	  future	  services.	  	  With	   the	   proliferation	   of	  multimedia	   capable	   devices,	   users	   demand	  more	   and	  more	   audiovisual	   contents.	   Providing	   seamless	  multimedia	   communications	   in	  the	  Future	  Internet	  is	  and	  will	  be	  a	  hot	  and	  challenging	  topic	  for	  both,	   industry	  and	  academia.	  Nowadays,	  Internet	  users	  are	  consistently	  demanding	  high	  quality	  audiovisual	  services	  in	  a	  context	  where	  operators	  and	  service	  providers	  are	  still	  compelled	  to	  deal	  current	  technological	  limitations	  in	  order	  to	  provide	  optimised	  and	  enriched	  services,	  to	  improve	  the	  QoE	  of	  users	  and,	  in	  so	  doing,	  secure	  their	  loyalty	   whilst	   making	   an	   efficient	   use	   of	   their	   resources	   as	   well	   as	   increasing	  their	  revenues.	  	  	  	  Imagine	   a	   user	   (Ua)	   who	   wants	   to	   watch	   a	   film	   (F)	   online	   from	   the	   sofa.	   Ua	  accesses	   the	   network	   using	   a	   tablet	   device.	   At	   home,	   Ua	   uses	  WLAN	   802.11g	  technology	  to	  access	  to	  the	  Internet.	  Then,	   it	   is	  subscribed	  to	  a	  xDSL	  Line.	  User	  context	  parameters	  are	  described	  in	  Table	  7-­‐1.	  	  In	   the	  network,	   there	  are	   four	  different	  streaming	  services	  available:	  service	  A,	  service	  B,	  service	  C	  and	  service	  D,	  denoted	  by	  Sa,	  Sb,	  Sc	  and	  Sd	  respectively.	  We	  assume	   that	   these	   services	   are	   placed	   in	   different	   End	   Service	   Nodes	   (ESN),	  named	  Na,	  Nb,	  Nc	  and	  Nd	  respectively.	  These	  are	  candidate	  service	  providers	  for	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Ua	  as	   they	   can	  offer	   the	   service	   that	   the	  user	   is	   asking	   for.	  Each	   service	   in	   the	  network	  is	  represented	  by	  a	  specific	  service	  interface.	  	  
Table	  7-­‐1	  User	  A	  (Ua)	  context	  parameters	  (network	  and	  device)	  
User	   A	  (Ua)	  
Device	  type	   Tablet	  PC	  
Screen	  resolution	   1280x768	  
Supported	  codecs	   MPEG4,	  MPEG2,	  WMV	  
Interface	  WiFi	   802.11g	  
Internet	  connection	   2Mbps	  (Uplink)/10Mbps	  (Downlink)	  	  	  	  Table	  7-­‐2	  summarises	  the	  AS	  and	  AMs	  available	  on	  these	  nodes.	  For	  the	  sake	  of	  clarity	  in	  this	  use	  case,	  we	  will	  assume	  that	  each	  node	  knows	  which	  services	  can	  be	  provided.	  Thus,	  each	  node	  has	  a	  local	  repository	  with	  the	  information	  shown	  in	  this	  table.	  	  In	  APPENDIX	  III	  ,	  a	  list	  of	  network	  level	  ASs	  can	  be	  found.	  	  
Table	  7-­‐2	  ASs	  and	  corresponding	  AMs	  supported	  by	  each	  ESN	  providing	  a	  streaming	  
service	  
Na	   Nb	   Nc	   Nd	  
AS	   AM	   AS	   AM	   AS	   AM	   AS	   AM	  
Data_Tx	   tx_rx	   Data_Tx	   tx_rx	   Data_Tx	   tx_rx	   Data_Tx	   tx_rx	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MP3	  	  As	   a	   first	   proof	   of	   concept,	   a	   scenario	   without	   infrastructure	   support	   is	  considered.	  We	  considered	   this	  elementary	   scenario	   in	  order	   to	   test	   it	  without	  external	   support	   to	   store	   information.	   However,	   in	   future	   work,	   an	   approach	  with	   a	   distributed	   global	   directory	   will	   be	   undertaken.	   This	   approach	   will	  require	   the	   support	   of	   specific	   nodes,	   in	   order	   to	   improve	   service	   and	   context	  




information	   searches,	   but	   compatible	   with	   the	   negotiation	   protocol	   to	   assure	  interconnectivity	  between	  heterogeneous	  networks.	  	  	  To	  get	   the	   film,	  Ua	   sends	  a	  Creq	   to	   its	  neighbours.	  This	  message	   is	  propagated	  hop	  by	   hop.	   Each	  node	   evaluates	   if	   can	  provide	   the	  End	   Service	   that	   has	   been	  asked	  for	  or	  can	  provide	  the	  basic	  services	  under	  the	  desired	  conditions,	  that	  is,	  in	  this	  case,	  the	  QoS	  parameters	  that	  the	  user	  requires.	  At	  this	  point,	  each	  node	  applies	  the	  logic	  previously	  presented	  in	  Figure	  7.3.	  	  Sa	  cannot	  be	  reached	  because	  the	  INs	  in	  path	  1	  (P1)	  between	  the	  RN	  and	  the	  ESN	  make	   the	   path	   unsuitable	   for	   the	   communication	   as	   they	   introduce	   too	   much	  delay.	  Sb,	  Sc	  and	  Sd	  can	  be	  reached	  through	  path	  2	  (P2),	  path	  3	  (P3)	  and	  path	  4	  (P4)	  respectively.	  	  	  At	  this	  point,	  each	  node	  containing	  Sb,	  Sc	  and	  Sd	  answers	  with	  a	  Cresp	  that	  goes	  back	  to	  the	  requester	  through	  the	  reverse	  path.	  	  Once	   this	   stage	   has	   been	   accomplished,	   the	   requester	   node	   evaluates	   each	  received	  Cresp.	  This	  is	  done	  by	  applying	  a	  service	  composition	  algorithm	  like	  the	  one	  proposed	   in	  section	  7.4.	   In	   this	  case,	  Ua	  can	  select	  Sb	   if	  he	  wants	  a	  service	  offered	   with	   lowest	   delay.	   Sc	   is	   the	   best	   considering	   coding	   compression.	  However,	  Sd	  is	  the	  best	  considering	  a	  trade-­‐off	  between	  energy	  consumption	  (it	  uses	  a	  less	  demanding	  codec)	  and	  audiovisual	  quality.	  Finally,	  Ua	  decides	  to	  opt	  for	  Sd	  because	   it	  meets	  his	  visualization	  preferences	  and	  makes	  a	  better	  use	  of	  the	  life	  of	  the	  battery	  in	  comparison	  with	  the	  previously	  tracked	  down	  services.	  As	  an	  example,	  MPEG-­‐2,	  which	  is	  the	  video	  codec	  (AM)	  available	  in	  Sd,	  requires	  8	  times	   less	   the	   processing	   power	   for	   encoding	   and	   3	   times	   less	   the	   processing	  power	  for	  decoding	  in	  comparison	  with	  H264/AVC	  [213]	  (Figure	  7.8a).	  	  Once	   services	  are	   selected	   for	  each	  node	  and	  WFs	  are	   created,	  Ua	   sends	  a	  Call	  through	  the	  selected	  path.	  This	  message	  is	  the	  last	  message	  defined	  in	  the	  basic	  negotiation	  protocol	  and	  its	  main	  goal	  is	  to	  allocate	  the	  services.	  	  The	  total	  time	  to	  consume	  a	  service	  can	  be	  expressed	  as	  follows	  (eq.	  10).	  	       (𝑒𝑞. 10)    𝑇!!! = 𝑇!"#$"%&'&"( +   (𝑁 − 1)(3 · 𝑇!"#!$%$&'#( + 𝑇!"#$%#&'() +   𝑇!"#$%&#")	  	  Where,	   Te-­‐e	   represents	   the	   total	   end-­‐to-­‐end	   time	   required	   from	   demanding	   a	  service	   to	   the	   start	   in	   data	   reception.	   Tcomposition	   is	   the	   time	   required	   for	   AS	  selection,	   composition,	   path	   selection	   and,	   consequently,	   per	   node	   workflow	  creation.	  Tpropagation	   is	  the	  propagation	  delay	  between	  two	  consecutive	  nodes.	   In	  the	  depicted	  scenario,	  we	  assume	  a	  constant	   time	  for	  each	   link.	  Tforwarding	   is	   the	  time	   required	   for	  deciding	   if	   a	  node	   can	  provide	   the	  demanded	  end	   service	  or	  not.	   Tresponse	   is	   the	   time	  needed	   to	  write	   the	  Cresp	  parameters	   offered	  by	   each	  node.	  Finally,	  N	  represents	  the	  total	  number	  of	  nodes	  in	  the	  considered	  scenario.	  	  As	   already	   mentioned,	   the	   proposed	   negotiation	   protocol	   allows	   discovering	  services	   whilst	   evaluating	   context	   conditions	   hop	   by	   hop	   to	   guarantee	   the	  required	  QoS.	  To	  achieve	  this,	  the	  discovery	  process	  includes	  the	  routing	  process	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to	  the	  ESN.	  It	  is	  done	  on	  a	  per-­‐hop	  basis	  during	  the	  establishment	  of	  the	  end-­‐to-­‐end	   path	   between	   the	   RN	   and	   the	   ESN.	   Thus,	   the	   routing	   is	   undertaken	  considering	  the	  context	  of	  the	  network	  and	  services	  to	  find	  the	  best	  possible	  path	  too.	   Thanks	   to	   the	   service	   composition	   process,	   services	   can	   be	   allocated	  according	  to	  context	  conditions	  and	  specific	  communications	  goals.	  	  This	  use	  case	  shows	  a	  network	  with	  homogeneous	  INs	  which	  perform	  the	  same	  operations.	   However,	   the	   network	   could	   be	   composed	   of	   different	   network	  nodes	  with	  different	  capabilities	  and	  different	  services.	  Service	  composition	  and	  allocation	   allows	   specifying	   which	   services	   should	   be	   placed	   and	   executed	   at	  each	  node	   in	  order	   to	  obtain	   the	  best	  possible	  communication.	  Consequently,	  a	  node	  with	  WiFi	  interface	  and	  wired	  interface	  (e.g.	  copper	  providing	  xDSL	  access)	  will	  be	  able	  to	  use	  different	  services	  depending	  on	  the	  features	  (context)	  of	  the	  interface	  being	  used	  to	  send	  data	  within	  a	  node	  in	  the	  selected	  path.	  An	  example	  would	  be	  to	  use	  congestion	  control	   functionalities	   in	  the	  wired	   interface	  whilst	  avoiding	   them	   in	   the	   WiFi	   interface.	   This	   is	   possible	   thanks	   to	   the	   RBA	  decomposition	  of	   functionalities	  and	  SOA-­‐based	  composition	  of	  them	  according	  to	   the	   specific	   context	   where	   the	   communication	   is	   established,	   allowing	   to	  differentiate	   between	   segments	   of	   the	   network	   and	  placing	   services	  when	   and	  where	  needed.	  
7.6 Testbed	  	  This	   section	   describes	   the	   proof	   of	   concept	   implementation	   of	   the	   proposed	  solution	  within	  the	  TARIFA	  project	  and	  some	  preliminary	  results	  obtained	  when	  performing	  a	  context-­‐aware	  service	  search	  into	  a	  network.	  	  Regarding	   the	   generated	   code,	   it	   was	   migrated	   from	   the	   original	   modules	  specified	   in	   [210],	   developed	   in	   a	   System-­‐on-­‐Chip	   (SoC)	   CC2430	   [214]	   from	  Texas	   Instruments	   platform.	   Moreover,	   code	   was	   adapted	   to	   run	   in	   a	   Linux-­‐based	   desktop	   computer	   to	   test	   the	   proposed	   solution	   in	   a	   larger	   and	   more	  complex	   network.	   Finally,	   we	   extended	   it	   with	   new	   modules.	   Mainly,	   the	  extensions	   of	   the	   code	   are:	   (1)	   Service	   composition	   &	   allocation	   module,	   (2)	  Search	  service	  engine	  module	  and	  (3)	  Constraint-­‐based	  routing	  module.	  	  
Table	  7-­‐3	  Detail	  of	  the	  size	  of	  the	  generated	  code	  
Name	   Code	  size	  (bytes)	   RAM	  (bytes)	  
Profile	  module	   80422	   8656	  
Network	  module	   246437	   4671	  
Service	  module	   559534	   25630	  
MAC	  layer	   25133	   273	  
OS	  abstraction	  layer	  	   212325	   76950	  
Vocabulary	  API	   28332	   	  	  
Service	  socket	  API	   42021	   	  	  
Service	  composition	  &	  allocation	   217341	   61896	  
Search	  service	  engine	   58838	   18913	  
Constraint-­‐based	  routing	   75681	   32697	  
Total	   1546064	   229686	  




	  The	  whole	  development	  requires	  a	  total	  of	  memory	  space	  (Table	  7-­‐3).	  Regarding	  hardware	  and	  software	  configurations,	  they	  are	  specified	  in	  Table	  7-­‐4.	  	  
Table	  7-­‐4	  Specification	  of	  the	  testbed	  nodes	  
CPU	   Intel	  Pentium	  4	  540	  
Processor	  speed	   3,20	  GHz	  
Number	  of	  processors	  	   2	  
Total	  number	  of	  cores	   1	  per	  processor	  
L2	  Cache	   1024	  Kb	  per	  processor	  
RAM	  Memory	   512	  MB	  
FSB	  Speed	   800MHz	  
Operating	  System	   Ubuntu	  11.04	  32	  bits	  	  In	  this	  testbed	  (Figure	  7.8b)	  a	  total	  number	  of	  13	  nodes	  are	  used	  (1	  RN,	  4	  ESN,	  8	  IN).	  All	  nodes	  are	  directly	  connected	  using	  several	  network	  interfaces	  configured	  in	  Full-­‐Duplex	  100Mb/s	  Ethernet	  mode.	  	  





Figure	  7.8	  a)	  Adapted	  multimedia	  communication	  use	  case	  and	  b)	  Implemented	  testbed	  	  
7.7 Preliminary	  Results	  	  The	   time	   required	   to	   establish	   an	   end-­‐to-­‐end	   communication	   (Te-­‐e)	   and	   the	  resource	  consumption	  of	  the	  process	  were	  measured	  in	  our	  testbed.	  Concretely,	  different	   communication	   requests,	   asking	   for	   different	   requirements	   and	  network	  functionalities	  were	  tested.	  	  Table	  7-­‐5	  specifies	  the	  high-­‐level	  communication	  goals	  for	  each	  test.	  





Table	  7-­‐5	  Scenario	  specification	  
Goals	   Scenario	   1	  
(S1)	  
Scenario	   2	  
(S2)	  
Scenario	   3	  
(S3)	  
Scenario	   4	  
(S4)	  
data_transmission	   RN	   RN	   RN	   RN	  
data_forwarding	   IN	   IN	   IN	   IN	  
data_reception	   ESN	   ESN	   ESN	   ESN	  
decoding	   RN	   RN	   RN	   RN	  
encoding	   ESN	   ESN	   ESN	   ESN	  
security	   -­‐	   RN,ESN	   -­‐	   RN,ESN	  
reliability	   -­‐	   -­‐	   RN,ESN	   RN,ESN	  	  In	  practice,	  these	  goal	  effects	  are	  associated	  to	  different	  ASs	  or	  combinations	  of	  them.	  Additionally,	  each	  AS	  can	  be	  implemented	  by	  different	  AMs.	  As	  an	  example,	  imagine	  we	  have	   an	  encoding	   goal	  which	   can	  be	  provided	  by	  video_coding	   and	  
audio_coding	  ASs.	  Each	  AS	  can	  be	  then	  provided	  by	  AMs	  like:	  MPEG-­‐1,	  MPEG-­‐2,	  MP3,	   WMA,	   etc.	   Regarding	   performance	   parameters,	   the	   average	   total	  consumption	  during	  the	  process	  of	  negotiation	  is	  shown	  in	  Table	  7-­‐6.	  
	  
Table	  7-­‐6	  Nodes	  resources	  consumption	  
Node	  Type	   CPU	   RAM	  
Requester	  Node	  (RN)	   13%	   224,30	  KB	  
Intermediate	  Node	  (IN)	   5%	   113,46	  KB	  
End	  Service	  Node	  (ESN)	   9%	   192,37	  KB	  	  The	  time	  required	  for	  negotiating	  the	  end-­‐to-­‐end	  communication	  (Te-­‐e)	  in	  each	  scenario	   is	   shown	   in	   Figure	   7.9.	   Concretely,	   in	   this	   figure	  we	   show	   the	   results	  obtained	  for	  the	  longest	  path	  (P4)	  of	  our	  testbed.	  	  Note	   that	   in	   our	   tests,	   Tpropagation	   is	   almost	   negligible	   as	   we	   use	   dedicated	  links	   in	   a	   local	   testbed.	   Tforwarding	   is	   also	   constant	   as	   all	   the	   involved	   nodes	  perform	  a	   lookup	  into	  its	   local	  databases	  of	  ASs,	  and	  all	  of	  them	  have	  the	  same	  size.	  Regarding	  Tresponse,	   it	   is	  slightly	  different	   in	   the	  ESN	  than	   in	   the	   IN	  as	   it	  has	   to	   insert	  more	  data	   into	   the	  Cresp.	   In	   this	   case,	   each	  node	   inserts	   into	   the	  Cresp	   information	   about	   the	   AS,	   AMs	   and	   QoS	   parameters	   that	   the	   node	   can	  offer.	  	  The	   gathered	   results	   are	   preliminary	   results	   for	   the	   different	   scenarios	  introduced	  in	  Table	  7-­‐5.	  The	  most	  representative	  value	  is	  the	  time	  required	  for	  negotiating	   the	   services	   that	   will	   be	   used	   (Te-­‐e)	   and	   the	   most	   influential	  parameter	   is	   the	   composition	   time	   needed	   to	   decide	   which	   services	   to	   use	  (Tcomposition).	  Composition	  can	  be	  a	  very	  demanding	  process	   if	   full	   flexibility	  and	  the	  best	  possible	  decisions	  are	  to	  be	  achieved.	  	  Mostly,	  its	  value	  depends	  on	  the	   number	   of	   goals	   to	   successfully	   target	   and	   the	   number	   of	   ASs	   and	   AMs	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supported	   by	   a	   node.	   As	   specified	   in	   section	   7.4,	   the	   proposed	   composition	  algorithm	  must	  calculate	  all	  the	  possible	  combinations	  between	  ASs	  in	  order	  to	  select	   the	   best	   ones.	   The	   more	   services,	   the	   more	   combinations	   must	   be	  calculated.	  However,	  in	  future	  work,	  some	  techniques	  for	  improving	  this	  process	  will	   be	   studied.	   Even	   though,	   once	   a	   composition	   is	   performed,	   the	   resulting	  workflow	  of	  services	  could	  be	  stored	  for	  future	  reuse	  so	  as	  to	  avoid	  calculating	  again	  all	  the	  combinations	  of	  services.	  	  Finally,	   note	   that	   in	   the	   presented	   prototype,	   monitoring	   functions	   are	   not	  implemented.	  An	  efficient	  monitoring	  system	  that	  provides	  context	  information	  is	   especially	   important	   for	   the	   development	   of	   this	   solution.	   In	   the	   future,	   we	  expect	   to	   be	   able	   to	   implement	   specific	   monitoring	   mechanisms	   to	   get	   real	  context	  data.	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
Figure	  7.9	  End-­‐to-­‐End	  time	  and	  composition	  time	  	  	  	  	  




Chapter	  8 Future	  Internet	  Service	  Provisioning	  	  Thanks	   to	   the	   architecture	   fundamentals	   introduced	   in	   Chapter	   7,	   we	   now	  introduce	  how	  services	  can	  be	  provided	  in	  the	  Future	  Internet	  specially	  focusing	  in	  two	  main	  aspects.	  	  The	  first	  one	  introduces	  how	  SOA	  paradigm	  can	  be	  applied	  to	  context-­‐aware	  multimedia	  communications.	  In	  addition,	  a	  scoring	  function	  for	  selecting	  different	  service	  implementations	  is	  presented	  and	  particularized	  for	  a	  case	  of	  selecting	  transcoding	  functions	  taking	  into	  account	  different	  video/audio	  quality	  assessment	  metrics.	   In	  this	  case,	  we	  focus	  on	  specific	  video	  transcoding	  functions,	  however,	  other	  functions	  like	  the	  ones	  introduced	  in	  section	  Chapter	  6	  could	  be	  added	   in	  order	   to	  create	   intelligent	  networks	  able	   to	  adapt	   to	  context	  conditions	   and	   specific	   requirements.	   The	   second	   aspect	   is	   Future	   Internet	  economics.	   This	   PhD.	   Thesis	   proposes	   costing	   framework	   for	   dealing	   with	  socioeconomic	  parameters	  within	  Future	  Internet	  architectures.	  In	  this	  context	  it	  is	  necessary	  to	  introduce	  a	  framework	  for	  cost	  and	  price	  that	  enables	  requesters	  and	   providers	   to	   interact	   and	   create	   new	   business	   models	   for	   the	   Future	  Internet.	  	  	  The	  solutions	  presented	  here	  were	  published	  in	  [GP2],	  [GP7]	  and	  [GP8].	  	  
8.1 Context-­‐aware	   Multimedia	   Service	   Composition	   using	  
Quality	  Assessment	  	  	  There	  are	  emerging	  services,	  which	  offer	  contents	  in	  multiple	  ways	  and	  different	  formats.	  Popularity	  of	  video	  services	  such	  as	  Youtube	  or	  Hulu,	  have	  made	  video	  traffic	   in	   the	   Internet	   the	   most	   present	   one.	   Moreover,	   the	   heterogeneity	   of	  devices	  connected	  to	  the	  network	  is	  also	  rising	  (e.g.	  handheld,	  PC,	  TV,	  etc.)	  and	  it	  usually	   requires	   the	   creation	   or	   the	   adaptation	   of	   services	   and	   resources	  specifically	   for	   each	   target	   platform.	   This	   situation	   leads	   to	   generic	   and	   static	  systems	   that	   do	   not	   provide	   the	   content	   adapted	   to	   the	   final	   device	   or	   too	  complex	  systems	  that	  require	  a	  big	  effort	  in	  development	  and	  maintenance	  tasks.	  	  In	  this	  scenario,	  the	  necessity	  of	  context-­‐aware	  systems	  appears.	  Their	  goal	  is	  to	  offer	   services	   adapted	   to	   the	   context	  of	  users	  whilst	  maximizing	   the	  Quality	  of	  Service	  (QoS)	  and	  Quality	  of	  Experience	  (QoE)	  of	   the	  user	  and	  allowing	  a	  more	  efficient	   usage	   of	   resources.	   However,	   their	   deployment	   requires	   precise	   and	  efficient	  monitoring	  and	  data	  management	  systems.	  One	  promising	  approach	  to	  efficiently	   provide	   context-­‐aware	   services	   is	   using	   Service-­‐Oriented	  Architectures	   (SOA),	   which	   divides	   Services	   in	   simpler	   ones	   and	   couples	   only	  those	  that	  are	  required	  or	  preferred	  for	  a	  specific	  context.	  	  Solutions	  based	  on	  this	  type	  of	  architectures	  provide	  some	  clear	  benefits:	   loose	  coupling,	   implementation	   neutrality,	   flexible	   configurability,	   granularity,	   task	  distribution,	   energy	   efficiency,	   efficient	   use	   of	   resources,	   etc.	   The	   division	   of	  services	  could	  be	  done	  based	  on	  different	  aspects	  such	  as	   location,	  capabilities,	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functionalities,	   etc.	   As	   said,	   in	   this	   work	   we	   follow	   a	   RBA	   decomposition	  approach	   where	   complex	   services	   are	   divided	   into	   indivisible	   or	   atomic	  functionalities.	  Examples	  of	  these	  functionalities	  are:	  encoding,	  acknowledgment	  or	  retransmission.	  Additionally,	  no	  matter	  how	  the	  decomposition	  is	  done,	  there	  are	   many	   approaches	   or	   visions	   of	   doing	   the	   composition	   process.	   However,	  there	  are	  some	  points	  to	  be	  taken	  into	  account	  and	  some	  common	  problems	  that	  appear	  in	  most	  of	  current	  techniques:	  	  
• Considering	   services	   as	   self-­‐contained,	   self-­‐describing,	   modular	  applications	   that	   can	   be	   published,	   located,	   and	   invoked	   across	   the	  network,	  service	  composition	  process	  can	  be	  defined	  as	  the	  combination	  of	  those	  services	  required	  to	  create	  new	  processes	  and	  services.	  	  
• Fulfillment	  of	  preconditions	  when	  a	  service	  that	  can	  provide	  the	  desired	  effects	  exists	  [111].	  	  
• Generation	   of	   several	   effects.	   It	   is	   possible	   that	   a	   service	   request	   is	  associated	  to	  multiple	  effects	  that	  can	  be	  satisfied	  by	  different	  services.	  	  
• Knowledge	  and	  context	  data	  acquisition	  and	  management.	  	  These	  problems	  denote	  a	  close	  relationship	  between	  optimal	  compositions	  and	  context-­‐awareness.	  Thus,	  how	  to	  obtain	  and	  analyze	  the	  context	  is	  an	  important	  issue,	  in	  order	  to	  provide	  a	  good	  ground	  for	  the	  service	  composition	  process.	  In	  this	   framework,	  we	  review	  different	  methods	   that	  could	  be	  applied	   to	  evaluate	  the	   quality	   of	   multimedia	   services	   and	   how	   to	   apply	   multimedia	   quality	  assessment	   to	   enhance	   a	   multimedia	   service	   composition	   process.	   Context-­‐awareness	  features	  are	  especially	  relevant,	  as	  the	  ubiquity	  of	  mobile	  devices	  and	  the	   proliferation	   of	   wireless	   networks	   is	   enabling	   permanent	   access	   to	   the	  Internet	  at	  all	  times	  and	  all	  places.	  The	  next	  step	  to	  an	  Internet	  of	  Services	  is	  an	  Internet	  of	  context-­‐aware	  Services.	  	  	  	  According	  to	  the	  definition	  provided	  by	  Dey	  in	  [104],	  context	  is	  any	  information	  that	  can	  be	  used	   to	  characterize	   the	  situation	  of	  an	  entity,	  where	  an	  entity	   is	  a	  person,	  place,	  or	  object	  that	  is	  considered	  relevant	  to	  the	  interaction	  between	  a	  user	  and	  an	  application,	  including	  the	  user	  and	  applications	  themselves.	  Context-­‐awareness	  refers	  to	  the	  capability	  of	  an	  application	  or	  service	  to	  be	  aware	  of	  its	  physical	   environment	  or	   situation	  and	   responding	   intelligently	   (pro-­‐actively	  or	  reactively)	   based	   on	   such	   context.	   So,	   it	   is	   important	   to	   compose	   services	   and	  dynamically	   adapt	   them	   according	   to	   the	   context	   information	   and	   changes	   in	  order	   to	   provide	   personalized	   and	   customized	   services	   to	   users.	   This	   should	  allow	  improving	  the	  QoS	  and	  QoE	  of	  users	  while	  optimizing	  the	  usage	  of	  network	  and	   computational	   resources.	   Revising	   literature	   related	   to	   context-­‐awareness	  [215][216],	  we	  define	  a	  consensus	  classification	  of	  the	  context	  according	  (but	  not	  limited)	  to	  the	  following:	  
 
• User	   context:	   user	   characteristics,	   user	   location,	   user	   preferences,	   and	  environmental	  constraints	  of	  the	  user	  (e.g.	  working	  place,	  home,	  etc.).	  	  




• Device	  context:	  type	  and	  capability	  of	  the	  device.	  	  
• Service	   context:	   service	   availability,	   minimum	   required	   QoS	   level	   for	  providing	   the	   service,	   and	   additional	   parameters	   that	   define	   specific	  attributes	  for	  a	  service.	  	  
• System	   resource	   context:	   CPU,	   memory,	   processor,	   disk,	   I/O	   devices,	  and	  storage.	  	  
• Network	   context:	   bandwidth,	   traffic,	   topology,	   and	   other	   parameters	  related	  to	  network	  performance.	  	  On	   the	   subject	   of	   service	   composition,	   several	   approaches	   can	   be	   found	   in	  literature	   tackling	   service	   composition	   [217][218][219][220].	   For	   example,	   in	  [219]	   authors	   propose	   a	   classification	   system	   in	   the	   form	   of	   taxonomy,	   for	  semantic	  web	  service	  composition	  approaches,	  that	  could	  be	  generalized	  to	  the	  global	   concept	   of	   service	   composition,	   and	   applied	   to	   compose	   services	   at	  network	   level.	  Unlike	  other	  solutions,	  our	  approach	  uses	   the	  discovery	  process	  to	  find	  those	  services	  to	  be	  composed	  all	  along	  the	  end-­‐to-­‐end	  path	  attending	  to	  the	   requirements	   specified	   by	   the	   requester	   and,	   consequently,	   assuring	   a	  certain	  level	  of	  QoS.	  Regarding	  to	  the	  quality	  assessment	  process,	  an	  overview	  on	  different	  metrics	  and	  techniques	  is	  presented.	  Multimedia	  quality	  metrics	  can	  be	  classified	  into	  three	  groups	  taking	  into	  account	  in	  which	  way	  a	  reference	  signal	  is	  needed	  to	  measure	  the	  quality:	  	  	  
• Full	   Reference	   (FR),	   which	   compares	   two	   entire	   signals,	   a	   reference	  signal	  (usually	  the	  original	  one)	  and	  a	  compared	  signal	  (usually	  the	  coded	  one).	  	  
• Reduced	   Reference	   (RR),	   which	   only	   compares	   some	   signal	  characteristics	   (blocking,	   blurring,	   ringing,	   masking,	   etc.)	   previously	  detected.	  	  
• Non	   Reference	   (NR),	   which	   does	   not	   use	   any	   reference	   signal	   to	  determine	  the	  quality	  of	  a	  signal.	  	  	  Each	   of	   them	   is	   used	   depending	   on	   the	   availability	   of	   an	   undistorted	   signal	  (reference	   signal).	   The	   most	   used	   metrics	   are	   FR	   (e.g.	   PSNR),	   due	   to	   its	   low	  complexity,	  but	  as	  a	  drawback,	  both	  signals	  are	  needed:	   the	  original	  signal	  and	  the	   coded	   signal.	   Additionally,	   methods	   for	   quality	   assessment	   can	   also	   be	  divided	  into	  two	  categories:	  objective	  and	  subjective.	  Objective	  methods	  aim	  to	  mathematically	  estimate	   the	   impairment	   introduced	  to	  media	  resources	  during	  compression	   or	   transmission	   whilst	   the	   Subjective	   ones	   aid	   in	   the	   statistical	  analysis	  of	  sample	  ratings	  generated	  by	  humans.	  In	  this	  work	  we	  used	  different	  objective	  quality	  metrics	  for	  estimating	  the	  quality	  of	  a	  received	  media	  resource.	  For	  video	  we	  used	  Peak	  Signal-­‐to-­‐Noise	  Ratio	   (PSNR)	  and	  Structural	   Similarity	  (SSIM)	  [221],	  while	  PSNR,	  audio	  SSIM	  [222]	  and	  Perceived	  Audio	  Quality	  (PEAQ)	  	  [223]were	  used	  for	  audio	  quality	  assessment.	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8.1.1 Multimedia	  Quality	  Assessment	  
 AMs	  need	  to	  be	  selected	  according	  to	  several	  parameters	  such	  as	  performance,	  quality	  of	  service	  or,	  in	  case	  of	  multimedia	  applications	  and	  services,	  parameters	  such	  as	  the	  perceptual	  quality.	  Quality	  assessment	  can	  be	  used	  for	  measuring	  the	  quality	  of	  multimedia	  communications.	  The	  goal	  is	  to	  select	  the	  best	  AM	  for	  each	  communication,	   and	   best	   means	   that	   it	   can	   provide	   the	   highest	   possible	  perceptual	   quality.	   This	   section	   proposes	   to	   use	   quality	   metrics	   for	   deciding	  which	  is	  the	  best	  AM	  to	  use	  when	  an	  AS	  of	  the	  type	  transcoding	  is	  used.	  This	  AS	  mainly	   consists	   on	   adapting	   a	   content	   taking	   into	   account	   the	   context	   of	   the	  requester.	   We	   introduce	   a	   scoring	   function	   that	   uses	   the	   measured	   objective	  quality	  and	  the	  compression	  ratio	  provided	  by	  different	  codecs.	  However,	  other	  parameters	   can	   be	   added,	   such	   as	   performance	   ones	   (e.g.	   CPU,	   energy	  consumption).	  
8.1.2 Multimedia	  Quality	  Analyzer	  	  	  We	   have	   developed	   a	   multimedia	   quality	   analyzer	   module	   (Figure	   8.1)	   that	  calculates	   a	   score	   for	   each	   codec	   supported	   by	   the	   multimedia	   transcoding	  service.	  In	  this	  case,	  each	  codec	  corresponds	  to	  an	  AM,	  implementations	  of	  the	  AS	  named	   ”transcoding”.	  We	   use	   a	   FR	   system	   that	   can	   use	   the	  metrics	   defined	   in	  Table	  8-­‐1	  for	  determining	  the	  obtained	  quality.	  	  	  
Table	  8-­‐1	  Used	  Full	  Reference	  Metrics	  
Media	   Metrics	  
Image	   PSNR,	  SSIM	  
Video	   PSNR,	  SSIM	  
Audio	   PSNR,	  SSIM,	  PEAQ	  	  	  	  
	  
Figure	  8.1	  Quality	  analyser	  module	  	  PSNR	   is	   an	   objective	   quality	   metric	   used	   to	   calculate	   the	   ratio	   between	   the	  maximum	  possible	  power	  of	  a	  signal	  (in	  this	  case	  an	  audio	  or	  video	  stream)	  and	  the	  power	  of	  the	  corrupting	  noise.	  It	  is	  commonly	  used	  to	  calculate	  the	  effect	  of	  losses	   in	  a	  video	  or	  audio	   signal.	   SSIM	   is	   a	  metric	   for	   calculating	   the	   similarity	  




between	  two	  images,	  which	  lies	  in	  the	  assumption	  that	  human	  visual	  perception	  is	   highly	   adapted	   for	   extracting	   structural	   information	   from	   a	   scene.	   Its	  application	   to	   audio	   measurement	   is	   still	   being	   studied.	   Finally,	   PEAQ	   is	   a	  standardized	   algorithm	   for	   objectively	   measuring	   the	   perceived	   audio	   quality.	  The	  inputs	  of	  the	  quality	  analyzer	  module	  are:	  	  	   1. a	  media	  resource	  (image,	  video	  or	  audio)	  in	  raw	  format.	  2. the	  same	  media	  resource	  coded	  with	  a	  supported	  codec.	  3. the	  same	  media	  resource	  decoded	  to	  raw	  format.	  	  	  (1)	  and	  (2)	  are	  used	  to	  evaluate	  the	  compression	  ratio	  and	  to	  obtain	  the	  file	  with	  losses	  due	  to	  the	  effect	  of	  coding.	  (3)	  is	  used	  to	  compare	  the	  resulting	  resource	  with	   the	   original	   one	   in	   raw	   format	   (input	   of	   the	  multimedia	   analyzer)	   and	   to	  measure	   the	   differences	   and	   impairments.	   In	   our	   system,	   this	   process	   is	  performed	  offline,	  when	  the	  system	  starts	  or	  a	  new	  codec	  is	  added	  to	  the	  system.	  Then,	  the	  system	  performs	  all	  the	  analyses	  and	  stores	  the	  results	  (scores)	  into	  a	  table	  which	  is	  looked	  up	  when	  necessary	  by	  the	  decision-­‐making	  algorithm.	  	  
8.1.3 Score	  Parameter	  Definition	  	  The	   use	   of	   lossy	   codecs	   allows	   the	   compression	   of	   the	   resource	   size.	   But,	  intrinsically,	   it	   also	   reduces	   the	  user	  quality	  perception.	   So,	   it	  must	  be	   found	  a	  trade-­‐off	   of	   the	   compression	   ratio	   and	   the	   perceptual	   quality.	   A	  way	   to	   decide	  which	  codec	  is	  better	  than	  another	  is	  to	  consider	  the	  perceptual	  quality	  and	  the	  compression	  ratio	  of	  a	  coded	  media	  resource.	  Thus,	  it	  can	  be	  said	  that	  a	  codec	  is	  better	   than	   other	   if	   this	   presents	   a	   better	   perceptual	   quality	   and	   compression	  ratio	  relationship.	  This	  can	  be	  expressed	  according	  to	  (eq.	  11)	  	   (𝑒𝑞. 11)    𝑠𝑐𝑜𝑟𝑒 = (𝐴 ∙ 𝑝𝑒𝑟𝑐𝑒𝑝𝑡𝑢𝑎𝑙_𝑞𝑢𝑎𝑙𝑖𝑡𝑦)   + ((1 − 𝐴) ∙   𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛_𝑟𝑎𝑡𝑖𝑜)	  
	  Where,	   0	   ≤	 A	 ≤	 1.A	   is	   a	   weight,	   which	   determines	   the	   relevance	   of	   each	  parameter	   considered	   in	   the	   scoring	   function.	   Hence,	   the	   relevance	   of	   each	  parameter	   can	   be	   changed.	   The	  weight	   that	   specifies	   an	   equitable	   relationship	  between	  perceptual	  quality	   and	   compression	   ratio	   is	   obtained	   for	  A	  =	  0.5.	  The	  score	  parameter	  is	  defined	  in	  the	  R	  set	  and	  can	  take	  values	  from	  -­‐1	  to	  1: 
 𝑠𝑐𝑜𝑟𝑒   ∈   ℝ,−1 ≤ 𝑠𝑐𝑜𝑟𝑒 ≤ 1	  
	  Where	  -­‐1	  and	  1	  indicates	  respectively	  the	  worst	  and	  the	  best	  perceptual	  quality	  and	   compression	   ratio	   relation.	  The	   compression	   ratio	  parameter	   is	  defined	   in	  the	  R	  set	  and	  it	  can	  also	  take	  values	  between	  -­‐1	  and	  1:	  
 𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛_𝑟𝑎𝑡𝑖𝑜   ∈   ℝ, 
   −1 ≤ 𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛_𝑟𝑎𝑡𝑖𝑜 ≤ 1	  
	  where	   -­‐1	   indicate	   that	   there	   is	   no	   compression	   between	   the	   original	   and	   the	  coded	  resource,	  but	  there	  has	  been	  an	  increment	  in	  the	  total	  number	  of	  bits,	  and	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a	  positive	  value	   (less	   than	  1)	   indicates	   a	   reduction	  of	   the	   total	  number	  of	  bits.	  The	  compression	  ratio	  parameter	  mathematical	  expression	  is	  defined	  in	  (eq.	  12).	  
	   (𝑒𝑞. 12)  𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛_𝑟𝑎𝑡𝑖𝑜 =	  	   = 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙_𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒_𝑛𝑢𝑚_𝑜𝑓_𝑏𝑖𝑡𝑠 − 𝑐𝑜𝑑𝑒𝑑_𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒_𝑛𝑢𝑚_𝑜𝑓_𝑏𝑖𝑡𝑠𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙_𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒_𝑛𝑢𝑚_𝑜𝑓_𝑏𝑖𝑡𝑠 	  	  The	  perceptual	  quality	  parameter	  can	  take	  values	  between	  0	  and	  1	  and	  it	  is	  also	  defined	  in	  the	  R	  set:	  
 𝑞𝑢𝑎𝑙𝑖𝑡𝑦   ∈   ℝ, 0 ≤ 𝑠𝑐𝑜𝑟𝑒 ≤ 1 
 where	  0	   indicates,	   in	   perceptual	   quality	   terms	  defined	  by	   ITU-­‐R	   in	   [224],	   very	  annoying	  perceptual	  quality,	  and	  1	  indicates	  no	  difference	  between	  the	  original	  and	  coded	  resource.	  Some	  of	   the	  considered	  quality	  metrics	  do	  not	   take	  values	  between	  the	  defined	  ranges.	  So,	  they	  must	  be	  normalized.	  The	  quality	  metrics	  to	  be	  normalized	  are:	  
	   0 ≤ 𝑃𝑆𝑁𝑅 ≤ ∞,	  	     −4 ≤ 𝑃𝐸𝐴𝑄 ≤ 0	  
	  It	   is	  not	  necessary	  to	  normalize	  the	  SSIM	  quality	  metric	  as	   its	  output	  range	  fits	  into	  the	  perceptual	  quality	  parameter	  range.	  More	  details	  are	  shown	  in	  [225].	  	  
8.1.4 Combining	  Audio	  and	  Video	  	  	  The	   scoring	   of	   audiovisual	   contents	   should	   take	   into	   account	   the	   relationship	  between	   audio	   and	   video,	   not	   only	   considering	   their	   individual	   scores	   in	   an	  independent	  manner.	  The	  goal	   is	  to	  avoid	  bad	  combinations	  of	  audio	  and	  video	  profiles,	   for	   instance	   when	   obtaining	   combined	   profiles	   with	   very	   good	   audio	  and	  very	  poor	  video	  (or	  viceversa).	  	   (𝑒𝑞. 13)	  𝑠𝑐𝑜𝑟𝑒(𝑎𝑢𝑑𝑖𝑜𝑄, 𝑣𝑖𝑑𝑒𝑜𝑄) =	  	   = (𝑠𝑐𝑜𝑟𝑒!"!"# + 𝑠𝑐𝑜𝑟𝑒!"#$%)− 𝐴 ⋅ 𝑠𝑐𝑜𝑟𝑒!"#$% − 𝐵 ⋅ 𝑠𝑐𝑜𝑟𝑒!"#$%𝐴! + 𝐵! 	  
	  In	  (eq.	  13)	  we	  define	  a	  combined	  score	  as	  the	  sum	  of	  individual	  qualities	  and	  the	  substraction	  of	  each	  point	  (videoQ	  and	  audioQ)	  to	  the	  line	  defined	  by	  the	  optimal	  quality	  (Ax-­‐By=0).	  A	  and	  B	  coefficients	  are	  defined	  by	  the	  R	  parameter	  (eq.	  14).	  This	  parameter	   can	  be	   introduced	  by	  default	   (system	  administrator)	   or	  by	   the	  user	  as	  a	  preference.	  
(eq. 14) 𝐴 = 0.5 ∙ 𝐵 = 𝑅,𝑅 ∈ [0,0.5] 
 𝐴 = (1 − 𝑅) ∙ 𝐵 = 0.5,𝑅 ∈ 0.5,1  
 𝑅 ∈ [0,1]	  	  




Figure	   8.2	   shows	   how	   the	   quality	   function	   looks	   like	   for	   an	   example	   value	   of	  R=0.66,	  which	  corresponds	  to	  a	  4:3	  relation	  between	  audio	  and	  video.	  Thus,	  we	  give	  a	  little	  bit	  more	  priority	  to	  video	  than	  to	  audio.	  However,	  this	  relation	  can	  be	  tweaked	  according	  to	  user	  preferences.	  	  	  	  	  	  	  	  	  	  	  
	  
	  
Figure	  8.2	  Quality	  function	  (R=0.66=4/3)	  
	  
8.1.5 Proof	  of	  Concept	  	  We	  have	   implemented	  a	  quality	  assessment	  tool	  (Multimedia	  Quality	  Analyzer)	  in	  Java	  that	  is	  able	  to	  perform	  the	  calculation	  of	  the	  defined	  score	  parameter	  in	  order	  to	  verify	  its	  behavior	  and	  to	  test	  different	  common	  codecs	  against	  network	  loss	   effect.	   The	   quality	   assessment	   tool	   is	   able	   to	   use	   PSNR,	   SSIM	   and	   PEAQ	  metrics.	  The	  testbed	  scenario	  is	  composed	  of	  three	  basic	  elements:	  	  	   1. Streaming	  media	  server.	  2. Streaming	  client	  where	  the	  media	  resource	  is	  analyzed.	  3. Controlled	  network	  over	  which	  losses	  are	  introduced.	  	  The	  media	  resource	  server	  acts	  as	  a	  video	  streaming	  server.	  It	  has	  been	  used	  the	  FFMPEG	  transcoding	  software	  (libavcodec	  52.10.0)[226].	  This	  transcoder	  allows	  transcoding	   multimedia	   resources	   with	   a	   wide	   range	   of	   supported	   codecs.	  FFMPEG	  also	  supports	  streaming	  over	  a	  network	  interface.	  In	  our	  case,	  we	  used	  UDP/RTP	  to	  stream	  the	  content	  over	  the	  network	  and	  to	  notice	  the	  loss	  effect.	  In	  order	   to	   remotely	   control	   this	   transcoder	   a	   web-­‐service	   interface	   which	  publishes	   the	   transcoding	   service	   has	   been	   deployed.	   The	   Analyzer	   Client	   is	   a	  Java	   application	   that	   realizes	   requests	   to	   the	   transcoding	   web-­‐service	   and	  receives	   the	   streaming	   sent	   by	   the	   server.	   Once	   it	   receives	   the	   coded	   video	  resource,	  it	  decodes	  the	  video	  and	  analyzes	  its	  perceptual	  quality.	  The	  decoding	  process	  is	  done	  using	  the	  FFMPEG	  framework	  too.	  It	  is	  mandatory	  that	  the	  client	  gets	  the	  original	  resource	  in	  raw	  format	  to	  allow	  the	  analyzer	  module	  to	  perform	  the	   resource	   analysis.	   The	   Controlled	   Network	   consists	   on	   a	   PC	   running	   the	  DummyNet	  [227]	  network	  emulator,	  which	  permits	  to	  emulate	  networks	  with	  a	  specific	   bandwidth	   and	   Packet	   Loss	   Rate	   (PLR).	   The	   analyzed	   codecs,	  configuration	   and	   input	   resources	   are	   shown	   in	  Table	  8-­‐2,Table	  8-­‐3	   and	  Table	  8-­‐4	  respectively.	  It	  has	  been	  chosen	  these	  multimedia	  resources	  because	  they	  are	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those	  used	  in	  typical	  quality	  assessment	  studies.	  The	  packet	  loss	  rates	  applied	  in	  the	  video	  and	  audio	  tests	  were:	  1%,	  3%,	  5%	  and	  10%.	  Image	  analysis	  considers	  that	  if	  there	  is	  a	  loss	  in	  the	  transmission,	  all	  the	  image	  is	  lost.	  	  
Table	  8-­‐2	  Tested	  codecs	  (AMs)	  
Resource	   Codec	  
Image	   JPEG,	  GIF,	  PNG	  
Video	   MPEG-­‐1,	  MPEG-­‐2,	  MPEG-­‐4,	  H.264,	  WMV1,	  WMV2	  
Audio	   MP3,	  AAC,	  AC3,	  Vorbis	  	  	  
Table	  8-­‐3	  Configuration	  Parameters	  
Video	   Audio	  
Bitrate:	  1024	  Kbps	   Bitrate:	  128	  Kbps	  
Frame	  Rate:	  25	  fps	   Sampling	  frequency:	  44100	  Hz	  
GOP	  size:	  12	   Bits/sampe:	  16	  bits	  
Quantification	  scale:	  default	   Coding	  quality:	  default	  codec	  	  	  
Table	  8-­‐4	  Tested	  Resources	  
Resource	  Type	   Resource	  Name	  
Image	   Lena	  
Video	   Foreman	  
Audio	   Vocal	  quartet,	  Instrument	  flute	  	  
8.1.6 Results	  	  Results	   shown	   in	   Figure	   8.3	   are	   focused	   on	   audio	   because	   all	   the	   mentioned	  metrics	   can	   be	   used	   in	   audio	   analysis	   (Table	   8-­‐1)	   and	   also	   due	   to	   space	  limitations.	   A	   deeper	   insight	   on	   results	   can	   be	   found	   in	   [225].	   From	   the	   PEAQ	  scoring	  results	  it	  can	  be	  concluded	  that	  the	  best	  audio	  codec	  in	  terms	  of	  quality	  is	  AC3,	   followed	  by	  AAC.	  However,	   in	   terms	  of	   compression	   ratio	   the	  best	   one	   is	  Vorbis,	  although	  it	  is	  the	  worst	  in	  terms	  of	  quality.	  Thus,	  if	  the	  score	  parameter	  is	  considered,	  the	  best	  scored	  one	  is	  the	  AC3	  codec.	  The	  scoring	  function	  allows	  to	  order	   different	   implementations	   of	   a	   specific	   function,	   this	   case	   a	   transcoding	  service	  implemented	  by	  different	  codecs,	  in	  order	  to	  determine	  which	  is	  the	  best	  one.	  Moreover,	  the	  use	  of	  SSIM	  for	  audio	  quality	  assessment	  is	  still	  being	  studied.	  	  	  Notice	   that	   this	   research	   wants	   to	   take	   special	   relevance	   for	   Future	   Internet	  network	  architectures,	  which	  can	  be	  used	  in	  the	  development	  of	  distributed	  real-­‐time	   systems,	   and	   will	   permit	   the	   allocation	   of	   network	   services	   according	   to	  each	  situation	  and	  not	  in	  a	  monolithic	  way.	  Thus,	  services	  must	  be	  allocated	  all	  along	  the	  route,	  executing	  just	  the	  desired	  service	  at	  each	  hop,	  section	  of	  hops	  or	  end-­‐to-­‐end.	  Hence,	   this	   research	  should	  help	   to	  pave	   the	  way	   to	  highly	   flexible	  networks,	   by	   efficiently	   applying	   service-­‐oriented	   approach	   to	   networking,	  resource	  optimization	  and	  service	  composition.	  




	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
Figure	  8.3	  Testbed	  results	  	  Concretely,	   we	   only	   present	   a	   proof	   of	   concept	   of	   the	   proposed	   framework,	  where	  we	  particularize	  a	  general	  expression	   for	   scoring	   services	   in	   the	  case	  of	  selecting	   a	   multimedia	   codec	   taking	   into	   consideration	   quality	   assessment	  metrics.	  However,	  it	  is	  important	  to	  notice	  that	  other	  parameters	  can	  be	  added	  to	  the	   scoring	   function.	   Additionally,	   each	   AS	   can	   propose	   a	   specific	   scoring	  function	  in	  order	  to	  select	  the	  best	  AM	  that	  is	  able	  to	  provide	  it.	  The	  scoring	  of	  an	  AMs	  can	  be	  done	  by	  each	  node	  in	  the	  network	  or,	  if	  the	  profile	  information	  for	  all	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the	  nodes	   is	  available	   in	  the	  network,	   it	  can	  be	  done	  by	  specific	  external	  nodes	  that	  can	  carry	  out	  this	  task.	  Current	  services	  using	  these	  techniques	  will	  be	  able	  to	  adapt	  content	  taking	  into	  account	  the	  context	  of	  users	  intrinsically.	  Moreover,	  the	   study	   presented	   here	   introduces	   a	   way	   of	   enabling	   context-­‐aware	  communications	   in	   the	   context	   of	   Future	   Internet	   architectures	   based	   on	  services.	   Thanks	   to	   these	   architectures	   new	   functionalities	   can	   be	   added	   in	   an	  easy	   and	   flexible	   way,	   allowing	   the	   proliferation	   of	   new	   applications	   while	  adapting	  architectures	  to	  past,	  present	  and	  newcoming	  requirements.	  Regarding	  to	  streaming	  services,	  advanced	  video	  coding	  techniques	  such	  as	  MDC	  (Multiple	  Description	   Coding),	   SVC	   (Scalable	   Video	   Coding)	   or	   MVC	   (Multiview	   Video	  Coding)	   for	   next	   3D	   formats	   could	   be	   placed	   in	   the	   network,	   and	   instantiated	  only	  if	  required,	  to	  enable	  transparent	  media	  aware	  networks	  and	  save	  network	  resources	  consumption. 
8.2 Costing	  Framework	  for	  the	  Future	  Internet	  	  This	  dynamic	   scenario	  where	  services	   can	  be	  published	  by	  different	  providers,	  discovered	  and	  consumed	  considering	  the	  needs	  an	  interests	  of	  each	  user,	  opens	  the	   door	   to	   new	   business	  models	   based	   on	  what	   the	   requester	   is	   looking	   for.	  Services	  are	  valuable	  pieces	  to	  be	  composed	  and	  reused.	  Thus,	  it	  is	  necessary	  an	  economical	  model	  for	  providing	  services	  to	  requesters,	  trying	  to	  maximize	  their	  satisfaction.	  It	  is	  important	  to	  remark	  that	  the	  term	  ‘requester’	  is	  not	  only	  limited	  to	  final	  users.	  It	  covers	  a	  wider	  scope.	  A	  requester	  can	  be	  any	  entity	  able	  to	  ask	  for	   a	   service,	   including	   scenarios	   where	   a	   requester	   of	   a	   service	   is	   mainly	   a	  provider	  of	  other	  services	  or,	  even,	  other	  services	  connecting	  to	  other	  services.	  In	  the	  same	  sense,	  a	  user	  could	  offer	  its	  own	  services	  in	  a	  transparent	  way	  and,	  thus,	  it	  can	  become	  a	  provider.	  	  	  Moreover,	  new	   trends	  on	  socioeconomic	  aspects	   for	   the	  FI	  are	  appearing.	  New	  business	   opportunities,	   emerging	   communication	   paradigms	   (e.g.	   Internet	   of	  Things,	   Internet	   of	   Services,	   etc.),	   regulation	  or	   innovative	  uses	  of	   Internet	   are	  just	   some	   examples	   of	   them	   [230][235].	   However,	   newcoming	   proposals	  converge	  in	  the	  convenience	  to	  meet	  requester	  needs,	  desired	  QoS,	  and	  the	  price	  that	  users	  want	  to	  pay	  for	  a	  service	  	  This	   section	   introduces	   a	   simple	   costing	   framework	   that	   may	   be	   used	   in	   this	  scenario	   for	   pricing	   services	   and,	   thus,	   dealing	  with	   them	   in	   a	   Future	   Internet	  scenario.	  The	  simplicity	  of	  the	  proposed	  model	  is	  meant	  to	  enable	  its	  feasibility	  and	  fast	  operation	  in	  practical	  communication	  systems.	  Then,	  it	  introduces	  how	  to	   use	   this	   framework	   taking	   advantage	   of	   service	   discovery	   and	   service	  composition	   processes	   for	   providing	   personalized	   and	   adapted	   services	  according	   to	   context	   in	   Future	  Networks.	   This	   framework	   permits	   to	   calculate	  and	   compare	   the	   cost	   of	   consuming	   a	   service	   provided	   by	   a	   set	   of	   candidate	  nodes	   in	   the	   network	   (even	   located	   in	   different	   paths	   to	   the	   End	   Service)..	  However,	   it	  does	  not	  imply	  that	  the	  final	  price	  is	  directly	  this	  cost;	   it	  could	  also	  be	   used	   by	   service	   providers	   to	   calculate	   the	   network	   cost	   of	   offering	   some	  services	   to	   consumers	   and	   calculate	   a	   fee	   according	   to	   different	   pricing	   plans	  (flat-­‐rate,	  usage-­‐based,	  etc.)	  for	  each	  consumer,	  or	  a	  set	  of	  them.	  	  




8.2.1 Costing	  Framework	  Overview	  	  Future	   Internet	   Socio	   Economics	   (FISE)	   consider	   a	   number	   of	   research	  approaches	   such	   as:	   business	   innovation,	   connectivity,	   confidentiality,	   costing,	  
drivers,	   governance,	   information	   delivery,	   emerging	   communication	   paradigms	  
(e.g.	   Internet	   of	   Things,	   Internet	   of	   Services,	   etc.),	   infrastructure	   (e.g.	   network	  
virtualization),	   new	   business,	   overlay	   applications,	   security,	   Quality	   of	  
Interconnection	   (QoI),	   regulation,	   service	   provisioning,	   social	  welfare	   or	   Internet	  
usage	  [228][232][234][235][8].	  All	  these	  research	  lines	  converge	  in	  the	  need	  to	  meet	  requester	  needs,	  based	  on	  its	  preferences	  according	  to	  requested	  data,	  with	  a	   desired	   level	   of	   QoS,	   and	   the	   amount	   of	   money	   a	   user	   wants	   to	   pay	   for	   a	  concrete	   service	   or	   content.	   This	   approach	   gives	   to	   users	   enough	   freedom	   to	  choose	  among	  different	  services	  and	  contents	  in	  order	  to	  fullfill	  specific	  technical	  and	  non-­‐technical	  goals	  while	  maximizing	  the	  satisfaction	  of	  users.	  	  Service	   Composition	   requires	   a	   number	   of	   services	   in	   order	   to	   accomplish	   the	  requester	  requirements.	  Besides	  technical	  aspects,	  we	  consider	  that	  every	  AS	  in	  a	   CS	   has	   a	   cost,	   which	   also	   entails	   non-­‐technical	   arrangements	   derived	   from	  Socio	   Economical	   aspects	   (e.g.	   price,	   value,	   hypothesis	   or	   business	   models).	  Thus,	  the	  service	  provisioning	  process	  carries	  a	  socioeconomic	  implication	  to	  be	  addressed	  between	  providers	  and	  requesters.	  	  	  Costs	  of	  services	  in	  the	  network	  are	  related	  to	  expenses	  that	  can	  be	  derived	  from	  production,	   infrastructure	   amortization,	   energy	   consumption,	   research,	  management,	  etc.	  All	  these	  expenses	  have	  a	  result	  that	  affects	  the	  level	  of	  Quality	  of	   Service	   (QoS),	   which	   is	   considered	   as	   a	   function	   of	   functional	   and	   non-­‐functional	   service	   quality	   attributes,	   such	   as	   service	   metering	   and	   cost,	  performance	  metrics,	   security	   attributes,	   reliability,	   scalability,	   and	   availability	  [233].	  This	  has	   consequences	   in	  QoS	  parameters	   such	  as	  dedicated	  bandwidth,	  controlled	  jitter	  and	  latency,	  and	  improved	  loss	  characteristics	  [229].	  	  The	  price	  of	  services	  also	  depends	  on	  the	  set	  of	  assumptions	  made	  by	  providers	  in	  order	  to	  obtain	  a	  balance	  between	  cost	  and	  benefit.	  That	  is	  the	  Business	  Model	  (BM)	   that	   takes	   into	   account	   a	   series	   of	   components	   like	   price,	   convenience,	  commodity-­‐plus,	   experience,	   organization	   planning,	   distribution	   channels,	  intermediaries,	   trust	   chains,	   and	   innovation	   [231].	   Depending	   on	   provider	  interests	  in	  social	  and/or	  economic	  terms,	  it	  will	  make	  a	  hypothesis	  to	  establish	  a	  value	  factor	  in	  order	  to	  set	  a	  price	  on	  each	  of	  the	  components.	  	  Many	   assumptions	   can	   be	   considered	   to	   make	   an	   hypothesis.	   Some	   examples	  are:	  level	  of	  use	  of	  the	  service	  and	  network,	  agreements	  between	  networks	  (e.g.	  two	  or	  more	  networks	  may	  be	  considered	  as	  a	  unique	  network),	  implementation	  costs	   of	   each	   network,	   management	   and	   maintenance	   costs	   of	   the	   network,	  regulation,	   etc.	   All	   these	   criteria	   are	   used	   to	   define	   a	   dynamic	   function	   to	  calculate	  a	  price	  for	  each	  composed	  service.	  	  To	  explain	   the	  operation	  of	   the	  proposed	   framework,	  an	   Internet	  model	  where	  End	  Services	  can	  be	  offered	  by	  different	  providers	  in	  different	  domains	  and	  can	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be	  reached	  by	  different	  paths	   is	  used.	  This	  model	  (Figure	  8.4)	   is	  different	   from	  current	   Internet	   hierarchical	   environment.	   However,	   different	   models	   can	  coexist	   in	   the	   future.	   Thus,	   FI	   architectures	   should	   guarantee	   compatibility	  among	  them	  and	  also	  backward	  compatibility	  with	  current	  Internet.	  	  
	  
	  
Figure	  8.4.	  The	  ESN	  can	  be	  reached	  via	  different	  routes	  In	   this	   scenario,	   the	   requester	   is	   capable	   of	   searching	   an	   end	   service	   over	   the	  network	   and	   choosing	   a	   combination	   of	   available	   ASs	   along	   the	   path.	   Service	  discovery	   process	   for	   an	   end	   service	   will	   return	   as	   a	   result	   a	   set	   of	   routes	  compliant	  with	  requester	  requirements.	  Each	  route	  has	  different	  characteristics	  and,	  consequently,	  different	  costs.	  	  It	   is	   necessary	   to	   define	   a	   socioeconomic	   model	   suitable	   for	   the	   proposed	  scenario.	   Therefore,	   in	   this	  work,	   a	   framework	   able	   to	   calculate	   the	   cost	   for	   a	  composed	   service	   is	   introduced.	   Based	   on	   service	   composition	  mechanics	   and	  granularity,	   this	   costing	   framework	   is	   divided	   into	   three	   main	   components:	  Atomic	  Cost,	  Node	  Cost,	  and	  Composed	  Service	  Cost	  (shown	  in	  Figure	  8.5).	  	  
• Atomic	  Cost	  (WAS)	  refers	  to	  the	  cost	  of	  an	  Atomic	  Service	  (eq.	  15).	  It	  is	  an	  objective	   metric,	   which	   can	   be	   calculated	   according	   to	   the	   resources	  consumed	  by	  an	  AS	  into	  a	  node.	  The	  cost	  directly	  depends	  on	  the	  effect	  of	  the	   AS	   into	   the	   Quality	   of	   Service	   (QoS)	   parameters	   associated	   to	   its	  execution.	  kR	  is	  a	  constant	  value	  relative	  to	  each	  AS.	  	  
	   (𝑒𝑞. 15)  𝑊!" = 𝑘! 	  	  
• Node	  Cost	  (WN)	  depends	  on	  the	  cost	  of	  the	  set	  of	  ASs	  (eq.	  16)	  executed	  in	  a	  node.	  In	  addition,	  it	  depends	  on	  a	  subjective	  parameter	  (SQ)	  which	  adds	  value	   to	   the	   execution	   of	   a	   specific	   AS.	   SQ	   is	   a	   value	   obtained	   from	   a	  specific	   function	   for	   each	   AS	   and	   depends	   on	   the	   desired	   subjective	  




metrics,	  for	  instance,	  the	  relative	  cost	  of	  demanding	  a	  specific	  resource	  at	  a	  precise	  time.	  The	  product	  of	  WAS	  and	  SQ	  for	  each	  AS	  is	  called	  ASCost.	  	   (eq. 16)  W! = W!"! ∙ S!!!!!! = ASCost!!!!! 	  	  
• Composed	  Service	  Cost	  (WCS)	  is	  the	  aggregated	  cost	  of	  each	  contributing	  node	  (WN)	  in	  a	  route	  (eq.	  17).	  From	  the	  network	  service	  provider	  point	  of	  view,	  it	  should	  be	  interesting	  to	  identify	  the	  cost	  of	  its	  network	  (WCS_Nx)	  in	  providing	  a	  CS.	  It	  could	  be	  calculated	  as	  the	  aggregation	  of	  costs	  related	  to	  its	   internal	   nodes.	  However,	  RN,	  when	  demanding	   a	   service,	  will	   obtain	  WCS	  as	  the	  addition	  of	  all	  WN	  participating	  in	  the	  CS.	  It	  is	  the	  same	  as	  the	  sum	  of	  the	  WCS_Nw	  of	  each	  provider	  in	  a	  route	  from	  RN	  to	  ESN.	  
(𝑒𝑞. 17)  𝑊!" = 𝑊!!!!!! 	  
	  
	  
Figure	  8.5.	  Costing	  framework	  	  Note	  that	  we	  are	  defining	  a	  cost	  framework	  focused	  on	  atomic	  services.	  This	  fine	  granularity	   is	   useful	   for	   creating	   a	   dynamic	   protocol	   stack,	   consequence	   of	  selecting	   those	   required	   services	   to	   establish	   a	   communication.	   However,	   it	   is	  also	  possible	  to	  define	  a	  coarser	  granularity	  to	  apply	  the	  cost	  parameter	  to	  sets	  of	   services	   or	   CSs,	   which	   are	   used	   very	   often	   together.	   Hence,	   avoiding	   to	  associate	  a	  cost	  to	  tiny	  individual	  atomic	  services	  that	   in	  a	  practical	  system	  are	  very	   difficult	   to	   quantify	   in	   pricing	   terms.	   For	   example,	   for	   a	   node	   performing	  forwarding	   of	   packets	   in	   a	   network	   (e.g.	   a	   router),	   the	   cost	   parameter	   can	   be	  applied	  to	  the	  combination	  of	  the	  services	  involved	  in	  this	  operation:	  encoding	  of	  data	  signals	  to	  transmit	  over	  a	  network,	  data	  framing	  and	  data	  forwarding.	  	  Thanks	  to	  this	   framework,	  services	  would	  be	  able	  to	  be	  combined	  according	  to	  the	   requester	   needs	   while	   allowing	   the	   providers	   to	   specify	   how	   services	   are	  charged	  according	  to	  different	  pricing	  models.	  It	  is	  important	  to	  remark	  that	  the	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costing	   framework	   should	   maintain	   its	   simplicity	   in	   order	   to	   be	   feasible	   and	  implementable.	  Thus,	  being	  able	  to	  run	  in	  real-­‐time	  nodes.	  	  	  Regarding	   to	   service	   composition	   process,	   unlike	   other	   solutions,	   presented	  approach	  defines	  a	  preliminary	  discovery	  process	  that	  finds	  those	  services	  to	  be	  composed	  all	  along	  the	  end-­‐to-­‐end	  path	  considering	  the	  requirements	  specified	  by	  the	  requester	  and	  assuring	  a	  certain	  level	  of	  QoS.	  	  Furthermore,	   note	   that	   the	   composition	   process	   defined	   is	   complex	   in	  computational	   terms.	   In	  order	  to	  avoid	  the	  calculation	  of	   the	  combinations	  and	  scores	   every	   time	   a	   service	   is	   requested,	   past	   compositions	   can	   be	   stored	   and	  reused.	  Thus,	   in	   static	  environments	  only	  new	  or	   rare	   services	  will	  be	   created.	  On	   the	   contrary,	   very	   dynamic	   environments	   will	   make	   this	   method	  computationally	  heavy	  and	  not	  suitable	  for	  nodes	  with	  low	  processing	  capacities.	  	  Service	   composition	   is	   foreseen	   to	   be	   a	   key	   enabler	   for	   creating	   flexible	   and	  scalable	   architectures	   for	   the	   Future	   Internet.	   Thus,	   in	   this	   context,	   it	   is	  fundamental	   to	   create	   a	   suitable	   cost	   model	   for	   dealing	   with	   services	   and	   to	  create	  a	  powerful	  environment	  to	  develop	  new	  business	  models.	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Chapter	  9 Conclusions	  	  This	   PhD.	   Thesis	   reports	   the	   author’s	   research	   done	   in	   the	   fields	   of	   media	  streaming	  and	  service-­‐oriented	  Future	  Internet	  architectures,	  basic	  elements	  to	  advance	  towards	  a	  Future	  Media	  Internet.	  	  	  Internet	   is	   becoming	   a	   huge,	   heterogeneous	   and	   dynamic	   network	   that	   is	  growing	   beyond	   its	   architectural	   limits.	   The	   scaling	   up	   of	   required	   bandwidth	  (mainly	   motivated	   by	   multimedia	   traffic),	   the	   number	   of	   communicating	  nodes/services	  and	  network	  technologies	  (wirless,	  mobile,	  fixed)	  are	  leading	  the	  current	  Internet	  to	  a	  load	  and	  architectural	  crisis	  which	  in	  turn	  makes	  it	  difficult	  to	   provide	   services	   efficiently	   and	   adapted	   to	   the	   requirements	   and	   context	  conditions	   of	   users/requesters.	   Even	   more,	   the	   end-­‐to-­‐end	   argument	   and	  layered	  architecture	  design	  principles	  of	  the	  current	  Internet	  are	  no	  longer	  valid	  to	   face	   this	   situation.	   Consequently,	   the	   Future	   Internet	   design	   should	   address	  the	  shortcomings	  of	  current	  TCP/IP-­‐based	  Internet	  architecture.	  	  Multimedia	  streaming	  applications	  are	  the	  most	  hungry-­‐bandwidth	  applications	  and,	   fundamentally,	   current	   Internet	   traffic	   is	   video.	   This	   trend	   is	   expected	   to	  grow	  in	  the	  future	  with	  the	  constant	  appearance	  of	  multimedia	  capable	  devices,	  digital	   content	   creation	   and	   improvement	   in	   network	   technologies.	   Thus,	  Internet	   is	   evolving	   towards	   a	   Future	   Media	   Internet,	   motivated	   by	   users	  demands	   asking	   for	   video	   and	   multimedia	   contents	   everywhere.	   In	   order	   to	  allow	  Future	  Media	  Internet	  to	  provide	  the	  best	  possible	  quality	  of	  experience	  to	  users,	   content	   adaptation,	   personalization	   and	   seamless	   delivery	   are	   crucial	  issues.	   However,	   to	   achieve	   this,	   we	   need	   to	   find	   efficient	   solutions	   for	  media	  distribution	  and	  adaptation	   in	  high	  heterogeneous	  and	  dynamic	   environments.	  Error	  propagation	  and	  packet	  loss	  take	  place	  frequently	  over	  today	  IP	  networks,	  even	  more	   if	   considering	  networks	  without	   infrastructure	   support	   like	  mobile,	  vehicular,	  sensor	  networks,	  etc.	  These	  effects	  can	  considerably	  reduce	  the	  video	  quality	   at	   the	   receiver	   nodes.	   According	   to	   this,	   handling	   packet	   loss	   and	  providing	  error	  resilience	  are	  decisive	  in	  streaming	  applications.	  As	  seen	  in	  This	  PhD	  Thesis	  we	  made	  studies	  and	  contributions	  in	  challenging	  environments	  such	  as	   P2P	   dynamic	   networks	   and	   VANETs.	   These	   scenarios	   were	   excellent	   to	  demonstrate	  the	  benefits	  of	  the	  different	  robust,	  scalable	  and	  reliable	  proposed	  mechanisms	  (MDC,	  SVC,	  NC,	  FEC)	  for	  media	  delivery.	  	  In	   this	  work	  we	  worked	   and	   validated	   on	   how	   to	   take	   advantage	   of	   synergies	  among	   different	   techniques	   for	   facing	   network/device	   heterogeneity	   and	  dynamism.	   We	   explored	   different	   streaming	   systems	   and	   have	   provided	  solutions	   in	   necessary	   areas	   covering	  media	   distribution,	  media	   coding,	  media	  adaptation	   and	   media	   signalling.	   More	   specifically,	   we	   covered	   device	  capabilities	   recognition,	   delivery	   context	   characterization,	   content	   adaptation,	  context	   acquisition	   mechanisms,	   content	   negotiation,	   and	   application	   layer	  distribution	  protocols	  optimization.	  Solutions	  on	  these	  areas	  allowed	  improving	  media	   streaming	   in	   challenging	   scenarios	   such	   as	   the	   dynamic	   and	  heterogeneous	  peer-­‐to-­‐peer	  networks	  or,	  even,	  vehicular	  ad-­‐hoc	  networks.	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  In	   this	   research	  we	  explored	   source	   coding	   techniques	   (mainly	  MDC	  and	  SVC).	  Understanding	  them	  helps	  to	  choose	  adequate	  techniques	  that	  will	  make	  able	  to	  optimize	   resource	   usage	   and	   to	   improve	   substantially	   the	   overall	   distribution	  system	   quality	   and	   performance.	   These	   schemes	   allow	   distributing	   media	  resources	  in	  heterogeneous	  networks,	  where	  many	  different	  kind	  of	  devices	  are	  connected	  (from	  full-­‐featured	  desktop	  PCs	  to	  a	  limited	  mobile	  devices	  such	  as	  a	  PDA).	   Every	   client	   connected	   to	   the	   network	   can	   have	   different	   features	   or	  capabilities	  (two	  of	   the	  most	  common	  ones	  are	  available	  bandwidth	  depending	  to	  the	  network	  access	  and	  display	  resolution).	  	  When	   applying	   these	   kinds	   of	   techniques,	   the	   user	   experience	   is	   not	   only	  improved	   in	   terms	   of	   better	   resolution	   at	   the	   receiver.	   The	   user	   experience	   is	  improved	  when	  talking	  about	  continuity	  at	  viewing	  time	  too.	  Suppose	  there	  are	  lots	  of	  losses	  in	  the	  network	  and	  the	  user	  is	  displaying	  a	  media	  resource	  sent	  via	  a	   P2P	   application.	   At	   a	   given	   instant,	   it	   can	   stop	   receiving	   one	   out	   of	   many	  descriptors/layers	   but	   the	   resource	   can	   continue	   being	   displayed	   although	   at	  less	   resolution	   (less	   quality,	   but	   the	   reception	   continues).	   Once	   the	   network	  conditions	  are	  restored,	  and	  more	  descriptors	  can	  be	  received,	  the	  resource	  can	  add	  the	  new	  descriptors	  received	  in	  order	  to	  improve	  the	  resolution.	  This	  means,	  better	   quality.	   Note	   that	   MDC	   and	   SVC	   approaches	   behave	   differently	   in	   that	  situation.	  MDC	  offers	   completely	   independence	   among	  descriptors,	   that	   is,	   just	  one	  descriptor	  is	  necessary	  to	  start	  receiving	  a	  valid	  bitstream	  to	  be	  displayed.	  In	  contrast,	   the	   dependency	   among	   layers	   introduced	   by	   SVC	   adds	   a	   specific	  constraint	  that	  consists	  on	  the	  need	  of	  receiving	  layers	  in	  a	  specific	  order,	  thus,	  first	   it	   must	   be	   received	   the	   base	   layer	   (minimum	   required)	   and,	   then,	   the	  successive	  dependent	  enhancement	  layers.	  The	  use	  of	  one	  technique	  or	  another	  depends	   on	   the	   capabilities	   of	   the	   receivers	   and	   the	   final	   application	   goal	   and	  constraints	  (e.g.	  storage	  capacity).	  	  MDC	   and	   SVC	   provide	   very	   interesting	   features	   such	   as	   scalability	   and	   error	  resiliency.	   However,	   the	   main	   disadvantage	   of	   these	   techniques	   is	   that	   they	  introduce	  a	  new	  processing	  stage	  before	  transmitting	  and	  this	  operation	  can	  be	  expensive	   in	   terms	   of	   processing	   cost	   and,	   consequently,	   extra-­‐delay	   can	   be	  added	  at	   transmission	  time	  (there	  must	  be	  a	  trade-­‐off	  between	  processing	  cost	  and	  the	  overall	  introduced	  delay).	  This	  can	  be	  a	  critical	  point	  when	  talking	  about	  a	   live	   streaming	   service,	   specially	  when	   interactivity	   is	   required.	  Nevertheless,	  the	   choice	   between	   the	   two	   techniques	   will	   be	   determined	   by	   the	   specific	  application	  or	  service	  considered	  and	  according	  to	  specific	  requirements.	  	  Moreover,	  in	  this	  work	  we	  also	  studied	  the	  performance	  of	  flexible	  MDC	  systems	  with	   incentive-­‐based	  mechanisms	   for	   redistribution.	   In	   order	   to	   carry	   out	   this	  evaluation,	   a	   test-­‐bed	   has	   been	   developed	   to	   allow	   the	   simulation	   of	   MDC	  systems	  and	  the	  use	  of	  incentives.	  The	  gathered	  results	  show	  that	  the	  proposed	  solution	   clearly	   improves	   the	   considered	  metrics	   and	   the	   overall	   behaviour	   of	  the	  system	  compared	  to	  the	  performance	  of	  the	  reference	  system.	  These	  results	  can	  be	  used	  as	  reference	  or	  guideline	  for	  further	  developments.	  As	  an	  additional	  outcome	  of	  this	  work	  we	  have	  developed	  a	  simulation	  software	  which	  is	  a	  valid	  test-­‐bed	   that	   can	   be	   used	   for	   future	   studies	   (based	   on	  P2PTVSim).	   In	   order	   to	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provide	   a	   more	   comprehensive	   validation	   of	   this	   system	   other	  measurements	  and	   simulations	   should	   be	   performed	   to	   complement	   the	   results	   of	   this	  work.	  More	   specifically,	   the	  measure	   of	   the	   overhead	   introduced	   by	   the	   use	   of	  MDC	  should	   be	   considered	   in	   order	   to	   see	   if	   it	   is	   worth	   deploying	   these	   kind	   of	  techniques,	  and	  trying	  to	  define	  the	  optimal	  overhead	  to	  be	  introduced	  (trade-­‐off	  between	  number	  of	  descriptors	  and	  overhead).	  Also	  PSNR	  quality	  measurements	  could	   be	   performed	   by	   selecting	   a	   specific	   MDC	   technique	   and	   running	   the	  corresponding	   simulations.	   To	   complete	   these	   results,	   the	   effect	   of	   churn,	  concretely	  the	  impact	  of	  flash-­‐crowds,	  is	  desired	  to	  be	  evaluated	  in	  order	  to	  see	  if	  the	   proposed	   solution	   performs	   satisfactorily	   under	   these	   conditions.	   Taking	  into	  account	  the	  obtained	  results,	  another	  line	  of	  work	  that	  we	  are	  starting	  is	  the	  use	  of	  MDC	  for	  systems	  or	  applications	  with	  low	  star-­‐up	  delay	  requirements	  and	  the	  corresponding	  approaches	  to	  it.	  	  In	   conclusion,	   source-­‐coding	   techniques	   are	   suitable	   for	   distributed	   delivery	  networks	  that	  exploit	  the	  benefits	  of	  path	  and	  terminal	  diversity	  to	  face	  network	  loss.	   Moreover,	   they	   are	   promising	   techniques	   to	   be	   applied	   with	   more	  revolutionary	   approaches	   such	   as	   network	   coding.	   As	   introduced	   in	   this	  research,	   we	   applied	   NC	   operations	   implemented	   above	   the	   MAC	   layer	   while	  MDC	   operations	   are	   embedded	   at	   the	   application	   layer	   in	   a	   VANET	   streaming	  scenario.	   Thus,	   we	   proposed	   a	   joint	   source-­‐network-­‐coding	   mechanism	  assuming	  a	  cross-­‐layer	  implementation.	  The	  MDC	  descriptions	  are	  adapted	  with	  NC	   generations.	   This	   two	   stage	   coding	  mechanism	   increases	   the	   robustness	   of	  video	   streaming	   in	   such	   networks.	   Moreover,	   the	   NC	   redundancy	   is	   adjusted	  using	   a	   fuzzy	   inference	   system	   controller.	   Then,	   the	   tuning	   of	   the	   amount	   of	  redundancy	   was	   based	   on	   vehicular	   traffic	   density	   and	   SNR	   of	   the	  communication	  channel.	  NS-­‐2	  simulations	  were	  successfully	  carried	  and	  showed	  significant	  gains	  in	  terms	  of	  average	  video	  quality,	  application	  layer	  throughput	  and	  average	  packet	  loss	  rate.	  The	  video	  streaming	  with	  NC	  has	  been	  compared	  to	  the	   proposed	   joint	   coding	   approach	   and	   the	   proposed	   scheme	   gives	   better	  performance.	  	  	  As	   said,	   the	   proposed	   system	   also	   used	   fuzzy	   logic	   mechanisms	   to	   adapt	   the	  quantity	  of	  redundant	  data	  that	  must	  be	  introduced	  in	  the	  transmission	  system	  in	  order	  to	  improve	  the	  network	  transmission	  robustness.	  This	  mechanism	  was	  also	  integrated	  in	  an	  adaptive	  beaconing	  rate	  control	  approach	  called	  ABR	  [GP5]	  to	   tune	   the	   frequency	   of	   beaconing	   rate	   in	   response	   to	   vehicular	   trafﬁc	  characteristics	  (APPENDIX	  V	  ).	  This	  adaptive	  feature	  of	  the	  ABR	  approach	  makes	  it	  suitable	   for	  rapid	  arrival	  and	  departure	  characteristics	  of	  vehicular	  networks	  (sparse	   and	   dense	   scenarios).	   Simulations	   using	   a	   realistic	   city	   scenario	   have	  shown	   that	   the	   ABR	   approach—in	   contrast	   to	   a	   ﬁxed	   beaconing	   scheme—compromises	   between	   beaconing	   load	   and	   cooperative	   awareness	   in	   different	  vehicular	  densities	  and	  emergency	  ratios.	  That	  is,	  we	  also	  showed	  that	  beaconing	  load	   is	   reduced	   on	   the	   cost	   of	   cooperative	   awareness	   between	   vehicles,	   if	  channel	  error	  is	  considered.	  	  In	  addition,	   in	  this	  thesis	  we	  explored	  other	  mechanisms	  to	  provide	  robustness	  and	   reliability	   to	   video	   streaming	   communications.	   Specifically,	  we	  proposed	   a	  FEC	  mechanisms	  that	  can	  be	  adapted	  according	  to	  the	  information	  contained	  in	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the	   RTCP	   reports	   exchanged	   between	   the	   source	   and	   the	   destination.	   We	  contributed	   in	   the	  proposal	   of	   an	   error	   resilient	   scheme	  based	  on	  packet	   level	  FEC	  and	  packet	  interleaving	  technique	  for	  reliable	  video	  geocasting	  over	  VANET.	  The	  proposed	  scheme	  has	  used	  RTCP	  feedback	  to	  optimize	  FEC	  redundancy	  and	  packet	  interleaving	  level	  as	  a	  function	  of	  channel	  variations	  in	  a	  vehicular	  traffic	  condition	   (packet	   loss	   rate	   indicated	   in	   the	   RTCP	   report).	   The	   source	   vehicle	  selects	   (in	   the	  geocast	   region)	   the	  RTCP	  report	  of	   the	   farthest	   receiver	  vehicle.	  This	  is	  because	  longer	  distance	  yields	  higher	  packet	  loss,	  hence	  lower	  perceived	  video	  quality,	  thus	  selecting	  RTCP	  of	  farthest	  node	  could	  recover	  largest	  amount	  of	   packet	   loss	   of	   the	   nodes	   in	   geocast	   region.	   Therefore,	   we	   achieved	   the	  improvement	   of	   video	   quality	   and	   protection	   efficiency	   whilst	   respecting	  transmission	   constraints.	   NS-­‐2	   extensive	   simulations	  were	   successfully	   carried	  out	   for	  significant	  gains	   in	   terms	  of	  average	  video	  quality	  and	  packet	  recovery.	  The	   video	   transmission	   without	   FEC	   or	   with	   fixed	   amount	   of	   FEC	   has	   been	  compared	  to	  the	  proposed	  error	  resilient	  mechanism	  and	  the	  proposed	  scheme	  gives	   better	   performance.	   This	   technique	   can	  be	  used	   in	   combination	  with	   the	  above	  mentioned	  (MDC,	  SVC)	  to	  provide	  extra	  robustness	  in	  the	  packet	  delivery	  process.	  	  However,	  our	  contributions	  work	  mainly	  at	  application	  level.	  This	  is	  the	  easiest	  way	   to	   introduce	   solutions	   to	   the	   current	   Internet	   as	   it	   imposes	   a	   rigid	   and	  monolithic	  layered	  architecture	  that	  was	  introduced	  assuming	  the	  original	  end-­‐to-­‐end	  argument	  where	  network	  intelligence	  was	  only	  place	  at	  the	  edges	  and	  the	  network	  role	  was	   focused	  on	  data	   transport.	  Another	  way	  of	   introducing	  more	  efficient	   solutions	   is	   by	   complex	   and	   particular	   cross-­‐layer	   implementations.	  However	  their	  main	  drawbacks	  are	  complexity	  and	  the	  fact	  that	  they	  cannot	  be	  reused.	  Sub-­‐layering	  is	  another	  possibility,	  implementing	  specific	  functionalities	  but	  limiting	  their	  global	  deployment.	  Thus,	  in	  this	  situation,	  we	  need	  a	  shift	  from	  a	   network	   following	   the	   end-­‐to-­‐end	   argument,	   building	   a	   new	   network	  architecture	   that	  provides	  more	   intelligence	   to	   the	  network	  side	  whilst	   leaving	  decision-­‐making	   processes	   to	   the	   edges.	   Such	   a	   shift	   is	   required	   to	   combat	  heterogeneity	  and	  to	  be	  able	  to	  create	   intelligent	  networks	  that	  can	  provide	  all	  kind	  of	   services	   in	  an	  adapted	  manner	  according	   to	  context	  conditions	  and	   the	  requirements	   of	   the	   different	   stakeholders	   of	   the	   Future	   Internet.	   All	   the	  proposed	   mechanisms	   (e.g.	   MDC,	   SVC,	   NC	   and	   FEC	   operations),	   existing	  techniques	   and	   future	   functionalities	   could	   be	   represented	   as	   services	   to	   be	  discovered	  and	  composed	  according	  to	  specific	  communication	  and	  users	  goals.	  This	   new	   flexible	   and	   adaptable	   architecture	   is	   fundamental	   to	   achieve	   real	  seamless	  media	  provisioning	  and,	  hence,	  to	  go	  forward	  towards	  a	  Future	  Media	  Internet	  that	  meets	  the	  expectations	  of	  users	  and	  all	  kind	  of	  stakeholders.	  	  The	   Service-­‐Oriented	   Architecture	   (SOA)	   paradigm	   offers	   fundamental	   design	  principles	   that	   can	   guide	   the	   Future	   Internet	   development	   towards	   a	   more	  flexible	  and	  scalable	  Internet	  based	  on	  functional	  pieces	  called	  services	  that	  can	  be	  combined	  according	  to	  requesters’	  needs.	  In	  our	  work,	  we	  propose	  to	  take	  as	  a	   base	   a	   clean-­‐slate	   and	   service-­‐oriented	   architecture	   (TARIFA	   project)	   that	  focuses	  on	  services	  combination	  and	  adaptation	  to	  context	  conditions	  by	  means	  of	   three	   main	   processes:	   service	   abstraction,	   service	   discovery	   and	   service	  composition.	   These	   processes	   are	   necessary	   to	   enable	   Future	   Internet	   service	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provisioning	   in	   an	   adapted	   manner,	   satisfying	   the	   specific	   requirements	  demanded	   by	   the	   communication	   requester	   and,	   additionally,	   maximizing	   the	  QoE	  and	  making	  an	  efficient	  usage	  of	  network	  resources.	  	  	  To	  achieve	   this,	   one	   important	   feature	  of	   the	  proposed	   solution	   is	   that	   routing	  functions	   are	   integrated	   into	   a	   semantic	   service	   discovery	   protocol	   that	  evaluates	  context	  conditions	  hop-­‐by-­‐hop	  when	  a	  communication	  is	  requested.	  In	  addition	   to	   this,	   we	   also	   propose	   a	   service	   negotiation	   protocol	   which	   would	  enable	  us	  to	   find	  and	  compose	  services	  to	  meet	  requesters’	  requirements	   in	  an	  efficient	   manner.	   This	   guarantees	   the	   demanded	   QoS	   whilst	   providing	  appropriate	  QoE	  to	  service	  requesters.	  Furthermore,	  as	  the	  research	  community	  contemplates	   clean-­‐slate	  designs	   for	   Future	   Internet	   architectures,	  models	   and	  implementations	   for	   assessing	   its	   development	   viability	   of	   new	   network	  architectures	  are	  especially	  needed.	  In	  this	  paper,	  we	  provide	  the	  main	  details	  of	  a	  first	  implementation	  of	  the	  proposed	  service-­‐oriented	  solution	  and	  discuss	  the	  preliminary	   results	   we	   have	   gathered.	   These	   results	   establish	   the	   grounds	   on	  which	   the	   proposed	   clean-­‐slate	   architecture	   will	   undeniably	   enable	   a	   more	  flexible,	  scalable	  and	  dynamic	  Future	  Internet.	  	  New	   functionalities	   can	   be	   added	   in	   an	   easy	   and	   flexible	   way,	   allowing	   the	  proliferation	   of	   new	   applications	  while	   adapting	   architectures	   to	   past,	   present	  and	   future	   requirements.	   Concretely,	   regarding	   streaming	   services,	   advanced	  video	   coding	   techniques	   (e.g.	  MDC,	   SVC	  or	  MVC	   for	  next	   3D	   formats),	   network	  transmission	   operations	   (e.g.	   Network	   coding,	   FEC	   coding),	   video	   adaptation	  (e.g.	  using	  quality	  assessment	  tools),	  protocol	  operations	  (e.g.	  publish,	  subscribe,	  P2P	  distribution),	  etc.	  could	  be	  natively	  placed	  in	  the	  network,	  and	  instantiated	  only	  if	  required,	  to	  enable	  transparent	  media-­‐aware	  networks	  and	  save	  network	  resources.	   In	   addition,	   networks	   will	   be	   able	   to	   adapt	   according	   real	   data	  gathered	   from	   the	  network	   (loss,	   delay)	   by	  means	  of	   using	  quality	   assessment	  tools,	   decision	   algorithms	   such	   as	   the	   fuzzy-­‐based	   algorithm	   proposed	   in	   this	  thesis,	   etc.	   and	   avoiding	   implementing	  more	   complex	  methods	   at	   higher	   levels	  (application).	  	  The	   architectural	   concepts	   introduced	   in	   this	   research	   does	   not	   suppose	   yet	  another	   clean-­‐slate	  approach.	   It	  presents	  a	   radical	   view	  of	   the	  Future	   Internet,	  where	   the	  necessary	   functionalities	   for	  accomplishing	   communications,	   in	  user	  devices	  and	  in	  the	  network	  and	  at	  all	  levels	  are	  considered	  as	  services.	  Services	  are	  not	  fixed	  but	  dynamically	  composed	  where	  and	  when	  necessary,	  with	  respect	  to	   user	   service	   requirements,	   network	   transfer	   capabilities	   and	   surrounding	  context	  in	  the	  user	  and	  the	  network	  environments.	  	  	  Composition	   of	   basic	   network-­‐level	   services	   calls	   for	   a	   clean-­‐slate	   approach	   to	  the	   Internet,	   while	   composition	   of	   higher	   level	   (transport	   and	   application)	  services	   prompts	   for	   an	   evolutionary	   approach.	   Nevertheless,	   composition	   of	  communication	   services	   manifests	   itself	   as	   a	   revolutionary	   way	   of	   looking	  communications	   and	   building	   communication	   systems.	   Thus,	   the	   concepts	  introduced	   in	   this	   work	   can	   be	   introduced	   gradually	   in	   current	   networks	   and	  will	   allow	   preparing	   the	   road	   to	   more	   revolutionary	   changes	   at	   the	   network	  level.	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  There	  are	  many	  algorithms	  that	  can	  be	  used	  for	  service	  composition;	  they	  have	  been	  widely	   explored	   in	   the	  Web	   Service	   domain	   (application	   level)	   to	   create	  complex	  services	  and	  mashups.	  However,	  in	  the	  Future	  Network	  we	  will	  need	  to	  evaluate	  which	   is	   the	  most	   appropriate	   one	   that	   can	   be	   used	   according	   to	   the	  kind	  of	  services	  to	  be	  composed	  and	  desired	  communication.	  Depending	  on	  the	  level	   where	   the	   service	   is	   (application,	   transport	   or	   network),	   different	  constraints	   should	   be	   considered.	   Composing	   network	   services	   should	   be	   fast	  enough	  to	  allow	  establishing	  communications,	  not	  only	  between	  two	  nodes	  in	  a	  domain,	  but	  also	  in	  a	  multidomain	  scenario.	  Thus,	  delay	  is	  a	  critical	  parameter	  to	  take	   into	   consideration.	   In	   addition,	   involved	   devices	   will	   present	   strict	  processing	   limitations	   (routers).	   On	   the	   contrary,	   we	   can	   find	   application	  services	   that	   can	   benefit	   from	  more	   powerful	   processing	   capabilities	   that	   will	  allow	   creating	   more	   complex	   and	   flexible	   compositions.	   It	   remains	   as	   future	  work	  to	  explore	  the	  requirements	  introduced	  at	  each	  level.	  In	  so	  doing,	  we	  will	  be	  able	  to	  find	  guidelines	  for	  selecting	  a	  composition	  method	  or	  another.	  	  	  In	  this	  PhD	  Thesis	  we	  proposed	  a	  composition	  method	  based	  on	  the	  combination	  of	  services,	  and	  the	  A*	  algorithm	  for	  the	  final	  selection.	  The	  final	  result	  is	  a	  set	  of	  combined	  services	  (chain	  of	  services)	  that	  will	  be	  used	  to	  establish	  the	  requested	  communication.	  Despite	  the	  A*-­‐based	  algorithm	  was	  easy	  to	  implement	  in	  a	  real	  prototype	  and	  offered	  great	  flexibility	  for	  selecting	  between	  many	  precalculated	  combinations	   of	   services	   in	   different	   nodes,	   this	   algorithm	   presents	   some	  scalability	  problems	  and	  is	  computational	  complex.	  An	  alternative	  algorithm	  or,	  even,	   complementary	   step	   in	   the	   composition	   process,	   could	   be	   a	   fuzzy-­‐based	  algorithm	  such	  as	   the	  one	  proposed,	   simulated	  and	  evaluated	   in	   this	   thesis	   for	  deciding	   which	   parameters	   have	   to	   be	   adjusted	   in	   different	   environments	   or	  which	   services,	   mechanisms	   or	   already	   calculated	   compositions	   to	   establish	   a	  specific	  communication.	  	  The	  last	  part	  of	  this	  PhD.	  Thesis	  introduced	  two	  main	  innovations	  clearly	  beyond	  current	  state	  of	   the	  art.	  Firstly,	  a	  Service-­‐Oriented	  framework	  able	  to	  deal	  with	  (existing)	   functionality	   at	   all	   levels	   (connectivity,	   transport,	   application)	   by	  considering	   the	   provided	   service	   and	   not	   the	   technology	   behind	   the	  functionality.	  All	   these	  service	   functionalities	   can	  be	  seen	  as	   services	   thanks	   to	  suitable	   service-­‐oriented	   abstractions	   that	   allow	   including	   existing	  functionality/protocols	  as	  well	  as	  new	  functionality	   in	  a	   flexible	  way.	  Secondly,	  this	   research	   presents	   a	   novel	   service-­‐oriented	   clean-­‐slate	   architecture	  generalizing	  Information-­‐Centric	  Networking	  (ICN)	  approaches.	  In	  addition,	  the	  service-­‐oriented	   framework	   would	   be	   the	   first	   clean-­‐slate	   architecture	  completely	  aligned	  with	  the	  work	  done	  within	  the	  ISO	  WG-­‐7	  Future	  Networks.	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Chapter	  10 Future	  Work	  	  Most	  of	  the	  research	  introduced	  here	  has	  been	  validated	  by	  means	  of	  simulators,	  proof-­‐of-­‐concept	   prototypes	   and	   small	   testbeds.	   However,	   it	   still	   remains	  necessary	  to	  demonstrate	  the	  feasibility	  of	  the	  proposed	  solutions	  in	  larger	  and	  real	  scenarios.	  In	  addition,	  it	  would	  be	  necessary	  to	  compare	  the	  performance	  of	  the	  proposed	  Future	   Internet	  mechanisms	  with	   current	   Internet	  developments	  in	  order	  to	   identify	  the	  benefits	  and	  required	  capacity	  to	  move	  these	  proposals	  forward	   and	   schedule	   a	   realistic	   migration.	   Obviously,	   it	   will	   be	   difficult	   to	  surpass	  the	  performance	  of	  current	  solutions	  in	  a	  short-­‐mid	  period	  of	  time,	  but	  at	   least,	  we	  are	   setting	   the	  basic	   guidelines	   for	   a	  more	   flexible	  Future	   Internet	  able	   to	   grow	   in	   a	   clean	   manner	   according	   to	   new	   services	   and	   applications	  requirements	   and	   users	   demands.	   By	   now,	   we	   have	   attracted	   the	   interest	   of	  standardization	  bodies	  such	  as	   the	   ISO	  (ISO/IEC	   JTC1	  SC6	  WG7)	  where	  we	  are	  participating	   in	   the	   design	   of	   the	   Future	   Network,	   introducing	   the	   presented	  service-­‐oriented	   architecture	   principles	   and	   the	   defining	   service	   composition	  problem	  statement	  and	  requirements.	  Thus,	  there	  is	  still	  a	  long	  way	  ahead	  in	  the	  standardisation	  of	  these	  issues.	  	  	  In	   order	   to	   advance	   towards	   a	   Future	   Internet	   where	   seamless	   service	  provisioning	   will	   come	   true,	   it	   remains	   necessary	   to	   cover	   future	   work	   on	  service-­‐oriented	   architectures,	   service	   composition	   and	   service	   provisioning.	  This	  includes	  addressing	  different	  issues	  such	  as:	  	  	  
• Compare	   and	   evaluate	   service	   composition	   methods	   in	   order	   to	   find	  tradeoffs	  between	  parameters	  in	  order	  to	  achieve	  efficient	  mechanisms	  in	  different	  environments,	  according	  to	  context	  parameters	  and	  situations.	  	  
o Optimal	   service	   composition	   requires	   solving	   the	   trade-­‐off	  between:	   flexibility,	   temporal	   overhead	   and	   performance.	   On	   the	  one	   hand,	   late	   composition	   (like	   late-­‐binding)	   enables	   highest	  degree	  of	  flexibility	  by	  taking	  into	  account	  more	  and	  more	  accurate	  input	   data.	   On	   the	   other	   hand,	   at	   run-­‐time	   service	   composition	  must	  be	  performed	   in	   few	  milliseconds,	   rarely	  a	   few	  seconds	  are	  acceptable.	  FN	  architecture	  will	  solve	  this	  trade-­‐off	  by	  splitting	  the	  service	   composition	   into	   several	   epochs	   (e.g.	   design	   time,	  deployment	  time,	  run	  time,	  etc.).	  Complex	  and	  long	  running	  tasks	  will	  be	  performed	  “early”	  while	  simple	  and,	  thus,	  fast	  tasks	  can	  be	  performed	   “late”.	  Note	   that	   service	   composition	  also	   involves	   the	  task	  of	  selecting	  a	  service	  of	  the	  next	  lower	  level.	  	  
• Explore	  service	  validation	  mechanisms	  to	  ensure	  that	  the	  communication	  will	  meet	  user	  expectations.	  	  
o The	   service	   composition	   task	   can	   potentially	   deal	   with	   a	   huge	  volume	  of	  variables	  during	  the	  decission	  process	  according	  to	  the	  required	  or	  desired	  decision-­‐making	  accuracy	  and	  performance.	  In	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addition,	   it	   can	   involve	   different	   nodes	   all	   along	   the	   end-­‐to-­‐end	  delivery	   path	   involving	   different	   available	   services,	   mechanisms	  and	   resources.	   User	   expectations	   depend	   on	   service	   composition	  outputs	  as	  this	  process	  has	  to	  determine	  which	  services	  best	  meet	  user	   requirements.	   In	   order	   to	   avoid	   unsatisfactory	   user	  experience,	  the	  service	  composition	  output	  should	  be	  validated	  to	  ensure	  that	  the	  selected	  services	  meet	  users’	  expectations	  and,	   in	  addition,	  that	  the	  network	  can	  provide	  the	  requested	  services.	  This	  process	   can	   be	   done	   once	   a	   composition	   is	   performed	   and	   the	  output	   is	   provided	   	   (desing-­‐time	   or	   run-­‐time).	  Moreover,	   service	  composition	   validation	   will	   evaluate	   the	   matching	   between	   user	  requirements,	  service	  goals	  and	  available	  resources.	  The	  output	  of	  the	   validation	   process	   can	   be	   a	   score	   useful	   for	   determining	   the	  degree	  of	  quality	  of	  experience	  to	  be	  achieved.	  	  	  	  
• Mechanisms	   to	   address	   communications	   and	   service	   discovery	   across	  domains	   in	   a	   scalable	  way.	   Scalability	   is	   a	  main	   concern	   that	   should	   be	  addressed	  in	  this	  kind	  of	  information-­‐centric,	  content-­‐centric	  and	  service-­‐oriented	  architectures.	  	  
• Exploring	   different	   strategies	   for	   service	   allocation	   in	   order	   to	   decide	  which	   is	   the	   best	   one	   considering	   different	   constraints	   such	   as	  performance,	   time	   required	   for	   allocation,	   and,	   specially,	   resources	  reservation.	  	  
• Solving	   intra-­‐domain	   and	   inter-­‐domain	   (multidomain)	   service	  discovery	  and	  composition.	  	  
• Exploration	   on	   suitable	   models	   and	   semantics	   able	   to	   describe	   QoS	  requirements,	  available	  resources	  and	  services.	  	  
• Exploring	   suitable	   semantic	   addressing	   schemes	   for	   assigning	   locators	  and	  identifiers	  to	  services	  and	  resources	  present	  in	  the	  network.	  	  
• Introduce	   automatic	   mechanisms	   for	   establishing	   agreements	   between	  entities	  when	  using	  different	  services	  from	  different	  stakeholders.	  	  
• Explore	  new	  business	  models	   that	  exploit	   the	  benefits	  of	   such	  a	   flexible	  architecture.	  	  
• Explore	   new	   distribution	   mechanisms	   for	   secure	   and	   efficient	   media	  delivery,	   throughput	  maximization	  and	   resources	  usage	  optimization.	   In	  that	  sense,	  network	  coding	  supposes	  a	  promising	  research	  field	  that	  can	  be	  greatly	   empowered	  by	   the	  use	  of	  mechanisms	   such	  as	   source	   coding	  and	   incentives.	   In	   addition,	   proposing	   architectures	   from	   scratch	  would	  open	   the	  door	   to	   the	  native	  adoption	  of	   these	  new	   functionalities	   inside	  the	  core	  network	  in	  a	  progressive	  manner.	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• Deploy	   a	  more	   realistic	   testbed	   and	   find	   interactions	  with	   other	   bigger	  testbeds/platforms	   (e.g.	   German	   Lab)	   using	   user-­‐centric	   testing	   (e.g.	  Living	   Labs).	   Living	   Labs	   are	   specially	   interesting	   for	   testing	   the	  experience	  with	  multimedia	  applications.	  	  
• Empower	   standardization	   activities	   in	   ISO/IEC	   JTC1	   SC6	   WG7,	   ITU-­‐T	  SG13,	   ETSI,	   IEEE	   NGSON,	   etc.	   and	   promote	   collaborations	   and	   liaisons	  between	  them.	  	  Advances	   introduced	   in	   the	  basic	  architecture	  of	   the	  Future	   Internet	  will	  allow	  optimizing	  the	  delivery	  of	  multimedia	  content	  and	  will	  pave	  the	  ground	  towards	  a	  Future	  Media	  Internet.	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APPENDIX	  I	   Service	  Composition	  for	  the	  Future	  
Internet	  	  
	  Service	  composition	  can	  be	  defined	  as:	  composition	  of	  those	  processes	  required	  to	  combine	  and	  link	  existing	  services	  (atomic	  and	  composite	  services)	  to	  create	  new	  processes	  and	  services.	  Service	  composition	  is	  a	  fundamental	  part	  of	  Service	  Oriented	   Computing	   [57],	   and	   is	   a	   process	   that	   plays	   a	   key	   role	   in	   Service	  Oriented	  Architectures	  (SOA	  [58]).	  	  This	  section	  introduces	  a	  state	  of	  the	  art	  on	  relevant	  current	  service	  composition	  techniques,	  frameworks	  and	  initiatives.	  	  
I.1 Service	  Oriented	  Architecture	  	  (SOA)	  Paradigm	  	  SOA	  paradigm	  proposes	  to	  organize	  and	  to	  use	  distributed	  capabilities	  operating	  under	   the	   control	   of	   different	   ownership	   domains.	   Services	   are	   the	   essential	  building	   blocks	   of	   SOA,	   and	   it	   is	   based	   on	   three	   premises.	   First,	   use	   of	   self-­‐contained	  services	  and	  data.	  Second,	  use	  explicit	  descriptions	  instead	  of	  implicit	  assumptions.	  Third,	  use	  well	  defined	  interfaces	  between	  services	  	  In	  addition,	  SOA	  defines	  three	  basic	  elements:	  Service	  User,	  Service	  Broker	  and	  Service	   Provider.	   The	   latter	   two,	   create	   a	   service	   oriented	   communication	  system.	  The	  Service	  User	  is	  composed	  of	  an	  Application	  and	  an	  Application	  User.	  To	   allow	   the	   integration	   and	   support	   of	   different	   protocols	   and	   formats,	   an	  Adapter	  can	  be	  placed	  in	  order	  to	  make	  the	  corresponding	  mappings.	  	  Moreover,	   this	  paradigm	  can	  be	  related	   to	  Component	  Based	  Computing	   (CBC)	  [59]	  design,	  based	  on	  the	  decomposition	  of	  a	  problem	  into	  several	  pieces	  called	  components.	  Then,	  these	  components	  can	  be	  composed	  in	  order	  to	  fulfill	  specific	  problems	  and	  covering	  the	  requirements	  needed	  at	  specific	  times.	  This	  approach	  gives	  important	  benefits	  in	  terms	  of	  flexibility,	  scalability	  and	  adaptability,	  as	  the	  components	  are	  instantiated	  as	  needed.	  	  The	  benefits	  of	  this	  type	  of	  architectures	  are	  the	  following	  ones:	  loose	  coupling,	  implementation	   neutrality,	   flexible	   configurability,	   persistence,	   granularity	   and	  task	   distribution	   As	   specified	   in	   [57],	   a	   SOA	   system	   implies	   the	   process	   of	  discovering	  and	  composing	  the	  proper	  services	  to	  satisfy	  a	  specification,	  whether	  it	  is	  expressed	  in	  terms	  of	  a	  goal	  graph,	  a	  work	  flow,	  or	  other	  model.	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Figure	  A.1	  Service	  Oriented	  Architecture	  [63]	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Figure	  A.2	  ROSA	  set	  of	  services	  [53]	  	  
I.2 Services	  	  Services	   are	   the	   fundamental	   blocks	   or	   basic	   components	   where	   service	  composition	   process	   is	   established.	   Although	   they	   are	   defined	   in	   multiple	  languages	   and	   multiple	   representations	   [60][61][62][63][64],	   all	   of	   them	  maintain	   certain	   premises	   expressed	   by	   the	   following	   definition:	   “Services	   are	  self-­‐contained,	   self-­‐describing,	   modular	   applications	   that	   can	   be	   published,	  located,	  and	  invoked	  across	  the	  net”.	  	  	  	  In	  [61],	  the	  abstraction	  of	  resources	  as	  services,	  presenting	  a	  framework	  named	  ROSA	   that	  works	  with	   a	   set	   of	   services	   (Figure	  A.1,	   Figure	  A.2),	   is	   considered.	  ROSA	   tries	   to	   take	   a	   similar	   principle	   and	   framework	   to	   Web-­‐Services,	   but	  applied	   to	   future	   heterogeneous	   communication	   networks	   to	   interconnect	  business	  borders	  and	  administrative	  domains.	  	  	  In	   [64]	  authors	  define	  services	  as	   self-­‐contained	   functions	   that	  accept	   requests	  and	  return	  responses	  through	  a	  well-­‐defined	  interface.	  They	  use	  logical	  language	  (the	  F-­‐Logic	  dialect	  Flora-­‐2/XSB	  [65])	  to	  represent	  them,	  as	  shown	  in	  Figure	  A.3.	  	  	  	  	  	  	  	  	  	  
	  
	  
Figure	  A.3	  Service	  Representation	  using	  Flora-­‐2/XSB	  [57]	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In	  [60]	  authors	  introduce	  another	  approach	  that	  tries	  to	  cover	  dynamic	  software	  composition	   within	   a	   specific	   service	   domain,	   using	   existing	   technologies	   and	  without	   the	   need	   for	   a	   complex	   compositional	   language.	   In	   this	   framework	  services	   collaborate	   to	   form	   new	   composite	   services	   (Figure	   A.4).	   They	   also	  define	  these	  composite	  services,	  presenting	  a	  new	  common	  interface	   that	  must	  be	  constructed	  at	  runtime	  which	  allows	  other	  services	  to	  interact	  with	  this	  set	  of	  collaborating	  service	  components	  as	  if	  it	  was	  a	  single	  service.	  	  	  	  	  	  
	  
Figure	  A.4	  Composed	  Service	  
I.3 Web	  Services	  	  	  One	   of	   the	   environments	  where	   Service	  Oriented	  Architecture	   (SOA)	   is	  widely	  deployed	  is	  in	  Web	  Services.	  Note	  that	  the	  specification	  of	  SOA	  in	  Web	  Services	  (WS-­‐*)[72]	   includes	   specifications,	   standardization	   and	   its	   implementations.	  Often	  related	   to	  higher-­‐level	   services,	  Web	  Service	  composition	   is	  an	  extensive	  subject	  in	  the	  literature.	  	  Web	   services	   are	   self-­‐described	   software	   entities,	   which	   can	   be	   advertised,	  located,	  and	  used	  across	  the	  Internet	  or	  a	  network	  using	  a	  set	  of	  standards	  such	  as	   SOAP,	   WSDL,	   and	   UDDI.	   They	   are	   described	   using	   WSDL	   (Web	   Service	  Description	   Language),	   and	   they	   operate	   jointly	   using	   mainly	   SOAP	   (Simple	  Object	   Access	   Protocol)	   and	   UDDI	   (Universal	   Description,	   Discovery	   and	  Integration)	  standards	  [59]	  [73].	  	  	  Web	   services	   encapsulate	   application	   functionality	   and	   information	   resources,	  and	  make	   them	   available	   through	   programmatic	   interfaces,	   as	   opposed	   to	   the	  interfaces	  typically	  provided	  by	  traditional	  Web	  applications,	  which	  are	  intended	  for	  manual	  interactions.	  In	  literature,	  it	  is	  possible	  to	  identify	  the	  following	  main	  types	  of	  Composition:	  	  
• Static	   Composition	   -­‐	   services	   to	   be	   composed	   are	   decided	   at	   design	  time	  
• Dynamic	  Composition	   -­‐	   services	   to	  be	   composed	  are	  decided	  at	   run-­‐time	  	  Some	   languages	   for	  web	  service	  composition	  are	   the	   following	  ones:	  BPEL4WS	  (Business	  Process	  Execution	  Language	   for	  Web	  Services),	  WSFL	   (Web	  Services	  Flow	  Language),	  XLANG	  (BizTalk),	  BPML	  (Business	  Process	  Modeling	  Language)	  or	   ebXMl	   BPSS	   (Business	   Process	   Specification	   Schema).	   However,	   these	  languages	   are	   usually	   used	   to	   compose	   service	   manually	   at	   design	   time.	  Currently,	  Web	   services	   are	  usually	   described	  using	  WSDL	  descriptions,	  which	  provide	  operational	   information.	  WSDL	  descriptions	  do	  not	  contain	  (or	  at	   least	  explicate)	   semantic	   description,	   they	   do	   specify	   the	   structure	   of	   message	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components	   using	   XML	   schema	   constructs.	   For	   that	   reason,	   there	   are	   many	  projects	  (revised	  in	  next	  section)	  that	  extend	  this	  representation	  in	  elements	  and	  attributes,	  using	  DAML+OIL,	  OWL-­‐S,	  or	  Web	  Service	  Modeling	  Ontology	  (WSMO)	  ontologies.	  The	  use	  of	  ontologies	  permits	  to	  represent	  Web	  service	  descriptions	  in	  a	  machine-­‐interpretable	  form	  like	  DAML-­‐S.	  	  Some	  requirements	  introduced	  by	  Web	  Services	  are	  the	  following	  ones:	  	  
• Representation	  of	  an	  abstract	  Web	  Process	  
o Representing/specifying	  the	  abstract	  process	  in	  a	  proper	  form	  	  
• Discovery	  and	  Interoperability	  of	  Services	  
o Need	  to	  manually	  or	  automatically	  search	  for	  appropriate	  services	  
o The	  discovered	  services	  should	  interoperate	  
• Efficiency	  of	  a	  Composed	  Web	  Process	  
o Need	   to	   compose	   processes	   which	   are	   efficient	   in	   terms	   of	  performance	  
• Process	  Execution	  
o Adopting	   a	   suitable	   technique	   for	   executing	   the	   composed	  concrete	  process	  
• Process	  Monitoring	  
o Using	   a	   monitoring	   technique	   for	   run	   time	   analysis	   of	   the	   Web	  process	  execution	  	  Although	  web	   services	   operate	   at	   the	   top	  of	   current	   Internet	   stack,	   they	   apply	  the	   core	   concepts	   we	   are	   borrowing	   in	   this	   project.	   Moreover,	   composition	  techniques	  have	  been	   seen	   in	   this	   field.	   Specifically,	   in	   the	   field	  of	  web	   service	  composition,	   we	   can	   find	   available	   methods	   for	   composing	   services,	   such	   as	  scripting	  and	  coordination	  language	  [66],	  rule-­‐based	  systems	  [67],	  planning	  [68],	  situation	  calculus	  [69],	  data	  view	  integration	  [70]	  and	  integer	  programming	  [71]	  to	  name	  a	  few.	  They	  vary	  in	  their	  ability	  to	  represent	  and	  model	  non-­‐functional	  properties	  of	  the	  service,	  to	  verify	  the	  correctness	  of	  the	  composite	  service,	  and	  to	  automate	  the	  process	  of	  service	  composition.	  	  
I.4 Service	  Composition	  	  In	  [71]	  authors	  propose	  a	  classification	  system	  (TCS,	  Taxonomical	  Classification	  System)	   in	   the	   form	   of	   taxonomy	   for	   semantic	   web	   service	   composition	  approaches.	   This	   classification	   can	   be	   applied	   to	   the	   global	   concept	   of	   service	  composition	   at	   all	   levels.	   TCS	   provides	   a	   classification	   providing	   four	   levels	  (except	   workflow	   based	   node)	   of	   hierarchy.	   The	   focus	   of	   classification	   at	   first	  level	   is	  the	  amount	  of	  user	  involvement	  in	  the	  composition	  process.	  It	  provides	  three	  nodes	  Manual/User-­‐Defined,	  Semi-­‐Automatic,	  and	  Automatic.	  The	  second	  level,	   which	   is	   based	   on	   the	   procedure	   or	   steps	   followed	   in	   the	   composition	  process,	  creates	  template	  and	  instance	  based	  categories	  under	  user-­‐defined	  node	  while	   Declarative,	   Workflow,	   Template/Instance,	   AI	   Planning	   [75],	   Ontology	  based,	   and	   Hybrid	   categories	   under	   Automatic	   node	   [76].	   The	   third	   level	   of	  taxonomy	   is	   based	   on	   the	   amount	   of	   dynamicity	   involved	   in	   the	   composition	  process	  and	  the	  technology	  used	  to	  implement	  the	  procedure	  adopted	  in	  second	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Figure	  A.5	  Service	  composition	  taxonomy	  [63]	  	  These	   approaches	   do	   not	   plan	   from	   scratch	   like	   other	   approaches.	   They	   are	  manually	   configured	   or	   described.	   The	   most	   used	   methods	   in	   this	   area	   are	  template	  or	  instance-­‐based	  compositions,	  which	  use	  recommendations	  methods	  to	  choose	  a	  specific	  pre-­‐designed	  composition	  among	  all	  available	  templates	  or	  instances.	  	  
I.4.1 Template-­‐based	  and	  instance-­‐based	  approaches	  	  	  This	   approach	   usually	   takes	   outlines	   of	   permissible	   workflows	   (or	   templates)	  and	  instantiates	  one	  of	  them	  to	  obtain	  an	  executable	  workflow.	  This	  process	  can	  be	   based	   on	   a	   set	   of	   rules	   that	   covers	   policies,	   context	   events	   and	   constraints.	  Policies	  are	  specifications	  of	  behavior	  that	  the	  composition	  should	  have,	  usually	  described	   as	   Event-­‐Condition-­‐Action	   (ECA)	   formulations,	   while	   context	  parameters	   and	   constraints	   are	   used	   to	   describe	   conditions	   that	   affect	   these	  policies.	  	  	  This	  method	  could	  be	  applied	  alone,	  where	  the	  initial	  template	  should	  be	  hand-­‐coded	   or	   can	   work	   jointly	   with	   other	   automatic	   methods	   generalizing	   the	  workflows	  that	  these	  automatic	  approaches	  extract,	  in	  order	  to	  re-­‐apply	  a	  known	  workflow	  for	  a	  new	  situation.	  	  The	   policies	   can	   also	   guide	   plan	   adaptation	   to	   external	   events	   (e.g.	   changes	   in	  context	   constraints	   or	   the	   performance	   of	   the	   service)	   while	   a	   composition	   is	  being	  executed.	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The	  template-­‐based	  approach	  works	  best	  for	  environments	  where	  compositions	  follow	   regular	   patterns	   (in	   general	   more	   static	   networks	   with	   infrastructure)	  and	   its	   adaptation	   is	   required	   to	   be	   along	   anticipated	   context.	   However,	   the	  complexity	   of	   this	   approach	   depends	   on	   its	   generalization.	   This	   results	   on	   the	  number	  of	  instances	  that	  could	  be	  selected.	  Given	  a	  template	  of	  length	  λ	  services,	  where	  each	  instance	  has	  at	  most	  M	  possibilities,	  the	  worst	  case	  of	  complexity	  to	  produce	  executable	  workflows	  is	  O	  (Mλ)	  [77].	  	  Some	  approaches	   [78]	   take	   this	  methodology	  along	  with	   templates	  of	   services’	  semantic	   descriptions,	   and	   propose	   a	   template-­‐based	   searching	  mechanism	   to	  allow	  dynamic	  searching	  of	  business	  process	  partners	  at	  design	  or	  deployment	  time	  of	  a	  web	  process.	  	  In	   [79],	   a	   method	   is	   presented	   to	   compose	   Web	   Services	   by	   applying	   logical	  inference	  techniques	  on	  pre-­‐defined	  plan	  templates.	  The	  service	  capabilities	  are	  annotated	  in	  DAML-­‐S/RDF	  and	  then	  manually	  translated	  into	  Prolog.	  Now,	  given	  a	   goal	   description,	   the	   logic	   programming	   language	   of	   Golog	   [80]	   (which	   is	  implemented	   over	   Prolog)	   is	   used	   to	   instantiate	   the	   appropriate	   plan	   for	  composing	   the	   Web	   services.	   Golog	   is	   based	   on	   the	   situation	   calculus	   and	   it	  supports	  specification	  and	  execution	  of	  complex	  actions	  in	  dynamical	  systems.	  	  Other	   methods	   [81]	   introduce	   the	   notion	   of	   composition	   templates	   only	   to	  provide	   composability	   soundness;	   compositions	   are	   associated	   with	   each	  composite	   service	   and	   are	   used	   to	   compare	   values	   added	   by	   different	  compositions.	  To	  check	  whether	  a	  composition	  is	  sound	  or	  not,	  stored	  templates	  are	   used	   to	   store	   a	   composite	   service’s	   template	   in	   the	   service	   repository.	   A	  service	   composition	   is	   considered	   as	   sound	   if	   its	   template	   is	   the	   subset	   of	   a	  stored	  template.	  	  
I.4.2 Declarative	  Approach	  	  In	  declarative	   composition,	   composite	   services	  are	  generated	   from	  a	  high-­‐level	  declarative	   description.	   The	   technique	   uses	   composability	   rules	   to	   determine	  whether	   two	   services	  are	   composable	   [82].	  Most	  of	   the	   time	   these	   rules	   act	   as	  constraints	   that	  must	  be	   satisfied	   in	  order	   to	   compose	  a	   service.	  The	   rules	   are	  used	   to	   generate	   composition	   plans	   that	   conform	   to	   a	   service	   requester’s	  specifications.	  Techniques	  that	  fall	  under	  this	  classification	  usually	  tend	  to	  reach	  optimality	  of	  composition	  against	  some	  defined	  objectives	  (e.g.,	  cost,	  time…etc.)	  as	   they	  are	  mathematically	  modeled.	  Mostly,	   the	  optimality	  can	  be	  achieved	  by	  mapping	  rules	  to	  constraints	  and	  trying	  to	  solve	  them	  using	  operation	  research	  methods	  [83].	  	  FUSION	   is	   a	   software	   infrastructure	   system	   that	   provides	   the	   common	  infrastructure	   elements	   needed	   to	   support	   service	   portals	   [84].	   Given	   a	   user	  service	   specification,	   it	   automatically	   generates	   a	   correct	   and	   optimized	  execution	   plan,	   then	   executes	   this	   plan	   and	   verifies	   the	   result.	   The	   most	  important	  advantage	  of	  this	  system	  is	  its	  ability	  to	  generate	  an	  optimal	  execution	  plan	  automatically	  from	  the	  abstract	  requirements	  that	  a	  user	  may	  specify.	  Also,	  this	  composition	  system	  verifies	  that	  the	  result	  of	  the	  execution	  plan	  meets	  the	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user’s	   requirements,	   and	   if	   not,	   it	   immediately	   recovers	   this	   execution	   plan.	  However,	   this	   system	   creates	   a	   bundle	   of	   services	   and	   uses	   it	   to	   specify	   an	  execution	   plan	   by	   choosing	   services	   from	   this	   bundle.	   Web	   services	   are	  evolutionarily	  increasing	  and	  determining	  which	  subset	  of	  these	  web	  services	  to	  use	  will	  limit	  the	  choices	  for	  the	  user	  and	  will	  not	  guarantee	  the	  optimality	  of	  the	  result.	  Also,	  there	  will	  be	  a	  probability	  of	  using	  web	  services	  that	  no	  longer	  exist.	  	  	  A	   technique	   suggested	   in	   [74],	   which	   extends	   the	   ‘inverse	   rules’	   query	  reformulation	   algorithm	   to	   generate	   a	   universal	   integration	   plan	   to	   answer	   a	  range	  of	  user	  queries.	  The	  inverse	  rules	  algorithm	  unites	  the	  inverse	  rules	  with	  the	  user	  query	  to	  produce	  a	  datalog	  program.	  A	  technique	  was	  developed	  to	  map	  datalog	   programs	   to	   integration	   plans	   that	   can	   be	   executed	   by	   a	   streaming,	  highly	  parallel	  execution	  engine	  called	  Theseus.	  Moreover,	  a	  mediator	  system	  is	  described	   that	   accepts	   a	   user	   query	   and	   returns	   a	   URL	   of	   a	   new	   dynamically	  composed	  web	  service	  that	  can	  answer	  a	  class	  of	  user	  queries	  similar	  to	  the	  user	  query.	  The	  system	  has	  many	  limitations.	  First,	  the	  system	  does	  not	  support	  any	  monitoring	   mechanisms	   that	   test	   the	   validation	   of	   the	   composition.	   This	   may	  result	   in	   improper	   execution	   of	   composite	   web	   services.	   Second,	   there	   is	   no	  mechanism	  to	  automatically	  model	  the	  newly	  generated	  services	  as	  a	  data	  source	  for	  upcoming	  compositions.	  Third,	  this	  technique	  lacks	  semantic	  representation	  and	  composition	  of	  these	  services,	  thus	  resulting	  in	  an	  error	  prone	  composition.	  	  SELF-­‐SERV	   [85]	   is	   a	   framework	   for	   dynamic	   and	   peer-­‐to-­‐peer	   provisioning	   of	  web	   services.	   In	   SELF-­‐SERV,	  web	   services	   are	  declaratively	   composed,	   and	   the	  resulting	   composite	   services	   are	   executed	   in	   a	   decentralized	   way	   within	   a	  dynamic	   environment.	   The	   framework	   uses	   and	   adapts	   the	   state-­‐charts	   as	   a	  visual	  declarative	  language.	  The	  significant	  advantage	  of	  SELF-­‐SERV	  is	  the	  peer-­‐to-­‐peer	  service	  execution	  model,	  whereby	  the	  responsibility	  of	  coordinating	  the	  execution	   of	   a	   composite	   service	   is	   distributed	   across	   several	   peer	   software	  components	   called	   coordinators.	   Nevertheless,	   this	   system	   does	   not	   provide	   a	  method	  to	  create	  a	  composition	  at	  runtime	  for	  services.	  Also,	  it	  does	  not	  consider	  any	   semantics	   of	   web	   services	   during	   composition	   decisions.	   Moreover,	   this	  technique	   imposes	   some	  unrealistic	   requirements	   that	   should	  be	   implemented	  by	  service	  providers	  from	  a	  partial	  point-­‐of-­‐view.	  	  Another	   significant	  work	  was	   performed	   in	   [83]	   to	   reduce	   the	   complexity	   and	  time	  needed	  to	  generate	  and	  execute	  a	  composition	  and	  improve	  its	  efficiency	  by	  selecting	   the	   optimal	   services	   at	   the	   current	   time.	   This	   research	   proposed	   an	  architecture	   of	   dynamic	   web	   service	   composition	   by	   runtime	   searching	   of	  registries	   to	   find	   services.	   Therefore,	   this	   technique	   does	   not	   use	   any	   service	  template.	  Moreover,	  it	  reduces	  the	  dynamic	  composition	  of	  the	  web	  services	  to	  a	  constraint	   satisfaction	   problem	   where	   any	   linear	   programming	   solver	   can	   be	  used	  to	  solve	  it.	  Also,	  it	  insures	  the	  optimality	  of	  the	  web	  services	  selection	  based	  on	   domain	   specific	   QoS	   parameters	   identified	   by	   the	   user.	   However,	   this	  approach	   does	   not	   support	   user	   interactive	   participation	   in	   the	   composition	  process,	  which	  is	  sometimes	  important	  to	  ensure	  the	  user’s	  satisfaction.	  	  enTish	  [86]	   is	  somewhat	  different	   from	  typical	  composition	  platforms.	  Services	  are	   typically	   created	   on	   the	   fly	   to	   realize	   client	   requests.	   Anyway,	   most	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frameworks	  are	  based	  on	  the	  assumption	  that	   first	   the	  business	  process	  has	  to	  be	   created.	   For	   enTish,	   a	  different	   architecture	   is	  needed,	   since	   client	   requests	  are	   expressed	   in	   a	   declarative	   way	   using	   formal	   languages.	   The	   declarative	  approach	  consists	  of	  two	  phases:	  the	  first	  phase	  takes	  an	  initial	  situation	  and	  the	  desired	  goal	  as	  starting	  point	  and	  constructs	  generic	  plans	  to	  reach	  the	  goal.	  The	  latter	  one	  chooses	  one	  generic	  plan,	  discovers	  appropriate	  services	  and	  builds	  a	  workflow	  out	  of	  them.	  	  The	   first	   phase	   is	   realized	  using	  PDDL	   (Planning	  Domain	  Definition	  Language)	  and	  estimated-­‐regression	  planning	  as	  used	  in	  XSRL	  (XML	  Web-­‐services	  Request	  Language),	   which	   must	   provide	   machine-­‐readable	   semantics	   and	   specify	   the	  abstract	   service	   behavior.	   The	   second	  phase	  may	  be	   realized	  by	  using	   existing	  process	  modeling	  languages,	  such	  as	  BPEL.	  	  
I.4.3 	  Artificial	  Intelligence	  (AI)	  Planning	  	  AI	  Planning	  is	  a	  problem	  solving	  technique	  where	  knowledge	  about	  actions	  and	  their	  consequences	  is	  used	  to	  identify	  a	  sequence	  of	  actions,	  which	  when	  applied	  in	   a	   given	   initial	   state,	   satisfy	   a	   desired	   goal	   [87].	   A	   planner	   can	   receive	   three	  inputs	  mainly:	  
• Initial	   state:	   describes	   the	   starting	   state	   of	   the	   application	   domain.	   It	   is	  normally	  called	  world.	  
• Goal	  state:	  describes	  the	  desired	  world	  state.	  
• Domain	  description:	  describes	  actions	  that,	  when	  invoked,	  transform	  the	  world	  states.	  	  The	   composition	   engine	   may	   be	   implemented	   by	   a	   number	   of	   different	  composition	   methodologies.	   For	   example,	   AI	   Planning	   has	   proven	   to	   be	   an	  effective	  tool	  for	  service	  composition	  [88].	  Services	  can	  be	  represented	  in	  terms	  of	   their	   non-­‐functional	   and	   functional	   properties.	   Non-­‐functional	   properties	  describe	  service	  provider	  details	  and	  Quality	  of	  Service	  parameters.	  Functional	  properties	  contain	  descriptions	  of	  service	  operations	  in	  terms	  of	  inputs,	  outputs,	  preconditions	  and	  effects,	  which	  makes	   it	   easy	   to	   translate	   them	   into	  planning	  actions.	  	  Planning	   systems	   need	   semantics	   for	   describing	   the	   available	   actions,	   thus	   to	  describe	  the	  formalized	  domain.	  	  	  The	  simplest	  form	  of	  domain	  formalism	  is	  based	  on	  state-­‐transition	  models.	  The	  state	  describes	  the	  world	  at	  a	  certain	  point	  in	  time,	  such	  as	  an	  initial	  state	  or	  goal	  state.	   Actions	   perform	   transitions	   between	   states.	   An	   action	   can	   be	   described	  with	  a	  list	  of	  preconditions,	  states	  and	  post	  conditions.	  	  Planning	   technologies	  differ	   in	   the	  complexity	  of	   the	  problems	  they	  can	  handle	  and	   the	   representations	   that	   they	  use.	  Moreover,	   they	   employ	  different	   search	  algorithms	   to	   synthesize	   plans	   and	   the	   constraints	   they	   observe	   [89].	  We	   can	  find	  different	  planning	  technologies:	  1. State	  space	  planning:	  
• Simplest	  planning	  algorithm	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• Search	  space	  is	  a	  subset	  of	  the	  state	  space	  
• There	  are	  two	  types,	  based	  on	  the	  search	  starting	  point.	  
o Forward:	   	   chaining	   planner	   searches	   in	   the	   space	   generated	   by	  applying	   to	   each	   state	   all	   actions	   whose	   preconditions	   are	  satisfied,	  starting	  at	  the	  initial	  state.	  	  
o Backward:	   search	  algorithms	  start	  at	   the	  goal	  and	  apply	   inverses	  of	  the	  planning	  actions	  to	  produce	  sub-­‐goals,	  stopping	  if	  the	  initial	  state	  is	  reached.	  The	  main	  limitation	  of	  state-­‐based	  planners	  is	  that	  their	  performance	  reduces	  with	  the	  size	  of	  the	  search	  space.	  	  
• To	  address	   this	  performance	   limitation	   researchers	  employ	  heuristic	  functions	   to	   estimate	   the	   usefulness	   of	   the	   alternative	   actions	   a	  planner	   can	   choose	   from.	   Heuristic	   methods	   are	   found	   through	  discovery	  and	  observation	  of	  the	  planning	  process.	  They	  guide	  search	  algorithms	   often	   based	   on	   feedback	   from	   past	   executions.	   This	  initiated	  a	  new	  type	  of	  planning,	  planning	  with	  control	  knowledge,	  as	  discussed	  later	  on	  Heuristic	  Search	  Planner	  (HSP).	  2. Plan	  space	  planning:	  
• Search	   the	  space	  of	  partially	  specified	  possible	  plans.	  As	  a	  result,	   the	  searching	  process	  becomes	  a	  plan	  refinement	  operation.	  	  
• There	  are	  two	  kinds	  of	  step	  that	  can	  be	  taken	  in	  constructing	  a	  plan:	  
o adding	  an	  action	  
o adding	  an	  ordering	  constraint	  between	  actions.	  	  
• This	   type	  of	  planning	   is	  called	  “partial	  order	  planning”,	  because	  until	  the	   ordering	   constraints	   are	   added,	   the	   order	   in	   which	   actions	   are	  taken	   is	   not	   specified.	   This	   approach	   avoids	   extensive	   backtracking	  that	  slows	  down	  a	  state-­‐space	  planner.	  
• An	   example	   is	   the	   Universal	   Conditional	   Partial	   Order	   Planner	  (UCPOP).	  3. Planning	  graph	  techniques:	  
• Employ	  graph	  structures	  to	  represent	  search	  spaces.	  	  
• Given	  a	  problem	  statement,	   the	  planning	  system	  explicitly	  constructs	  and	  annotates	  a	  compact	  structure	  called	  a	  planning	  graph.	  	  
o Represents	   a	   plan	   as	   a	   flow	   of	   truth	   values	   through	   the	   graph,	  which	   has	   the	   property	   that	   useful	   information	   for	   constraining	  the	   search	   can	   quickly	   be	   propagated	   through	   the	   graph	   as	   it	   is	  being	  built.	  	  
• Graph-­‐based	  planners	  then	  exploit	  this	  information	  in	  the	  search	  for	  a	  plan.	  	  4. Hierarchical	  Task	  Network	  Planning:	  
• 	  Are	  based	  on	  the	  notion	  of	  hierarchical	  decomposition,	  also	  known	  as	  reduction	   or	   expansion	   of	   an	   action.	   This	   process	   decomposes	   an	  abstract	  action	  into	  a	  group	  of	  steps	  that	  form	  a	  plan	  to	  implement	  the	  action.	  	  
• The	  main	  objective	   is	   to	  produce	  a	   sequence	  of	   actions	   that	  perform	  some	  activity	  or	  task.	  The	  description	  of	  a	  planning	  domain	  consists	  of	  a	   set	  of	   actions,	   as	  well	   as	   a	   set	  of	  methods,	  which	  prescribe	  how	   to	  decompose	  a	  task	  into	  subtasks.	  	  
• The	   description	   of	   a	   planning	   problem	   contains	   an	   initial	   state;	  however,	   instead	  of	  a	  goal	   formula	   there	   is	  a	  partially	  ordered	  set	  of	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tasks	  to	  accomplish.	  Planning	  progresses	  as	  a	  recursive	  application	  of	  the	  methods	   to	  decompose	   tasks	   into	   smaller	   and	   smaller	   sub-­‐tasks,	  until	  primitive	  tasks,	  which	  can	  be	  performed	  directly	  using	  planning	  actions,	   are	   reached.	  For	  each	  composite	   task,	   the	  planner	  selects	  an	  applicable	   method	   and	   instantiates	   it	   to	   decompose	   the	   task	   into	  subtasks.	   If	   the	   plan	   later	   turns	   out	   to	   be	   infeasible,	   the	   planner	  backtracks	  and	  tries	  other	  applicable	  methods.	  5. Model	  Based	  Planning:	  
• Planning	   based	   on	   model	   checking	   is	   a	   methodology	   that	   aims	   to	  address	  non-­‐determinism,	  partial	  observability	  and	  extended	  goals.	  
• It	   treats	   the	   domain	   as	   a	   nondeterministic	   state-­‐transition	   system,	  where	   an	   action	   may	   have	   multiple	   outcomes.	   Temporal	   logic	  formulas	  are	  used	  to	  express	  the	  set	  of	  goal	  states	  and	  the	  conditions	  of	  the	  final	  plan	  execution.	  Planners	  use	  a	  state	  transition	  system	  and	  a	  temporal	   formula	   to	   generate	   a	   plan	   that	   controls	   the	   system	  evolution	   so	   that	   all	   of	   the	   system’s	   behaviors	   make	   the	   temporal	  formula	  true.	  	  	  
I.4.4 	  Ontology	  based	  	   	  This	  technique	  facilitates	  the	  semantic	  dynamic	  composition	  of	  web	  services.	  The	  ontological	   descriptions	   and	   relationships	   among	   web	   services	   are	   used	   to	  automatically	   and	   semi-­‐automatically	   compose	  web	   services	   (in	   this	   case,	   any	  service).	  The	  ontology-­‐driven	  approaches	  mainly	  compose	  the	  services	  based	  on	  the	  goal-­‐oriented	  inferring	  and	  planning[90].	  	  The	   fact	   that	   web	   ontologies	   are	   becoming	   too	   large	   to	   be	   used	   in	   a	   single	  application	   has	   stimulated	   many	   researchers.	   For	   instance,	   a	   distributed	  architecture	   –	   called	   Materialized	   Ontology	   View	   Extractor	   (MOVE)	   –	   is	  introduced	  in	  [91]	  and	  optimized	  for	  the	  extraction	  of	  sub-­‐ontology	  from	  a	  large	  scale	  base	  ontology.	  This	  work	  has	  been	  extended	  in	  [92]	  to	  address	  the	  issue	  of	  semantic	  correctness	  of	   the	  resulting	  sub-­‐ontology.	  Moreover,	   large	  distributed	  ontology	   framework	   for	   tailoring	   ontologies	   in	   the	  Grid	   environment	   has	   been	  investigated	  [93].	  	  Most	  of	   the	  ontology-­‐driven	  techniques	  mark-­‐up	  web	  service	  descriptions	  with	  ontologies	   and	   develop	   algorithms	   to	   match	   and	   annotate	   WSDL	   files	   with	  relevant	   ontologies.	   The	   possible	   compositions	   are	   obtained	   by	   checking	   the	  semantic	   similarities	   between	   interfaces	   of	   individual	   services	   (semantic	  matching)	   and	   considering	   the	   service	   quality	   (QoS	   matching).	   Then,	   these	  compositions	  are	  ranked	  and	  presented	  according	  to	  these	  two	  dimensions.	  	  A	  semantic	  context-­‐based	  approach	   for	  composing	  web	  services	   is	  proposed	   in	  [94].	   The	   composition	   is	   performed	   based	   on	   understanding	   the	   semantics	   of	  interactions	   and	   capabilities	   of	   the	   elementary	   services.	   A	   conceptual	  architecture	   that	   enables	   ontologies	   to	   integrate	   models,	   languages,	  infrastructures,	  and	  activities	  to	  support	  reuse	  and	  composition	  of	  semantic	  web	  services	  is	  introduced	  in	  [95].	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To	   achieve	   semantic	   composition,	   these	   techniques	   mostly	   require	   a	   domain-­‐specific	   ontology	   design	   that	   defines	   explicit	   formal	   specifications	   of	   the	  concepts	   and	   relationships	   among	   the	   concepts.	   It	   might	   also	   require	   an	  extraction	  module	  that	  helps	  us	  in	  building	  ontologies	  from	  service	  profiles.	  The	  example	   shows	   the	   taxonomic	   classification	   of	   concepts	   as	   well	   as	   the	  relationships	  that	  exist	  between	  entities.	  	  A	  dynamic	  web	  service	  composition	  system	  is	  proposed	  in	  [96]	  where	  a	  service	  is	  not	  requested	  and	  composed	  by	   its	  syntax	  but	  by	   its	  semantic.	  To	  satisfy	  the	  requirement	   for	   semantic	   support,	   the	   system	   comprises	   three	   sub-­‐systems:	  Component	   Service	   Model	   with	   Semantic	   (CoSMoS),	   Component	   Runtime	  Environment	  (CoRE),	  and	  Semantic	  Graph	  based	  Service	  Composition	  (SeGSeC).	  CoSMoS	   integrates	   the	   semantic	   information	   and	   functional	   information	   into	   a	  single	   semantic	   graph	   representation.	   CoRE	   provides	   a	   unified	   interface	   to	  discover	   and	   access	   components	   implemented	   in	   various	   component	  technologies	  to	  make	  them	  interoperable	  with	  CoSMoS	  components.	  SeGSeC	  is	  a	  semantic-­‐based	   service	   composition	  mechanism	   that	   allows	   users	   to	   request	   a	  service	   using	   a	   natural	   language	   sentence	   and	   it	   generates	   the	   execution	   path.	  The	  major	  contribution	  is	  that	  this	  work	  is	  semantic-­‐based.	  Moreover,	  the	  CoRE	  component	   enables	   the	   proposed	   system	   to	   interoperate	   with	   other	   legacy	  existing	   systems	   without	   any	   updates	   to	   these	   systems.	   In	   addition,	   the	  composition	  technique	  is	  somehow	  controllable	  by	  the	  end	  users.	  However,	  the	  set	  of	  queries	  that	  can	  be	  used	  to	  test	  the	  system’s	  functionality	  is	  quite	  limited	  (not	   to	  mention	  that	   the	  system	  was	  designed	   for	  very	   limited	  scenarios	  and	   it	  needs	  a	   lot	  of	   add-­‐ons	   to	  be	  able	   to	   satisfy	  other	   types	  of	  queries).	  Finally,	   the	  system	  does	  not	  have	  any	  monitoring	  tools	  for	  executing	  the	  composite	  services.	  This	  implies	  that	  execution	  failures	  are	  not	  monitored	  at	  runtime.	  	  Another	   ontology-­‐based	   dynamic	   service	   composition	   research	   is	   presented	   in	  [97].	   The	   authors	   used	   the	   Ontology	   Web	   Language	   (OWL)	   and	   DAML-­‐S	   to	  provide	   the	  semantics	  needed	   for	  web	  service	  composition.	  However,	  semantic	  description	   is	   considered	   as	   a	   part	   of	   the	   process	   for	   another	   sophisticated	  technique.	   They	   have	   developed	   a	   service	   composition	   prototype	   that	   has	   two	  basic	   components:	   a	   composer	   and	   an	   inference	   engine.	   The	   inference	   engine	  stores	  the	  information	  about	  known	  services	  in	  its	  Knowledge	  Base	  (KB)	  and	  it	  has	   the	   capability	   to	   find	   matching	   services.	   The	   inference	   engine	   is	   an	   OWL	  reasoner	   built	   on	   Prolog.	   Ontological	   information	   is	   written	   in	   DAML	   and	   is	  converted	  to	  RDF	  triples	  and	  loaded	  to	  the	  KB.	  The	  engine	  has	  built-­‐in	  axioms	  for	  OWL	  inference	  rules.	  These	  axioms	  are	  applied	  to	  the	  facts	   in	  the	  KB	  to	  find	  all	  relevant	   entailments.	   The	   composer	   is	   the	   user	   interface	   that	   handles	   the	  communication	  between	  the	  human	  operator	  and	  the	  engine.	  The	  composer	  lets	  the	  user	  create	  a	  workflow	  of	  services	  by	  presenting	  the	  available	  choices	  at	  each	  step.	   The	   advantage	   of	   this	  work	   is	   the	   use	   of	   semantic	  web	   for	  web	   services	  composition.	  Yet,	   this	  work	  suffers	   from	  centralization,	   thus	  yielding	  scalability	  and	   availability	   problems.	   Moreover,	   it	   requires	   passing	   redundant	   messages	  between	  the	  coordinator	  and	  other	  parties,	  which	  causes	  an	  inefficient	  use	  of	  the	  bandwidth.	  Also,	  it	  uses	  filtering	  on	  a	  set	  of	  pre-­‐discovered	  services,	  rather	  than	  dynamic	  matchmaking	  and	  loading.	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I.4.5 Generating	  Process	  Templates	  using	  Process	  Mining	  technologies	  	  Data	  mining	  techniques	  are	  usually	  strictly	  related	  to	  process	  mining	  problems	  [98].	  In	  fact,	  supposing	  a	  certain	  number	  of	  tasks	  within	  a	  process,	  the	  number	  of	  possible	   different	   executions	   is	   an	   exponential	   number	   (while	   not	   all	   of	   them	  have	   the	   same	  probability	   to	  be	   actually	   executed).	  Here	   is	  where	  data-­‐mining	  technology	  helps.	  	  In	   [99],	  while	  working	   in	   the	   area	   of	   software	   engineering	   processes	   analyzed	  three	   different	   methods	   for	   process	   discovery:	   neural	   networks,	   Markovian	  models,	   and	   an	   algorithmic	   approach.	   Their	  work	   permits	   to	   generate	   explicit	  process	   models,	   and	   to	   measure	   the	   actual	   gap	   between	   process	   model	   and	  actual	  observed	  behavior	  [100]	  introduced	  the	  idea	  of	  extending	  process	  mining	  to	   workflow	   management,	   by	   analyzing	   the	   events	   recorded	   in	   a	   log	   and	   by	  identifying	  constraints.	  Their	  approach	  is	  based	  on	  an	  algorithmic	  approach;	  by	  enumerating	  tasks	  instances	  and	  applying	  a	  folding	  procedure	  E.	  M.	  Gold	  in	  [101]	  shows	   that	   the	   problem	   of	   finding	   a	   state-­‐machine	   compatible	   with	   a	   set	   of	  recorded	  data	  is	  NP-­‐hard.	  This	  problem	  has	  an	  analogy	  with	  the	  process-­‐mining	  problem;	   even	   if	   an	   important	   difference	   is	   that	   process	  mining	   needs	   to	   take	  into	   account	   concurrent	   tasks.	   Another	   important	   research	   stream	   is	   the	   one	  linked	  with	   the	   capability	   of	   identifying	   uncertain	   variables	   (either	   due	   to	   low	  frequency	   of	   their	   observation	   either	   due	   to	   incomplete	   datasets).	   In	   [102]	   a	  probabilistic	   workflow	   model	   and	   a	   learning	   algorithm	   that	   is	   capable	   to	  compute	   in	   a	   polynomial	   time	   is	   proposed.	   This	   model	   is	   based	   on	   directed	  acyclic	   graphs	   (DAG)	   where	   each	   node	   represents	   a	   task	   and	   the	   arrows	  represent	  dependency	  relationships,	  so	  that	  given	  the	  predecessor	  tasks,	  a	  task	  execution	   is	   independent	   from	   the	   other	   ones.	   The	   learning	   algorithm	   builds	  such	   graph	   by	   connecting	   the	   various	   tasks	   (nodes)	   on	   the	   basis	   of	   their	   joint	  instances	  in	  a	  log	  file.	  	  Finally,	   other	   approaches	   of	   [103]	   are	   based	   on	   clustering	   techniques	   on	   data	  contained	   in	   log	   files.	   The	   solution	   is	   based	   on	   dynamic	  Bayesian	   networks	   or	  Petri	   stochastic	   networks.	  More	   in	   particular,	   factorial	   Hidden	  Markov	  Models	  are	   suitable	   for	  modeling	   parallel	   tasks.	   The	  major	   limitations	   of	   these	  mining	  approaches	  when	  applied	  to	  workflow	  modeling	  are:	  start	  and	  conclusion	  time	  of	  instances,	  and	  synchronization	  constraints.	  	  
I.5 Context	  Awareness	  	  Other	   relevant	   point	   to	   take	   into	   account	   in	   this	   research	   is	   the	   context	  processing.	  According	  to	  the	  definition	  provided	  by	  Dey	  in	  [104]:	  “Context	  is	  any	  information	  that	  can	  be	  used	  to	  characterize	  the	  situation	  of	  an	  entity.	  An	  entity	  is	   a	   person,	   place,	   or	   object	   that	   is	   considered	   relevant	   to	   the	   interaction	  between	   a	   user	   and	   an	   application,	   including	   the	   user	   and	   applications	  themselves”.	   According	   to	   [105][106][107]	   a	   consensus	   classification	   of	   the	  context	  can	  be	  according	  to	  the	  following:	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• The	   user	   context	   can	   include	   the	   user	   characteristics,	   location,	  preferences,	   and	   environmental	   constraints	   (e.g.	   working	   place,	   home,	  etc.).	  
• The	  device	  context	  can	  include	  the	  type	  and	  the	  capability	  of	  the	  device.	  
• The	   service	   context	   can	   include	   availability,	   required	   QoS	   level,	   and	  performance.	  
• The	   system	   resource	   context	   can	   include	  CPU,	  memory,	   processor,	   disk,	  I/O	  devices,	  and	  storage.	  
• The	   network	   context	   can	   include	   bandwidth,	   traffic,	   topology,	   and	  performance.	  	  In	  order	  to	  manipulate	  context	  data,	  it	  must	  be	  in	  a	  format	  compatible	  with	  the	  models	   that	   will	   be	   used	   in	   context	   data	   processing	   such	   as	   reasoning	   and	  situation	  recognition.	  These	  models	  can	  be	  object	  oriented,	  ontology-­‐based,	  rule	  based,	  logic	  based,	  semantic-­‐based	  or	  based	  on	  fuzzy	  logic	  sets.	  	  A	  key	  feature	  when	  considering	  service	  composition	   is	  context-­‐awareness	  [65].	  Context-­‐awareness	   refers	   to	   the	   capability	   of	   an	   application	   or	   service	   to	   be	  aware	   of	   its	   physical	   environment	   or	   situation	   and	   responding	   proactively	   or	  reactively	   and	   intelligently	   based	   on	   such	   context.	   Thus,	   it	   is	   important	   to	  compose	   services	   and	   dynamically	   adapt	   them	   according	   to	   the	   context	  information	   and	   changes	   in	   order	   to	   provide	   personalized	   and	   customized	  services	  to	  users.	  This	  will	  allow	  improving	  the	  QoE	  of	  users	  while	  optimizing	  the	  usage	   of	   network	   and	   computational	   resources.	   This	   aspect	   is	   especially	  interesting	   as	   today	   the	   ubiquity	   of	   mobile	   devices	   and	   the	   proliferation	   of	  wireless	   networks	  will	   allow	   everyone	   permanent	   access	   to	   the	   Internet	   at	   all	  times	  and	  all	  places.	  It	  can	  be	  said	  that	  the	  next	  step	  to	  an	  Internet	  of	  Services	  is	  an	  Internet	  of	  context-­‐aware	  services.	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APPENDIX	  II	   Future	  Internet	  Architectures	  description	  	  
II.1 SONATE	  	  SONATE	  [110]	  approach	  is	  based	  on	  principles	  of	  service	  oriented	  architectures	  (SOA),	   foreseeing	   Future	   Internet	   architecture	   as	   a	   large,	   and	   distributed	  (software)	   system,	  where	   a	   set	   of	   services	   communicate,	   cooperate,	   and	   inter-­‐operate	  with	  each	  other.	  The	  goal	  of	  this	  service-­‐oriented	  networking	  definition	  is	  to	  offer	  fine-­‐grained	  functionality	  to	  applications	  to	  chose	  from.	  	  
II.1.1 Composition	  Framework	  	  They	   define	   services/mechanisms	   as	   an	   abstraction	   of	   specific	   algorithms	   and	  data	  structures	  used	  to	  implement	  a	  functionality.	  Hence,	  each	  service	  provides	  a	  self-­‐contained	   functionality	   and	   a	   well-­‐defined	   interface	   that	   must	   not	   take	  assumptions	  about	  internals	  of	  other	  services	  in	  order	  to	  loose	  coupling	  among	  them.	  	  According	   to	   their	   scope,	   the	   services	   are	   conditionally	   grouped	   into	   three	  service	  clouds:	  	  	  
• Application	   Services	   Cloud.	   The	   application	   services	   cloud	   offers	  services	   related	   to	   application	   functionality.	   Examples	   of	   such	   services	  are	   authentication,	   application	   notification	   service,	   application	  information	  exchange	  service,	  etc.	  	  
• Mediation	   Services	   Cloud.	   The	   scope	   of	   the	   mediation	   services	   cloud	  incorporates	  services	  related	  to	  network	  functionality.	  Typical	  example	  of	  mediation	  services	  are	  connection	  establishment	  and	  release,	  flow	  control	  and	   congestion	   control,	   etc.	   The	   presented	   approach	   focuses	   on	   this	  cloud.	  	  
• Connection	  Services	  Cloud.	  The	  connection	  services	  cloud	  encompasses	  services	   related	   to	   data	   transport.	   Such	   services	   are,	   for	   example,	  modifying	  network	  data,	  signaling,	  signaling	  error	  correction,	  etc.	  	  	  As	   a	   result	   to	   cooperation	   and	   composition	   of	   these	   services,	   they	   define	  workflows,	   which	   provide	   more	   complex	   functionalities	   by	   selecting	   sets	   of	  services	  and	  defining	  their	  interaction.	  Thanks	  to	  the	  loose	  coupled	  definition	  of	  services	  and	  the	  abstraction	  of	  their	  functionalities	  SONATE	  tries	  to	  simplify	  the	  service	  composition	  and	  orchestration,	  permitting	  to	  add	  or	  remove	  services	  and	  change	  their	  implementation	  without	  affecting	  the	  whole	  workflow.	  	  	  Selection	  and	  composition	  are	  the	  tasks	  of	  finding	  a	  building	  block	  graph	  to	  fulfill	  a	   certain	  need.	  A	  workflow	   can	  be	  defined	   explicitly	   by	   a	   requester	   or	  may	  be	  derived	   from	   known	   dependencies.	   Automatically	   creating	   a	   workflow	   on	  demand,	   e.g.	   connection	   setup,	   offers	   the	   highest	   degree	   of	   flexibility	   and	  workflow	  optimization,	   responding	   in	   short-­‐term	   to	   user	   requests	   or	   changing	  environmental	  conditions.	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Any	   algorithm	   that	   tries	   to	   solve	   the	   composition	   problem	   needs	   information	  about	  which	  service	  connections	  and	  graphs	  are	  valid	  and	  which	  attributes	  that	  combination	   has.	   This	   information	   must	   be	   provided	   in	   a	   way	   that	   can	   be	  processed	  automatically	  and	  it	  must	  not	  restrict	  service	  interaction	  in	  any	  way.	  The	  easiest	  approach	  would	  be	   to	   list	   all	   services	   that	  are	   compatible	   together	  with	  the	  attributes	  of	  the	  combination.	  For	  some	  usage	  domains	  this	   is	   feasible	  but	  not	  for	  a	  future	  network	  architecture.	  A	  cornerstone	  point	  that	  SONATE	  tries	  to	   enhance	   is	   the	   flexibility	   of	   the	   composition	   (and	   thus	   the	  network).	   In	   this	  sense,	   they	   consider	   that	   a	   global	   database	   where	   all	   dependencies	   and	  combination	   possibilities	   of	   services	   are	   to	   be	   stored	   would	   destroy	   this	  flexibility.	  This	  means	  that	  dependencies	  and	  combination	  possibilities	  must	  be	  expressed	  in	  an	  implicit	  way	  that	  does	  not	  require	  any	  changes	  to	  other	  services	  when	  one	  service	  is	  added,	  changed	  or	  removed.	  	  
II.1.2 Service	  Composition	  Representation	  	  For	   building	   a	   network	   based	   on	   SOA	   principles	   they	   consider	   specific	  supporting	   techniques,	   since	   Web	   Services	   and	   XML	   are	   inappropriate	   to	  implement	   services	   on	   a	   network	   level	   (other	   light-­‐weight	   semantics	   are	  needed).	  However,	  for	  primary	  implementations	  of	  their	  framework,	  they	  specify	  services	  and	  workflows	  using	  XML.	  	  
II.1.3 Service	  Composition	  Process	  	  For	   each	   set	   of	   requirements	   of	   an	   application,	   a	   matching	   set	   of	  services/mechanisms	   could	   be	   assembled.	   Those	   mechanisms	   then	   form	   a	  custom	  micro-­‐protocol	  stack	  (which	  is	  more	  like	  a	  mesh	  in	  fact).	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
Figure	  A.6	  Effects	  defined	  in	  SONATE	  [111]	  	  To	   dynamically	   build	   these	   micro-­‐protocol	   stacks	   SONATE	   needs	   to	   describe	  their	   capabilities	   and	   requirements	   in	   a	  way	   that	   an	   algorithm	   can	  predict	   the	  outcome	  of	  any	  combination.	  To	  achieve	  they	  specify	  that	  each	  mechanism	  has	  a	  set	   of	   requirements,	   a	   set	   of	   provided	   effects	   (Figure	  A.6),	   a	   description	  of	   the	  costs	  of	  the	  mechanism	  and	  a	  formula	  how	  these	  costs	  “add	  up”	  with	  the	  costs	  of	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other	  mechanisms.	  An	  algorithm	  selects	  mechanisms	  so	  that	  all	  requirements	  are	  met,	  all	  desired	  effects	  are	  provided	  and	  the	  combined	  costs	  are	  low.	  	  	  One	   approach	   to	   do	   composition	   process	   is	   presented	   in	   [111].	   It	   bases	   the	  composition	  process	  on	  a	  network	  architecture	  that	  is	  described	  as	  a	  5-­‐tuple	  (E,	  
M,	  Mf,	  P,	  R).	  E	  and	  M	  are	  sets	  of	  all	  available	  effects	  and	  mechanisms.	  For	  instance,	  
E	   could	   contain	  Completeness	  and	  Order	  Preservation	  and	  M	  contains	   Sequence	  
Numbers,	   Acknowledgments	   and	   Header	   Checksums.	   Mf	   ⊆	   M	   is	   the	   set	   of	  mechanisms	  that	  represent	  lower	  network	  layers	  and	  therefore	  it	  is	  fixed.	  P	  	  is	  a	  function	  P:	  M	  →	  2E	  that	  gives	  for	  each	  mechanism	  a	  set	  of	  effects	  that	  it	  provides	  (e.g.	   Sequence	   Numbers	   provides	   Order	   Preservation	   and	   Acknowledgements	  provides	  Order	  Preservation	  and	  Completeness).	  And	  finally,	  R	  is	  a	   function	  R:	  M	  
→	  2M	   that	  gives	  for	  each	  mechanism	  a	  set	  of	  other	  mechanisms	  that	   it	  requires.	  For	  simplicity,	  the	  functions:	   	   	   	   and	   	   	   	  are	  defined.	  	  
II.1.4 Service	  Selection	  	  A	  given	  set	  of	  mechanisms	  M	  ⊆	  M	  is	  consistent	  if	  all	  requirements	  are	  met:	  	  	  
	  To	   compare	   different	   consistent	   sets	   of	  mechanisms	   a	   cost	   function	   is	   used.	  C	  (cost)	   is	   a	   function	   C:	   2M	   →	   R	   that	   values	   the	   combined	   costs	   of	   a	   set	   of	  mechanisms.	  Since	  different	  types	  of	  costs	  “add	  up”	  differently	  (e.g.	  latencies	  sum	  up	  but	   loss	   ratios	   are	   inverse	  multiplicative)	   and	   the	   factors	  with	  which	   these	  types	  of	  costs	  are	  combined	  depend	  on	  the	  needs	  of	  the	  application	  layer.	  	  	  To	   improve	   this	  model,	  meta-­‐effects	   (effects	   entirely	   composed	  of	   other	   effects	  and	  meta-­‐effects)	  are	  introduced.	  EM	  is	  the	  set	  of	  meta-­‐effects	  and	  ComposedOf	  is	  a	  function	  ComposedOf:	  EM	  →	  2E∪EM	  that	  gives	  for	  each	  meta-­‐effect	  a	  set	  of	  effects	  and	  other	  meta-­‐effects	  that	  it	  is	  composed	  of.	  	  	  	  Moreover,	  for	  simplicity	  reasons	  it	  is	  defined:	  	  
	  	  This	  is	  the	  transitive	  hull	  of	  ComposedOf	  that	  only	  contains	  effects	  as	  result.	  With	  this	  extension	  to	  the	  model	  meta-­‐effects	   like	  Reliability	  can	  be	  constructed	  with	  the	  effects	  Data	  Correctness,	  Completeness,	  Order	  Preservation.	  
10.1.1.1 Service	  Selection	  Process	  	  Given	  a	  cost-­‐function	  Cost	  and	  a	  set	  of	  desired	  effects	  D	  the	  function:	  
	  
With,	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This	  returns	  the	  best	  set	  of	  mechanisms	  to	  satisfy	  the	  requirements.	  Calculating	  the	  result	  of	  S(D,Cost)	  is	  a	  task	  of	  optimization.	  In	  SONATE	  project,	  as	  far	  as	  the	  authors	  know,	  it	  is	  only	  presented	  a	  simple	  approach:	  	  	   1. Select	  mechanisms	  to	  provide	  the	  requested	  effects.	  The	  base	  technology	  already	   provides	   some	   mechanisms	   Mf.	   This	   will	   yield	   a	   number	   of	  different	   premature	   solutions.	   At	   this	   step	   the	   premature	   solutions	   are	  not	  checked	  for	  consistency,	  they	  provide	  the	  requested	  effects,	  but	  their	  requirements	  might	  be	  missing.	  	  2. Create	  consistent	  solutions	  and	  rate	  them.	  Mechanisms	  are	  added	  to	  the	  premature	  solutions	  to	  make	  them	  consistent.	  After	  this	  step	  a	  number	  of	  consistent	  solutions	  is	  known	  and	  compared	  using	  the	  cost	  function.	  	  3. Improve	  solutions	  with	  additional	  mechanisms.	  In	  this	  final	  step	  the	  best	  solutions	  are	  improved	  by	  adding	  mechanisms	  to	  them.	  	  	  The	   goal	   is	   to	   improve	   the	   cost	   of	   the	   solution	  without	   losing	   the	   consistency.	  Another	  possible	  solution	  is	  to	  have	  a	  pre-­‐calculated	  list	  of	  solutions	  and	  to	  adapt	  them	  in	  a	  predefined	  way,	  as	  the	  Netlets	   in	  4WARD	  project.	  Or	  maybe	  multiple	  heuristics	  can	  calculate	  solutions	  concurrently	  and	  then	  the	  best	  one	  is	  chosen.	  	  
II.2 4WARD	  	  One	  of	  the	  Future	  Internet	  visions	  of	  4WARD	  (it	  is	  a	  large	  European	  project	  that	  does	   not	   define	   a	   unique	   approach	   for	   Future	   Internet)	   specifies	   a	   framework	  very	  similar	  to	  G-­‐Lab	  project.	  Mainly,	  the	  composition	  of	  functionality	  is	  based	  on	  chaining	  some	  Building	  Blocks	  or	  Functional	  Blocks	  which	  are	   implemented	  by	  specific	   Functional	   Block	   Mechanisms.	   4WARD	   is	   also	   based	   on	   a	   Component	  Based	  Architecture	   (CBA),	  where	   the	  decomposition	  of	   the	  engineered	  systems	  into	   functional	   or	   logical	   blocks	   with	   well-­‐defined	   interfaces	   used	   for	  communication	   across	   these	   components.	   Components	   are	   considered	   to	   be	   a	  higher	   level	   abstraction	   than	   objects	   and	   as	   such	   they	   do	   not	   share	   state	   and	  communicate	  by	  exchanging	  messages	  carrying	  data.	  	  
II.2.1 Composition	  framework	  	  In	  4WARD	  the	  dynamic	  behavior	  is	  provided	  by	  a	  set	  of	  policies	  specified	  by	  each	  Building	   Block	   (BB)	   which	   are	   evaluated	   at	   run-­‐time.	   An	   example	   of	   their	  appliance	  would	  be	  when	  it	  is	  necessary	  to	  choose	  a	  polynomial	  to	  calculate	  the	  CRC	  in	  the	  presence	  of	  an	  alarm	  or	  specific	  event.	  	  4WARD	   organizes	   Building	   Blocks	   in	   different	   strata	   (Horizontal,	   Vertical	   and	  Abstract).	  In	  addition,	  4WARD	  is	  able	  to	  compose	  context-­‐aware	  services	  thanks	  to	   	   the	   concatenation	   and	   execution	   of	   BBs	  which	   perform	   a	   specific	   action	   is	  contained	  and	  specified	  in	  a	  Netlet.	  4WARD	  proposes	  to	  use	  a	  repository	  of	  well-­‐known	  or	  best	  practices	  to	  effectively	  compose	  different	  types	  of	  functionalities,	  it	  is	  called	  Design	  Repository.	  	  In	   order	   to	   cope	  with	   the	   high	   complexity	   of	   communication	   systems,	   4WARD	  provides	   two	   different	   views	   on	   network	   architectures:	   the	  macroscopic	   view	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and	  the	  microscopic	  view.	  The	  first	  one	  is	  more	  related	  to	  an	  overall	  structuring	  of	   the	   network	   architecture	   at	   a	   rather	   high	   level	   of	   abstraction	   in	   terms	   of	  strata.	   The	   second	   one	   deals	   with	   the	   functionalities	   needed	   within	   network	  architectures,	   their	   composition	   to	   so-­‐called	   Netlets	   in	   order	   to	   fulfill	   desired	  requirements	   as	   well	   as	   the	   Node	   Architecture	   hosting	   various	   Netlets	   of	   the	  same	   or	   different	   families	   of	   network	   architectures.	   The	   microscopic	   point	   of	  view	   introduced	   in	   4WARD	   tries	   to	   tackle	   a	   close	   problem	   of	   this	   research,	  composing	  basic	   functionalities	  or	  atomic	   services	   into	  more	  complex	   services.	  The	  goal	  of	  the	  composition	  is	  to	  build	  new	  protocols	  fulfilling	  the	  requirements	  of	  each	  communication.	  	  
II.2.2 Composition	  representation	  	  In	   4WARD,	   functionality	   is	   represented	   as	   shown	   in	   Figure	   A.7.	   The	  functionalities	   used	   in	   a	   network	   can	   be	   part	   of	   different	   categories.	   Each	  category	   can	   contain	   different	   functional	   blocks	   and	   a	   functional	   block	   can	  belong	  to	  different	  categories	  at	  the	  same	  time	  (Figure	  A.8).	  	  	  	  	  	  	  	  	  	  	  	  	  	  
Figure	  A.7	  Functionality	  decomposition	  	  	   Figure	  A.8	  Functionalities	  composition	  	  The	   ordering	   of	   functionalities	   is	   important,	   it	   must	   consider	   hop-­‐by-­‐hop	  communications	  and	  end-­‐to-­‐end	  communications	  restrictions.	  	  
II.2.3 Service	  Composition	  Process	  	  To	   select	   the	   best	   functional	   block	   among	   all	   the	   possible	   ones,	   a	   model	   for	  representing	  them	  is	  needed.	  4WARD	  model	  tries	  to	  describe	  direct	  and	  indirect	  changes	   that	  a	  Building	  Block	  does	   to	  data,	   thus,	   they	  are	  represented	  as	  black	  boxes	  (Figure	  A.9).	  	  	  	  	  	  	  
Figure	  A.9	  Functional	  Block	  abstract	  model	  in	  4WARD	  The	   model	   of	   the	   functional	   blocks	   is	   used	   as	   a	   base	   towards	   selection	   and	  configuration	  of	  functionalities,	  which	  is	  based	  on	  [112].	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By	  calculating	  what	  each	  functional	  block	  does	  to	  the	  data,	  a	  prediction	  of	  what	  a	  composition	  does	  can	  be	  obtained.	  This	  prediction	  is	  precise	  enough	  to	  compare	  it	   with	   the	   predictions	   of	   alternative	   compositions,	   therefore	   allowing	   us	   to	  choose	  the	  “best”	  composition	  for	  a	  given	  data	  flow.	  	  Regarding	   to	   protocols,	   they	   are	   basically	   means	   of	   data	   exchange	   for	   a	  communication	  between	  nodes	  or	   systems.	   In	   order	   to	  understand	   each	  other,	  the	   concerned	   communication	   parties	   must	   agree	   on	   syntax	   and	   semantic	   of	  exchanged	   data	   units.	   Syntax	  means	   the	   data	   unit’s	   structure	   and	   the	   fields	   it	  contains.	  Semantic	  means	  the	  meaning	  of	  each	  field	  of	  the	  data	  unit.	  Syntax	  and	  semantic	   make	   one	   protocol	   different	   from	   another	   and	   create	   a	   variety	   of	  network	   protocols.	   Current	   data	   units	   are	   usually	   composed	   of	   payload	   and	  header.	  The	  header	   in	   turn	   is	   composed	  by	   fields	   carrying	   control	   information	  such	  as	  network	  address,	  data	  checksum	  or	  congestion	  notification.	  Based	  on	  the	  header	   structure	   presented	   in	  Role-­‐based	  Architecture	   (RBA),	  where	   roles	   can	  be	   equivalent	   to	   functionalities	   in	   the	   context	   of	   this	   section,	   they	   propose	   a	  method	   to	   design	   new	   protocol	   and	   dynamically	   build	   the	   protocol	   header	   by	  functionality	  composition.	  A	  protocol	  implements	  a	  set	  of	  abstract	  functionalities	  and	   is	   composed	   by	   one	   or	   many	   FBs.	   The	   header	   is	   built	   based	   on	   the	  functionalities	   needed	   by	   composing	   the	   corresponding	   functional	   blocks,	   and	  finally	  associated	  with	  the	  corresponding	  payload	  to	  form	  the	  whole	  PDU	  of	  the	  protocol.	  The	  separation	  between	  the	  functionality	  and	  the	  functional	  block	  can	  provide	   the	   protocol	   design	   and	   header	   construction	   with	   a	   high	   flexibility	  similar	  to	  the	  concept	  of	  polymorphism	  that	  exists	  in	  software	  engineering.	  As	  an	  example,	  many	   addressing	   schemes	  may	   be	   used	   to	   implement	   the	   addressing	  functionality	  and	  each	  provides	  an	  address	  value,	  which	  can	  be	   transported	  by	  the	  header.	  When	  switching	  the	  address	  scheme,	  the	  address	  format	  and	  value	  in	  the	   header	   change	   accordingly.	   One	   could	   achieve	   this	   by	   implementing	   the	  addressing	  scheme	  as	  Functional	  Block	  Policy.	  	  Regarding	   the	   communication	   related	   functionalities;	   different	   FBs	   can	  implement	   a	   needed	   functionality.	   The	   protocol	   specification	   and	   the	   header	  format	  will	   change	  accordingly	   to	   the	   functionality	  composition	   in	  order	   to	  get	  the	  required	  protocol	  (Figure	  A.10).	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
Figure	  A.10	  Functionality	  abstract	  model	  in	  4WARD	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II.2.3.1 Service	  Selection	  Process	  	  The	   selection	   algorithm	   of	   the	   node	   architecture	   is	   based	   on	   the	   selection	  algorithm	  of	  Auto-­‐Configuration	  for	  Communication	  Security	  (ACCS),	  which	  they	  have	   designed	   to	   evaluate	   the	   effects	   and	   side-­‐effects	   of	   adding	   security	  protocols	   to	   a	   TCP/IP	   stack.	   The	   selection	   algorithm	   compares	   different	  candidates	   and	   chooses	   the	   optimal	   one,	   based	   on	   user	   or	   application	  requirements.	  A	  candidate	  in	  the	  ACCS	  context	  is	  the	  combination	  of	  TCP/IP	  and	  one	  or	  more	  security	  protocols	  as	  well	  as	  a	  configuration	  of	  that	  protocol.	  For	  the	  node	   architecture	   these	   candidates	   are	  more	   flexible,	   they	   are	  Netlets	   that	   are	  possibly	  composed	  of	  functional	  blocks.	  	  When	   trying	   to	   find	   the	   optimum,	   it	   is	   important	   to	   find	   a	   trade-­‐off	   between	  different	   properties	   of	   the	   candidates.	   Special	   care	   is	   needed	   for	   security,	  therefore,	   they	   have	   introduced	   a	   special	   security	   property	   in	   [112]	   called	  Effective	  Bit	   Strength	   (EBS),	  which	  will	   be	   also	  used	   for	   the	  new	   solution.	  The	  main	   idea	   behind	   EBS	   is	   that	   an	   encryption	   algorithm,	   for	   example,	   is	   only	   as	  strong	   as	   the	   easiest	   attack	   against	   it,	   even	   if	   that	   means	   attacking	   the	   key	  exchange.	  	  In	  the	  first	  step	  of	  the	  evaluation	  of	  candidates,	  they	  filter	  all	  candidates	  based	  on	  system	   policy	   or	   user/application	   requirements.	   This	   means	   candidates	   that	  cannot	   fit	   the	   requirements	  will	   not	   be	   considered	   later	   on.	   The	   requirements	  are	   basically	   restrictions	   on	   the	   properties	   of	   the	   Netlet,	   e.g.,	   the	   energy	  consumption	  must	  be	  below	  100	  J.	  	  Based	   on	   these	   properties,	   they	   use	   a	   well-­‐known	   decision-­‐theoretic	   method,	  e.g.,	  multi-­‐attribute	   utility	   analysis	   (MAUT)	   [113],	   to	   aggregate	   the	   results	   of	   a	  candidate	  with	   respect	   to	   each	   single	   property	   into	   an	   overall	   ranking	   of	   each	  candidate.	   MAUT	   structures	   a	   complex	   decision	   process,	   which	   depends	   on	  multiple	   attributes,	   into	   a	   per-­‐attribute	   utility	   evaluation.	   Therefore,	   for	   each	  attribute	  a	  utility	  function	  has	  to	  be	  defined	  which	  maps	  the	  value	  of	  an	  attribute	  to	   its	   corresponding	   utility.	   A	   simple	   exemplary	   utility	   function	   is	   shown	   in	  below.	   For	   valid	   attribute	   values,	   e.g.,	   latency	   values	   smaller	   than	   the	   defined	  maximum,	   the	   utility	   increases	  with	   decreasing	   latency.	   The	   curve	  models	   the	  fact	  that	  smaller	  latency	  values	  are	  linearly	  preferred	  over	  bigger	  latency	  values.	  Subsequently,	   to	   get	   an	   overall	   ranking	   of	   the	   available	   candidates,	   the	   utility	  values	   of	   a	   candidate’s	   attributes	   are	   aggregated	   using	   the	   weighted	   sum	   as	  aggregation	   function.	   By	   adjusting	   the	   weights,	   one	   determines	   the	   relative	  importance	   of	   attributes,	   e.g.,	   the	   share	   they	   contribute	   to	   the	   final	   utility	   of	   a	  candidate.	  For	  n	  attributes	  ai,	  n	  utility	  functions	  ui(),	  and	  n	  weight	  parameters	  αi	  where	  1	  ≤	  i	  ≤	  n,	  the	  overall	  utility	  U	  of	  a	  candidate	  is	  then	  expressed	  by:	  	  	  This	   overall	   rating	   is	   then	   calculated	   for	   each	   candidate	   and	   the	   highest-­‐rated	  candidate	   is	   then	   chosen	   for	   the	   communication	   association	   (Figure	   A.11).	  Additionally,	   in	   order	   to	   determine	   the	   overall	   behavior	   of	   a	   Netlet,	   4WARD	  defines	  the	  following	  notation	  (Figure	  A.12).	  	  	  




Figure	  A.11	  Rating	  function	  	   	   	   Figure	  A.12	  Functional	  block	  parameters	  This	  algorithm	  was	  not	  only	  designed	  to	  allow	  the	  node	  architecture’s	  decision	  engine	  to	  choose	  between	  different	  Netlets	  at	  runtime,	  but	  it	  was	  also	  designed	  for	  performance.	  	  	  Without	   loss	   of	   generality,	   assume	   that	   functional	   blocks	   βi	   are	   ordered	  corresponding	  to	  their	  order	  of	  execution.	  The	  input	  to	  Netlet	  1	  is	  then	  processed	  by	  the	  functional	  blocks	  1	  to	  n,	  which	  affect	  the	  input	  while	  passing	  through	  with	  Ψ1	  to	  Ψn,	  respectively.	  4WARD	  expresses	  the	  experienced	  effects	  of	  a	  functional	  block	  to	  the	  properties	  ρ	  using	  the	  transfer	  function	  shown	  as:	  	  The	  transfer	  function	  is	  parameterized	  using	  Ψi,	  which	  describes	  the	  effect	  of	  a	  functional	  block	  on	   the	  properties.	  The	  global	  state	  contains	   information	  about	  the	  node	  and	  its	  interfaces.	  The	  overall	  effects	  of	  a	  Netlet	  on	  the	  properties	  can	  then	  be	  described	  by:	  	  where	   ρ	   corresponds	   to	   initial	   properties	   of	   the	   input.	   These	   initial	   properties	  also	   include	   a	   traffic	   profile	   of	   the	   application,	   e.g.,	   a	   discrete	   packet	   size	  distribution.	  	  Next	  some	  examples	  are	  shown	  in	  order	  to	  better	  understand	  the	  determination	  of	  the	  properties	  of	  a	  Netlet.	  The	  first	  example	  will	   focus	  on	  latency	  of	  the	  data	  processing.	  Since	  latency	  is	  cumulative,	  the	  latency	  of	  a	  Netlet	  can	  be	  estimated	  by	  summing	  up	   the	  Functional	  Blocks’	   individual	   latencies.	  So	   the	  effect	  on	   the	  property	  would	  be	  based	  on	  the	  add	  operation,	  as	  in:	  	  	  Since	  most	  applications	  do	  not	  only	  communicate	  with	  a	  single	  data	  sizes,	   they	  use	   a	   traffic	   profile.	   The	   traffic	   profile	   specifies	   the	   distribution	   of	   a	   limited	  number	  of	  data	  sizes,	   representing	   the	  expected	   traffic.	  Bulk	  data	   transfers,	   for	  example,	   try	   to	   transport	   a	   large	   amount	   of	   data	   in	   one	   direction	   and	   only	  transfer	  a	  small	  amount	  of	  control	  data	  in	  the	  opposite	  direction.	  When	  looking	  at	   the	  data	   units,	   it	   is	   clear	   that	   for	   one	  direction	   the	  probability	   of	   large	  data	  units	   is	   high	   and	   for	   smaller	   ones	   low,	   while	   for	   the	   opposite	   direction	   the	  probabilities	  are	  the	  opposite:	  a	  high	  probability	  for	  small	  data	  units	  and	  a	  small	  probability	  for	  large	  data	  units.	  	  	  Another	  functional	  block	  might	  not	  just	  increase	  the	  length	  by	  a	  constant	  Δi	  but	  could	   increase	   the	   data	   length	   based	   on	   the	   original	   data	   length.	   Block-­‐based	  cryptography,	   for	   instance,	   might	   need	   to	   pad	   the	   data	   before	   processing;	  effectively	  increasing	  the	  data	  to	  the	  nearest	  block	  size	  b:	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Also	   a	   decrease	   in	   length	   is	   possible,	   for	   instance	   by	   using	   data	   compression.	  However,	   one	   must	   differentiate	   between	   two	   cases:	   predictable	   compression	  and	  unpredictable	  compression.	  In	  the	  first	  case	  they	  can	  predict	  the	  changes	  to	  the	   length.	   This	   is	   usually	   the	   case	   with	   header	   compression	   algorithms.	   The	  unpredictable	   compression,	   however,	   is	   more	   difficult	   to	   handle.	   Some	   data	  compression	   algorithms	   could	   even	   increase	   the	   length	   by	   adding	   meta	   data,	  when	   the	   data	   is	   uncompressible.	   While	   this	   can	   be	   modeled	   with	   stochastic	  models,	  the	  negative	  effects	  of	  the	  unpredictability	  of	  data	  compression	  may	  be	  reduced	  by	  allowing	  the	  data	  compression	  only	  to	  be	  used	  on	  data	  streams	  and	  not	  on	  data	  units.	  Negative	   runtime	  effects	  of	   the	   increased	  data	  unit	   size,	   like	  today’s	  fragmentation,	  can	  be	  also	  avoided	  this	  way.	  	  The	   previous	   examples	   showed	   how	   the	   functional	   building	   blocks	   influence	  transported	   data.	   Energy	   Consumption	   and	   Length	   are	   just	   examples	   for	  influenced	  properties	  to	  present	  our	  approach.	  4WARD	  has	  also	  looked	  at	  other	  properties,	  such	  as	  latency	  jitter,	  bandwidth,	  packet	  loss	  rate,	  bit	  error	  rate,	  and	  effective	  bit	  strength.	  	  
II.3 Service	  Composition	  Conclusions	  	  Instance	  and	  template	  based	  approaches	  are	  not	  suitable	  for	  the	  solution	  we	  are	  trying	   to	   adopt	   as	   they	   do	   not	   provide	   enough	   dynamicity	   and	   flexibility,	  demanded	  as	  a	  strong	  requirement	  for	  future	  networks	  	  Declarative	  approaches	  can	  offer	  near-­‐to-­‐optimum	  compositions	  when	  having	  a	  cost	  function.	  For	  example,	  FUSION	  [84],	  although	  it	  is	  focused	  on	  web	  services,	  it	   introduces	   a	   framework	   very	   similar	   to	   what	   is	   foreseen	   to	   be	   used	   for	  networking	  services.	  It	  works	  with	  a	  close	  bundle	  of	  services	  that	  are	  previously	  defined	   and	   stored.	   This	   knowledge	   allows	   delimiting	   the	   number	   of	  compositions.	  Moreover,	  an	  important	  feature	  of	  this	  composition	  system	  is	  that	  it	   is	   able	   to	   verify	   if	   the	   result	   of	   the	   execution	   plan	   that	   generates	  meets	   the	  requirements	   of	   users;	   and	   if	   not,	   it	   immediately	   performs	   again	   another	  composition.	  	  	  However,	  it	  should	  be	  interesting	  to	  add	  additional	  features	  to	  empower	  the	  user	  selection,	   by	  providing	   a	  more	   accurate	   description	   of	   context	   and	   services.	   In	  that	  sense,	  the	  revision	  of	  ontology-­‐based	  approaches	  gives	  guidelines	  on	  how	  to	  declare.	  For	  example,	  DAML-­‐S	  and	   its	  successor,	  OWL-­‐S,	  present	  very	  complete	  ontologies	   for	   services,	   and	   a	   classification	   of	   them	   in	   atomic,	   simple	   and	  composite	   services,	   but	   they	   are	   based	   on	   Web	   Services,	   and	   it	   would	   be	  inefficient	   to	   map	   all	   network	   service	   parameters	   in	   them	   due	   to	   the	   heavy	  format	  they	  introduce.	  Regarding	  to	  context	  parameters,	  and	  taking	  into	  account	  all	   the	  groups	  defined	  by	  Dey	   in	   [104],	   the	  ontologies	  defined	  by	  WSOL	  should	  support	   all	   of	   them.	   At	   this	   point,	   it	   should	   require	   a	  more	   extensive	   analysis	  once	  services	  and	  context	  parameters	  are	  delimited.	  As	  alternative,	  service	  and	  context	   ontologies	   could	   be	   defined	   taking	   into	   account	   only	   the	   parameters	  needed	   using	   logical	   language	   as	   done	   in	   [64].	   This	   representation	   can	   also	  include	   order	   restrictions	   in	   services,	   permitting	   to	   automate	   the	   composition	  process	  only	  considering	  knowledge	  parameters	  from	  service	  and	  context.	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Regarding	   to	   AI	   Planning	   and	   other	   hybrid	   techniques,	   they	   should	   be	  considered	   for	   optimizing	   composition	   processes	   in	   future	   steps	   but	   most	   of	  them	  are	  out	  of	  scope	  at	  this	  point.	  	  Additionally,	   the	   two	   revised	   Future	   Internet	   projects	   present	   similar	  approaches,	  in	  the	  sense	  that	  both	  use	  a	  similar	  set	  of	  services	  (mainly	  based	  on	  Role-­‐Base	  Architectures).	  However,	  SONATE	  tries	  to	  implement	  a	  more	  dynamic	  service	  composition	  process	  defining	  a	  set	  of	  effects	  to	  have	  a	  close	  control	  of	  the	  iterative	  composition	  process,	  while	  4WARD	  performs	  it	  in	  a	  more	  statically	  way,	  not	   permitting	   a	   real	   automatic	   and	   dynamic	   composition	   at	   run-­‐time.	   For	  service	   selection,	   both	   projects	   use	   the	   maximization	   of	   a	   cost	   function,	   but	  4WARD	  tries	  to	  take	  into	  account	  more	  user	  and	  network	  requirements	  obtained	  from	  context	  parameters.	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APPENDIX	  III	   List	  of	  Atomic	  Services	  
	  This	   appendix	   makes	   an	   overview	   of	   some	   services	   defined	   in	   different	  proposals.	  
	  In	   the	   Deliverable	   TWP1.1.D3	   Atomic	   Service	   specification	   (TARIFA	   Project,	  i2CAT	  Foundation)	  authors	  list	  the	  following	  services:	  	  	  
1. Encoding	  and	  signaling	  	   This	   service	   is	   responsible	   for	   various	   encoding	   and	   signaling	   functions	  that	  transform	  the	  data	  from	  bits	  that	  reside	  within	  a	  computer	  or	  other	  device	  into	  signals	  that	  can	  be	  sent	  over	  the	  network.	  	  	  
2. Data	  transmission	  and	  reception	  	   This	  service	  is	  responsible	  of	  actually	  transmitting	  and	  receiving	  encoded	  data	  through	  the	  physical	  channel	  (wired	  or	  wireless).	  	  	  
3. Data	  Framing/Encapsulation	  and	  Unframing/Decapsulation	  	   This	  service	  is	  responsible	  for	  encapsulating	  or	  framing	  data	  streams	  into	  discernible	  blocks	  of	  information	  or	  messages.	  	  	  
4. Error	  Detection	  and	  Handling	  	   This	   service	   is	   responsible	   for	   detecting	   and	   handling	   errors	   occurred	  during	  message	  transmission.	  	  
5. Medium	  (Multiple)Access	  Control	  	   This	  service	  is	  responsible	  of	  managing	  the	  procedures	  used	  by	  devices	  to	  control	  access	  to	  the	  network	  medium.	  	  
6. Sequencing	  	   This	   service	   is	   responsible	   of	   tagging	   chunks	   on	   transmission	   with	  sequence	  numbers.	  	  
7. Message	  Retransmission	  	   This	  service	   is	  responsible	  of	  controlling	  message/chunk	  retransmission	  at	  other	  atomic	  services	  request	  (like	  ARQ,	  flow/congestion	  control,	  etc.).	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This	  service	  is	  responsible	  of	  acknowledging	  received	  chunks	  in	  order	  to	  guarantee	  reliable	  delivery	  of	  data.	  	  
9. Flow	  Control	  	   This	  service	  is	  responsible	  of	  controlling	  the	  sender’s	  traffic	  rate	  in	  order	  to	  allow	  the	  receiver	  to	  handle	  all	  the	  received	  data.	  	  
10. Data	  Forwarding	  	   This	   service	   is	   responsible	   of	   forwarding	   data	   messages	   to	   its	   next	  destination.	  	  
11. Fragmentation	  and	  Reassembly	  	   This	   service	   is	   responsible	   of	   fragmentation	   data	   units	   (chunks	   and	  objects)	   into	   small	   chunks	   in	   order	   to	   fit	   transmission	   requirement	   of	  maximum	  payload	   size	  of	  underlying	   carriers	   (frames	   in	   case	  of	   chunks	  and	  chunks	  in	  case	  of	  objects).	  	  	  
12. Data	  Demultiplexing	  and	  Multiplexing	  	   This	   service	   compresses	   the	   combining	   of	   two	   or	   more	   information	  channels	  onto	  a	  common	   transmission	  medium	  and	   then	  recovering	   the	  separate	  information	  channels	  at	  the	  receiving	  end.	  	  
13. Addressing	  	   This	   service	   compresses	   assigning	   logical	   addresses	   to	   network	   entities	  for	  its	  location	  and/or	  identification	  in	  network.	  	  	  
14. Connection	  establishment,	  management	  and	  termination	  	   This	   service	   deals	   with	   the	   establishment	   of	   connection	   and	   its	  management	  and	  termination	  in	  connection-­‐oriented	  communications.	  	  	  
15. Congestion	  control	  	   This	   service	   is	   responsible	   of	   control	   network	   congestion	   when	   it	  happens	  or	  preventing	  network	  congestion	  before	  it	  happens	  	  
16. Access	  Control	  	   This	   atomic	   service	   is	   responsible	   of	   controlling	   access	   to	   consumers	  requesting	  to	  consume	  a	  certain	  composed	  service.	  	  
17. Data	  Encoding	  and	  Decoding	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   This	   service	   is	   responsible	   of	   encoding	   data	   with	   suitable	   encoding	  scheme,	  transforming	  raw	  input	  data	  into	  desired	  format.	  	  
18. Data	  transcoding	  and	  Translation	  	   This	  service	  is	  a	  chain	  of	  decoding/encoding	  services	  with	  the	  purpose	  of	  transform	  data	  from	  one	  format	  to	  another	  different	  format	  	  
19. Semantic	  Identification	  	   This	   service	   is	   responsible	   of	   resolving	   semantic	   identification	   requests	  during	  session	  negotiation	  	  
20. Caching	  	   This	   service	   is	   responsible	   of	   caching	   transferred	   objects	   through	   a	  session,	  storing	  a	  copy	  of	  the	  object	  for	  later	  use.	  	  
21. Object	  flow	  	   Object	  flow	  service	  is	  responsible	  of	  manage	  data	  objects	  transmission	  in	  order	  to	  transfer	  data	  objects	  as	  a	  stream	  of	  objects.	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APPENDIX	  IV	   Technical	  aspects	  of	  service	  composition	  	  The	   process	   of	   combining	   available	   Atomic	   Services	   to	   create	   a	   desired	  communication	  service	  is	  called	  service	  composition.	  	  	  	  As	   opposed	   to	   the	   stringent	   protocol-­‐oriented	   approach	   of	   current	   TCP-­‐/IP	  based	   communications,	   the	   proposed	   service-­‐oriented	   and	   functionality-­‐composed	  approach	  adopts	  a	   loosely-­‐coupled	  design.	  As	  such,	   it	   is	  beneficial	   in	  many	  aspects:	  	  
• It	   is	   flexible	   in	   building	   multi-­‐feature	   and	   customized	   communication	  services	  
• It	  allows	  users	  to	  participate	   in	  the	  provision	  of	   the	  services	  they	  desire	  (e.g.	  user-­‐control	  routing	  for	  performance	  or	  cost	  reasons)	  
• It	  provides	  for	  adaptation	  to	  heterogeneous	  networks	  from	  the	  very	  same	  terminal	  device	  
• It	  facilitates	  the	  deployment	  of	  new	  network,	  service	  and/or	  information	  access	  technologies	  from	  network	  and	  user	  access	  perspectives	  
• It	   avoids	   redundancy	   of	   functionality	   both	   in	   terms	   of	   duplication	   and	  unnecessary	  placement	  	  The	   FN	   service	   composition	   prompts	   for	   baring	   user	   devices	   and	   smart	  networks.	   Smart	   networks	   would	   equip	   on-­‐the-­‐fly	   with	   the	   necessary	  communication	   functionalities	   as	   appropriate	   to	   changing	   user	   needs	   and	  requirements	  while,	  at	  the	  same	  time,	  they	  would	  choreographise	  themselves	  to	  deliver	  the	  requested	  services	  at	  the	  desired	  quality	  levels.	  	  Evidently,	   due	   to	   performance	   and	   scalability	   reasons,	   service	   composition	  cannot	  be	   feasibly	   implemented	  across	  all	  communication	   layers.	  Performance-­‐critical	  communication	  services	  need	  to	  cast	  to	  hardware	  or	  firmware	  e.g.	  those	  related	   to	   transmission;	   as	   such,	   they	   are	   better	   shipped	   with	   the	   hardware	  interfaces	  (NICs)	  than	  being	  composed.	  Services	  at	  the	  network	  or,	  even,	  higher	  communication	   layers,	   being	   implemented	   in	   software,	   can	   well	   be	   composed	  rather	   shipped	   in	   monolithic	   stack-­‐based	   systems.	   Thus,	   to	   accelerate	  composition	   time,	   predefined	   service	   compositions	   can	   be	   stored	   (e.g.	   in	  templates)	  to	  be	  reused	  avoiding	  calculating	  them	  again.	  	  	  The	  following	  sections	  outline	  the	  technical	  issues	  pertinent	  to	  communications	  service	  composition.	  	  
IV.1 Composing	  network	  functionality	  
	  A	   service	   composition	   process	   is	   always	   driven	   by	   a	   target/desired	  communication	   service.	   For	   instance,	  when	   a	   user	   requests	   a	   service	   or	   an	   in-­‐network	  QoS-­‐aware	  connectivity	  service	  that	  needs	  to	  be	  provided	  under	  certain	  conditions	  and	  constraints.	  
	   Appendices	  	  
	  
172	  
The	   target/desired	  communication	  service	  must	  have	  specific	  and	  well-­‐defined	  objectives.	   Its	   conditions	   reflect	   the	   situational	   state	   of	   the	   surrounding	  environment	   at	   the	   time	   of	   its	   usage,	   which	   can	   be	  modelled	   through	   context	  information.	   And,	   its	   constraints	   reflect	   user	   preferences	   and	   network	  technological	   capabilities.	   All	   this	   information	   constitutes	   the	   input	   to	   the	  composition	  process.	  No	   matter	   where	   and	   when	   executed,	   a	   composition	   process	   implies	   the	  following	  steps:	  	  	  
• Capture	   of	   input	   information;	   target	   service	   objectives,	   context	  information	  and	  network	  technology	  capabilities.	  	  
• Identification	  of	  the	  service	  functionalities	  to	  making	  up	  the	  target	  service	  based	   on	   information	   from	   corresponding	   to	   the	   desired	   service	   type	  communication	   templates	   and	   information	   from	  matching	   the	   required	  with	  the	  offered	  service	  properties.	  
• Discovery	   the	   identified	   service	   functionalities,	   within	   and	   across	  provider	  domains.	  
• Selection	   of	   the	  most	   favourable	   synthesis	   using	   the	   discovered	   service	  functionalities,	   on	   the	   basis	   of	   current	   component	   availability	   and	  operational	   efficiency	   metrics;	   in	   the	   general	   case,	   there	   may	   be	  alternative	   synthesis	   patterns	   and/or	   alternative	   service	   functionalities	  per	  synthesis.	  
• Allocation	   and	   realization	   of	   the	   determined	   synthesis	   by	   enforcing	   the	  interoperation	  of	  the	  selected	  service	  functionalities.	  	  FN	   architecture	   will	   specify	   and	   develop	   suitable	   means	   for	   effectively	   and	  efficiently	  realize	  the	  functionality	  involved	  in	  the	  above	  composition	  functions.	  	  
IV.2 Composition	  scope	  and	  service	  granularity	  
	  The	   FN	   is	   concerned	   with	   the	   composition	   of	   the	   required	   functionality	   to	  accomplish	  user	  communications,	  out	  of	  a	  set	  of	  existing	  basic	  data-­‐networking-­‐level	  service	  functionalities	  e.g.	  data	  transfer,	   forwarding	  or	  naming.	  Hence,	  the	  FN	  focuses	  on	  composing	  services	  at	  the	  connectivity,	  transport	  and	  application	  communication	  levels.	  	  Independent	   of	   network	   or	   service	   technology,	   the	   FN	   considers	   basic	   service	  functionalities	  that	  can	  be	  classified	  as	  in	  two	  levels:	  	  
• network	  (connectivity	  services)	  	  
• higher	  communications	  levels	  (transport	  and	  application	  services)	  	  	  Furthermore,	   services	   can	   be	   part	   of	   two	   spaces,	   user	   device	   and	   network	  spaces.	   The	   term	   in-­‐network	   services	   to	   refer	   to	   services/functionalities	   that	  reside	  in	  the	  network.	  An	  initial	  view	  of	  assumed	  existing	  service	  components	  is	  depicted	  in	  the	  following	  Figure	  A.13.	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The	   FN	   will	   be	   agnostic	   to	   the	   underlying	   technology	   of	   the	   existing	   service	  functionalities	   to	   be	   used	   in	   composition,	   while	   it	   does	   not	   place	   any	  requirements	  or	  constraints	  on	  the	  functional	  granularity	  of	  these	  services.	  The	  FN	   is	   not	   focused	   on	   standardising	   the	   set	   of	   basic	   networking	   service	  functionalities,	   that	   is	   their	   functional	   granularity.	   FN	   is	   concerned	   on	   the	  development	  of	  generic	  means	  to	   intelligently	  bundle	   together	  sets	  of	  available	  service	  components	  to	  eneable	  end-­‐to-­‐end	  communications.	  	  	  There	   should	   be	   a	   trade-­‐off	   associated	   with	   the	   functional	   granularity	   of	   the	  service	   functionalities	   to	   be	   synthesized.	   The	   finer	   the	   granularity,	   the	   more	  flexible	  the	  composition	  outcome,	  but	  the	  more	  complicated	  and	  time	  consuming	  the	  composition	  process	  would	  be.	  The	  coarser	  the	  granularity,	  the	  less	  flexible	  the	  composition	  outcome,	  but	  the	  more	  simplified	  the	  composition	  process	  is.	  	  
IV.2.1 Place	  for	  composition	  
	  For	   a	   particular	   target	   communication	   service,	   such	   as	   a	   required	   end-­‐to-­‐end	  user	  service	   like	  a	  streaming	  service,	  composition	  processes	  need	  to	  take	  place	  both	  at	  user	  and	  network	  spaces.	  	  	  At	  the	  user	  space,	  the	  composition	  process	  is	  executed	  at	  end	  devices,	  based	  on	  services	  residing	  therein	  and	  on	  in-­‐network	  services	  that	  need	  to	  be	  shipped	  by	  the	  network	  to	   the	  user	  devices.	  Alternatively,	   the	  network	  or	  networks	  where	  the	  user	  is	  connected	  to	  may	  compose	  for	  the	  user	  the	  required	  communication	  services	  and	  ship	  the	  resulted	  service	  to	  the	  user	  device.	  Evidently,	  composition	  at	  the	  user	  space	  enables	  users	  to	  have	  control	  over	  their	  communications.	  For	  instance,	  this	  is	  specialy	  interesting	  in	  multihomed	  scenarios.	  	  	  In	  any	  case,	  by	   relying	  on	  composition,	  user	  devices	   should	  not	   commit	   to	  any	  communications	   stack,	   above	  a	  basic	  networking	   level.	   Instead,	   they	   should	  be	  equipped	   with	   the	   necessary	   functional	   and	   execution	   environment	   to	   enable	  communication	   service	   composition	   or	   undertake	   composed	   services	   from	   the	  network.	  	  	  At	  network	   space,	   the	   composition	  process	  may	  be	   executed	   centrally	  or	   in	   a	  distributed	   fashion	  within	   a	   provider	   domain,	   depending	   on	   the	   nature	   of	   the	  communication	   service	   to	   compose	   and	   the	   engineering	   strategy	   and	  architecture	  of	  the	  provider.	  Composition	  at	  different	  provider	  domains	  may	  also	  be	  required,	  for	  instance,	  	  achieve	  an	  end-­‐to-­‐end	  QoS-­‐aware	  connectivity	  service	  requested	  by	  a	  user.	  	  Once	  a	  service	  is	  composed,	  as	  decided	  by	  the	  composition	  process,	  it	  is	  realized	  in	  a	  distributed	  fashion,	  spanning	  from	  user	  devices	  to	  end	  service	  nodes	  across	  different	  provider	  domains,	  using	  the	  constituent	  services	  along	  the	  way.	  	  The	  realization	  of	  a	  composite	  service	  and	  ist	  management	  are	  important	  aspects	  of	   the	   composition	   process,	   as	   they	   affect	   the	   performance	   of	   the	   resulted	  service.	  Deciding	  which	   constituent	   services	   to	   use	   in	   the	   composition	  process	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should	   take	   into	   account	   not	   only	   functional	   relevance	   but	   metrics	   related	   to	  their	  realization	  (e.g.	  set-­‐up	  time)	  and	  its	  operational	  efficiency	  (e.g.	  robustness,	  energy	  consumption,	  etc.).	  	  	  
IV.2.2 Composition	  execution	  epochs	  
	  There	   should	   be	   a	   trade-­‐off	   associated	   with	   the	   time	   required	   to	   execute	   the	  composition	   process	   with	   respect	   to	   the	   time	   a	   requested	   service	   is	   called.	  Basically,	  there	  are	  two	  extreme	  ways	  to	  do	  service	  composition.	  	  	  
-­‐ Design	  time	  execution:	  the	  composition	  process	  has	  little	  information	  to	  utilize,	  therefore	  its	  outcome	  might	  not	  meet	  user	  expectations,	  but	  it	  has	  sufficient	  time	  to	  generate	  a	  possible	  solution.	  	  
-­‐ Run-­‐time	   execution:	   the	   composition	  process	  has	  more	   information	   to	  utilize,	   therefore	   its	   outcome	   may	   be	   more	   accurate,	   but	   it	   has	   to	   be	  realized	  in	  virtually	  zero	  time.	  	  	  Run-­‐time	  execution	  might	  be	  suitable,	  within	  narrow	  time	  margins,	  for	  explicitly	  called	  services	  which,	  involve	  a	  signalling	  phase	  (e.g.	  voice	  services).	  However,	  it	  is	  totally	  unsuitable	  for	  most	  Internet	  information	  access	  services,	  where	  data	  is	  transferred	  in	  a	  connection-­‐less	  mode.	  	  Moreover,	   the	   FN	   architecture	   would	   be	   able	   to	   rely	   on	   hybrid	   schemes	  combining	  the	  merits	  of	  both	  approaches	  desing-­‐time	  and	  run-­‐time	  composition	  execution	  schemes.	  Hybrid	  schemes	  can	  be	  based	  on	  a	  ‘prepare-­‐to-­‐fly’	  approach,	  versus	   a	   truly	   ‘on-­‐the-­‐fly’	   composition	   approach,	   where	   compositions	   can	   be	  prepared	  in	  advance	  to	  eliminate	  additional	  composition	  overhead.	  	  	  To	   achieve	   this,	   a	   possibility	   would	   be	   to	   adopt	   a	   gradual	   composition	   logic	  evolving	  over	  different	  time	  epochs.	  	  	  At	   the	  user	   space,	   composition	  may	   take	   place	   gradually	   at	   the	   first	   time	   the	  user	  end	  device	  is	  connected	  to	  the	  network	  and	  at	  current	  service	  demand	  time,	  or,	  even,	  the	  first	  time	  a	  service	  is	  requested.	  	  At	  the	  network	  space,	  in-­‐network	  service	  composition	  may	  take	  place	  at	  various	  epochs	   so	   that	   to	   create	   an	   adequate	   readiness	   level.	   Appropriate	   in-­‐network	  services	   may	   be	   composed	   at	   design	   times	   to	   have	   efficient	   and	   reliable	  realization	  times.	  	  	  To	  practically	  implement	  this	  evolutionary	  composition	  approach,	  we	  introduce	  the	  notion	  of	  communication	  templates.	  A	  communication	  template	  prescribes	  a	  specific	  set	  of	  atomic	  services	  to	  be	  used	  in	  the	  composition	  of	  a	  particular	  type	  of	  desired	  service.	  The	  constituent	  services	  will	  be	  completely	  specified	  during	  the	   composition	   process,	   where	   the	   current	   details	   and	   characteristics	   of	   the	  requested	  communication	  service	  will	  be	  known	  (e.g.	  context	  parameters).	  These	  templates	  are	  created	  manually	  at	  design	   time,	   reflecting	   the	  knowledge	  of	   the	  network	  provider	  to	  provide	  a	  certain	  set	  of	  service	  types,	  based	  on	  technologies	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Figure	  A.13	  FN	  architecture	  communication	  planes	  FN	  will	  need	  to	  explicitly	  address	  composition	  in	  a	  multi-­‐provider	  environment,	  seeing	   into	   the	   necessary	   interaction	   between	   providers	   and	   allowing	  orchestrating	  services	  that	  involve	  entities	  of	  different	  domains	  and	  providers	  to	  provide	  end-­‐to-­‐end	  services.	  Some	  entities	  will	  be	  defined	  during	  the	  project	  for	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assuring	   this	   functionality.	   However,	   an	   envisioned	   view	   of	   a	   scenario	   can	   be	  seen	   in	   Figure	   A.14,	   where	   manager	   entities	   of	   the	   domain	   will	   share	   some	  information	  such	  as	  available	  services	  of	   the	  domain	  with	  associated	  costs	  and	  QoS	   provided.	   To	   achieve	   this,	   appropiate	   SLA	   agreements	   must	   be	   arranged	  between	  the	  involved	  and	  inter-­‐connected	  entities.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
Figure	  A.14	  FN	  architecture	  in	  an	  infrastructure	  multiprovider	  scenario	  	  In	  order	  to	  operate	  with	  such	  scenario,	  two	  kinds	  of	  protocols	  will	  be	  needed:	  	  	  
• Distributed	   service	   composition	  protocols	   for	   composing	   services	   at	   the	  connectivity	   level;	   the	  resulting	  composed	  service	  determines	  a	  path	   for	  specific	  service	  data	  flows	  (the	  protocol	  will	  be	  context-­‐aware	  integrating	  semantic	  service	  discovery	  capabilities.)	  
• Negotiation	   protocols	   that	   permit	   providers	   to	   negotiate	   configuration	  parameters	  of	  the	  in-­‐network	  services	  and	  establish	  SLAs	  between	  them.	  	  	  
IV.3 Composition	  of	  transport	  and	  application	  services	  
	  The	   FN	   architecture	   will	   have	   the	   ability	   to	   reconfigure	   the	   network	   for	   each	  demanded	   service	   and	   adapt	   network	   characteristics	   to	   each	   separate	  communication	  flow.	  	  	  	  	  	  	  	  	  	  	  	  




Figure	  A.15	  Services	  at	  application,	  transport	  and	  connectivity	  levels	  	  FN	   service	   composition	   considers	   three	   levels	   of	   network	   services	   (see	   Figure	  A.15),	   whereby	   each	   level	   represents	   the	   domain	   of	   different	   service	  stakeholders:	  	  
• Connectivity	   services	   represent	   the	  services	  of	  network	   infrastructure	  providers,	   e.g.	   ISPs.	   Examples	   of	   connectivity	   services	   are:	   best-­‐effort	  end-­‐to-­‐end	  delivery,	  per	  flow	  QoS	  or	  use	  of	  traffic	  classes.	  In	  addition	  also	  services	   of	   new	   architectures	   like	   Information	   Centric	   Networks	   (ICN)	  are	  considered.	  	  
• Transport	   services	   represent	   features	  of	   end-­‐to-­‐end	  data	   transport	   as	  used	  by	  applications.	  Transport	  services	  utilize	  connectivity	  services	  and	  usually	   add	   functionality	   within	   the	   hosts	   and	   maybe	   middle	   boxes.	  Examples	  of	  transport	  services	  are	  reliable	  data	  streams	  (as	  provided	  by	  TCP)	   as	   well	   as	   delay	   tolerant	   packet	   delivery	   or	   bulk	   data	   transfer	  optimized	  for	  high-­‐speed	  networks.	  	   	  
• Application	   services	   are	   related	   to	   specific	   application	   tasks	   and	  may	  make	   use	   of	   services	   residing	   within	   a	   network.	   Application	   services	  utilize	   transport	   services	   and	   several	   application	   services	   can	   be	  composed	   to	   a	  new	  more	   complex	   application	   service.	  An	  example	  of	   a	  composed	  application	  service	  is	  the	  whole	  process	  of	  a	  video	  on-­‐demand	  process,	   including	   discovery	   of	   a	   video	   provider,	   billing	   and	   video	  transcoding.	  	  	  In	   order	   to	   provide	   an	   optimal	   service	   to	   end	   users,	   service	   composition	   and	  service	  adaption	  can	   take	  place	  on	  all	   three	   levels	  and	  each	   level	   can	   select	   an	  appropriate	  service	  of	  the	  next	  lower	  level.	  FN	  architecture	  follows	  an	  integrated	  approach	  by	  considering	  all	   levels	  of	  services.	  The	  key	  to	  achieve	  this	   is	  a	  clear	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and	   common	   definition	   of	   network	   service	   descriptions.	   Suitable	   service	  descriptions	  must	  be	  provided	  by	  the	  FN.	  	  Optimal	   service	   composition	   requires	   solving	   the	   trade-­‐off	   between:	   flexibility,	  temporal	   overhead	   and	   performance.	   On	   the	   one	   hand,	   late	   composition	   (like	  late-­‐binding)	   enables	   highest	   degree	   of	   flexibility	   by	   taking	   into	   account	  more	  and	   more	   accurate	   input	   data.	   On	   the	   other	   hand,	   at	   run-­‐time	   service	  composition	  must	   be	   performed	   in	   few	  milliseconds,	   rarely	   a	   few	   seconds	   are	  acceptable.	   FN	   architecture	   will	   could	   facilitate	   this	   trade-­‐off	   by	   splitting	   the	  service	  composition	  into	  several	  epochs	  (e.g.	  design	  time,	  deployment	  time,	  run	  time,	   etc.).	   Complex	   and	   long	   running	   tasks	   will	   be	   performed	   “early”	   while	  simple	  and	  thus	  fast	  tasks	  can	  be	  performed	  “late”.	  Note	  that	  service	  composition	  also	  involves	  the	  task	  of	  selecting	  a	  service	  of	  the	  next	  lower	  level	  (Figure	  A.16).	  	  	  	  	  	  	  	  	  	  	  	  	  	  
Figure	  A.16	  Service	  composition	  process	  overview	  	  Each	   service	   level	   requires	   a	   different	   service	   composition	   approach	   because:	  Connectivity	   services	   are	  made	   up	   of	   existing	   infrastructures	   and	   thus	   cannot	  change	  functionality	  on	  application	  demand;	  Transport	  services	  are	  composed	  of	  functionality	   (e.g.	   protocols)	   provided	   by	   involved	   hosts;	   Application	   level	  service	  may	  spawn	  a	  very	  wide	  range	  of	  service	  types	  and	  make	  use	  of	  arbitrary	  services	  provided	  in	  the	  network.	  	  The	   composition	   process	   is	   driven	   especially	   by	   application	   requirements	   and	  context	  data	  and,	  of	  course,	  by	  the	  availability	  of	  appropriate	  atomic	  services.	  Network	   context	  will	  be	   considered	   taking	   into	  account	   characteristics	   such	  as	  network	  topology,	   links’	  bandwidth,	  physical	   layer	  characteristics	  and	  available	  resources	  of	  demanded	  networks	  and	  devices.	  	  	  Networks	  could	  have	  live	  information	  of	  the	  network	  state	  and	  be	  always	  aware	  of	  resources	  with	  no	  added	  overhead	  or	  very	  little	  overhead.	  	  Moreover,	   FN	   architecture	   will	   provide	   mechanisms	   allowing	   applications	   to	  notify	   their	   requirements	   and	   preferences	   to	   the	   network.	   It	   is	   necessary	   to	  introduce	   new	   expressive	   formats,	   including	   semantics	   and	   ontologies,	   that	  allow	  users/applications	   to	  say	   to	   the	  network	  what	   it	  wants	  and	  under	  which	  conditions.	  These	  requirements	  will	  be	  evaluated	  during	  the	  discovery	  phase	  in	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order	   to	   find	   the	   best	   nodes	   and,	   consequently,	   the	   paths	   until	   the	   end	   node	  providing	  the	  demanded	  end	  service.	  	  However,	   in	   order	   to	   enhance	   user	   decisions	   but	   to	   limit	   the	   information	  transferred	   in	   the	  network	  a	  set	  of	  policy	  rules	  will	  be	  defined	  and	   imposed	  to	  not	  collapse	  networks	  with	  an	  overload	  of	  data	  to	  be	  processed.	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APPENDIX	  V	   Adaptive	  Beaconing	  Algorithm	  
	  This	   appendix	   makes	   an	   overview	   of	   the	   Adaptive	   Becaoning	   Algorithm	  published	  in	  [GP5].	  For	  further	  details	  and	  results,	  see	  [GP5].	  	  
V.1.1 Introduction	  	  The	  number	  of	  vehicles	  contending	  for	  space	  in	  existing	  transportation	  systems	  is	  growing	  rapidly.	  This	  abrupt	  growth	  of	  vehicles	  has	  made	  driving	  unsafe	  and	  hazardous.	   Thus,	   existing	   transportation	   infrastructure	   requires	   improvements	  in	   traffic	   safety	   and	   efficiency.	   To	   achieve	   this	   requirement,	   Intelligent	  Transportation	   Systems	   (ITS)	   have	   been	   considered	   to	   enable	   diverse	   traffic	  applications	  such	  as	   traffic	  safety,	  cooperative	  traffic	  monitoring	  and	  control	  of	  traffic	   flow.	   These	   traffic	   applications	   can	   become	   realities	   through	   emerging	  VANET	  because	   vehicular	   network	   is	   considered	   as	   a	   network	   environment	   of	  ITS.	  In	  addition,	  in	  the	  near	  future	  more	  vehicles	  will	  be	  embedded	  with	  wireless	  communication	   devices	   such	   as	   Wireless	   Access	   in	   Vehicular	   Environment	  (WAVE).	   When	   vehicles	   are	   equipped	   with	   WAVE,	   they	   can	   synchronize	   and	  handshake	   via	   beacons.	   In	   this	   way,	   a	   vehicle	   exchanges	   beacon	   messages	  periodically,	   sharing	   its	   mobility	   characteristics	   with	   its	   neighbours,	   thereby	  building	  cooperative	  awareness.	  However,	  rapid	  changes	  in	  traffic	  density	  from	  sparse	   to	  heavy,	   as	  well	   as	   periodic	   beaconing	  between	  vehicles	   can	   cause	   the	  wireless	  channel	  between	  vehicles	  to	  promptly	  become	  congested,	  resulting	  in	  a	  high	   degree	   of	   performance	   degradation	   of	   vehicular	   network.	   The	   reason	   for	  this	  channel	  congestion	  is	  that	  each	  vehicle	  periodically	  broadcasts	  beacons	  at	  a	  fixed	  rate.	  This	  also	  leads	  to	  high	  channel	  overloading	  and	  hence	  packet	  loss.	  In	  short,	   the	   higher	   the	   frequency	   of	   beacon	   rate,	   the	   higher	   the	   bandwidth	  overload	   in	  dense	  traffic	  conditions.	  On	  the	  other	  hand,	   the	  solution	  to	  channel	  overloading	   does	   not	   involve	   simply	   reducing	   the	   frequency	   of	   beacon	  generation.	   As	   the	   frequency	   of	   beacon	   generation	   is	   reduced,	   the	   error	   will	  increase	   between	   the	   current	   physical	   position	   and	   the	   last	   reported	   position.	  For	  instance,	  in	  geographical	  routing	  protocols,	  reducing	  beacon	  rate	  would	  lead	  to	   the	   inaccuracy	  of	   the	  exchanged	  position	  coordinates	  between	  vehicles.	  This	  would	  negatively	  affect	  the	  performance	  of	  routing	  protocols.	  In	  short,	  reducing	  the	  beacon	  rate	  leads	  to	  the	  exchange	  of	  out-­‐of-­‐date	  information.	  From	  the	  brief	  discussion	   above,	   it	   is	   obvious	   that	   there	   is	   a	   pressing	   need	   to	   consider	   a	  conditional	   update	   approach	   in	   which	   a	   vehicle	   adapts	   its	   beacon	   rate	   when	  there	   is	   considerable	   variation	   in	   its	   neighbour	   vehicles	   mobility/traffic	  characteristics.	   Therefore,	   multiple	   parameters,	   like	   vehicular	   mobility	  characteristics	  and	  status	  of	  vehicle,	  have	  been	  utilized	   to	  design	  an	   intelligent	  ABR	  approach	  to	  control	  beaconing	  rate.	  This	  is	  because	  a	  fixed	  beacon	  rate	  can	  not	   tackle	   both	   bandwidth	   consumption	   and	   accuracy	   of	   vehicle	   status	   due	   to	  rapid	   changes	   in	   vehicular	   traffic	   conditions.	   Therefore,	   an	   intelligent	   ABR	  approach	   in	   vehicle-­‐to	   vehicle	   communication	   has	   been	   developed	   to	   tune	   the	  beaconing	   rate	   in	   response	   to	   changing	   vehicular	   traffic	   characteristics.	   The	  contributions	  of	  this	  study	  can	  be	  summarized	  as	  follows:	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1. In	   dense	   traffic	   conditions,	   a	   low	   beacon	   rate	   is	   required	   to	   reduce	  overload	   on	   the	   network	   (with	   acceptable	   information	   awareness)	  whereas	   in	   sparse	   traffic	   conditions,	   a	  higher	  beacon	  rate	   is	   required	   to	  increase	   the	   cooperative	   awareness	   (with	   acceptable	   beaconing	   load)	  between	   vehicles.	   Therefore,	   in	   contrast	   to	   all	   previous	   works,	   we	  proposed	  an	   intelligent	  ABR	  approach	  based	  on	   fuzzy	   logic	   to	   tackle	   the	  aforementioned	  issues.	  	   2. We	  perform	  simulations	   to	   show	   the	  effect	  of	   traffic	  density,	  number	  of	  emergency	   vehicles	   and	   shadowing	   lossy	   channel	   on	   the	   proposed	  approach.	  In	  addition,	  the	  proposed	  adaptive	  approach	  has	  been	  modeled	  and	   simulated	   using	   JIST/SWANs	   simulation	   tool	   for	   performance	  evaluation.	  Likewise,	  the	  fuzzy	  logic	  decision-­‐making	  algorithm—which	  is	  integrated	  with	  the	  ABR	  approach—is	  implemented	  in	  java	  language.	  	  
V.1.2 Proposed	  Adaptive	  Approach	  	  The	  designed	  ABR	  (Adaptive	  Beaconing	  Rate)	  approach	  is	  adopted	  for	  Vehicle	  to	  Vehicle	   (V2V)	   communication	   systems	   in	  which	   vehicles	   communicate	  without	  the	   presence	   of	   infrastructure.	   The	   approach	   is	   used	   to	   tune	   the	   frequency	   of	  beacon	  generation	  with	  traffic	  context	  in	  VANET.	  We	  assume	  that	  all	  vehicles	  are	  equipped	   with	   wireless	   radio	   communication	   devices	   in	   order	   to	   facilitate	  communication	   with	   other	   vehicles.	   Similar	   to	   existing	   work	   on	   VANET,	   we	  assume	   that	   all	   vehicles	   are	   equipped	  with	   a	   Global	   Positioning	   System	   (GPS)	  receiver	   that	   provides	   vehicle	   position	   information.	   We	   also	   assume	   that	  different	   types	   of	   vehicles	   are	   deployed	   in	   the	   urban	   area	   to	   account	   for	   the	  presence	  of	  both	  emergency	  and	  non-­‐emergency	  vehicles.	  Since	  vehicles	  on	  the	  roads	  are	  susceptible	  to	  unusual	  situations,	  the	  presence	  of	  emergency	  vehicles	  is	  a	  reasonable	  assumption.	  	  Instead	   of	   simply	   broadcasting	   beacons	   in	   a	   fixed	   time	   interval,	  we	   propose	   a	  VANET	   friendly	   adaptive	   approach	   to	   control	   beacon	   rate.	  Whenever	   a	   vehicle	  receives	   a	   beacon	   message	   from	   its	   neighbours,	   the	   vehicle	   checks	   the	  percentage	   of	   directional	   neighbour	   vehicles	   and	   its	   emergency	   status.	   After	  collecting	   this	   information,	   it	   triggers	   the	   fuzzy	   inference	   system	   (it	   is	   run	  distributedly	   by	   every	   node	   upon	   receiving	   a	   periodic	   beacon	   message)	   to	  calculate	  the	  value	  of	  the	  required	  Beacon	  Rate	  (BRr	  ).	  The	  new	  value	  of	  Beacon	  Rate	  (BRn)	  is	  then	  calculated	  based	  on	  the	  following	  equation:	  	  	  	  Where	  BRn	  is	   the	  new	  value	  of	  beacon	  rate,	  BRc	  is	   the	  current	  value	  of	  beacon	  rate,	   BRr	   is	   the	   required	   beacon	   rate	   which	   is	   the	   output	   of	   fuzzy	   inference	  system.	  Further,	  γ	  is	  the	  weight	  factor	  which	  is	  used	  to	  sustain	  the	  value	  of	  BRn.	  If	  the	  value	  of	  γ	  =	  0,	  BRn	  =	  BRc	  i.e.	  it	  negates	  the	  effect	  of	  beacon	  rate	  adaptation.	  On	   the	   other	   hand,	   γ	  =	  1	   leads	   to	   an	   abrupt	   increase/decrease	   of	   beacon	   rate.	  This	   would	   cause	   transient	   channel	   congestion/accuracy	   reduction.	   In	   the	  simulator,	  through	  trial	  and	  error,	  we	  set	  this	  value	  at	  0.45.	  After	  obtaining	  the	  new	   beacon	   rate	   value,	   we	   can	   determine	   the	   value	   of	   Beacon	   Interval	   Time	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(BIT),	   enabling	   the	  next	  beacon	   to	  be	   scheduled	   in	  BIT	   seconds.	  Moreover,	   the	  value	   of	   required	   beacon	   rate	   depends	   upon	   the	   designed	   fuzzy	   inference	  system.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
V.1.3 Emergency	  Status	  of	  Vehicles	  	  In	  a	  real	  heterogeneous	  vehicular	  environment,	  different	  kinds	  of	  vehicles,	  with	  different	  kinds	  of	   status,	   are	   communicating	  with	  one	  another.	  During	  unusual	  traffic	  conditions,	  some	  vehicles	  may	  travel	  on	   the	  road	  with	  emergency	  status	  (e.g.	  ambulance,	   fire	   truck,	  police	  car,	  or	   it	   can	  be	  any	  vehicle	   in	  an	  emergency	  situation	  such	  as	   failing	  brakes).	  These	  vehicles	  should	  diffuse	  their	  emergency	  status	   to	   their	   neighbours	   abruptly,	   and	  with	   a	   high	   degree	   of	   accuracy.	   Thus,	  increased	   beacon	   rate	   is	   very	   crucial	   for	   these	   types	   of	   vehicles,	   even	   under	  congested	  traffic	  conditions.	  These	  vehicles	  need	  to	  be	  able	  to	  inform	  neighbour	  vehicles	   to	   clear	   the	   road,	  with	   extra	   cooperative	   accuracy.	  On	   the	  other	  hand,	  normal	   vehicles	   follow	   their	   usual	   beaconing	   rate	   based	   on	   mobility	  characteristics.	  	  
V.1.4 Percentage	  of	  Directional	  Vehicles	  	  We	   mentioned	   a	   vehicle	   parameter	   known	   as	   emergency	   status.	   Beaconing	  frequency	   control	   depends	   upon	   the	   vehicles	   current	   status	   and	   the	   traffic	  condition	  of	  neighbour	  vehicles.	  This	  section	  elaborates	  the	  latter	  (percentage	  of	  directional	  vehicles).	  Mobility	   characteristics	   like	  direction,	   velocity,	   and	   traffic	  density	  are	  very	  important	  parameters	  to	  consider	  when	  adapting	  beacon	  rate	  in	  VANET.	   The	   reasons	   of	   this	   are	   summarized	   as	   follows.	   First,	   vehicles	   on	   the	  road	  travel	  in	  constrained	  directions,	  thus	  vehicle	  beacon	  rate	  adaptation	  should	  take	  both	  directions	  into	  consideration.	  For	  instance,	  in	  a	  vehicular	  scenario	  with	  two	   way	   traffic,	   and	   vehicles	   moving	   in	   one	   direction	   have	   congested	   traffic	  conditions,	   they	   should	   reduce	   beacon	   rate,	   whereas	   vehicles	   moving	   in	   the	  other	  direction	  may	  vary	  their	  own	  beacon	  rate.	  Second,	  the	  velocity	  of	  vehicles	  and	  traffic	  density	  are	  implicitly	  interrelated	  to	  one	  another.	  This	  relationship	  is	  clearly	  known	   in	   traffic	   flow	   theory	   as	   in	   [260]	  Kerner	   states	   that	   the	  vehicles	  average	   velocity	   decreases	   as	   a	   result	   of	   increasing	   vehicular	   traffic	   density.	  Therefore,	   the	   percentage	   of	   vehicles	   traveling	   in	   the	   same	   direction	   is	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considered	   as	   an	   input	   as	   this	   parameter	   implicitly	   combines	   direction	   of	  vehicles,	  traffic	  density	  and	  velocity	  of	  vehicles.	  	  In	  Figure	  A.17,	  vehicles	  1,	  2,	  3,	  4	  and	  5	  are	  moving	  in	  the	  same	  direction,	  while	  6,	  7	   and	   8	   are	   traveling	   in	   the	   opposite	   direction.	   If	   vehicle	   1	   wants	   to	   find	   the	  percentage	   of	   neighbor	   vehicles	   in	   the	   same	   direction,	   it	   can	   perform	   the	  following	  calculation:	  	  	  	  where	   PDN	   is	   the	   percentage	   of	   the	   same	   direction	   neighbor	   nodes,	   NND	  determines	   the	  number	  of	   the	  same	  direction	  neighbour	  nodes	  and	  TNN	   is	   the	  total	   number	   of	   neighbour	   nodes.	   Thus,	   the	   value	   of	   PDN	   for	   vehicle	   one	   is	  0.5715,	   which	   means	   that	   this	   percentage	   of	   vehicles	   is	   moving	   in	   the	   same	  direction.	   In	   this	  way,	   this	   percentage	   implicitly	   considers	   combined	  direction,	  traffic	   density	   and	   velocity.	   Additionally,	   a	   vehicle	   can	   calculate	   its	   relative	  direction	  with	  other	  vehicles	  when	  its	  own	  and	  neighbours	  direction	  are	  known.	  For	   example:	   IF	   vehicle	   a	   is	   moving	   in	   (dxa,	   dya)	   direction	   and	   vehicle	   b	   is	  moving	  in	  (dxb,	  dyb)	  direction	  we	  can	  calculate	  the	  bearing	  angle	  (σ	  )	  between	  a	  vehicle	  and	  its	  neighbour	  as	  follows:	  	  	  	  	  
	  
Figure	  A.17	  Vehicular	  scenario	  	  
V.1.5 Fuzzification	  of	  inputs	  and	  outputs	  	  The	   two	   input	   parameters	   to	   be	   fuzzified	   are	   the	   Percentage	   of	   Directional	  Neighbour	  Vehicles	  (PDN)	  and	  Vehicle	  Status	  (VS),	  as	  illustrated	  in	  Figure	  A.18.	  The	   membership	   functions	   named	   Sparse,	   MDense	   and	   VDense	   are	   used	   to	  represent	   the	  PDN.	  The	  selection	  of	  PDN	  membership	   functions	  can	  be	  derived	  based	   on	   experience	   as	  well	   as	   trial	   and	   error	   of	   the	   application	   requirement,	  thus	  the	  range	  begins	  at	  (0)	  and	  ends	  at	  (1).	  The	  reasoning	  behind	  this	  range	  is	  that	   a	   node	   might	   not	   have	   any	   same	   directional	   neighbour	   node	   (0)	   or	   all	  vehicles	  are	  moving	  in	  the	  same	  direction	  (1).	  When	  vehicles	  are	  in	  motion,	  the	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value	   of	   PDN	  may	   vary	   between	   its	   minimum	   and	  maximum	   value.	   Thus,	   the	  value	   of	   beacon	   rate	   is	   adapted	   in	   response	   to	   this	   percentage	   variation	  intelligently	  combined	  with	  the	  status	  of	  vehicles.	  	  In	   addition,	   the	   VS	   fuzzy	   variable	   is	   represented	   as	   sharp/discrete	   values	  because	   status	  of	   vehicles	   is	   either	  emergency	  or	  non	  emergency.	  The	  discrete	  value	  representation	  of	   fuzzy	  variables	   is	  possible	   in	  fuzzy	  inference	  system.	  In	  our	   fuzzy	   inference	   system,	   we	   utilize	   the	   membership	   functions	   Emerg	   and	  
NEmerg	   to	   represent	   the	   emergency/non	   emergency	   status	   of	   vehicles.	   As	  demonstrated	   in	  Fig.	  3,	   there	   is	  no	   intersection	  between	  Emerg	  and	  NEmerg	  at	  the	  x-­‐axes,	   thus	   it	   is	   a	  discrete	   representation	  of	  VS	   fuzzy	  variable.	  The	  output	  beacon	   rate	   is	   configured	   to	   a	   range	   between	   (1	   to	   10	   beacon/second);	   the	  greater	   this	   value,	   the	   lower	   the	   duty	   cycle	   time	   for	   beacon	   generation.	   In	  addition,	   triangular	   functions	   are	   used	   as	   membership	   functions	   as	   they	   have	  been	  extensively	  used	  in	  real-­‐time	  applications	  due	  to	  their	  simple	  formulas	  and	  computational	   efficiency.	   It	   is	   worth	   mentioning	   that	   the	   wise	   design	   of	   the	  membership	  function	  has	  a	  positive	  impact	  on	  the	  fuzzy	  decision	  making	  process	  performance.	  	  
	  	  
Figure	  A.18	  Fuzzy	  membership	  functions	  for	  inputs	  (VS	  –	  Vehicle	  Status	  -­‐	  and	  PDN	  –
Percentage	  of	  Directional	  Neighbour	  vehicles	  -­‐)	  and	  output	  (Beaconing	  Rate)	  	  
V.1.6 Fuzzy	  inference	  engine	  	  The	  fuzzy	  inference	  engine	  is	  a	  group	  of	  rules	  developed	  using	  expert	  knowledge.	  We	   have	   designed	   the	   knowledge	   based	   rules	   that	   connect	   the	   inputs	   and	   the	  outputs	   based	   on	   a	   careful	   understanding	   of	   the	   philosophy	   behind	   vehicular	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network	   behaviour.	   The	   fuzzy	   inference	   system	   is	   designed	   based	   on	   6	   rules	  which	  are	  presented	  in	  the	  following	  table	  (knowledge	  structure).	  	  	  	  	  	  	  	  	  	  	  	  	  	  In	  order	  to	  demonstrate	  the	  correct	  operation	  of	  our	  designed	  system	  one	  rule	  is	  used	  to	  show	  how	  the	   inference	  engine	  works	  and	  the	  outputs	  of	  each	  rule	  are	  combined	  for	  generating	  the	  fuzzy	  decision	  (Mamdani,	  E.	  H.	  (1977).	  Application	  of	   fuzzy	   logic	   to	   approximate	   reasoning	   using	   linguistic	   synthesis.	   IEEE	  
Transactions	   on	   Computers).	   Consider	   a	   rule	   If	   (PDN	   is	   Sparse)	   and	   (VS	   is	  NEmerg)	   then	   (BR	   (beacon/second)	   is	   Medium)	   as	   an	   example	   of	   calculating	  output	  of	  the	  specified	  rule.	  In	  our	  fuzzy	  inference	  system,	  in	  the	  case	  where	  PDN	  is	  0.206	  and	  VS	  is	  0.532,	  the	  beacon	  rate	  is	  5.22	  beacon/second.	  	  	  	  	  	  	  	  	  	  	  	  	  	  
Figure	  A.19	  Correlation	  between	  input	  and	  output	  	  In	   order	   to	   calculate	   beaconing	   intervals	   based	   on	   Algorithm	   1,	   let	   us	   assume	  that	   the	  value	  of	  BRc	   is	  4.7	  beacon/second	  and	   the	  output	   crisp	  value	  of	   fuzzy	  inference	   system	   for	  BRr	   is	   5.22	   beacon/second.	   The	   value	   of	   the	   new	   beacon	  rate	   (BRn)	   is	   equivalent	   to	  4.934	  beacon/second.	  After	   taking	   the	   reciprocal	  of	  
BRn,	   the	   duty	   cycle	   of	   the	   new	   beacon	   interval	   becomes	   0.2027	   second.	   The	  vehicle	   has	   this	   beacon	   interval	   because	   of	   its	   non-­‐emergency	   status	   and	   the	  sparse	  distribution	  of	  neighbour	  vehicles	  in	  the	  vicinity	  zone.	  It	  means	  our	  fuzzy	  inference	  system	  uses	  a	  tradeoff	  decision	  between	  parameters	  (VS	  and	  PDN)	  to	  adaptively	   tune	   the	   beacon	   rate.	   This	   output	   is	   obtained	   by	   using	   Mamdani’s	  fuzzy	   inference	   method.	   Furthermore,	   Figure	   A.19	   depicts	   the	   correlation	  behaviour	  between	  input	  and	  output	  variables.	  The	  trend	  shows	  that	  the	  value	  of	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output	  beacon	  rate	  increases	  when	  the	  value	  of	  PDN	  is	  between	  0	  to	  0.2	  as	  well	  as	  VS	  between	  0	  to	  0.5.	  This	  is	  because	  of	  the	  emergency	  status	  of	  the	  vehicle	  and	  the	   lower	   percentage	   of	   directional	   neighbour	   vehicles	   (upper	   dark	   red	   part).	  Thus,	   our	   fuzzy	   inference	   system	   could	   increase	   beacon	   rate	   as	   traffic	   density	  decreases	  (velocity	  increases)	  or	  vice	  versa.	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APPENDIX	  VI	   Acronyms	  	  
ACK	   Acknowledgement	  
ACM	   Association	  for	  Computing	  Machinery	  
AI	   Artificial	  Intelligence	  
AM	   Atomic	  Mechanism	  
AQoS	   Adaptation	  Quality	  of	  Service	  
AS	   Atomic	  Service	  
BB	  	   Building	  Block	  
BER	   Bit	  Error	  Rate	  
BGP	   Border	  Gateway	  Protocol	  
BPEL	   Business	  Process	  Execution	  Language	  
CBR	   Condition	  Based	  Routing	  
CCN	   Content-­‐Centric	  Networking	  
CM	   Content	  Managment	  
CPU	   Central	  Processing	  Unit	  
CRC	   Cyclic	  Redundancy	  Check	  
CREQ	   Communication	  Request	  
CRESP	   Communication	  Response	  
CRSV	   Communication	  Reservation	  
CS	   Composed	  Service	  
CSMA/CA	   Carrier	  Sense	  Multiple	  Access	  with	  Collision	  Avoidance	  
DCF	   Distributed	  Coordination	  Function	  
DHT	   Distributed	  Hash	  Table	  
DNS	   Domain	  Name	  Server	  
DONA	   Data-­‐Oriented	  Network	  Architecture	  
e2e	   End-­‐2-­‐End	  
EDCA	   Enhanched	  Distributed	  Channel	  Access	  
ESN	   End	  Service	  Node	  
FEC	   Forward	  Error	  Correction	  
FI	   Future	  Internet	  
FIA	  	   Future	  Internet	  Assembly	  
FIND	   Future	  Internet	  Design	  
FN	   Future	  Network	  
FW	   Firewall	  
GENI	   Global	  Environment	  for	  Network	  Innovations	  
GPS	   Global	  Positioning	  System	  
HTTP	   HyperText	  Transfer	  Protocol	  
ICN	   Information-­‐Centric	  Networking	  
ID	   Identifier	  
IEEE	   Institute	  of	  Electrical	  and	  Electronics	  Engineers	  
IMS	   IP	  Multimedia	  Subsystem	  
IN	   Intermediate	  Node	  
IP	   Internet	  Protocol	  
IPTV	   Television	  over	  IP	  
ISO	   International	  Organization	  for	  Standardization	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ITU	   International	  Telecommunication	  Union	  
JPEG	   Joint	  Photographic	  Experts	  Group	  
JXTA	   Juxtapose	  
LAN	   Local	  Area	  Network	  
LC	   Layered	  Coding	  
LISP	   Locator/ID	  Separator	  Protocol	  
MAC	   Medium	  Access	  Control	  
MDC	   Multiple	  Description	  Coding	  
MIT	   Massachussets	  Institute	  of	  Technology	  
MPLS	   Multiprotocol	  Label	  Switching	  
MVC	   Multiview	  Video	  Coding	  
N3	   Notation	  3	  
NAT	   Network	  Address	  Translator	  
NC	   Network	  Coding	  
NE	   Network	  Element	  
NG	   Next	  Generation	  
NGN	   Next	  Generation	  Network	  
Ninja	  SDS	   Ninja	  Service	  Discovery	  Service	  
NQoS	   Network	  Quality	  of	  Service	  
NS-­‐2	   Network	  Simulator	  2	  
NSF	   National	  Science	  Foundation	  
OASIS	  
Organization	  for	  the	  Advancement	  of	  Structured	  Information	  
Standards	  
OMA	   Open	  Mobile	  Alliance	  
OS	   Operatying	  System	  
OTT	   Over	  The	  Top	  
P2P	   Peer-­‐to-­‐Peer	  
PC	   Personal	  computer	  
PDA	   Personal	  Digital	  Assistant	  
PEAQ	   Perceptual	  Evaluation	  of	  Audio	  Quality	  
PEAVQ	   Perceptual	  Evaluation	  of	  Video	  Quality	  
PN	   Provider	  Node	  
PQoS	   Perceived	  Quality	  of	  Service	  
PSIRP	   Publish	  Subscribe	  Internet	  Routing	  
PSNR	   Peak	  Signal	  to	  Noise	  Ratio	  
QoE	   Quality	  of	  Experience	  
QoS	   Quality	  of	  Service	  
RAM	  	   Random	  Access	  Memory	  
RBA	   Role-­‐Based	  Architecture	  
RDV	   Rendezvous	  
RGB	   Red	  Green	  Blue	  
Rid	   Resource	  Identifier	  
RINA	   Recursive	  Inter-­‐Network	  Architecture	  
RN	   Requester	  Node	  
RNA	   Recursive	  Network	  Architecture	  
RTCP	  	   Real	  Time	  Control	  Protocol	  
Part	  V:	  Appendices	  	  
	  
189	  
RTP	   Real-­‐time	  Transport	  Protocol	  
SDP	   Session	  Description	  Protocol	  
SDPng	   Session	  Description	  Protocol	  Next	  Generation	  
Sid	   Scope	  Identifier	  
SILO	   Service	  Integration	  Control	  and	  Optimization	  
SIP	   Session	  Initiation	  Protocol	  
SLA	   Service	  Level	  Agreement	  
SNR	   Signal	  to	  Noise	  Ration	  
SOA	   Service-­‐Oriented	  Architecture	  
SOAP	   Simple	  Object	  Access	  Protocol	  
SOC	   Service-­‐Oriented	  Computing	  
SON	   Service-­‐Oriented	  Network	  
SONATE	   Service-­‐Oriented	  Network	  Architecture	  
SSIM	   Structural	  Similarity	  
SVC	   Scalable	  Video	  Coding	  
TARIFA	   The	  Autonomic	  Redesign	  of	  the	  Internet	  Future	  Architecture	  
TCP	   Transmission	  Control	  Protocol	  
TV	   Television	  
UDDI	   Universal	  Description	  Discovery	  Language	  
UDP	   User	  Datagram	  Protocol	  
VANET	   Vehicular	  Ad-­‐hoc	  network	  
VoD	   Video	  on	  Demand	  
WF	   WorkFlow	  
Wifi	   Wireless	  Fidelity	  
WSDL	   Web	  Service	  Description	  Language	  
WWW	   World	  Wide	  Web	  
XML	   eXtensible	  Markup	  Language	  	  	  	   	  
	   Appendices	  	  
	  
190	  
APPENDIX	  VII	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   the	   publications	   and	   dissemination	   efforts	   associated	   with	  this	   PhD.	   Thesis.	   It	   includes	   international	   journal	   papers,	   conference	   papers	  (national	   and	   international),	   workshops,	   book	   chapters	   and	   international	  standards	  contributions.	  	  	  
• Book	  Chapters	  	  [GP1]	   Book	   Publisher:	   River	   Publisher,	   Conference	   Name:	   Advances	   in	   Next	  Generation	   Services	   and	   Service	   Architectures	   (ANGSA),	   Volume	   I,	   Title:	   NGN-­‐based	   subscriber's	   context	   processing	   telco	   service	   architecture:	   design	   and	  implementation,	   Authors:	   Alberto	   J.	   Gonzalez	   (UPC/i2CAT),	   Andre	   Rios	   (UPC),	  Jesus	  Alcober	  (UPC/i2CAT),	  Alejandro	  Cadenas	  (Telefonica	  R+D).	  ISBN:	  978-­‐87-­‐92329-­‐55-­‐4.	  	  	  [GP2]	   Book	   Publisher:	   River	   Publisher,	   Conference	   Name:	   Advances	   in	   Next	  Generation	   Services	   and	   Service	   Architectures	   (ANGSA),	   Volume	   II	   (Future	  Internet	  Services	  and	  Service	  Architectures),	  Title:	  Collaborative	  and	  Interactive	  Media	   Services	   in	   P2P	   Systems:	   Trends	   and	   Challenges,	   Authors:	   Andre	   Rios	  (UPC),	  Alberto	  J.	  Gonzalez	  (UPC/i2CAT),	  Jesus	  Alcober	  (UPC/i2CAT),	  Javier	  Ozon	  (UPC),	  Kayhan	  Z.	  Ghafoor	  (University	  of	  Malaysia).	  ISBN:	  978-­‐87-­‐92329-­‐59-­‐2.	  	  	  [GP3]	   A.	   Rios,	   A.	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   and	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  Kayhan	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