The purpose of the present paper is to obtain the sandwich-type theorem which contains the subordination-and superordination-preserving properties for certain integral operators defined on the space of normalized analytic functions in the open unit disk.
Introduction
Let Ᏼ = Ᏼ(U) denote the class of analytic functions in the open unit disk U = {z ∈ C : |z| < 1}. For a ∈ C, let Ᏼ[a,n] = f ∈ Ᏼ : f (z) = a + a n z n + a n+1 z n+1 + ··· .
(1.1)
Let f and F be members of Ᏼ. The function f is said to be subordinate to F, or F is said to be superordinate to f , if there exists a function w analytic in U, with w(0) = 0 and |w(z)| < 1, and such that f (z) = F(w(z)). In such a case, we write f ≺ F or f (z) ≺ F(z). If the function F is univalent in U, then f ≺ F if and only if f (0) = F(0) and f (U) ⊂ F(U) (cf. [1, 2] ).
Let φ : C 2 → C and let h be univalent in U. If p is analytic in U and satisfies the differential subordination φ p(z),zp (z) ≺ h(z) (z ∈ U), (1.2) then p is called a solution of the differential subordination. The univalent function q is called a dominant of the solutions of the differential subordination, or more simply a dominant if p ≺ q for all p satisfying (1.2). A dominant q that satisfies q ≺ q for all dominants q of (1.2) is said to be the best dominant [1] .
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Let ϕ : C 2 → C and let h be analytic in U. If p and ϕ(p(z),zp (z)) are univalent in U and satisfy the differential superordination
then p is called a solution of the differential superordination. An analytic function q is called a subordinant of the solutions of the differential superordination, or more simply a subordinant if q ≺ p for all p satisfying (1.3). A univalent subordinant q that satisfies q ≺ q for all subordinants q of (1.3) is said to be the best subordinant [3] . We denote by ᏽ the class of functions f that are analytic and injective on U\E( f ), where 4) and are such that f (ζ) = 0 for ζ ∈ ∂U\E( f ) [3] . Let Ꮽ denote the subclass of Ᏼ[a,1] with the usual normalization f (0) = f (0) − 1 = 0. We also denote by (α) (α < 1) the class of convex functions of order α in U. That is,
The class of starlike functions of order α (α < 1), denoted by * (α), is defined by
In particular, the classes ≡ (0) and * ≡ * (0), respectively, represent the classes of convex functions and starlike functions in U.
For a function f ∈ Ꮽ, we introduce the following integral operator I β,γ defined by
The integral operators defined by (1.7) have been extensively studied by many authors [4] [5] [6] [7] [8] with suitable restriction on the parameters β and γ, and for f belonging to some favored classes of analytic functions.
Miller et al. [9] obtained some subordination theorems involving certain integral operators for analytic functions in U. Recently, Bulboacȃ [5] considered superordinationpreserving properties of the integral operator defined by (1.7) as the dual problem of subordination. In the present paper, we investigate the subordination-and superordinationpreserving properties of the integral operator I β,γ defined by (1.7) with the sandwich-type theorem.
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A set of lemmas
The following lemmas will be required in our present investigation.
Lemma 2.1 [10] . Let β,γ ∈ C with β = 0 and let h ∈ Ᏼ(U) with h(0) = c. If Re{βh(z) + γ} > 0 (z ∈ U), then the solution of the differential equation
Lemma 2.2 [1] . Let p ∈ ᏽ with p(0) = a and let q(z) = a + a n z n + ··· be analytic in U with q(z) ≡ a and n ≥ 1. If q is not subordinate to p, then there exist points z 0 = r 0 e iθ ∈ U and ζ 0 ∈ ∂U\E( f ), for which q(U r0 ) ⊂ p(U),
Our next lemma deals with the notion of subordination chain. A function
implies that
has a univalent solution q ∈ ᏽ, then q is the best subordinant.
We now recall that the Gauss hypergeometric function 2 F 1 (a,b;c;z) is defined by ([11] , see also [12, Chapter 14 
where (λ) ν denotes the Pochhammer symbol (or the shifted factorial) defined (for λ,ν ∈ C and in terms of the Gamma function) by 
is given by the number δ(α;β,γ) = inf{Re q(z) : z ∈ U}, where
Moreover, if α ∈ [α 0 ,1), where
and f ∈ * (α), then Throughout this paper, we will denote Ꮽ β,γ by 12) where I β,γ is the integral operator defined by (1.7). For various interesting developments involving functions in the class Ꮽ β,γ , the reader may be referred, for example, to the recent work of Miller and Mocanu [1] .
Main results
Subordination theorem involving the integral operator I β,γ defined by (1.7) is contained in Theorem 3.1 below.
Theorem 3.1. Let f ,g ∈ Ꮽ β,γ with β > 0 and 0 < β + γ ≤ 1. Suppose that
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where the integral operator I β,γ is defined by (1.7) . Moreover, the function (I β,γ (g)(z)/z) β is the best dominant.
Proof. Let us define the functions F and G by
respectively. Without loss of generality, we can assume that G is analytic and univalent on U, and G (ζ) = 0 for |ζ| = 1. We first show that if the function q is defined by
From the definition of (1.7), we obtain
We also have
It follows from (3.7) and (3.8) that
Now, by differentiating both sides of (3.9), we obtain (3.11) and by using Lemma 2.1, we conclude that the differential equation (3.10) has a solution q ∈ Ᏼ(U) with q(0) = h(0) = 1. Now, we will use Lemma 2.4 to prove that, under the assumption, the inequality (3.6) holds. Replacing β by β = 1 and γ by γ = β + γ in Lemma 2.4, we have
For the differential equation (3.10), by using Lemma 2.4 in the case 13) we obtain that
Re q(z) > β + γ + 1 2 F 1 (1,β + γ + 2,β + γ + 2;1/2)
(3.14)
That is, G defined by (3.4) is convex(univalent) in U. Next, we prove that the subordination condition (3.2) implies that (3.15) for the functions F and G defined by (3.4) . For this purpose, we consider the function L(z,t) given by L(z,t) := G(z) + 1 + t β + γ zG (z) (z ∈ U; 0 ≤ t < ∞). (3.16) We note that
∂L(z,t) ∂z z=0
= G (0) β + γ + 1 + t β + γ = 0 (0 ≤ t < ∞; β + γ > 0). (3.17) This shows that the function L(z,t) = a 1 (t)z + ··· (3.18) satisfies the condition a 1 (t) = 0 for all t ∈ [0,∞ 
