Non-parametric data envelopment analysis (DEA) estimators based on linear programming methods have been widely applied in analyses of productive efficiency. The distributions of these estimators remain unknown except in the simple case of one input and one output, and previous bootstrap methods proposed for inference have not been proven consistent, making inference doubtful. This paper derives the asymptotic distribution of DEA estimators under variable returns-to-scale. This result is then used to prove that two different bootstrap procedures (one based on sub-sampling, the other based on smoothing) provide consistent inference. The smooth bootstrap requires smoothing the irregularly-bounded density of inputs and outputs as well as smoothing of the DEA frontier estimate. Both bootstrap procedures allow for dependence of the inefficiency process on output levels and the mix of inputs in the case of input-oriented measures, or on inputs levels and the mix of outputs in the case of output-oriented measures.
Introduction
To date, non-parametric Data Envelopment Analysis (DEA) estimators have been discussed or applied in more than 1,800 articles published in more than 400 journals (see Gattoufi et al., 2004 , for a comprehensive bibliography). DEA estimators are used to estimate various types of productive efficiency of firms in a wide variety of industries, as well as of governmental agencies, national economies, and other decision-making units. The estimators employ linear programming methods along the lines of Charnes et al. (1978 Charnes et al. ( , 1979 and Färe et al. (1985) , and are based on the original ideas of Debreu (1951) , Farrell (1957) , and Shephard (1970) .
DEA estimators measure efficiency relative to an estimate of an unobserved true frontier, conditional on observed data resulting from an underlying data-generating process (DGP).
Although DEA estimators have been widely applied for more than 25 years, until recently, little was known about their statistical properties. It is now understood, however, that under certain assumptions the DEA frontier estimator is a consistent, maximum likelihood estimator (Banker, 1993) , with a known rate of convergence (Korostelev et al., 1995) . In addition, consistency and convergence rates of DEA efficiency estimators has been established (Kneip et al., 1998 ; see Simar and Wilson, 2000b , for a survey of recent developments regarding statistical properties of DEA estimators). Until now, however, the asymptotic distribution of DEA efficiency estimators has remained unknown except for the limited case of one input, one output derived by Gijbels et al. (1999) ; there have been no results that would allow one to perform classical inference regarding efficiency in more general (and more realistic) cases with multiple inputs and outputs. Moreover, the bootstrap methods proposed by Simar and Wilson (1998, 2000a) have been the only means for inferences about efficiency based on DEA estimators in a multivariate framework, but consistency for these procedures has not been proved. This paper addresses these shortcomings by first deriving (in Theorem 2) the asymptotic distribution of DEA estimators under variable returns to scale, with arbitrary numbers of inputs and outputs. This is accomplished by characterizing DEA efficiency scores in a new way, and then localizing the problem in Theorem 1, which establishes that the DEA estimator for a given point is determined by observations in a small neighborhood of the projection of the given point onto the frontier. The asymptotic distribution derived in Theorem 2 is then used to prove that two different bootstrap methods yield consistent inference. The analysis that follows is a substantial departure from Gijbels et al. (1999) , where the simple case of a single input and a single output allowed the frontier to be described as a functional relationship. In our general framework, the problem is more complicated due to the increased dimensionality of outputs as well as inputs, making it more difficult to characterize the frontier.
The first bootstrap method for which we prove consistency is based on sub-sampling, where bootstrap samples of size m < n are drawn (independently, with replacement) from the empirical distribution of the n sample observations. That such an approach should work is not surprising; Swanepoel (1986) discussed this approach for inference about the boundary of support for a univariate distribution. The difficulty lies in the choice of m; our simulation results indicate that the choice of the subsample size is critical for obtaining confidence intervals with the desired coverage in finite samples. Unfortunately, there seems to be no reliable way of determining a reasonable value of m in applied settings. Experimentation with an iterated sub-sampling bootstrap has proved almost useless; for any realistic (original) sample size n, the inner bootstrap loops contain too few observations to provide useful information on the "optimal" size of m. Moreover, our simulations also suggest that suboptimal choices of m can be catastrophic for realized coverages of estimated confidence intervals.
The second bootstrap approach provides a tractable approach to inference with DEA estimators, but at a cost of increased complexity over the sub-sampling approach. Our second approach involves smoothing not only the distribution of the observations as proposed in Simar and Wilson (1998, 2000a) , but also the initial estimate of the frontier itself. This necessitates choosing values for two smoothing parameters. One of these can be optimized using existing methods from kernel density estimation; in the second case, we provide a simple approach for selecting the bandwidth used to smooth the frontier estimate. We provide simulation results demonstrating that the method works well, provided the sample size n is sufficiently large for the given dimensionality of the problem (this caveat should of no surprise, since it is now well-known that the curse-of-dimensionality affects the quality of the initial DEA point-estimates; again, see Simar and Wilson, 2000b , for discussion).
The paper unfolds as follows. Section 2 defines notation and the statistical model, and briefly describe the DEA estimator. The local nature of the DEA estimator is described, and its asymptotic distribution is derived in Section 3, while results for the bootstrap procedures are proved in Section 4. Simulation results are presented in Section 5, and concluding remarks appear in the final section.
A Statistical Model for DEA Estimators
To establish notation for the rest of the paper, suppose that firms use input quantities x ∈ R p + to produce output quantities y ∈ R q + . Standard microeconomic theory of the firm posits a production set Ψ = {(x, y) | x can produce y}.
(2.1)
The production set Ψ is sometimes described in terms of its sections
which form the output feasibility and input requirement sets, respectively. Knowledge of either Y(x) for all x or X(y) for all y is equivalent to knowledge of Ψ; thus, both Y(x) and X(y) inherit the properties of Ψ. We denote the boundary of X(y) by
Various economic assumptions regarding Ψ are possible; we adopt those of Shephard (1970) and Färe (1988) :
Assumption 1. Ψ is closed and strictly convex.
Note that Assumption 1 implies that Y(x) is closed, strictly convex, and bounded for all x ∈ R p + , and that X(y) is closed and strictly convex for all y ∈ R q + . The boundary Ψ ∂ of Ψ constitutes the technology. Microeconomic theory of the firm suggests that in perfectly competitive markets, firms operating in the interior of Ψ will be driven from the market, but makes no prediction of how long this might take.
Assumption 2. (x, y) ∈ Ψ if x = 0, y ≥ 0, y = 0, i.e., all production requires use of some inputs.
Assumption 3. for x ≥ x, y ≤ y, if (x, y) ∈ Ψ then ( x, y) ∈ Ψ and (x, y) ∈ Ψ, i.e., both inputs and outputs are strongly disposable.
Here and throughout, inequalities involving vectors are defined on an element-by-element basis; e.g., for x, x ∈ R p + , x ≥ x means that some number ℓ ∈ {0, 1, . . . , p} of the corresponding elements of x and x are equal, while (p − ℓ) of the elements of x are greater than the corresponding elements of x. Note that Assumption 3 is equivalent to an assumption of monotonicity of the technology.
Various measures of technical efficiency are possible. We use the Farrell (1957) measure of input technical efficiency, defined by
for an arbitrary point (x, y) ∈ R p+q + . This is the the reciprocal of the Shephard (1970) input distance function. For (x, y) ∈ Ψ, 0 < θ(x, y) ≤ 1. Note that θ provides a measure of Euclidean distance from the point (x, y) ∈ R p+q + to the boundary of Ψ in a direction parallel to the input axes and orthogonal to the output axes. One can also define outputoriented measures; we consider only the input orientation to conserve space. All of our results extend to output-oriented measures via straightforward, although perhaps tedious, changes in notation.
Of course, Ψ and hence θ(x, y) are unknown and must be estimated from a sample of
. The next three assumptions define a DGP; the framework here is similar to that in Simar (1996) , Kneip et al. (1998) , and Simar and Wilson (1998, 2000a) . Clearly, Assumption 5(c) imposes a discontinuity in f at frontier points where θ(x, y) = 1, ensuring a significant, non-negligible probability of observing production units close to the production frontier. For technically non-attainable points which lie outside Ψ, f ≡ 0.
Assumption 6. For (x, y) in the interior of D, the function θ(v, w) is twice continuously differentiable for all (v, w) in a sufficiently small neighborhood of (x, y).
Assumptions 1-6 describe the statistical model. In the analysis that follows, we concentrate on a fixed point (x, y) ∈ Ψ; interest lies in making inference about the distance measure θ(x, y).
The DEA estimator of Ψ is merely the convex hull of the free disposal hull of S n given by 6) where Y = y 1 . . . y n , X = x 1 . . . x n , i denotes an (n × 1) vector of ones, and q is an (n × 1) vector of intensity variables. The corresponding DEA estimator of θ(x, y) is obtained by replacing Ψ with Ψ in (2.5); i.e.,
Minimization of the linear program in (2.7) provides a solution for both δ and q. Whereas θ(x, y) defined in (2.5) gives a measure of distance from a point (x, y) ∈ R p+q + to the boundary of Ψ, θ(x, y) measures distance from the same point to the boundary of the convex hull of the free-disposal hull of the n sample observations. The statistical performance of the DEA estimator θ(x, y) of θ(x, y) depends on the smoothness of the frontier. Kneip et al. (1998) derive different rates of convergence depending of the degree of smoothness. Per Assumption 6 above, we consider only the case where θ(x, y) is twice-differentiable. For this case, Kneip et al. (1998) prove that θ(x, y) = θ(x, y)+O p (n 2 p+q+1 ); As with many non-parametric estimators, DEA estimators suffer from the curse of dimensionality.
Asymptotic Distribution of DEA Estimators
In this section we derive the (previously unknown) asymptotic distribution of DEA estimators for the general case with arbitrary numbers of inputs p and outputs q. Along the way, Theorem 1 characterizes the "local" nature of the estimation problem. Theorem 2 establishes the asymptotic distribution as well as its continuity. Continuity is needed to prove consistency of the bootstrap methods that are given in Section 4 below. The analysis in this section re-characterizes the problem by defining a new coordinate system. This in turn allows the efficient frontier to be described by a function; the efficiency score θ(x, y) can then be related to a particular value of this function.
To begin, consider a decomposition of the vectors X i of inputs that is specific for the particular point of interest, x. Let V(x) denote the (p − 1)-dimensional linear space of all vectors z ∈ R p such that z T x = 0. Any input vector X i adopts a unique decomposition of the form
where || · || denotes the Euclidean norm. In this new coordinate system (z, y), the attainable set Ψ can be re-expressed as
Note that the point of interest (x, y) ∈ Ψ has coordinates (0, y) in Ψ * (x). In addition, the boundary of Ψ can be described through the following function defined for any (z, y) ∈ Ψ * (x):
The quantity of interest θ(x, y) can be expressed as
Moreover, the DEA estimator of the frontier and of θ(x, y) can be similarly transformed by
Finally, with only a small abuse of notation, one may extend the definition of g x to all (v, y)
||x|| 2 x, y . In the case of one input (p = 1), the function g x is simply the "frontier function" and does not depend on x. Then V = {0} and g x (0, y) ≡ g(y) = θ(x, y)x for all x.
We are interested only in analyzing g x (z, y) as a function of z and y. However, we have adopted the notation g x to emphasize that for p > 1, the structure of this function depends on the vector shown by the solid black line. We now consider an input vector x with ||x|| = 1. The ray γx, γ ≥ 0, is represented by the solid gray line passing through the origin. For a vector z with z T x = 0, the dashed gray line γx + z is parallel to γx. The intersection between γx + z and X ∂ (y) then determines the point g x (z, y)x + z.
The following lemma summarizes the most important properties of g x .
Lemma 1. By Assumption 1, (a) g x is convex, and for all (v, y) ∈ Ψ and z = v − 
In view of Assumption 6 twice-differentiability of g x at (0, y) follows directly.
Assumption 1 implies that
holds for all (z 1 , y 1 ), (z 2 , y 2 ) ∈ Ψ * (x), (z 1 , y 1 ) = (z 2 , y 2 ) and every α ∈ [0, 1] with αz 1 +
(1 − α)z 2 = 0 and αy 1 + (1 − α)y 2 = y. Since θ(g x (0, y)
x ||x|| , y) = 1, we can conclude that αg x (z 1 , y 1 ) + (1 − α)g x (z 2 , y 2 ) > g x (0, y), which leads to the asserted structure of g ′′ x .
As noted earlier, Kneip et al. (1998) showed that the rate of convergence of the input inefficiency estimator is O p (n −2/(p+q+1) ). The following lemma shows that the problem of specifying the distribution of
can be reformulated in terms of g x and of the distribution
Lemma 2. Let (x, y) be in the interior of D. Under Assumptions 1-6 we obtain for any
where A[δ, n] denotes the following event: There exist some α 1 ≥ 0, . . . , α n ≥ 0 with
,
Proof. By definition of a DEA frontier we have
p+q+1 if and only if there exists a β > 0 with
hold for some α 1 ≥ 0, . . . , α n ≥ 0 with n j=1 α j = 1. The relations in (3.1) and Lemma 1(a) imply
Since all Z i are orthogonal to x, (3.9) holds if and only if (3.8)
is satisfied and
The lemma now follows from g x (0, y) = ||x||θ(x, y).
Now consider an orthonormal basis
and
LetD denote the support of this density. By Assumption 5(a)-(c), it is easily seen thatf
Theorem 1, given below, plays an important role by "localizing" the frontier problem.
The value ofθ(x, y) is essentially determined by those observations which fall into a small neighborhood of (θ(x, y)x, y). Note that for the proof of the theorem, Assumption 1 is crucial. The theorem does not apply if, for example, the frontier is linear or conical, since in such casesθ(x, y) may be determined by points very far from the point of interest (x, y).
Before proceeding, some additional notation is needed. Note that the sample of observations S n can be represented equivalently be the corresponding samples
, where ζ i is determined by
corresponds to the boundary point (θ(x, y)x, y) in the original space Ψ. The set C(x, y; h)
is a neighborhood of the transformed boundary point (1,0,y). Then let A[δ, n; h] denote the following event: for some k ≤ n and i 1 , . . . , i k ∈ {1, . . . , n}, there exist some
Theorem 1. Let (x, y) be in the interior of D. Then under Assumptions 1-6, (a) for any ǫ > 0 there exists an h ǫ < ∞ such that for all h ≥ h ǫ , every δ > 0 and all sufficiently large n,
A proof is given in the appendix.
In order to examine the probabilities P (A[δ, n; h]), still more notation is required. Let
where z j = p−1 r=1 ζ jr z (r) , and
(3.13)
Here we use
Proposition 1. Under the conditions of Theorem 1,
as n → ∞ for any h > 0.
Proof. Recall the definition of
where the convergence is uniform for all possible (X i j , Y i j ) ∈ C(x, y; hn
T denotes the vector of first derivatives of g x at (0, y).
The densityf x is continuous at (1, 0, y). Hence, the probability that there is an observa-
Thus for large n, the distribution of the number k of points in C(x, y; h · n 
Combining these arguments with (3.12) reveals that
(3.17)
The assertion of the proposition now follows from the fact thatĀ[δ, n; h; k] is realized
ζ j,n and and that (3.13) corresponds to (3.12). Finally, (3.17) implies (3.13) holds when γ is replaced by δ/h 2 .
We are now ready to state a theorem about the asymptotic distribution of
Theorem 2. Under the conditions of Theorem 1, let
Although the asymptotic distribution in Theorem 2 possesses a non-standard structure, it nevertheless is a well-defined, continuous probability distribution. Recalling the definition of the event U(·, ·), it is clear that the shape of the distribution function F x is determined by (p+q)(p+q+1) 2 + 2 parameters determined by (i) the valuef x (1, 0, y) of the densityf x , (ii) the value g x (0, y) of the function g x at the corresponding frontier point, and (iii) the matrix g ′′ x (0, y) of second derivatives of g x at (0, y). If these parameters were known, quantiles of the asymptotic distribution could be estimated by Monte Carlo simulations. Unfortunately, however, obtaining reliable estimates of the matrix g ′′ x (0, y) necessary for this approach to work well seems particularly difficult. Fortunately, the bootstrap, when bootstrap samples are drawn appropriately, provides a way out of this difficulty.
Bootstrapping DEA Estimators
Two bootstrap methods are presented in this section, and their consistency for inferencemaking purposes are established in Theorems 3 and 4 using the results from Section 3. The first bootstrap method is, in principle, easy to apply, but depends critically on a tuning parameter for which to date no reliable method exists for choosing its value. The second method depends on two tuning parameters for which we offer data-based methods for selecting values in real-world applications.
As in Section 3, we consider a fixed point (x, y) in the interior of D satisfying Assumption 6. In this section, we consider suitable bootstrap procedures for estimating confidence intervals for θ(x, y).
The simplest bootstrap would, on each replication, take n independent draws from the empirical distribution of the observations in S n to construct a pseudo-sample S * n , and then apply (2.7) to obtain a bootstrap estimate θ * (x, y) (note that θ * (x, y) measures distance from the original point of interest, (x, y), to the boundary of the convex hull of the free-disposal hull of the pseudo-observations in S * n ). However, this naive bootstrap does not provide consistent inference as discussed by Simar and Wilson (1999b, 1999a) . From Theorem 1 it is clear that as n → ∞, the distribution of n 2 p+q+1 θ * θ − 1 does not tend to the true distribution F . The empirical distribution of (θ i , Z i , Y i ) does not converge sufficiently fast to mimic the true probabilities on the sets C(x, y; hn
This result is not surprising; it is well-known that the naive bootstrap does not work in the case of estimating the boundary of support for a univariate distribution (e.g., see Bickel and Freedman, 1981) .
We consider two different bootstrap approaches; the first is based on sub-sampling, while the second is based on smoothing.
Bootstrap with Sub-sampling
Let m = n κ for some κ ∈ (0, 1), and consider the following bootstrap scheme:
Algorithm #1:
by randomly drawing (independently, uniformly, and with replacement) m observations from the original sample, S n .
[2] Apply the DEA estimator in (2.7) to construct bootstrap estimates θ * (x, y). 
[4] Compute
, a symmetric 1 − α confidence interval estimate for θ(x, y).
Consistency of this bootstrap is easily demonstrated by the following theorem.
Theorem 3. Under the conditions of Theorem 1, let m ≡ m(n) = n κ for some κ ∈ (0, 1).
Proof. The bootstrap samples S * m can be represented equivalently by the samples S * 
Now consider the sets C(x, y; hm
, and note
is equivalent to the relative frequency of points in S n falling into C(x, y; hm
Standard results on the convergence of the empirical distribution now can be used to show that also the conditional distributions of the points falling into C(x, y; hn
where the supremum refers to all (p + q)-dimensional subintervals C of C(x, y; hm 
The assertion of the theorem now follows from (4.2) and Theorems 1 and 2.
Bootstrap with Smoothing
Alternatively, a bootstrap procedure that generates pseudo-samples based on a smoothed empirical distribution and a smoothed estimate of g x allows consistent inference about θ(x, y).
This bootstrap procedure consists of the following steps (details of the smoothing procedures will be discussed in a sequel):
Algorithm #2:
[1] Compute a smooth analog g * x (z, y) of the frontier function g x (z, y); details are given below.
[2] Draw a bootstrap sampleS *
by iid sampling from a smooth, nonparametric estimate f x of the densityf x . Then determine S *
[3] Define a bootstrap sample S *
of size n by setting
[4] Apply the original DEA estimator in (2.7) to obtain a bootstrap estimate θ * (x, y). θ(x, y)
[6] Compute
, a symmetric (1−α) confidence interval estimate for θ(x, y).
Recall that if p = 1, then g x is the "frontier function" and does not depend on x.
Moreover, in this case, Z i ≡ 0 and f x as well as g x only depend on y. However, for p > 1 the above steps define g x and f x specifically for the point (x, y) that is of interest. Consequently, if confidence intervals are to be constructed for the efficiency measure defined in (2.5) evaluated at different points in R p+q + , separate bootstraps must be performed for each of these points. In the simulations described in the next section, we use kernel estimators to approximatē f x . The only particular difficulty is the discontinuity off x (θ, ζ, y) at points (θ, ζ, y) with θ = 1. This problem is handled by reflecting observations ( θ i , ζ i , Y i ) to obtain (2 − θ i , ζ i , Y i ) (where θ i denotes the efficiency estimate computed from the smoothed frontier g * x for the ith observation), and incorporating the resulting 2n points in the estimation. We use a Gaussian product kernel, with separate bandwidths for each marginal dimension chosen using the univariate two-stage plug-in method described by Sheather and Jones (1991) . Alternatively, one could use least-squares cross-validation as described by Simar and Wilson (2000a) , but the approach employed here imposes much less computational burden.
The specification of the function g * x in step [1] of Algorithm #2 is crucial for validity of the bootstrap procedure. Unfortunately, it is not possible to rely on the estimated DEA frontier. The difference between g x and g x is of order n − 2 p+q+1 ; even more importantly, g x is not differentiable and hence does not possess the same degree of smoothness as g x .
Setting g * x =ĝ x therefore does not seem to lead to a consistent bootstrap. Even if the distributions of (θ i , Z i , Y i ) and (θ * i , Z * i , Y * i ) were identical, the asymptotic distributions of
It is important to understand the purpose of smoothing the DEA frontier estimate. We do not require that g * x be closer to g x than g x . It suffices completely if the relative distancesg
do not change very much with (z, y). If, for some β > 0, we have βg x (z, y) = g x (z, y) for all (z, y), then
, and by Lemma 2 the errors of the resulting DEA estimators are identical. In effect, proportionality is not necessary. We can infer from Proposition 1 that even if the first derivatives of g x and g * x are completely different, the limiting distributions will be close as long as the second derivatives approximately coincide. In smoothing the DEA frontier function in step [1], it is therefore essential to preserve convexity.
One possibility would be to employ convolution smoothing of g x . This approach, however, presents a formidable integration problem in (p + q − 1)-dimensions, and it seems unlikely that such an approach could be successfully implemented with real data. Alternatively, one may use a bandwidth b ∈ (0, 1) to define a smooth bootstrap frontier g *
Note that setting b = 1 in (4.3) results in no smoothing of the frontier; in this case, the resulting procedure is similar to the "single-smooth" algorithm proposed by Simar and Wilson (2000a) .
To understand the motivation for the smoothing in (4.3), let b < 1 and define
The following properties are easily verified: (i) g * x as well as g * x are convex functions; (ii) g * x (0, y) = g x (0, y) = θ(x, y)||x|| as well as g * x (0, y) = g x (0, y) = θ(x, y)||x||; (iii) the second derivatives of g * x and of g x at the point (0, y) are identical, i.e. g ′′ x (0, y) = g * x ′′ (0, y); and (iv)
by Theorem 1(b),
) in a sufficiently small neighborhood of (0, y).
Property (iv) implies that if b 2 log n → 0 as n → ∞, the difference between g * x and g * x is of smaller order than n − 2 p+q+1 . Asymptotically, a bootstrap based on g * x will thus provide the same results as a bootstrap directly relying on g * x . On the other hand, it follows from properties (i)-(iii) that the parameters determining the asymptotic distribution of efficiency estimates from g * x coincide with those from g x . It is possible to determine a suitable order of magnitude of b. For purposes of establishing consistency of the bootstrap, g x need only be twice continuously differentiable (see Assumption 7 below). Here, we assume that g x is three-times continuously differentiable only for selecting a suitable order of magnitude for b. Of course, one might exploit this assumption to develop an inefficiency estimator different from the DEA estimator; such a method would be based on further smoothing of the frontier, but would likely be rather more complicated for practitioners than the DEA estimator which is the focus of this paper. If g x is replaced by g * x , then (3.15) becomes
Thus, the bootstrap analog of the assertion in Proposition 1 holds provided n ) ∈ Ψ * , where Ψ * denotes the convex hull of the free-disposal hull of the bootstrap observations in S * n . This phenomenon is not very important in terms of asymptotic theory since by Theorem 1, the DEA estimator is essentially only determined by points in a neighborhood of (θ(x, y)x, y). However, any implementation of the algorithm requires that one must deal with such points. Two possibilities exist:
Elimination: Suppose that in the bootstrap sample there are ℓ < n points with
. . , n}, j = 1, . . . , l. Eliminate these points from the bootstrap samples and calculate θ * (x, y) from the remaining (n − ℓ) bootstrap observations.
Extrapolation: Suppose that for some i ∈ {1, . . . , n} we have
The structure of the DEA estimator implies that for all b > b * sufficiently close to
and calculate the corresponding value of g * x (Z * i , Y * i ).
In the simulations described in Section 5, we use the elimination option.
We now consider the asymptotic behavior of the double-smooth bootstrap proposed above. Our analysis rests upon the following additional assumption:
if h is sufficiently small. Furthermore, g x is two times continuously differentiable and b → 0 as well as n
The next theorem ensures consistency of our double-smooth bootstrap.
Theorem 4. Given Assumptions 1-7,
Monte Carlo Evidence
We conducted two sets of experiments, with p = q = 1 and p = q = 2. All experiments consist of 1,000 Monte Carlo trials, with 2,000 bootstrap replications on each trial. Within either set of experiments, we examined 7 sample sizes, with n ∈ {25, 50, 100, 200, 400, 800}.
For the case with one output and one input (p = q = 1), we simulated a DGP by drawing an "efficient" input observation x e distributed uniformly on [10, 20] , and setting the output level y = x 0.8 e . We then computed the "observed" input observation x = x e e 0.2|ε| , where ε ∼ N(0, 1) and is independent. The DGP for this case can therefore be written as
We take the point (x, y) = (20.69, 7.5) as the fixed point for which efficiency is estimated on each Monte Carlo trial; the true efficiency for this point is θ(x, y) = 0.6.
For the two-input, two-output (p = q = 2) case, we again generated efficient input levels x 1e , x 2e from the uniform distribution on [10, 20] . Next, we computed output levels by generating ω uniform on In both cases, the fixed points of interest were chosen to lie roughly in the middle of the range of the output data. In the case where p = q = 2, the output quantities, for a given level of inputs, are generated to lie on an arc between π/18 and 8π/18 radians. Table 1 shows results for coverages of confidence intervals estimated by the bootstrapwith-sub-sampling using Algorithm #1 as described in Section 4.1. For each sample size n, we examined bootstrap sample sizes m = n κ with κ ∈ {0.50, 0.55, . . . , 0.95, 1.00}
When κ = 1 Algorithm #1 is identical to the naive bootstrap, which is known to provide inconsistent inference. For the case where p = q = 1 shown in columns 3-5, the results in Table 1 reveal good coverages for the ratio-based confidence intervals at the three significance levels considered when κ is in the neighborhood of 0.80. The optimal value of κ apparently remains about the same as sample size is increased from 25 to 800.
The results for the case where p = q = 2, shown in columns 6-8 of Table 1, reveal reduced coverage relative to the results for p = q = 1 for given values of n and κ, due to the curse of dimensionality. However, with p = q = 2, the coverages of confidence intervals are consistently good across the various sample sizes when κ lies in the neighborhood of 0.65-0.70. Not surprisingly, the optimal value of κ appears to depend on the dimensionality of the problem. The results also indicate that, as a practical matter, the wrong choice of κ, which determines the size of the subsamples, can lead to very poor coverages.
Results from the double bootstrap using Algorithm #2 are shown in Table 2 , again for the cases p = q = 1 (shown in columns 3-5) and p = q = 2 (shown in columns 6-8). In either case, bandwidths b ∈ {0.4, 0.6, 0.8, 1.0} were used to smooth g x in step [1] of the algorithm, using (4.3). As discussed previously, this bootstrap is inconsistent when b = 1;
we include this case only for comparison. The results in Table 2 indicate some gains in terms of coverage of estimated confidence intervals as b is reduced below 1.0. In both cases, b = 0.4 appears too small, and indeed for p = q = 2 results could not be computed due to numerical problems when n = 25 or n = 50 (see the discussion preceding Assumption 7).
Recall from the discussion surrounding (4.6) that our theoretical results imply that the optimal value of b should be proportional to n Table 2 indicate that the rule-of-thumb gives rather reasonable choices for b. It is also interesting to note that, for sample sizes of 50 or greater, the estimated coverages in Table 2 The estimated coverages shown in Table 2 reveal that, for the case p = q = 1 and when b = 0.4 and n = 200 or 400 or when b = 0.6 and n = 800, the estimated coverages obtained with the double-smooth bootstrap are similar to the best coverages obtained with the sub-sampling bootstrap and shown in Table 1 when p = q = 1 and n = 200, 400, or 800.
With p = q = 2, Table 2 reveals that coverages obtained with the double-smooth bootstrap are smaller than the best covereges for p = q = 2 shown in Table 1 for the sub-sampling bootstrap. However, Table 1 also reveals that sub-optimal choices of the tuning parameter κ required for the sub-sampling method can easily result in coverages worse than those shown in Table 2 when b is chosen according to the rule-of-thumb discussed above. Moreover, the coverages in Table 2 are typically too small, whereas coverages shown in Table 1 are either too large or too small, depending on whether κ is chosen too small or too large.
Conclusions
The analysis in Section 3 establishes the asymptotic distribution of the DEA efficiency estimator for the variable returns to scale case under rather weak assumptions on the DGP, while the analysis in Section 4 establishes consistency of two bootstrap procedures. The bootstrap procedures are necessary for any practical application since the asymptotic distribution in Theorem 2 contains unknown terms and would be difficult to either estimate or simulate. As noted in Sections 1 and 5, there is at present no reliable way to choose the size of subsamples in Algorithm #1, and hence we do not recommend the sub-sampling bootstrap.
While Tables 1 and 2 indicate that in the best cases, the subsampling bootstrap performs better than the double-smooth bootstrap in terms of realized coverages, the practitioneroperating outside a Monte Carlo framework-is unlikely to achieve such performance, and is rather likely to do worse than he would using the double-smooth bootstrap. The second bootstrap procedure-based on smoothing-is, by contrast, readily implementable, and provides better coverage properties than the subsampling bootstrap is likely to provide without more guidance on choice of the tuning parameter κ. For finite samples in applications, one might optimize the choice of the bandwidth b in Algorithm #2. This could be accomplished by iterating the bootstrap procedures along the lines of Hall (1992) .
A Appendix
Lemma A1: Suppose that Assumptions 1-6 hold for a given (x, y) ∈ D and let b, h be real
), then for all sufficiently large n there exists some ( z, y) ∈ Ψ * (x) with (1, z, y) ∈ C(x, y; bn
for some α 1 , . . . , α k ≥ 0 with k r=1 α r = 1 and such that } and c 0 is defined as in Lemma 1(b).
Proof: Assume (A.1) holds with (θ k , z k , y k ) ∈ C(x, y; hn
. Straightforward Taylor expansions of g x can be used to show that for all sufficiently large n,
Note that (1, z k , y k ) ∈ C(x, y; hn
Relation (A.2) thus holds for ( z, y) := (
as well as
. Then (A.4) and convexity of g x lead to
It now only remains to prove (A.3) for the case where (1, z k , y k ) ∈ C(x, y; hn
. This yields
Convexity of g x and arguments similar to (A.5) then imply
. Clearly, then, (1, z, y) ∈ C(x, y; bn
, and relation (A.2) is a direct consequence of (A.6). Moreover, for sufficiently large n,
. 
γ(y k − y)) = 0. The bound given in (A.8) is then obtained by an analysis of the second derivatives while taking into account that 1
and that inf
(1,z,w)∈C(x,y;bn
for all sufficiently large n, where c 0 is defined in Lemma 1(b). Combining (A.7) and (A.8) yields (A.3).
Proof of Theorem 1: Let z (1) , . . . , z (p−1) denote the orthonormal basis of V(x) used in the definition off x . Note that the sample S n of observations can be equivalently represented be the corresponding samples
Choose an arbitrary b > 0 and set
. For i = 1, . . . , p − 1 and j = 1, . . . , q, definē
Finally, for j = 1, . . . , 2(p − 1) + 2q let B j denote the set of all (z, w)
It follows from Assumptions 4-5 that if n is sufficiently large,
for all j = 1, . . . , 2(p − 1) + 2q. Recall thatD denotes the support off x .
For each j = 1, . . . , 2(p − 1) + 2q the setD j,n has Lebesgue measure proportional to
, and our assumptions on the distribution of the random variables
. It therefore follows from standard arguments that there exist some 0 < d 0 , d 1 < ∞ such that for all n sufficiently large,
(A.10)
Hence for every ǫ > 0, there exits a b ǫ < ∞ such that for all b ≥ b ǫ and all n sufficiently large,
By (A.11), assertion (a) of the theorem holds if there is a h ǫ > 0 such that for all h > h ǫ the following conditional probabilities are equivalent for sufficiently large n:
Now we will demonstrate that (A.12) is satisfied for all h ≥ c 3 · b, where c 3 < ∞ denotes a suitable constant which will be specified in the sequel.
By construction ofB j and B j , for any ( z, y) ∈ Ψ * (x) with (1, z, y) ∈ C(x, y; b * n ) and
By definition of ( θ j , z j , w j ), for sufficiently large n
n , and
for some c * 0 < ∞. Therefore, for all n sufficiently large,
where c 2 =
Using the continuity of g ′′ x , the second inequality can be derived from second order Taylor expansions of g x ( θ j z j , w j ) at ( z, y). Note that due to (A.13) all first order terms cancel out.
Set c 3 = c 2 (2(p − 1) + 2q)/c 1 , where c 1 is defined by Lemma A1, and let b ≥ b ǫ as well as h ≥ c 3 b. Consider an arbitrary (θ, z, w) ∈S n with (θ, z, w) ∈ C(x, y; hn − 1 p+q+1 ), and assume that for k ≤ n there exist some (θ 1 , z 1 , y 1 ), . . . , (θ k−1 , z k−1 , y k−1 ) ∈S n such that (A.1) holds with (θ k , z k , y k ) = (θ, z, w). Lemma A1 then implies that there is a ( z, y) with On the other hand,S n ∩ D j,n = ∅ ∀ j = 1, . . . , 2(p − 1) + 2q imposes the existence of
For some suitable γ 1 , . . . , γ 2(p−1)+q ≥ 0 with
we then obtain (A.13)-A.14), and one can conclude from (A.3) that
where α r , α r are defined as in Lemma A1. Clearly,
Note that ( θ j , z j , w j ) ∈S n ∩ C(x, y; hn −1 log n] 1/2 and ( z, y) = (0, y). By (A.10) and A.14) we can then infer that there is a .16) By Lemma 1 the above arguments can also be used to show that (A.16) holds for any point in a sufficiently small neighborhood N(x, y) of (x, y). Using the continuity and convexity of θ and θ, the asserted property of θ now follows from standard arguments based on interpolating a sufficiently fine grid of n points in N(x, y). In view of Lemma 1(a) the assertion on g x is an immediate consequence. Clearly, F x is a distribution function with F x (0) = 0 and F x (∞) = 1.
Proof of Theorem 2: Let
It only remains to verify relation (3.18) as well as to show that F x is continuous and that k 2/(p+q+1) , k ≤ Prob ( ϑ j , ζ j , Y j ) ∈ I k,δ for some j ∈ {1, . . . , k} = 1 − exp(−δf x (1, 0, y) 2/(p+q+1) ) as k → ∞.
Consequently F x is continuous at δ = 0, and F x (δ) < 1 for all δ > 0. Conditional on S n , the essential parts of the arguments used in the proofs of Lemma A1
Proof of Theorem
and Theorem 1 remain valid when applied to g * x and f x instead of g x and f x . This is easily seen when noting that g * x is necessarily convex and that with probability converging to 1 as n → ∞ the bounds given in (A.8) and (A.15) also apply to g * x . Since n − 1 p+q+1 /b → 0, the latter follows from (4.5) and Taylor expansions of g * x similar to (4.6). Furthermore, due to The theorem now follows from Theorem 2. 
