Abstract-The Profile Hidden Markov Model (PHMM) has received increasing attention in the field of protein homology detection, since profile-based methods are much more sensitive in detecting distant homologous relationships than pairwise methods. Pure dynamic-programming-based systems are often used for PHMM searches. However, these dynamic-programmingbased systems are very time consuming for a large database. For instance, it may take approximately 15 minutes to search a short model of length 12 in the GenBank protein sequence database. Instead of searching the database sequentially, we search the database based on a tree-structured database indexing, called the HD-tree. The HD-tree is able to reduce the PHMM search time significantly without reducing the quality of search results. Performance of search using the HD-tree is compared with that of HMMER [1], a popular implementation of PHMM for protein sequence analysis. It is shown that the HD-tree approach is orders of magnitude faster than HMMER for short queries.
I. INTRODUCTION
Searching Genome sequence databases for homology is an important area of study. Because these databases are very large, query execution time is an important parameter that is considered for optimization. In traditional databases, indexes are normally used to speed up the search time. However, for sequence databases traditional indexing does not work because search criterion is based on edit distance. Current dynamic programming based approaches have high run-time complexity and for a large database the time can be quite high. BLAST, a popular sequence database search tool, addresses this problem using a two step approach. Unfortunately, for more complex searches involving multi sequence alignment, the time complexity grows faster with database size. In this research we have applied dynamic programming based search tools on a database index, minimizing the run time of the algorithm significantly. With this approach, the sequence database can be much larger than the available RAM memory, and the database can stay on disk.
A. Profile Analysis
Profile analysis has long been a useful method in finding and aligning distantly related sequences [2] . A profile is a description of the consensus (e.g., probability of a residue) of a multi-sequence alignment from a group or "family" of homologous sequences. It uses a position-specific scoring system to capture the information of conservation at various positions in a multi-sequence alignment. This makes it a much more sensitive method for searching genomic sequences than pairwise methods (e.g., BLAST or FASTA) that use a positionindependent scoring system.
B. The Profile Hidden Markov Model
Functional biological sequences typically come in families. Just as a pairwise alignment captures the relationship between two sequences, a multi-sequence alignment can show how the sequences in a family relate to each other. It is desirable to provide a consensus model for a multi-sequence alignment, so that the relationship between a new sequence and the family can be identified. In [3] , a particular type of Hidden Markov Model (HMM) is introduced. This type of HMMs is well suited for representing profiles of multi-sequence alignments, and is called the Profile Hidden Markov Model (PHMM). Unlike the general HMMs, PHMMs are strongly linear, leftright models. There are three states at each consensus column of a multi-sequence alignment: "match", "insert", and "delete". A "match" state models the distribution of residues allowed in a column. An "insert" and "delete" state at each column models insertion and deletion of one or more residues between this column and the next, respectively. A small PHMM corresponding to a short multi-sequence alignment is shown in Figure 1 . Algorithms for generating a PHMM from a multisequence alignment are described in [4] .
Searching based on PHMM in a large sequence database is very time consuming. We have developed a database index based sequence searching called the HD-tree, to speed up the search time significantly.
II. HD-TREE AND ITS BASIC STRUCTURE
The HD-tree adopts a hybrid RAM/disk-based structure, in which leaf nodes are stored on the disk so that a large database can be indexed, and internal nodes are kept in the RAM to achieve greater efficiency. The HD-tree incorporates and extends some indexing strategies of the digital tree and the B * -tree [5] , taking advantage of their strengths in search performance, compression capability, and storage utilization. The structure and construction algorithms of the HD-tree are presented in the following sections.
The HD-tree is an unbalanced and ordered tree (see the example in Figure 2 ). An internal node, δ, of the HD-tree contains a list of pairs L(δ) = {(a 1 , P 1 ), (a 2 , P 2 ), ..., (a m , P m )}, where P i is a pointer to its child node; a i (1 ≤ i ≤ m) is a letter from Λ, called the label of P i ; and a 1 < a 2 < ... < a m ,
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D2 D3 such that the pointers are ordered according to their labels. The order of siblings (the nodes who have the same parent) are determined by the pointers. For example, the left sibling of node 6 is node 2, while the right sibling of node 6 is node 13. Leaf nodes, which are implemented as disk blocks, contain the suffixes of indexed strings. The path string of a tree node is the concatenation of the labels along the path traversing from the root to the node. The path string of the root is empty. Since an HD-tree node can be uniquely identified by its path string, a path string is also called an id-string (i.e., identification string) of the corresponding node. Let ID(δ) denote the id-string of a tree node δ. In Figure 2 , ID(2) = a, ID(9) = bbe, and
An efficient sort/merge based algorithm to create an HD-tree is given in [6] .
A. HD-tree Search Algorithm
Using suffix trees and suffix arrays to perform approximate string matching has been studied for years [7] , [8] , [9] , [10] . Most of these research are focused on simple edit distance (also called k-difference problem), where a constant cost (e.g., unitary cost) is used for insertion, deletion, and substitution. Since genomic sequence searches use substitution matrices and affine gap cost model, algorithms based on simple edit distance cannot be directly applied.
The HD-tree index is created from the sequence database using overlapping words of length L. Therefore, it can be viewed as a suffix tree with maximum height of L. The algorithm of sequence search in the HD-tree is an extension of the dynamic programming algorithm applied to a suffix tree for approximate string matching based on the edit distance [9] , [8], [11] . Substitution matrices and affine gap cost model are integrated in the algorithm. Imagine the need to obtain the best matching score, score(α, β), between sequences α = a 1 ...a m and β = b 1 ...b n . A table of (m + 1) × (n + 1) cells is created. Cell C i,j (i.e., ith row and jth column) contains the value c i,j , which is the maximum achievable score by matching a 
In the above equations, c m,n is the score(α, β), and c i,0 is the score between a 1 ...a i and empty string. c 0,j is initialized to −∞ so that gaps at the beginning of an overlapping word are not allowed. This is because the score of an alignment with beginning gaps is always less than that of the same alignment without the beginning gaps. Since the HD-tree indexes all overlapping words, the alignment with beginning gaps is a redundant result of the same alignment without the beginning gaps. Figure 3 shows a dynamic programming table in the HD-tree.
Recall that in the HD-tree, each tree node at level x corresponds to an id-string, a 1 ...a x , which is the concatenation of the labels along the path from the root to the tree node. Since HD-tree indexes overlapping words, every potential match can be found by traversing the HD-tree from root to leaves. Therefore, query answers can be found by starting at the root and following every branch, until a match is found or the id-string of the current tree node cannot be the prefix of a possible match (i.e., any string under this sub-tree is not an answer, and the sub-tree is abandoned for the search).
Given a query string, q = q 1 ...q k , and a minimum matching score, S, an algorithm is designed to determine the matching score between q and string α , using the dynamic programming described in Equation 1 . The details of the algorithm is given in [6] . In order to traverse the HD-tree and abandon a subtree that does not contain query answers, the algorithm must be able to meet the following criteria: (a) considering the string α incrementally, (b) determining when score(q, α ) ≥ S, and (c) determining when score(q, α β ) < S for any string, β .
Assume a table of size (k + 1) × (h + 1) is created, where k is the query length, and h is the height of the HD-tree. Starting from the root, the algorithm descends recursively through every branch of the HD-tree. When descending through a branch labeled by letter a, the algorithm appends a to current string, α , and compute a table column corresponding to a (see Figure 4 ). There are three possibilities for a given α :
(1) If the score(q, α ) ≥ S, all the leaves of the current sub-tree are reported as answers. (2) If score(q, α β ) < S for any string, β , the sub-tree corresponding to α is abandoned immediately. (3) Otherwise, the algorithm continues recursively descending through the HD-tree. In order to fulfill criterion (3), the heuristic to determine whether score(q, α β ) < S for any string, β , is as follows: assume the cell C i,|α | contains the maximum score in column |α | (i.e., cells C 0,|α | to C k,|α | ), then the maximum achievable score equals to score(q, α q i+1 ...q k ) (i.e., the rest of matching is an exact match). If score(q, α q i+1 ...q k ) < S, then for any string, β , score(q, α β ) < S, where
An example of traversing the HD-tree and computing the dynamic programming table for a sequence search is shown in Figure 4 . Compared with the standard dynamic programming method (which computes n columns), the HD-tree significantly reduces the computation. For example, in Figure 4 , only 10 columns are computed (this does include the columns computed within the shaded leaf node). This is because: (1) since the HD-tree indexes overlapping words, computing one table column at a tree node is equivalent to computing multiple table columns in a standard dynamic programming; (2) a subtree may be abandoned if it is impossible to satisfy the search criterion in the sub-tree. An example of a genomic sequence search using the HD-tree. Arrow shows the traversing path. Each downward arrow computes one column (the right-most) of the table, and upward arrows do not compute matrix. "continue", "return", and "search leaf" correspond to lines 14, 7, and 12 in Algorithm ??, respectively.
III. SEARCHING PHMM USING THE HD-TREE
The algorithm to search PHMM in the HD-tree is described in detail in [6] . Assume a query model, q = q 1...k , and a minimum matching score, S. Starting from the root, the algorithm descends recursively through every branch of the HD-tree. When descending through a branch labeled by the letter, a, the algorithm adds a to the current string, α . Assume phmm(q, α ) is the highest achievable score by matching q and α . There are three possibilities for the given α :
(1) If the phmm(q, α ) ≥ S, all the leaves of the current sub-tree are reported as answers. (2) If phmm(q, α β ) < S for any string, β , the branch is abandoned immediately. (3) Otherwise, the algorithm continues recursively descending through the HD-tree. The score of the best path to match the sub-sequence, α = a 1...i , and the query model, q = q 1 ...q k , is computed using the Viterbi Equation.
IV. THE HMMER PACKAGE HMMER is a freely distributable package (current version is 2.3.2) for protein sequence analysis using PHMM [1] . It contains a set of programs useful for building and searching PHMMs. HMMER is hosted at Washington University in St. Louis, and is one of the most popular packages used by biologists to detect distant homologous relationships using PHMMs. HMMER is used to search for sequences that belong to a known protein family constructed from a multi-sequence alignment. The protein family, like most protein families, is so diverse that a BLAST search may fail to report even the known members in the family. HMMER is also used in automated annotation of the domain structure of proteins, and automated construction and maintenance of large multisequence alignment databases [12] .
As shown in [12] , HMMER uses 'Plan 7" model architecture, which contains 7 transitions per node in the main model. 'Plan 7" has five special states: 'S', 'N', 'C', 'T', and 'J'. When combined with entry probabilities from 'B' state and exit probabilities to 'E' state, these special states control unique features of the model. For instance, how likely the model is to generate various sorts of local or multi-hit alignments.
In traditional pairwise alignments, distinction is made between global Needleman-Wunsch and local Smith-Waterman algorithms. However, in the Plan 7 architecture, local versus global alignment in HMMER is controlled by transition probabilities. For example, local alignments with respect to the model are achieved by non-zero state transition probabilities from the begin state, 'B', to internal match states, and from internal match states to the end state, 'E' (see dotted lines in Figure ?? ). Local alignments with respect to the sequence are achieved by non-zero state transitions on the flanking insert states, 'N' and 'C'. More than one hit to the PHMM per sequence is achieved by a cycle of non-zero transitions through the special insert state, 'J'. The HD-tree adopts the Plan 7 architecture of the HMMER package, so that local, global, and multi-hit alignments can be easily controlled by transition probabilities in PHMMs. Using the same architecture also allows better comparison between HMMER and the HD-tree. To implement the Plan 7 architecture into HD-tree we modified our HD-tree search algorithm to incorporate extra states. The details of the algorithm is given in [6] .
V. PERFORMANCE COMPARISONS
In this section, the performance of HD-tree approach is compared with that of the HMMER for sequence searching using PHMMs [1] . The entire GenBank protein database is used as the sample database. The HD-tree is created from the entire GenBank Protein Database using overlapping words of length 20. Experiments are conducted on a Linux PC with 512MB RAM and 1.8GHz Pentium 4 processor. Queries are generated from the popular PFAM database. Both synthetic and real queries are used in the experiments. We use E-value and the closeness for search criterion.
A. Queries based on PFAM
PFAM (Protein FAMilies) is a large collection of multisequence alignments and PHMMs, covering many common protein families [13] . Genome projects, including both the human and fly, have used PFAM extensively for large scale functional annotation of genomic data [14] . PFAM version 18.0 (August 2005) is used in the experiments. It contains alignments and models for 7973 protein families, based on the Swiss-Prot 47.0 and SP-TrEMBL 30.0 protein sequence databases [15] .
B. Synthetic Queries
The first set of experiments is conducted using synthetic queries, which are generated from long PHMMs in PFAM. The procedure of generating the synthetic queries is as follows. Assume a long PHMM, M r , of length L. Transition and emission probabilities related to match, insert, and delete states of a synthetic query, M s , of length l are copied from the ith to (i + l)th state of M r . Transition probabilities from 'B' state to any state in M s are copied from the first l states of M r , with transition probabilities from any state to 'E' state in M s are copied from the last l states of M r . These synthetic queries are then run through a program, hmmcalibrate, provided by HMMER package. hmmcalibrate takes a PHMM and empirically determines parameters that are used to make searches more sensitive by calculating more accurate E-values.
In HD-tree edit distance based search is done directly unlike as in BLAST where the first phase is a filtering phase based on exact (or Hamming Distance) match. Therefore, all results are found in HD-tree based search as long as the search criterion (e.g., the E-value) is satisfied. Experiments have shown that the HD-tree finds all the results as are found by HMMER. Therefore, the quality of query results of the HD-tree is the same as that of HMMER. Table I shows the average query time with respect to query lengths and E-values using the HD-tree and HMMER. For the HD-tree, the results are the averages of 100 synthetic queries unless stated otherwise. However, since HMMER is very slow (10-15 minutes per query), only 10 synthetic queries are used for HMMER to generate the average. It is seen from table 1 that the HD-tree is orders of magnitude faster than HMMER.
Besides the E-value, the HD-tree also uses closeness to evaluate the degree of similarity between two sequences. Evalue and closeness are exchangeable for a given query. Table  II shows the relationship between closeness and E-value for the synthetic queries. It is shown that for a query of length 7, even a near-exact match (i.e., closeness = 98%) may result in E-value of at least 10. This is one reason why short queries are executed very fast using the HD-tree. Qlen: Query Length; Eval: E-value; AvgEval: Average E-value; AvgC: Average Closeness. Figure 5 illustrates the relationships between query time and query length for a given closenesses. It is shown that the query time decreases as the query length decreases or closeness increases. The relationship between query time and disk accesses, for queries of length 10, is shown in Table III . It is shown that the query time is closely related to the number of disk accesses. The percentage of accessed leaf nodes is very low, indicating good pruning power (i.e., the ability to abandon a sub-tree in a search) of the HD-tree based searches. Table  IV presents the number of dynamic programming columns computed in sequence searches using the HD-tree, where "Ratio" is the number of columns computed by the HDtree divided by the number of columns computed by regular dynamic programming. This again shows a significant pruning power of HD-tree based searches on the number of columns to be computed in dynamic programming. 
C. Justification of Improved Query Time
HMMER is a pure dynamic-programming-based method. It sequentially reads all database sequences, and compute one Dynamic Programming Table (DPT) column for each residue. For any query, reading the database takes approximately 40 seconds. However, the computation of DPT (approximately 661 million columns) dominates the query time. Therefore, the query time is relatively consistent, except some variations due to the post-processing of query results. The computational complexity of HMMER is O(mn), where m is the query length and n is the database size.
On the other hand, as an index-based method, HD-tree significantly reduces DPT computation. This is due to the following two reasons. First, since the HD-tree indexes all overlapping words using a trie structure, it avoids repeated DPT computations for the subsequences (at different positions) having the same prefix. Second, during the tree traversal, a sub-tree may be abandoned (i.e., pruned) if a possible match is not possible within the sub-tree. For example, for query length of 7, the DPT columns computed by the HD-tree is only 101, which is negligible compared to 661 million columns computed by HMMER. As the query length increases, the computation of DPT increases. However, even when the query length is 12, the DPT columns computed by the HD-tree is still less than 0.1% of the DPT columns computed by HMMER. Therefore, the CPU time of the HD-tree is not the major factor of query performance. However, since the HD-tree stores leaf nodes on disks, the query time is dominated by the disk access time, which is proportional to the number of disk accesses (i.e., leaf-node accesses). Since the internal nodes of the HDtree corresponds to a trie, each tree node represents a string (i.e., a prefix of the overlapping words). A sub-tree can be pruned (i.e., do not access the leaf nodes in this subtree) if the best alignment between the query and the prefix string representing the sub-tree has exceded the maximum error (i.e., the maximum score minus the minimum score).
D. Real Queries
In order to compare the HD-tree with HMMER using real PHMMs, experiments are conducted on PHMMs obtained from the PFAM database directly. Table V shows the query time of the HD-tree and HMMER using these real PHMMs, where "Seq" is a given number to distinguish different queries having the same length. Although the overall performance trend is similar to that in synthetic queries, it is observed that the running time varies among queries having the same length. This is due to the fact that the HD-tree uses the prefix of a query to reduce the search space and the composition of a query affects the prefixes of the HD-tree. For example, if the first few states in a PHMM has more pruning power, the HDtree tends to be faster.
VI. CONCLUSION
Database indexing based homology search using Profile Hideen Markov Model is presented. The results show a significant performance gain of the proposed approach over HMMER in PHMM search for short queries. As genomic sequence databases continue to grow, the benefit of using an index-based approach, such as the HD-tree, is more and more appealing than the linear-scan-based approach, such as HMMER and BLAST. The proposed approach is especially significant for complex sequence analysis tasks such as PHMM searches. We are currently developing extensions of HD-tree based approach for efficiently searching long queries.
