This work is devoted to the geometric analysis of metric-measure spaces satisfying a Prékopa-Leindler or a more general Borell-BrascampLieb inequality.
Introduction
This paper is about analysis and geometry in measured length spaces, and is strongly related to the theory developed by Lott and Villani in [LV] , and Sturm in [Stu06a] , [Stu06b] in the recent years. In both these papers and the present work, the major goal is to extend the geometric notion of Ricci curvature lower bounds from the Riemannian setting to the more general setting of measured length spaces, and to generalize theorems allowing for geometric and analytic inequalities under those extended notions of Ricci curvature bounds.
A length space is a metric space (X, d) such that the distance between two points x, y ∈ X is the infimum of lengths of curves joining these points. A length space is called a geodesic space if, for every couple x, y ∈ X, this infimum is attained by at least one curve. These curves are called geodesics between x and y. It is easy to see that any compact length space is a geodesic space. Basic theory of length spaces can be found in the monograph by Burago, Burago and Ivanov [BBI01] .
A measured length space (X, d, ν) is a length space (X, d) with a probability measure ν on the Borel σ-algebra of (X, d). Any compact Riemannian manifold with its (normalized) Riemannian volume is a measured geodesic space. Another example is provided by considering R n with the Euclidean distance and a Gaussian measure. More generally, weighted Riemannian manifolds provide a large class of measured length spaces; see [GHL90, .91].
The class of (measured) metric spaces is usually endowed with the (measured) Gromov-Hausdorff topology: a sequence (X n , d n , ν n ) of measured compact length spaces converges to another measured length space (X, d, ν) in the sense of Gromov-Hausdorff if there exists a sequence of measurable maps f n : X n → X, and a sequence (ε n ) n → 0 of positive numbers such that:
(i) ∀x n , y n ∈ X n , |d n (x n , y n ) − d(f n (x n ), f n (y n ))| < ε n , (ii) ∀x ∈ X ∃x n ∈ X n , d(f n (x n ), x) < ε n , (iii) (f n ) * ν n ⇀ n→∞ ν.
See [BBI01, Chapter 7] or [Vil08, Chapter 27 ] for a more general definition.
It is quite natural to ask if it is possible to extend geometric notions from the Riemannian setting to the setting of measured length spaces. For example, the notion of sectional curvature bounded below by a real number K has been extended to length spaces by Alexandrov, by considering geodesic triangles. See [BBI01] for more explanations.
The Ricci curvature is another important way to describe the curvature of a Riemannian manifold. As the sectional curvature, it can be deduced from the Riemann curvature tensor. The Ricci curvature tensor associates to each tangent space T m M of a Riemannian manifold (M, g) a symmetric bilinear form Ric m . A Riemannian manifold (M, g) is said to have its Ricci curvature bounded below by a real number K if, for every point m ∈ M , the inequality Ric m ≥ KId holds in the sense of symmetric bilinear forms on the vector space T m M . A rigorous definition of Ricci curvature and a survey of its basics properties can be found in any textbook of Riemannian geometry, for example [GHL90, Def. 3 .18].
The Ricci curvature describes the behavior of a volume element transported along a geodesic. Hence, the theorems that can be deduced from the assumption Ric ≥ K mainly deal with the behaviour of volume of balls (such as the BishopGromov theorem, see [GHL90, Theorem 3 .101]), or, by the use of change of variables formula, with functional inequalities involving integrals, for example the logarithmic Sobolev inequality. For a short and understandable presentation of the Ricci curvature and a comprehensive list of the consequences of Ricci curvature bounds, the reader is referred to [Vil08, Chapter 14] .
Ricci curvature type lower bounds have been extended from the Riemannian setting to the setting of measured length spaces by Lott and Villani in [LV] , and independently but in a very similar way by Sturm in [Stu06a] , [Stu06b] . In these papers, the authors first generalize the theory of optimal transportation to the setting of compact length spaces. This theory provides a distance W 2 on the space of P (X) probability measures on a compact length space (X, d); namely,
where Π(µ 0 , µ 1 ) is the set of probability measures on X × X having µ 0 and µ 1 as first and second marginals. The metric space (P (X), W 2 ) is also a length space, called the Wasserstein space. The study of the convexity of certain functionals along the geodesics of the Wasserstein space leads to the definition of a curvature-dimension condition CD(K, N ) on the metric space, where K ∈ R ∪ {−∞} and N ∈ [1, ∞].
For example, the CD(K, ∞) condition holds if, for every Wasserstein geodesic (µ t ) t∈[0,1] in the set P ac 2 (X, d, ν) of probability measures absolutely continuous w.r.t. the reference measure ν, the entropy functional t → H ν (µ t ) := X ρ t log(ρ t )dν, defined for t ∈ [0, 1], is K-convex with respect to W 2 in the sense that
The definition of the condition CD(K, N ), for N = ∞ is similar, the entropy functional H ν being replaced by the Renyi entropy
See [LV] for the case where K = 0, and [Stu06a] , [Stu06b] for the general case.
In order to prove that the condition CD(K, N ) on a measured length space is a natural generalization of both conditions Ric ≥ K and dim(M ) ≤ N on a Riemannian manifold, Lott, Villani and Sturm showed that it satisfies these three specifications:
−V dν) is a Riemannian manifold M with its Riemannian distance and a weighted measure, it satisfies CD(K, N ) if and only if dim(M) ≤ N and the Ricci curvature tensor satisfies
(ii) Stability: If (X n , d n , ν n ) is a sequence of compact measured length spaces converging, in the measured Gromov-Hausdorff sense, to a compact measured length space (X, d, ν), and if each (X n , d n , ν n ) satisfies CD(K n , N ) for a converging sequence K n → K, then the limit space also satisfies CD(K, N ).
(iii) Usefulness: The condition CD(K, ∞), where K > 0, yields a large class functional inequalities (e.g. Poincaré, log-Sobolev, transportation inequalities), that are already known to be consequences of the condition Ric ≥ K > 0 in the Riemannian setting. Moreover, the condition CD(0, N ), where N ≥ 1 allows for a control of the growth of volume of balls, which is analogous to the Bishop-Gromov theorem in Riemannian geometry.
An important step in the development by Lott, Villani and Sturm was accomplished in 2001 by Cordero-Erausquin, McCann and Schmuckenschlager in [CEMS01] : they namely proved that on a Riemannian manifold satisfying Ric ≥ 0, the entropy functional is convex along Wasserstein geodesics. The main goal of [CEMS01] , and its successor [CEMS06] , was actually the study of a large class of functional inequalities on a Riemannian manifold, called the BorellBrascamp-Lieb (or shortly BBL) inequalities under Ricci curvature bounds. As the CD(K, N ) condition, these inequalities depend on two parameters K ∈ R and N ≥ 1. The present paper will focus only on two particular subclasses of the BBL inequalities.
The first subclass of inequalities is the family of Prékopa-Leindler inequalities. It only depends on the parameter K. These inequalities can be seen as BBL(K, N ) inequalities where the parameter N tends to the infinity. They are defined as follows. 
the following inequality holds:
The set Z t (x, y) is the set of points z ∈ X such that d(x, z) = td(x, y) and d(z, y) = (1−t)d(x, y). It is often called the set of t-intermediate points between x and y. More generally, the set
The family of Prékopa-Leindler inequalities, especially P L(0), have first been introduced in the Euclidean setting by Prékopa in [Pré71] , and Leindler in [Lei72] to generalize the multiplicative Brunn-Minkowski inequality, which has a more geometric content. 
where ν * is the outer measure associated to ν.
It is easy to see that the P L(0) condition implies the Brunn-Minkowski inequality, by taking indicator functions. However, Prékopa-Leindler inequalities are easier to manipulate that the Brunn-Minkowski inequality, and it is now simpler, in R n , to prove the P L(0) inequality and then derive the Brunn-Minkowski inequality, than proving it directly.
The second subclass of BBL inequalities is obtained by taking the parameter K equal to 0. This is the family of BBL(0, N ) inequalities. Their definition requires to consider p-means between real numbers. 
The Prékopa-Leindler inequality P L(0) corresponds to the case where p = 0 and N = ∞. The BBL(0, N ) condition is the intersection of a family of BBL p (0, N ) conditions. In [CEMS01] , the authors proved that the BBL p (0, N ) inequality implies the BBL p ′ (0, N ) inequality, for any p ′ ≥ p. This observation yields in particular that any Riemannian manifold satisfying the BBL(0, N ) condition for a given N ≥ 1 also satisfies the P L(0) condition. This fact will be useful in the proof of Theorem 3.1.
In the same paper, the authors also proved that the P L(K) condition is satisfied in any Riemannian manifold whose Ricci curvature tensor satisfies Ric ≥ K, and that the BBL(0, N ) condition is satisfied on any Riemannian manifold with Ric ≥ 0 and dim(M ) ≤ N . Actually, the authors went a bit further by defining BBL(K, N ) inequalities on a Riemannian manifold for a general K ∈ R. The extension of theorems proven in this paper under a P L(K) or a BBL(0, N ) condition to the more general BBL(K, N ) condition still remains an open question.
General BBL(K, N ) inequalities have been recently considered by Bacher in [Bac08] in a length space setting. In this paper, the author proved the implication CD(K, N ) ⇒ BBL(K, N ) in the case of compact non-branching metric spaces, and proved the stability of these inequalities by Gromov-Hausdorff convergence of metric spaces.
So far, it seems that the natural specifications (i),(ii) and (iii), satisfied by the CD(K, ∞) and CD(0, N ) conditions, are also partially satisfied by the conditions P L(K) and BBL(0, N ): the whole point (ii), about stability of the inequalities by Gromov-Hausdorff convergence, is the main result of Bacher's article ([Bac08, Theorem 4.11]). The "if" part of the first point, about coherence with the Riemannian setting, has been proven in [CEMS01] , and in [CEMS06] for the weighted Riemannian case. Finally, the P L(K) condition, with K > 0, implies functional inequalities, at least in a smooth setting; see for instance [BL00] for a proof of the logarithmic Sobolev inequality in the Euclidean case.
The main goal of this article is to complete the picture that the natural specifications (i), (ii) and (iii), satisfied by the CD(K, ∞) condition, are also fully satisfied by the condition P L(K), and that the condition BBL(0, N ) is a natural generalization of both conditions Ric ≥ 0 and dim ≤ N on a Riemannian manifold.
The first part of this paper focus on the study of the P L(K) condition on a measured length space. We first prove, in Theorem 2.1, that on a weighted Riemannian manifold (M, g, e −V dvol) on which the P L(K) condition is satisfied, one has necessarily Ric+Hess V ≥ K, which corresponds to the "only if" part of point (i). Then we give, in Theorem 2.5, a result about the tensorization properties of the condition P L(K): for a suitable product distance, if the condition P L(K) condition is satisfied on two measured length spaces (X 1 , d 1 , ν 1 ) and (X 2 , d 2 , ν 2 ), then it is also satisfied on the product (X 1 × X 2 , d X1×X2 , ν 1 ⊗ ν2). We finally give some analytic consequences of the P L(K) condition, for K > 0, namely the logarithmic Sobolev (Theorem 2.9) and Poincaré (Proposition 2.10) inequalities, and Talagrand's transportation inequality (Theorem 2.12).
The second part of the paper is about the study of the BBL(0, N ) condition on a measured length space, and follows the same lines as the first part.
We first focus on the Riemannian case, proving the equivalence between the BBL(0, N ) condition and the couples of conditions Ric ≥ 0 and dim ≤ N on a Riemannian manifold (Theorem 3.1).We then prove a tensorization property (Theorem 3.2), which enlightens the intuitive meaning of the parameter N as an upper bound on the dimension of the underlying metric space. Finally, we show that the BBL(0, N ) condition allows for the control of the growth of volume of balls centered around a fixed point (Theorem 3.4), which generalizes in the length space setting a particular case of the Bishop-Gromov theorem in Riemannian geometry. As a consequence of Theorem 3.4, it becomes possible to control the Hausdorff dimension of a measured length space satisfying the BBL(0, N ) condition by N (Corollary 3.5). Another consequence of Theorem 3.4 and Theorem 2.12 is Theorem 3.7, that allows for the control of the diameter of a measured length space satisfying both conditions BBL(0, N ) and P L(K), for N ≥ 1 and K > 0, and which is a weak version of the Bonnet-Myers Theorem in Riemannian geometry.
The Prékopa-Leindler inequality
This section is devoted to the study of Prékopa-Leindler inequalities on a measured length space. We first link the P L(K) condition on a Riemannian manifold to uniform lower bounds of the Ricci curvature tensor (Theorem 2.1). We then prove a tensorization theorem that allows us to deduce the P L(K) inequality on a tensor product of two measured length spaces, with a suitable product distance, from the P L(K) inequality on these spaces (Theorem 2.5). We finally show that the P L(K) inequality, with K > 0, is a sufficient condition for a (compact) measured length space to have functional inequalities, such as the logarithmic Sobolev inequality (Theorem 2.9), the Poincaré inequality (Theorem 2.10), and the transportation inequality T 2 (Theorem 2.12).
The Riemannian case
In this paragraph, we prove the converse of the main theorem stated and proven by Cordero-Erausquin, McCann and Schmuckenschläger in [CEMS01] . This theorem asserts that, on a weighted Riemmannian manifold (M, g, ν), with ν := e −V dvol and Hess V + Ric ≥ K, the Prékopa-Leindler inequality P L(K) holds. We establish here the converse statement: (
Proof: The existence of a functionθ satisfying both points (i) and (ii) is a classical result which can be obtained by using local coordinates. See [Vil08, Theorem 14.8] for another use of this result. Point(iii) comes from a classical result of Riemannian geometry: changing the functionθ into a proportional function θ := ηθ, it is possible to apply [GHL90, Theorem 2.92], which gives the result. The last point is easy to prove in local coordinates, by applying the inverse function Theorem.
We will also use a classical result about invertible matrices of Jacobi fields.
Lemma 2.3. Let A(t) be a matrix of invertible Jacobi fields along a geodesic γ, written in an orthonormal moving frame along γ. If φ : [0, 1] → R is defined by φ(t) := − log(det(A(t))), then:
Proof: Recall that the function t → A(t) satisfies the Jacobi equation:
where R(t) is a matrix whose trace is equal to Ric γ(t) (γ
and
and this is the expected result. By (iii) of Proposition 2.2, each γ x is a minimal geodesic of the manifold. Each µ t is a probability measure on M . Denote by ρ t the density of µ t with respect to the Riemannian volume element dvol. The densities ρ t are ruled by the Monge-Ampère equation,
(1)
It is also known that, when x is fixed, t → A x (t) is a matrix of Jacobi fields along the geodesic γ x , where A x (t) is the matrix of d(F t )(x) in an orthonormal moving frame along γ x . By (iv) of Proposition 2.2, each matrix A x (t) is invertible. Moreover, this is the only matrix of Jacobi fields along γ x satisfying the initial conditions
Taking x = m and t = 0, (2) becomes
With these notations, another formulation of (1) is thus possible, namely
Now, use the Prékopa-Leindler inequality, being careful of dealing with densities with respect to the reference measure dν = exp(−V )dvol. More precisely, if
This definition is consistent since, when t is fixed, F t is a diffeomorphism from B(m, r) onto F t (B(m, r)). The curve γ x being a minimal geodesic implies: d(γ x (0), γ x (1)) = |∇θ(x)|. As u 0 and uo 1 are probability densities w.r.t. ν, the Prékopa-Leindler inequality yields
On the other hand, (4) expresses that
The above formula does not depend on the size of the ball B(m, r) which contains the support of ρ 0 . In particular, letting r → 0,
This means that the function t → V (γ m (t))+φ m (t) is Kv 2 -convex. In particular, its second derivative at t = 0 is greater than Kv 2 , and by (3) this yields the formula.
Tensorization
The simplest way to prove that the Euclidean space R n satisfies the P L(0) condition is to prove it first for n = 1, and to use induction on n to complete the general case. See [Gar02] for a proof using this strategy. What makes the induction step work can be seen as a tensorization property: the condition P L(0) on both R n1 and R n2 , with Euclidean distance and Lebesgue measure, implies P L(0) on their product space R n1+n2 , with Euclidean distance and Lebesgue measure, which is the tensor product of Lebesgue measures on R n1 and R n2 . The proof of this tensorization property let us hope it can be generalized for a general P L(K) condition, and in others settings that the Euclidean one. Another clue for a possible generalization is the fact that some functional inequalities implied by the condition P L(K) for K > 0 (in particular the logarithmic Sobolev inequality, see Theorem 2.9) are known to be stable by tensorization (ref : Gross75). In this paragraph, we show that the Prékopa-Leindler inequality tensorizes for a certain distance on the product space, which can be seen as an "Euclidean product distance": Definition 2.4. The Euclidean product distance on X 1 × X 2 is defined by
Theorem 2.5. Let (X 1 , d 1 , ν 1 ) and (X 2 , d 2 , ν 2 ) be two measured length spaces and K ∈ R. We suppose that both spaces satisfy P L(K). Then the product space (X 1 × X 2 , d X1×X2 , ν 1 ⊗ ν 2 ) also satisfies P L(K).
Proof: Denote by (X, d) the metric space (X 1 × X 2 , d X1×X2 ). Let t be in [0, 1] and u, v, w : X → R + be three functions satisfying
Fix x 2 , y 2 , z 2 ∈ X 2 and consider the functions u x2 := u(., x 2 ), v y2 := v(., y 2 ), w z2 := w(., z 2 ) : X 1 → R + . Let x 1 , y 1 ∈ X 1 and z 1 ∈ Z t (x 1 , y 1 ). Then (z 1 , z 2 ) ∈ Z t ((x 1 , x 2 ), (y 1 , y 2 )), so that ∀x 1 , y 1 ∈ X 1 , ∀z 1 ∈ Z t (x 1 , y 1 ),
(5) The triple of functions
satisfy the hypothesis for P L(K) on the space (X 1 , d 1 , ν 1 ). Therefore,
Defining the functionũ :
and the functionsṽ,w in the same way, yields:
The triple of functions (ũ,ṽ,w) satisfy the hypothesis of the P L(K) inequality on (X 2 , d 2 , ν 2 ), so that
By immediate properties of tensor products,
and this is the announced result.
This proof can easily be adapted to the more general case where (X 1 , d 1 , ν 1 ) (resp. (X 2 , d 2 , ν 2 )) satisfy P L(K 1 ) (resp. P L(K 2 )). Then the product space satisfy P L(K), where K := min(K 1 , K 2 ).
Also remark that, by Theorem 2.1 and its converse, Theorem 2.5 yields that the condition Ric ≥ K is preserved by product of Riemannian manifolds (see [GHL90, Definition 2 .15] for the definition).
Analytic consequences of the P L(K) condition
We end this section by presenting some consequences that arise from the hypothesis that a measured length space satisfy the P L(K) condition, for K > 0. Most of these consequences are already known in smoother cases (i.e. in an Euclidean or Riemannian setting), and proofs are very similar. For more details, the reader is referred to references given before each proposition.
It is also worth observing that the consequences of the condition P L(K) are also very similar to the consequences of the condition CD(K, ∞); in particular, the constants found in functional inequalities are the same.
Logarithmic Sobolev and Poincaré inequalities
The logarithmic Sobolev inequality allows to control the entropy of a function by its L 2 norm. It appears as an infinite-dimensional and degenerate version of the Sobolev inequalities, which control a L p norm of a function by the L 2 norms of the function and of its gradient. Such a control does not always exists out of the Riemannian setting. For example, on R n with the standard Gaussian measure γ n , the Sobolev inequality degenerates into
for f enough regular, where H γn (f 2 ) is the relative entropy of the function f 2 :
A smooth function f whose gradient is in L 2 (γ n ) do not necessarily lie in a L p (γ n ) space with p > 2, but only in the space L 2 logL 2 . This kind of inequality is called logarithmic Sobolev inequality.
These inequalities have been widely studied since the first works of Nelson and Gross in the 1960-70's, and there is now a huge litterature on this subject. The reader is referred to [ABC + ] (in French) or [Bak97] . Logarithmic Sobolev inequalities are used to find exponential bounds on the rate of convergence of Markov diffusions to their equilibrium. See [Bak94] for more details, and for more properties strongly linked with the logarithmic Sobolev inequality. In [BE84] and [BE85] , Bakry and Emery, studying Markov diffusions, noticed the influence of Ricci curvature bounds on the constant of the logarithmic Sobolev inequality. In particular, their celebrated Bakry-Emery criterion yields the following. Proposition 2.6. Let (M, g) be a Riemannian manifold with a reference probability measure dν(x) = exp(−V (x))dvol. Suppose that there exist a number K > 0 such that Ric m + Hess m V ≥ K at each point m of the manifold. Then, for every function f enough regular,
In this paragraph, we show that the conclusion of 2.6 holds under the assumption that the condition P L(K) is satisfied. By Theorem 2.1, it is immediate to notice this in the weighted Riemannian case. To prove it in the general measured length space setting, we first need to generalize the notion of gradient; in fact, this is only the notion of gradient norm wich is generalized:
Definition 2.7. Let g : X → R be a continuous function on a length space (X, d). The gradient norm of g at a point x ∈ X is defined by
There is a chain rule associated to the gradient norm:
Proposition 2.8. Let g : X → R be continuous and h : R → R be differentiable. Then
We can now state the main result of this paragraph :
Theorem 2.9. Let (X, d, ν) be a compact measured length space satisfying the Prékopa-Leindler inequality with a constant K > 0. Then for every continuous function f : X → R + :
Note that the same conclusion, with the same constant 2/K can be deduced from the condition CD(K, ∞), with K > 0. This has been done in [LV, Theorem 6 .1].
Proof: Define the function g : X → R by f 2 = exp(g). Since
it is sufficient to prove that
Writing, for r > 0,
it is sufficient, by a Beppo-Levi argument, to prove that, for every r > 0 small enough,
Recall now the following formula that expresses the entropy of a function as a derivative of its L p -norms:
Fix t ∈]0, 1], and apply the Prékopa-Leindler inequality with u(x) = 1, v(y) = exp g t and w(z) = exp(g t (z)), where g t is defined by
The P L(K) inequality then expresses that
Hence:
Fixing z ∈ X, we have:
= sup
, and:
Moreover, it is well known that the function u → au − bu 2 , where b > 0, attains its maximum at u = a 2b and this maximum equals a 2 4b . Thus:
Letting t go to 1 completes the proof.
It is well known that the logarithmic Sobolev inequality implies the Poincaré inequality, which controls the L 2 norm of a function by the L 2 norm of its gradient. The proof of this fact in a measured length space setting can be found in [LV, Theorem 6 .18].
Proposition 2.10. Let (X, d, ν) be a measured length space satisfying the logarithmic Sobolev inequality LSI(K), with K > 0. Then, for every Lipschitz function h, with X hdν = 0,
Actually, a stronger fact has been proven by Lott and Villani CD(K, N ) in [LV07] : under a CD(K, N ) condition with K > 0, the Poincaré inequality holds with the optimal constant N −1 KN instead of the constant 1 K .
Transportation inequality
Another family of functional inequalities which is strongly related to Ricci curvature bounds is the family of transportation inequalities. Here, we focus on transportation inequalities T 2 , which control the Wasserstein distance W 2 (µ, ν) between two probability measures by the square root of the relative entropy H ν (µ).
Definition 2.11. A measured length space is said to satisfy the transportation inequality T 2 (K), where K > 0 if, for every µ in P 2 (X),
Transportation inequalities have been first studied by Talagrand in [Tal96] , which established transportation inequality T 2 for gaussian measures, and proved tensorization properties. In [OV00], Otto and Villani derive the inequality T 2 (K) from LSI(K) in the weighted Riemannian setting, and conversely prove that the inequality T 2 (K) yield a logarithmic Sobolev inequality, with some degradation on the constant. The implication LSI(K) ⇒ T 2 (K) has been extended to the length space setting by Lott and Villani in [LV, Theorem 6.22], under some regularity assumption on the ambient space. In the same paper, the authors prove directly the implication CD(K, ∞) ⇒ T 2 (K).
In this subsection, we prove that the condition P L(K), with K > 0, yield a transportation inequality.
Theorem 2.12. Let (X, d, ν) be a measured length space satisfying P L(K) for some K > 0. Then the transportation inequality T 2 (K) holds true.
This fact is already known in smoother cases. For example, it is stated and proven in a weighted Euclidean case in [BL00] . The proof of Theorem 2.12 in a length space setting follows the same lines as in the Euclidean one, and uses the following proposition, which is the variational formulation of the inequality.
Proposition 2.13. The classical formulation of the Talagrand inequality:
is equivalent to its variational formulation:
where:
The notation Q 1 g comes from the Hamilton-Jacobi semi-group. See [BGL01] for details and a proof of this proposition.
Proof of Theorem 2.12: For g be in C(X), and t ∈ [0, 1], define u t (x) := exp (−tKg(x)) , and v t (y) := exp ((1 − t)KQ 1 g(y)) .
Applying the Prékopa-Leindler inequality to the triple of functions (u t , v t , 1) yields
it suffices to show that lim sup
And this indeed holds as a consequence of Jensen's inequality
This proves the theorem.
Links with the Brunn-Minkowski inequality
The Prékopa-Leindler inequality is known to be the functional version of the multiplicative Brunn-Minkowski inequality.
Definition 2.14. A measured length space (X, d, ν) is said to satisfy the mutliplicative Brunn-Minkowski inequality, or BM , if, for every measurable sets A and B, and every t in [0, 1]:
The notation ν * corresponds to the outer measure associated to ν, and is useful to avoid measurability issues. However, if (X, d) is compact, then the intermediate sets Z t (A, B) are automatically measurable. It is very easy to deduce BM from P L(0), by taking indicator functions of the sets A and B. This subsection is about the converse of this fact:
Theorem 2.15. Let (X, d, ν) be a length space satisfying BM . Then it also satisfies P L(0).
The proof of this result requires the following Lemma, known as the "multiplicative Prékopa-Leindler inequality".
Then:
A proof of this Lemma can be found in [Uhr94] .
Proof of Theorem 2.15: Let f, g, h : X → R + be a triple of functions satisfying the hypothesis of the Prékopa-Leindler inequality. The idea consists in studying the level sets of these functions. They satisfy the inclusion
So the BM inequality yields
Define the function f : R + → R by: f (u) = ν({f ≥ u}), and g, h in the same way. Fubini's theorem indicates that R+ f (u)du = X f dν, and so on for g and h. It is clear that the triple f , g, h satisfies the hypothesis of mulitplicative Prékopa-Leindler inequality. Consequently,
This proves Theorem 2.15.
Theorem 2.15, combined with Theorem 2.1 and [LV, Theorem 7.3], has a nice interpretation. On a compact Riemannian manifold, the three conditions BM , P L(0), CD(0, ∞) are all equivalent to the classical Ricci curvature bound condition Ric ≥ 0.
3 The Borell-Brascamp-Lieb inequality BBL(0, N )
In this section, we investigate some of the properties of the BBL(0, N ) condition. The main goal is to show that the BBL(0, N ) condition is a natural generalization of the couple of conditions Ric ≥ 0 and dim ≤ N on a Riemannian manifold, by following the same lines as in the last section. We first focus on the coherence with the Riemannian case. Then we prove a tensorization property, similar to Theorem 2.5. We finally give some consequences of the BBL(0, N ) condition: the Bishop-Gromov theorem, that allows us to control the growth of volume of balls around a given point (Theorem 3.4), and yields a bound on the Hausdorff dimension of the underlying metric space (Corollary 3.5). With an additional P L(K) condition with K > 0, and a compacity assumption, the Bishop-Gromov theorem also yields a control of the diameter of the space (Theorem 3.4).
The Riemannian case
In [CEMS01] , Cordero-Erausquin, McCann and Schmuckenschläger proved that the BBL(0, N ) inequality holds on any Riemannian manifold (M, g, dvol) satisfying Ric ≥ 0 and dim(M ) ≤ N . We establish here a converse statement in the weighted Riemannian case, which can be seen as the "BBL(0, N ) analogous" to Theorem 2.1. 
Tensorization
In this paragraph, we establish a tensorization property for the BBL(0, N ) inequality, which is very similar to the tensorization property found for the P L(K) condition (Theorem 2.5). However, in this setting there is no particular choice of the metric on the product space.
Theorem 3.2. Let (X 1 , d 1 , ν 1 ) and (X 2 , d 2 , ν 2 ) be two measured length spaces satisfying respectively BBL(0, N 1 ) and BBL(0, N 2 ), for N 1 , N 2 ≥ 1. Let d be a distance on X := (X 1 × X 2 ), ν := ν 1 ⊗ ν 2 and N := N 1 + N 2 . Then (X, d, ν) satisfies BBL(0, N ).
The fact that N = N 1 + N 2 is coherent with the intuitive meaning of N as an upper bound on the dimension of the space. This intuition will be made rigorous at Corollary 3.5. Fix x 2 , y 2 , z 2 ∈ X 2 such that z 2 ∈ Z t (x 2 , y 2 ). Then ∀x 1 , y 1 ∈ X 1 , ∀z 1 ∈ Z t (x 1 , y 1 ), (z 1 , z 2 ) ∈ Z t ((x 1 , y 1 ), (x 2 , y 2 ) ).
In particular, the functions f x2 , g y2 , h z2 : X 1 → R + satisfy ∀x 1 , y 1 ∈ X 1 , ∀z 1 ∈ Z t (x 1 , y 1 ), h z2 (z 1 ) ≥ M p t (f x2 (x 1 ), g y2 (y 1 )).
where S n K is a complete simply connected n-dimensional Riemannian manifold of constant sectional curvature K. Then the quotient vol(B p (r)) V (r)
is non-increasing in r.
In the case where K = 0, S n K is just the Euclidean space R n , and the function V (r) is proportional to r n . The goal of this paragraph is to show that the same control is still valid for any measured length space satisfying the BBL(0, N ) condition:
Theorem 3.4. Let (X, d, ν) be a measured length space satisfying the BBL(0, N ) condition for a certain N > 0. Let x 0 ∈ X, and 0 < r 1 ≤ r 2 . Then:
As t = r1 r2 , and The theorem is proven by letting first p go to +∞ and then by letting η (and so ε) go to 0.
A first corollary of Theorem 3.4 allows for a control of the Hausdorff dimension of a measured length space satisfying the BBL(0, N ) condition, which gives a rigorous explanation of the meaning of the parameter N as an upper bound on the dimension of (X, d).A proof of this fact can be found in [Stu06b] .
Corollary 3.5. Let (X, d, ν) be a measured length space satisfying the BBL(0, N ) condition. Then the support of ν has Hausdorff dimension ≤ N .
We finish this paragraph by giving a corollary of both Theorems 2.12 and 3.4, which allows to control the diameter estimate of a compact length space satisfying both conditions P L(K) and BBL(0, N ), where K > 0 and N ≥ 1. This kind of estimate is known in the Riemannian setting as Bonnet-Myers Theorem.
Theorem 3.6. Let (M, g) be a complete N -dimensional Riemannian manifold satisfying Ric ≥ K, where K > 0. Then (M, g) is compact and
An analogous theorem in a length space setting is stated as follows.
Theorem 3.7. Let (X, d, ν) be a compact measured length space satisfying both conditions P L(K), for a certain K > 0, and BBL(0, N ), for a certain N > 0. Then the diameter of X satisfies:
where C is a universal constant (C=7.7 is a good choice).
The length space version of Bonnet-Myers is weaker than its Riemannian version because Theorem 3.6 does not assume a priori the compacity of (M, g), and of course because the right-hand side of the inequality is more precise.
Proof of Theorem 3.7: In [LV] , it was proven that the inequality (27) is satisfied whenever both Talagrand inequality T (K) (inequality (20)) and Bishop-Gromov inequality (inequality (25)) with constant N are true. But inequality (20) is a consequence of Theorem 2.12, and inequality (25) is a consequence of Theorem 3.4.
