This paper presents an asymptotic analysis of a stochastic manufaturing system consisting of parallel machines subject to breakdown and repair and facing a constant demand, as the rates of change of the machine states approach in nity. This situation gives rise to a limiting problem in which the stochastic machine availability is replaced by its equilibrium mean availability. The long-run average cost for the original problem converges to the long-run average cost of the limiting problem. Open-loop and feedback controls for the original problem are constructed from optimal controls of the limiting problem in a way that guarantees their asymptotic optimlity. The convergence rate of the long-run average cost for the original problem to that of the limiting problem is established. This helps in providing an error estimate for the constructed open-loop asymptotic optimal control.
Introduction
This paper studies the problem of production planning in manufacturing systems consisting of failure-prone parallel machines with the long-run average cost criterion. Bielecki and Kumar 1] obtained an explicit optimal solution for a simple instance of the problem, namely that of a single machine with two states (up and down) and a single product with linear holding and backlog costs. Sharifnia 14] extended the Bielecki-Kumar problem to allow for multiple machine states. It should be noted that he did not provide a rigorous proof of its optimality.
For a general convex surplus and production costs, it appears that the problem cannot be solved explicitly. As a result, the Bielecki-Kumar approach of proving optimality based on the explicitness of an optimal solution is no longer applicable. Ghosh et al. 6 ] considered a convex cost manufacturing problem with a nondegenerate di usion term in its dynamics. The existence of the nondegenerate di usion term allowed them to rigorously analyze the resulting average-cost minimization problem. They obtained a su ciently smooth solution of the dynamic programming equation, and then veri ed the solution to be the value function for their problem. The convex cost problem without di usion was studied by Sethi et al. 8] with the use of the vanishing discount approach. They developed appropriate dynamic programming equations and established the existence of their solution and a veri cation theorem for optimality. In the case of no production cost, they showed the optimality of a hedging point policy.
Srivatsan and Dallery 15] generalized the Bielecki-Kumar problem to allow for two products. They limited their focus to only the class of hedging point policies and attempted to partially characterize an optimal solution within that class. The theory of optimality for average-cost multi-product problem for a single or parallel machines has been developed by Sethi et al. 9, 10] . They obtained a veri cation theorem and specied an optimal control policy in term of the so-called relative cost function or potential function.
Since optimal solutions of the stochastic manufacturing problems are di cult to obtain in all but the simplest of the cases, researchers have attempted to obtain suboptimal or near-optimal solutions of the problems. Of particular importance to us is the so-called hierarchical control approach, which is based on the reduction of a given complex problem into simpler approximate problems or subproblems and subsequent construction of a satisfatory solution for the given problem from the solutions of the simpler problems. Moreover, in the cases of stochastic systems where uctuation rates of some processes are much faster than the uctuation rates of other processes, the hierarchical control approach can provide solutions that are asymptotically optimal as the uctuation rates of the faster processes become large. This is a powerful idea and there is now a considerable literature devoted to the asymptotic analyses of hierarchical manufacturing systems consisting of failure-prone machines with discounted cost criteria; see Sethi and Zhang 13], Sethi 7] , and Yin and Zhang 16] for references and details. However, there has been no work along these lines when it comes to problems with the average-cost criterion.
It is the purpose of this paper to initiate a study of asymptotic analyses of hierarchical manufacturing systems with the long-run average cost criterion. We address a multiproduct manufacturing system consisting of a single or a number of parallel machines subject to breakdown and repair and facing constant demand for its products. We obtain a limiting problem as the rates of machine breakdown and repair go to innity, and use the optimal control of the limiting problem to construct both feedback and open-loop piecewise deterministic controls for the original problem. It is shown that these controls are asymptotically optimal under certain assumptions on the cost functions involved. Furthermore, we analyze the asymptotic behavior of the system trajectories under these controls and establish the convergence rate at which the minimum long-run average expected cost for the original problem approaches the minimum long-run average cost of the limiting problem. Based on this analysis, we derive estimates of the di erence between the average expected costs of the constructed control and the minimum average expected cost of the original problem. In our model, we assume a positive inventory deterioration/cancellation rate for each product. This assumption corresponds to a stability condition typically imposed on in nite horizon problems (cf. 3]), and it is essential in our proof of the main result in the paper.
The plan of our paper is as follows. In Section 2 we introduce the problem and specify the required assumptions. Section 3 is devoted to the study of the relative cost function associated with the problem. In Section 4, we establish the convergence of the minimum long-run average expected cost for the original problem to the minimum longrun average cost for the limiting problem. Finally in Section 5, hierarchical open-loop and feedback controls are constructed from the solution of the limiting problem, and the convergence behavior of the associated average costs is examined. Section 6 concludes the paper.
Problem Formulation
Let us consider a manufacturing system that produces n distinct products using m identical parallel machines. With the production rate u(t) 2 R n , u(t) 0, the total surplus x(t) 2 R n , and a constant demand rate d 2 R n , d 0, the system dynamics satisfy the di erential equation _ x(t) = ?ax(t) + u(t) ? d; x(0) = x 2 R n ; (2.1) where a = (a 1 ; :::; a n ) is a constant vector with a i > 0. In the control theory parlance, u(t) is the control variable and x(t) is the state variable. Surplus of the product type i refers to as inventory when x i (t) > 0 and as backlog when x i (t) < 0: The attrition rate a i represents the deterioration rate of the inventory of the nished product type i when x i (t) > 0, and it represents a rate of cancellation of backlogged orders when x i (t) < 0. We assume symmetric deterioration and cancellation rates for product i only for convenience in exposition. It is easy to extend our results when a + i > 0 denotes the deterioration rate and a ? i > 0 denotes the order cancellation rate.
Assume that the machines are failure-prone and repairable and that each machine, for convenience in exposition, has a unit production capacity when not broken down.
Therefore, we can let M = f0; 1; :::; mg denote the set of machine capacity states. Let ( ; F; P) denote the probability space. Let ("; t) 2 M = f0; 1; :::; mg, t 0, denote a Markov process generated by Q (1) + (1=")Q (2) , where " > 0 is a small parameter and Q ij for`= 1; 2. We let ("; t) represent the machine capacity state at time t. Since only a nite amount of production capacity is available at any given time t, it imposes an upper bound on the production rate u(t). Speci cally, the production rate constraints can be speci ed to be u k (t) 0; k = 1; 2; :::; n; n X k=1`k u k (t) ("; t); t 0; (2.2) where (`1; :::;`n) 0 are given constants with`k representing the amount of capacity needed to produce product type k at rate 1. In the single product case (n = 1;`1 = 1), the production rate constraints reduce to 0 u(t) ("; t).
De nition 2.1 A production control process u( ) = fu(t) : t 0g is admissible if (i) u(t) 2 F (") t ( ("; s); 0 s t) and (ii) u k (t) 0, k = 1; 2; :::; n, P n k=1`k u k (t) ("; t) for all t 0.
We denote by A " (k) the set of all admissible controls with the initial condition ("; 0) = k.
De nition 2.2 A function f(x; k) de ned on R n M is called an admissible feedback control or simply a feedback control, if (i) for any given initial surplus and production capacity, the equation _ x(t) = ?ax(t) + f(x(t); ("; t)) ? d has a unique solution and (ii) the control de ned by u( ) = fu(t) = f(x(t); ("; t)); t 0g 2 A " (k).
With a slight abuse of notation, we simply call f(x; k) a feedback control when no ambiguity arises. 
where x( ) is the surplus process corresponding to the production process u( ) in A " (k).
The problem is to obtain u( ) 2 A " (k) that minimizes J " (u( )). We formally summarize our control problem as follows:
We assume that the cost functions h( ), c( ), and the production capacity process ("; ) satisfy the following assumptions:
( Thus under the positive deterioration/cancellation rate, the surplus process x(t) remains bounded.
Properties of the Relative Cost Function and the Limiting Control Problem
In this section we examine elementary properties of the relative cost known also as the potential function and obtain the limiting control problem as " ! 0.
The average cost optimality equation associated with the average-cost optimal control problem in P " , as shown in Sethi et al. 9] , takes the form " = inf
+ 1 " Q (2) w " (x; )(k); (3.1)
where w " (x; k) is the potential function of the problem P " , @ w " (x;k) Proof. According to the de nition of " , it su ces to show that there exists a constant M such that for x " ( ) satisfying _ x " (t) = ?ax " (t) + u " (t) ? d; x " (0) = 0;
we have lim sup
In view of (3.2), we can derive 
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In the remainder of this section, we derive the limiting control problem as " ! 0. Let = ( 0 ; 1 ; :::; m ) denote the equilibrium distribution of Q (2) . Since Q (2) is weakly irreducible, is the only nonnegative solution to the equation For the sake of notational simplicity in the remainder of the paper, we only deal with the case n = 1, namely the single product case. In this case, a, d, x, and u are scalars. Using the same method, one can show that all of the results in Sections 4 and 5 except Theorem 5.2 given here for the single product case hold also for the multiproduct case.
Convergence of the Minimum Average Expected Cost
In this section we consider the convergence of the minimum average expected cost " as " goes to zero, and establish its convergence rate. First we give without proof the following lemma similar to 13, Lemma C.3]; see also Zhang 17] . This implies in particular that lim "!0 " = .
Before giving the proof of the theorem, we outline the major steps in the proof. First we prove " + M 2 " 1 2 by constructing an admissible control u " (t) of P " from the optimal control of the limiting problem P 0 and by estimating the di erence between the state trajectories corresponding to these two controls. Then we establish the opposite inequality, namely, " ?M 2 " Clearly u " (t) 2 A " (k), where A " (k) is given in Section 2. Let x " (t) and x(t) denote the corresponding trajectories of the systems P " and P Eh(x " (t)) h(Ex " (t)) = h( x(t)) + (h(Ex " (t)) ? h( x(t)) h( x(t)) ? C (1 + jEx " (t)j p + j x(t)j p ) jEx " (t) ? x(t)j h( x(t)) ? C(1 + 2(C 42 ) p )C 45 ": (4.17) In the same way, using Lemma 4.1 we can establish
Pf ("; t) = kgE(c(u " (t))j ("; t) = k) Then u " ( ) 2 A " (k), and u " ( ) is asymptotically optimal for P " , i.e., has a unique solution, and therefore f " (x(t); ("; t)); t 0, is also an admissible feedback control for P " . According to Lemma J.10 of Sethi and Zhang 13], there exists an " 0 such that Q (1) + " ?1 Q (2) is weakly irreducible for 0 < " " 0 . Let " = ( " 0 ; " 1 ; :::; " m ) denote the equilibrium distribution of Q (1) + " ?1 Q (2) , i.e., " (Q has a solution z " ( ) with z " (t) having a nite limit x " as t goes to in nity. This fact, which holds only in the single product case, will be used in the proof of Theorem 5.2.
Since there are several hypotheses, namely (5.5)-(5.7), in Theorem 5.2, it is important to provide at least an example for which these hypotheses hold. Below we provide such an example. After that we prove the theorem. is an asymptotically optimal feedback control for P " . Step 1. In this step we show that
In view of (2.4), we know that for each ! 2 , the solution x " (!; ) corresponding to Step 2. The purpose of this step is to establish . Therefore we obtain (5.23). In view of (5.9) and (5.23) derived in Steps 1 and 2, respectively, and Theorem 4.1, the proof is immediate.
6 Concluding Remarks
In this paper, we have considered the problem of hierarchical production control in a simple stochastic manufacturing system with the average-cost criterion. We have introduced an attrition term in the surplus equation, which provides a stability condition usually required for long-run average-cost problems. A study of the hierarchical production control for systems without the attrition term appears in Sethi et al. 11] .
Important open problems in connection with Theorem 5.2 are extension of the results to the multiproduct case, establishment of the convergence rate, and provision of conditions under which the hypotheses (5.5)-(5.7) are satis ed.
We have considered only systems with single or parallel machines. It is important to generalize our results to more general manufacturing systems such as owshops and jobshops, where the ever-present nonnegativity condition associated with internal bu ers complicates the analysis; see Sethi and Zhang 13] for an analysis of such systems with the discounted-cost criterion.
