I INTRODUCTION
The design and operation of automated production systems includes a set of complex decisions involving several conflicting goals. Decisions regarding equipment, layout, material flow, productivity, investment cost, scheduling, etc. lead to an enormous range of solutions (the "solution space"). These problems are typically solved through operations research and computer science algorithms and methodologies, resulting in trade-off solutions that compromise certain objectives in order to follow the strategic goals of the enterprise. Despite the fact that some of these models have proven to be profitable and robust when plans are stable, one fact remains undoubtedly true: they do not deal well with unexpected events and unpredictable production scenarios (Babiceanu and Seker, 2015, Neves et al., 2013) .
As the business paradigm shifts towards an increase of customization and personalization of products, companies must deal with increasingly complex scenarios: high product diversity, complex supply chains, low inventories, small batch orders and strict deadlines (Hu et al., 2011 , Maffei, 2012 . To cope with these scenarios, two aspects become vital: Agile shop-floors that can be promptly (re-)deployed and (re-)configured with minimum integration and programming efforts; and decision support tools that can help dealing with the complexity of systems and support accurate decision-making based on collected data regarding available systems and equipment, shop floor capacity, current orders, etc. (Onori and Barata, 2009) .
Several modern production paradigms have been introduced aiming at offering responsive and cost effective solutions to tackle these scenarios. Examples of these are Bionic Manufacturing Systems (Ueda, 1992) , Reconfigurable Manufacturing Systems (RMS) (Koren et al., 1999) , Evolvable Production Systems (EPS) (Barata et al., 2007) , Holonic Manufacturing Systems (Valckenaers et al., 1997) and Changeable Manufacturing Systems (Wiendahl et al., 2007) . These paradigms are grounded on the concepts of modularity and heterogeneity, and target the encapsulation of functionality in each module and their seamless integration in production systems. These are key aspects to tackle interoperability between systems, reduce the integration and set-up times, and increase tolerance to failures and re-usability of legacy equipment. To accomplish their design goals, they display a shift from centralized to distributed control architectures in which each node of the system is capable of taking autonomous decisions and interacts with the other nodes in the network.
Recent trends in shop-floor control research include the development of plug&produce modules with scalable, interoperable and self-organizing control systems in order to enhance factory responsiveness (Jovane et al., 2008) . Agent technology has been particularly popular to address manufacturing systems with plug&produce ability, reconfigurability, robustness and responsiveness . Agent technology enables that all entities in the shop floor (e.g. product, carrier, machine, etc.) are intelligent and able to reason, interact and exchange data in order to take decisions dynamically according to their context (Shen et al., 2006) . Furthermore, agents seek the empowerment of local autonomy by using their self-* properties (i.e. self-configuration, self-diagnosis, self-organization, etc.) to form loosely coupled networks of agents that exhibit collective behaviour to autonomously tackle dynamic complex scenarios (e.g. new entity on the system, failures, etc.) (Ribeiro et al., 2008) . Plug&Produce (P&P) systems typically rely on the concept of intelligent product (Wong et al., 2002 , McFarlane et al., 2013 , allowing each product/part to be transported independently and manage its own production by requesting transport and process executions. This makes them suitable to handle aspects related to the dynamic plug and unplug of production modules and change of process plans and volumes on the fly with near-zero reprogramming efforts .
Despite its merits and achievements, P&P systems are still at an infant stage. Before being commercially deployed at industrial level, their performance, robustness, scalability and reconfiguration abilities need to be extensively assessed. Moreover they should not be understood as a general panacea for all industrial scenarios but for targeted applications where they provide a profitable solution to tackle unpredictable markets where the products and volumes change very often. The biomedical market is such an example, where the miniaturized assemblies, zero defects constraints, high number of variants and unpredictable volumes together with the time and cost to develop, deploy and validate the assembly system reduces the application of automatic solutions (Williams et al., 2006, Onori and Barata, 2009) . In markets where the number of product types, variants and possible offered customizations is high so is the overall system complexity which hardens the design and development of optimized cost-effective systems that can accommodate new products and volumes (Barata, 2005) .
Most research in P&P systems has focused on the development of interoperable pluggable modules, the necessary reference architectures and standard interfaces to support plugability and the real-time control system that renders the system autonomous and reactive to dynamic changes. Less attention has been drawn to the design and configuration of P&P systems and methodologies that can support the adaptation and reconfiguration of P&P systems to accommodate constantly changing requirements. These are major issues to be addressed since P&P systems compromise slightly their performance in order to be more reconfigurable and fault-tolerant. Although the discussion widely applies to almost all emerging production paradigms, the Evolvable Production Systems (EPS) paradigm is used as a case to bring context and clarity to the discussion, and provide the necessary architectural guidelines to implement the work. This article will be organized as follows: section II will provide a more detailed research framing and problem definition as well as all the necessary supporting concepts; section III will provide the main theoretical foundations of the proposed framework and the decision support tool' requirements and implementation details; section IV will present a test-case to illustrate the proposed framework; finally section V will provide a critical discussion on the presented contributions and future research.
II LITERATURE ANALYSIS AND SUPPORTING CONCEPTS

A) State of the Art
The production system design and configuration process aims at generating the most suitable configuration for the production of one or more product variants according to the production strategy. The generated configurations depend on the products' plans and try to satisfy the production and performance requirements by defining a layout, selecting resources and assigning tasks to resources. The possible configurations include a massive number of possibilities that reflect different system layout structures, assignments and operational decisions.
When the number of products and parts grow, so does the size of the system and necessary stations. This induces more complexity in the system design and makes analysis of productivity and quality for each configuration more difficult. The research community has undertaken a paramount effort to develop methods that can decrease the design complexity of product flow and process layouts. Different approaches using deterministic models, queuing models, discrete event simulation, axiomatic design and heuristics have been investigated to generate and evaluate configurations (Groover, 2007) .
Deterministic models are used to roughly estimate the production rate, capacity and utilization; however typically they do not allow the evaluation of queues and other dynamics so they usually overestimate the performance (Groover, 2007) . These include mathematical programming techniques that optimize a specific algebraic objective function of specific decision variables (Chryssolouris, 2006) . These exact methods converge to a single solution which is sometimes not feasible due to some unpractical condition not being considered in the model (Shiyas and Pillai, 2014) . For this reason, the generation of alternative configurations that can be further scrutinized by the designer can potentially lead to a more effective decision-support tool.
Queuing models are used to describe the dynamics not present in deterministic approaches but usually allow only general modelling of queues and simple system configurations (Papadopoulos and Heavey, 1996) .
Discrete event simulation (DES) is used in later stages of design and it provides the most accurate method to model the system dynamics (Groover, 2007) . Nevertheless, it would be unfeasible to test all possible configurations using simulation due to time constraints and for this reason it is usually used in later design stages. A limiting factor of traditional DES is the dynamic decision making present in P&P systems. This could be potentially tackled by using agent-based simulation where each agent in the shop floor is mirrored into a simulation environment to predict the dynamic decision take in different steps of production. A comprehensive review of DES publications regarding system design and operation can be found in (Negahban and Smith, 2014) .
Axiomatic Design (AD) provides a formal design methodology that uses matrix methods to analyse the transformation of customer needs into functional requirements, design parameters, and process variables. An example is found in (Babic, 1999) where the use of AD provides the conceptual frame and methodology for FMS design and the criteria for its evaluation. Other interesting work using AD can be found in (Farid, 2015) proposing a formulation to measure the static resilience of a system and in (Farid and Ribeiro, 2014) where a multi-agent system reference architecture for RMS is quantitatively formalized.
Heuristics are usually applied to limit the solution space and achieve a time efficient solution. Classical exact solution methods (e.g. enumerative, branch and bound, linear programming, etc.) allow finding optimal solutions; however they can be extremely time-consuming when solving real-world problems (e.g. large-dimension, hardly constrained, etc.). Search methods find solutions by exploring paths in the solution space and the inclusion of a heuristic will dictate how the exploration will be performed. A strong heuristic can help to find suitable solutions in shorter time, but it can also fail if the best solutions are in the states it chooses not to try. Given the NP-complete nature of design problems (e.g. cell formation) heuristics have been widely used and examples can be found in (Renzi et al., 2014) .
Due to the growing of the solution space (caused by the increase of workstations, product types, material flow, etc.) methods based on graph theory and complex networks are emerging to provide a structural analysis of the systems and detect potential bottlenecks or unbalanced workload distribution (Blunck et al., 2014 , Becker et al., 2013 . The traditional industrial view is critical towards these approaches mainly due to its level of abstraction which hardens the inclusion of important mechatronic and operational constraints . However they can provide an adequate tool to do preliminary system analysis and contribute to the reduction of the solution space and consequently reduce the number of morose simulations.
The current manufacturing context is characterized by mixed-model production with many different variants and fluctuating volumes. To deal with this variety and enable delayed product differentiation, the system layouts are often complex with asymmetrically branched configurations. Several algorithms have been proposed to try to automatically generate different configurations such as (Webbink and Hu, 2005, Michalos et al., 2012) however they cannot be applied to this work since they are focused on creating new layouts rather than re-configuring systems on the context of P&P. Furthermore, in the case of (Webbink and Hu, 2005) another limiting factor is the assumption that all machines have the same functionality.
Recent work also includes the structural analysis of layouts and assessment of complexity. An example is found in (ElMaraghy et al., 2014) where the structural complexity of system layouts are assessed based on metrics that evaluate the number of connections, alternative paths, cycles, decision points and redundancy. Despite the usefulness of this work in assessing the structural complexity of a layout, there is no link between the product mix (types and volumes) to be produced, alternative layouts and the resultant material flow in the system and these aspects are fundamental for the work hereby presented.
B) Problem Definition
Traditional automation has been historically focused on the development of cost efficient mass-production systems for high volumes of standardized products. As the production strategy shifted towards mass-customization (Pine, 1993 ) the planning and implementation of automatic systems has become more complex. The continuous shortening of product volumes and life-cycles and the increment of product variants is increasing this complexity, to the point that automation of production is not cost-effective in some cases. The re-usability and swift re-configurability of an automated system is then of critical importance to attain cost-effective automation under these highly dynamic scenarios.
Traditionally, production systems are designed and configured according to forecasted conditions, and those activities are followed by planning and scheduling activities to optimise its operation. The planning and configuration activities in P&P systems will necessarily be tightly coupled and performed periodically to effectively cope with new product variants, rush orders and volume fluctuations. Since these activities will overlap considerably, new methods and decision support tools are required to support the adaptation of P&P systems to unforeseen production scenarios.
During their lifecycle, production systems can undergo physical (e.g. layout change, add/remove machines), logical (e.g. re-routing, re-planning, re-scheduling and re-programming) and parametric adaptations (e.g. change machine settings) (ElMaraghy, 2005) . This is no exception for P&P systems; nevertheless they are typically designed to handle logical and parametric updates autonomously. The physical adaptations are also targeted to be handled autonomously by the control system; however the changes of layout structure imply a re-engineering effort while the plug and unplug of machines can be done on the fly.
In the EPS context, P&P is facilitated by common standard interfaces (mechanical, electrical and logical) and by a management system that runs in the background and keeps track of which resources are plugged in specific interfaces (Onori et al., 2012) . These standard interfaces are denominated as docking points (DPs) and are connected by some kind of transport system (i.e. conveyors or AGVs). Changing the positions and connections of the available DPs (layout reconfiguration) implies re-engineering costs and associated development, test and deployment time. For this reason it is desirable that re-engineering is avoided and P&P systems can be reconfigured quickly through the plugging/ unplugging of modules to timely follow market demands. In this sense, the performance of the system will be vastly dictated by the self-organization embedded in the system, the existent system layout (i.e. DPs positions and connections) and how the modules are distributed in the system (Neves et al., 2014a) .
Upon new production requirements, the P&P ability can be exploited by devising different configurations (distribution of modules in the system) that may provide optimizations or enable the production of new products. P&P systems support structure and functionality transformations through plug/unplug of modules, and dynamic production and fault-tolerance through self-organization. This will naturally increase complexity in design, operation and exact performance predictability, and therefore sets the need for the definition of reconfiguration methods and decision supporting tools that can help system designers and production managers to decide which layouts and configurations could accommodate specific production requirements (i.e. different product plans and volumes).
The main focus of this work is to validate existing P&P layouts and to reduce the configuration alternatives presented to the user. In the context of this work, configuration means exclusively the distribution of the modules in a fixed P&P system layout structure and the goal is to verify if there is at least one reconfiguration that satisfies the new production requirements. If so, the reconfiguration alternatives should be assessed in a timely manner. In this sense, this article's main contribution lies in the proposal of a reconfiguration method and metrics that support the timely generation and assessment of reconfiguration alternatives by employing solution space reduction. The proposed metrics assess the suitability of reconfiguration alternatives to cope with the production flows resulting from dynamic orders. To achieve this, the proposed approach abstracts system configurations and production plans as graphs and uses graph theory concepts to conclude about the potential performance of different reconfiguration alternatives.
C) Relation to graph theory and system formulation Graph theory provides powerful concepts that can facilitate the evaluation of P&P systems. Informally a graph is a set of nodes joined by a set of arrows. Representing a problem as a graph can provide a different point of view, making the problem simpler and possibly solvable. Graph structures can be used to isolate interesting or important sections of a graph while structural metrics provide a measurement of a structural property of a graph (globally or locally). The identification of specific structures or relations in a graph can then allow solving the represented problem.
Graphs have been used to provide structural descriptions of complex systems and their interactions. They have been successfully employed to model self-organizing systems (bio-chemical reactions, social interactions, etc.) and also pattern recognition and computer vision analysis. From the assembly point of view graphs have also been employed especially in the assembly plan representation. They proved to be useful to model modular products, product families and assembly plans with and/or precedence constraints (Hu et al., 2011, Yu and Li, 2006) . Graphs can also be employed to represent assembly system layouts. In P&P systems the nodes can represent the DPs where process-oriented workstations/modules are deployed, while the edges can represent the connection between them (conveyor system or AGV-based transport system).
Formally a graph G=(V,E) is a representation of a set of objects (set of vertices V) where some pairs of objects are connected by links (set of edges E). If the edges have a specific orientation then the graph is directed while if they do not the graph is undirected. A graph can also be a weighted graph if the edges have weights or unweighted if they do not. A weighted, directed graph G=(V,E) has a weight function w:E→R. The weight of a path p=<v 0 ,v 1 ,…,v k > is the sum of the weights of its constituent edges, as depicted in Equation 1. A shortest path from vertex u to vertex v is then defined as any path p with weight w(p)=δ (u,v) .
Equation 1 -Weight function and shortest path in directed graphs
The shortest path weight from u to v is:
e. the vertices set of F is contained in the vertices set of G and; -E(F)⊆E(G), i.e. the edges set of F is contained in the edges set of G. These and other graph theory definitions can be found in (Gross and Yellen, 2005) . Considering the system formulation presented before, a manufacturing system is envisioned as a directed, weighted graph whereby the DPs are the nodes and each edge denotes one path connecting two DPs (see Figure 1) . The edge direction is important since it gives information regarding the flow in the conveyors (c1, c2, etc. in Figure  1 ) or AGVs and this is fundamental to know if ordered processes can be executed. The edge weight is also important since it gives measurable information regarding the transport system (e.g. weight can represent distance, speed, travel time, etc.). Edges' weight can also represent the flow of products in the system or any other information that is considered relevant. The routers of the system (r1, r2 in Figure 1 ) do not need to be represented in the graph since they are merely mechatronic details.
Figure 1 -Example of graph abstraction of a P&P system
The system formulation includes a Source point (Src) at which the carriers enter the system and a Sink point (Sk) where the carriers leave the system. This is still considered valid for cases in which the system has a closed loop (as seen in Figure 1 ) since the configuration alternatives that force the carriers to do loops in the system should be avoided to reduce queues and unnecessary travel/waiting times. Currently this work considers exclusively systems that have only one source and one sink point. Regarding the product plans, the sequence of production processes can be represented through a directed graph where the nodes are the processes that need to be executed and the edges denote the order of execution. It is assumed that the graphs representing both the system and the production processes have no loops. Both graphs are directed to capture the direction of the possible material flow in the system, in the first case, and the order of process execution in the second case. The description on how this modelling and techniques come together for the purpose of this work is detailed next.
III PROPOSED APPROACH FOR RECONFIGURATION GENERATION AND ASSESSMENT
A) Reconfiguration activities in EPS methodology
In P&P systems, changing requirements can be tackled by changing the structural relations and global behaviour of the system through plug and unplug of autonomous self-contained modules in the available DPs. It is possible to change modules/processes in the system, scale or optimize it with near-zero reprogramming and re-integration time. This entails a competitive edge to deal with turbulent markets since systems can be swiftly reconfigured to better match current orders and fulfil all necessary functional (e.g. processes) and operational (e.g. throughput time) requirements.
Orders can be accepted or rejected by analysing the current shop floor status (production times, WIP, available modules, available systems, etc.) and cost/performance evaluation of the needed reconfiguration. The accepted orders can be grouped according to delivery date and priority and assigned to specific P&P systems. The P&P system can then be periodically, reconfigured to better match the orders that will be produced in the following period. This means that the modules can be plugged optimally according to current production requirements by performing a reconfiguration analysis that considers factors such as mechatronic constraints, material flow, station balancing, etc. Naturally, even in self-organizing production, the system response will only be as good as its physical limitations. For example, despite using the best routing algorithms, if the distribution of modules in the system does not group processes to minimize the necessary travel and waiting times this will result on low performance. Since the concept of P&P and self-organizing production lays on the reusability and reconfiguration of systems it is then important to not only guarantee production upon new production requirements but also to try to optimize the system through reconfiguration.
Figure 2 -Area of research highlighted
In Figure 2 the area of research is highlighted in green, extending the EPS methodology presented in (Maffei and Onori, 2011) . When new product requirements arise they are translated into process specifications and subsequently into module requirements. According to these requirements and the module repository, the modules can be selected. If some modules are not available, the company has several options. It can choose to rent or develop that module, redesign the product or decide to not accept the order if it is not economically viable. If all indispensable modules are available, the company can assess the suitability (in terms of layout, material handling, current orders, etc.) of the available P&P systems to produce the required products. If no system is available, an evaluation is performed to realise if a new P&P system design and consequent installation should proceed or if the business opportunity is not considered profitable. This article does not include any methodology or guidelines to design optimal P&P system layout structures that enhance its reconfiguration since this is considered future research. 
B) Method for reconfiguration generation and assessment
Considering the system formulation in the previous section, production modules can be plugged into any DP. Assuming there is a set of available modules that offer all the different processes necessary to produce the current orders then a P&P system planner must decide how to distribute the modules in the DPs to guarantee that all products can be produced and that the best level of performance (without re-engineering the system) can be achieved. The proposed method to perform the P&P system configuration according to the collected orders is depicted in Figure 3 . The first two steps consist in the definition of the system layout features and the process plans as weighted directed graphs, as well as the definition of all available production modules. In step 3, all the possible system configurations are generated and assessed. Assuming N modules will be deployed in N DPs the total number of possible configurations is N factorial (N!). However since both the system's and the process's graphs are directed, many of the theoretical possible configurations are not feasible since they would not support all the production steps. If one product requires the execution of processes {A,B,C} then the system must necessarily have a valid path that connects process A to B and B to C (even if in an indirect way). During step 3 the graph that represents the system layout is populated with the modules in all possible combinations generating N! graphs that represent all possible configurations (see Figure 4 ). Each configuration graph is then matched against the process plans' graphs (see Figure 5) . If all necessary paths to execute the process plans are found the configuration is validated, otherwise it is discarded. As depicted in Figure 5 , the process plan 1 and 2 (PP1 and PP2) can be executed in the tested system configuration, even if PP2 does not have direct paths for all the processes (PP2 graph is not a subgraph of the system configuration graph). However, note that this particular configuration is not valid to execute the process plan 3 (PP3) since in that configuration there is no path linking a screw process to a glue process. This matching process will potentially largely reduce the number of possible configurations that need to be subsequently analysed. The authors do acknowledge that the factorial nature of this computation is time consuming and computationally intensive, however the generated configurations would indeed be in the set of options that would have to be considered by system designers or production managers.
The thorough examination and simulation of all candidate solutions would be prohibitively time consuming and for this reason, metrics that scrutinize the structural similarity between the selected configurations and the process plans as well as evaluate the potential travel and waiting times are presented in the next section. In step 4, the proposed metrics are employed to rate all candidate solutions and support the reconfiguration decision. The reconfigurations with higher score (i.e. maximize the performance goals) can be subsequently analysed through simulation. 
C) Performance goals
In order to reduce the response time to customer orders (throughput time ) a system can be optimized in different ways : Reduce setup times, processing times, transport times and waiting times (Johnson, 2003) .
Setup times can be reduced, for example, by using dedicated equipment. The P&P modules are considered to be dedicated; hence the presented work will not cover this aspect.
The processing time can be reduced by reducing time per operation (which can also be achieved by the use of dedicated equipment). It can also be reduced through reducing scrap or rework by using one piece flow which is also considered in this research since products/parts travel independently and orchestrate their own production.
The waiting times can be reduced mainly by increasing resource access, reduce process variability by using dedicated equipment and reduce the number of queues. In the context of P&P systems this will include the removal of non-adding value stations throughout the production path and reducing the queuing time by balancing the load in stations and conveyors.
The transport time can be reduced by decreasing the time per move and the number of moves. This can be achieved by grouping equipment performing sequential operations, improve layout and/or increase station capacity.
These main factors influencing setup, processing, transport and waiting times are implicit in this research but the main focus of this approach will be on reducing transport time and the waiting time by selecting the best reconfiguration for the current P&P system layout based on the metrics proposed in the next section.
D) Reconfiguration assessment
In typical self-organizing production there is no pre-defined task-resource allocation since this process is done in runtime. Hence to evaluate reconfiguration alternatives this assignment has to be estimated. In this work the routing decisions are based on a probability function inverse to the route cost, where the route cost is calculated based on the estimated travel time (without queues). Routes with less cost have therefore more probability to be selected, which provides a realistic approximation of the distribution of products in the stations as given by the self-organizing product routings. For a set of n possible paths to execute a process, each path p w has a cost c w and probability P(c w ) of being selected, as depicted in the Equation 2. An example of calculation of the path routing probability function is depicted in Figure 6 , where it is possible to observe the influence of the route cost in the estimation of resource assignment. In the figure is depicted the route cost c w between each pair of DPs. The proposed metrics do not consider queues and other dynamics such as buffers but they do capture several physical system limitations present in the configuration. Moreover they are designed separately to deliberately allow the system user to understand the potential problems with specific configurations rather than optimizing a unique cost function. This leads to a more user-friendly, readable result and enables future research on the application of machine learning to unveil the relation between the configuration metrics and the system performance. 
Reduce move time metrics
The proposed metrics capture the suitability of the system to execute the defined process plans. The physical constraints on the system configuration are measured by the move speed and distance necessary to implement the process plans, as well as the grouping of sequential operations to avoid travelling through non-value adding stations.
Process System Affinity Index (PSAI)
PSAI evaluates how strictly the required process plans adhere to the structure of the evaluated system configuration G sys by measuring if all the sequential processes required for the execution of a specific process plan G i are grouped optimally, i.e. they can be routed without travelling through non-value adding stations. As depicted in Equation 3, this is achieved through subgraph matching between every production process plan graph G i and the system configuration graph G sys and by counting the number of vertex hops between the source point and process 1 (h Src ) of G i and those between the last process in G i and the sink point (h Sk ). The hop count gives this metric a global context and ensures the minimization of travel through/to non-value adding stations. Equation 3 -PSAI metric equation
In the ideal system configuration, all production process plans are subgraphs of the system configuration G sys , the station that executes the first process in the process plan is an outbound connection of the source point, and the sink point is an outbound connection of the station that executes the last process. In this case the metric will be equal to 1 (maximum value). In this measure the volume of each process plan is also considered. It is represented by the ratio of Pi/Pt where Pi is the number of products of process plan i and Pt is the total number of products in the current order. This is important since it represents the affinity with the volumes of each process plan contributing to a more accurate measure. An example is provided in Figure 7 , where it is possible to observe the metric result with different process plans. 
Move Time Index (MTI)
The MTI is used to measure the move distance and speed. It considers the move cost for the n process plans and weights them according to their volume (P i is the number of products of process plan i and P t the total number of products in the current order). This guarantees that system configurations will be rated according to the volumes of products of different types. The equation to calculate MTI is depicted in Equation 4.
Cp min corresponds to the theoretical minimum result and it is achieved by multiplying the minimum number of paths necessary to travel to accomplish the specific process plan i (number of vertex hops hops min ) by the minimum cost for each path (minimum distance per path D min divided by maximum speed per path S max ). The minimum number of vertex hops corresponds to the number of processes to be executed plus one. For example if the process plan includes the execution of two processes the minimum vertex hops will be equal to 3 (source to process 1, process 1 to process 2, process 2 to sink). This number of hops means that no non-value adding stations are crossed during the execution. Cp i corresponds to the total transport time cost (distance D j divided by speed S j ) path by path for the m paths included in the selected path.
Equation 4 -MTI metric equation
Considering the ratio of distance and speed as the weight of each edge/path, then it is clear that this corresponds to the ratio between the minimum possible weighted shortest path (in an ideal system graph) and the selected weighted path that exists in the tested configuration. This index will be at most 1 and that means that the system configuration has a transport cost equal to the theoretical minimum for all the process plans. An example is depicted in Figure 8 , where it is possible to observe the influence of conveyor distance in the metric result. 
Reduce waiting time metrics
The accurate measure of the formation of queues and consequent bottlenecks and waiting times requires the knowledge of several parameters such as station workloads, cycle times, buffers, etc. However it is possible to have an estimation of the suitability of the reconfiguration in terms of waiting times by analysing the distribution of products in the transport system and stations and also by increasing resource access through different routing options.
Path Distribution Index (PDI)
Recurring to the estimated assignment based on the probabilistic function presented above, it is possible to estimate the distribution of products in the transport paths. Obviously the products will not be in the paths all at the same time (depends on which order the products enter the line, the process times, etc.) but a high unbalance of the load in the paths can be an indicator of queues in the system. This analysis is also useful to identify paths where no transport of products exists at all.
The Gini Index is used to relate the load in the paths and present the results in an index format, which measures the inequality among values of a frequency distribution and is typically used to present results on the income inequality distribution (Gastwirth, 1972) . In this case the input will be the number of products allocated to each path rather than the income of an individual. The Gini index can be calculated from unordered size data calculating the mean of the difference between every possible pair of path loads x, divided by the mean size μ (Dixon et al., 1987) , as depicted in Equation 5. A Gini index equal to 0 is an indicator of perfect equality among the path loads while a Gini index equal to 1 represents total inequality. In order to be coherent with the other metrics and to facilitate the readability of the reconfiguration scores the PDI metric will be presented as 1-Gini as depicted in Equation 6. It results then that perfect equality on path distribution will be reflected on a PDI score equal to 1. 
Workload distribution Index (WDI)
This metric is analogous to the previous one but instead of considering the load in the paths it considers the load in the stations. The workload of each station is calculated by multiplying the number of products executing a process in that station with the time it takes to execute that process.
If the stations' workload is well balanced then the Gini index will be close to 0, otherwise it will be higher. A high index could mean the presence of bottlenecks due to uneven distribution of work. The authors do acknowledge the fact that some inequalities can be caused by the lack of redundancy of some processes or by the extensive use of specific processes in the process plans compared to other processes. Nevertheless since the goal is to compare different reconfigurations, this metric can potentially be useful to rank them. As with the previous metric the result will be presented as 1-Gini as depicted in Equation 7. Equation 7 -WDI metric equation = 1 − An example where the PDI and WDI metrics are employed is presented in Figure 9 , where it can be observed the number of products that, according to the previously calculated path routing probability function, request process and transport executions in the different stations and paths. 
Routing Flexibility Index (RFI)
This metric captures the routing flexibility and resource accessibility (i.e. stations reachable or not) of the reconfiguration by calculating the total number of alternative full paths n paths that exist to execute each of the n process plans (see Equation 8 ). For a full path to be considered valid it needs to allow the execution of all processes in the process plan and have a link with the source and sink points. The full paths are calculated by using a DepthFirst Search (DFS) algorithm to find all the DPs/production modules the product needs to visit in order to fulfil its process plan. This algorithm iteratively finds all paths for each process pair in the process plan, i.e. it finds all the paths from the first process in the process plan to the second one and then from the final point of the found paths it calculates the possible paths to the next process plans. In the end all possible path combinations are assembled resulting in the total alternative full paths n paths .
Equation 8 -RFI metric equation
Similarly to the previous metrics, the volumes of each workflow are considered and, in which P i corresponds to the number of products of process plan i and P t is the total number of products in the current order. This metric score will have a maximum of one when several alternative paths exist to produce all workflows tested. The RFI metric equal to 0 means that only one path exists that guarantees the execution of each process plan. The bigger the score of this metric the more alternatives exist to execute the process plans and, therefore, the bigger is the routing flexibility and resource accessibility. An example is depicted in Figure 10 , in which it is possible to observe different routing flexibility for two reconfigurations. 
IV TEST-CASE
A) Supporting architecture and implementation details
In the current version a framework for testing the proposed method has been developed based on a simulation tool that simulates the operation of the self-organizing plug&produce system with different layouts and configurations. This tool has been developed under the umbrella of the EPS paradigm and derived from the IADE architecture (Ribeiro et al., 2012) . The simulation tool initially published in (Neves et al., 2014b) was extended under the scope of this article with the layout generator with exhaustive search of all combinatorial possibilities and rating.
In the present work, the tool allows the user to introduce the system layout (with DPs, distance of paths connecting different DPs, speed of paths, etc.), production modules (name of module, performed process and process time) and the production plans through a Graphical User Interface (GUI). It uses the Jung library (O'Madadhain et al., 2003) to support the visualization and analysis of the graphs and the Combinatorics lib 2.1 (Paukov, 2015) to support the generation of all candidate solutions. After the candidate reconfigurations are selected, according to the previously defined metrics, the user can proceed with the simulation of the selected candidate solutions as detailed in (Neves, Ribeiro et al. 2014) .
The tool can be used in two different ways: exploratory manner, where the user introduces the layout and modules and all candidate solutions are generated and rated; and expert mode, where the user introduces the layout and modules but also defines the allocation of certain modules to certain DPs (due to constraints on size, buffers, material, etc.). In this case the space exploration will be reduced leading to fewer reconfigurations and faster results. In the extreme case, the user allocates all modules to the DPs and the metrics will be calculated only for that specific reconfiguration.
B) Test-case Description
To illustrate the proposed approach, metrics and infer its validity, a test-case is presented with a P&P system with 8 DPs and a structure as depicted in Figure 11 . For the sake of result readability and illustration of the approach the designed P&P system could not be too large or complex. Nevertheless it provides enough complexity to render it interesting to study since it has several DPs and routing alternatives and therefore enables the generation of several alternative reconfigurations.
It is considered that all the conveyors (c1, c2, etc.) connecting the different DPs are 4 meter long and when routers (r1, r2, etc.) are necessary to merge/split conveyors these are included in the total distance. The system has asynchronous transport provided by 12 autonomous carriers (C1, C2, etc.) that move in single-direction. They travel on the conveyors at 1meter/second and each carrier can transport only one product at a time. The number of carriers was dimensioned to avoid overloading the system and generate queues. The execution of a product starts when it is loaded into a carrier in the Source point (Src) and the loading operation takes 3 seconds. When the product execution finishes, the carrier is routed to the Sink point (Sk) to unload the product and the carrier becomes available again in the Source point. To simplify readability of results, no redundancy was used in the presented tests. It is therefore expected that the WDI metric will remain constant for all reconfiguration alternatives of a specific order.
Figure 11 -P&P system used in this test-case (at the top) and correspondent graph abstraction (at the bottom)
The presented test-case considered a sequence of 7 orders (see Table 1 and Figure 12 ) that require the execution of 5 different process plans (PP): PP 1 ={P 1 ,P 2 ,P 6 }, PP 2 ={P 3 ,P 5 ,P 7 }, PP 3 ={P 1 ,P 6 ,P 8 }, PP 4 ={P 1 ,P 4 ,P 6 } and PP 5 ={P 5 ,P 7 ,P 8 }.
Figure 12 -Orders considered in the test-case
As depicted in Figure 12 , upon the introduction of a new order there is an assessment of reconfiguration alternatives that can better match the order requirements. The considered orders were pre-defined and not randomized to ensure repeatability of the tests and results. The orders are, however, independent and the proposed approach evaluates one at a time without considering possible future orders. The available modules and respective process name and processing time are depicted in Table 2 . Order 1, 2 and 3 require the execution of PP 1 , PP 2 and PP 3 but with different volumes. To guarantee the process execution of these orders, 6 configurations (out of 40320) were found valid: 1, 3471, 10080, 13330, 15472 and 17457 as presented in Table 3 . Since at t=0 only 7 modules are available and there are 8 DPs, one DP will not be assigned any module (N.A.). Table 3 -Module distribution in DPs for order 1, 2 and 3
Order 4 requires the execution of PP 1 , PP 2 , PP 3 and PP 5 . The execution of these PPs simultaneously imposes further constraints on the possible system reconfigurations to perform this order. The possible configurations are depicted in Table 4 , and one may observe that only 4 configurations are found valid. 
At t=4, order 5 is evaluated and it requires a new process P 4 . Consequently a module that is capable of executing this process needs to be added to the P&P system. It is considered that module D (capable of performing P 4 ) is available and can be plugged in the P&P system. The processing time of the production module D is 5 seconds. Order 6 and 7 require the same PPs found in order 5 but with different volumes; hence they will share the same possible configurations (see Table 5 ).
Table 5 -Module distribution in DPs for order 5, 6 and 7
The metric scores and results of the simulation are presented in this section. The tests were run 5 times to increase the confidence level and the simulated results had a very small standard deviation (which is justified with the dynamic routing of products based on the previously presented probability function).
The results for order 1, 2 and 3 are depicted in Figure 13 and Figure 14 . The analysis of the results shows that a higher score in the MTI metric (which is a consequence of a shorter transport time) does in fact result in the improvement of the TP time in the system. In the order 1, the configuration 1 and 10080 (lines are overlapping) have the highest MTI (equal to 0.8) and PSAI (equal to 0.6). That is reflected in a decrease of the average TP time since the products travelled shorter distances and travelled through less non-value adding stations. Similar results can be observed in the order 2 (where the lines of configurations 3471, 13330, 15472 and 17457 are overlapping) and in the order 3 (where the lines of configuration 1 and 10080 are overlapping). Moreover, in the order 3 the higher values of RFI and PDI for configurations 1 and 10080 indicate a bigger routing flexibility and good distribution of products through the transport system respectively. The configuration scores and results for order 4 are depicted in Figure 15 . The configuration 17457 and 15472 (which lines overlap) have bigger MTI and PSAI indexes and therefore the travel time is reduced. The PDI and RFI values are worse than in configurations 1 and 10080, however, since the system is not overloaded with carriers and the process times are short, following a shortest path becomes more important than distributing products through different routes. The results for orders 5, 6 and 7 are depicted in Figure 16 and Figure 17 . The longer processing time of module D (process P 4 ) explains the longer TP time in the results order 5 since 100 products of PP 4 are being produced and they require the execution of process P 4 . Since this process has longer processing time, the TP time gain is lower when considering configurations with more and less travel time and their relation to the MTI and PSAI index. This can be explained by the generation of queues to execute process P 4 , and in fact one can observe that configurations 1 and 10080 have the highest MTI and PSAI values but lower score on RFI and PDI. This means less routing flexibility and worse distribution of products in the transport system. In order 6 and 7 this is not the case since the volume of PP 4 is smaller so the impact on the final average TP time is lower. In these configurations, higher MTI results in better average TP time, i.e. configurations 3250, 10191, 14769 and 26224 in order 6 and configurations 1 and 10080 in order 7. The application of the proposed metrics to support reconfiguration selection of P&P systems include a set of complex decisions to select among the different alternatives. The trade-off solutions that compromise certain objectives in detriment of others will depend on the implications of specific application scenarios. The test-case focused on scenarios where no redundancy of processes exists (1 module for each necessary process) and all modules have similar processing time. Under those assumptions the decision making should be primarily focused on maximizing the MTI and PSAI metrics since those guarantee shorter travelled times and minimisation of non-value adding stations on the production path. Configurations should then be assessed regarding their routing flexibility (RFI) and path distribution (PDI) which can potentially decrease queues and minimize potential impacts of a station failure. The WDI metric is not relevant since the distribution of products in stations will not change due to absence of redundancy. In the case that two or more configurations have exactly the same score in all metrics then the reconfiguration that minimizes the number of module reallocations must be selected. Scenarios with no redundancy of processes but where modules have different processing times require extra attention from the expert user. This is the case of order 5, where a new module that performs process P4 is added to the system and this module has a higher processing time than all other modules. The results obtained in this example suggest that for these cases a new 
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metric that estimates the originated queues could be helpful. In any case in the absence of this metric the procedure presented in the case before should be used and special attention should be given to RFI and PDI. According to the aforementioned guidelines the following reconfigurations would be selected: Order 1=1; Order 2=3471; Order 3=10080; Order 4=15472; Order 5=10080; Order 6=3250 and Order 7=1. Applications with redundancy of processes have not been tested in this article; however they are expected to require a different trade-off between the metrics. In those cases it is expected that the WDI metric will gain expression since it can measure the better distribution of products in the redundant stations. In those cases maximizing the MTI and WDI should be the main priority of the expert user. Next the PSAI should be maximized in order to reduce the number of non-value adding stations and finally the RFI and PDI in order to improve the routing flexibility and distribution of products in the transport paths. Similarly to the previous application scenario, the introduction of a metric that considers the originated queues could be beneficial.
V CONCLUSIONS AND FUTURE RESEARCH
Re-usability will become a fundamental requirement of production as industry needs to decrease resource wastage and footprint. In markets characterized by high customization and dynamicity, approaches that favour re-usability rather than the development of tailored optimized automation systems will pay-off in the long run as their benefits outweigh some of their disadvantages. Nevertheless, to support re-usability of systems and their swift reconfiguration, both a supporting methodology and a decision-making tool are needed.
This article has proposed a method to validate layouts of P&P systems and reduce the solution space of configuration alternatives through metrics that evaluate the transport and waiting time of different configurations. In the presented test-case the system does not generate large queues due to low process time of stations, period of introduction of new products in the line and asynchronous transport based on individual carriers. For these conditions the MTI metric was found to be the most helpful since it measures the travel time. The PSAI metric can complement this metric by detecting the passage through non-value adding stations which may render a shortest path not the best option. The PDI and WDI give important information about the expected distribution of products in transport paths and stations respectively and therefore they can be used to further narrow the filter between configurations with similar MTI and PSAI for instance. The RFI metric can be used to further narrow down the configurations by selecting the ones with more alternatives. This might be especially valuable in the case where the systems have equipment that is highly prone to failures. The presented results suggest that using the proposed metrics can help filtering under-performing reconfigurations and support the reconfiguration decision in planning activities whenever a new scenario is proposed. Nevertheless, at this stage, they do not substitute entirely production simulation and optimization activities.
The developed tool allows the timely generation and assessment of reconfiguration alternatives that fit the specific production orders that must be produced at each period. This allows the swift reconfiguration of P&P systems to deal with constantly changing production orders (different product types and volumes) to guarantee the system keeps an acceptable level of performance. One aspect not covered in this research is the possible congestion and queues in the system. In cases where the number of carriers is not well dimensioned or stations do not have similar processing times and generate bottlenecks, then queues might arise in the system. In those cases, shorter travelled distances in specific configurations might not result in a TP time gain.
Future research will encompass further development and testing of the proposed metrics and the consideration of new metrics to estimate queues in the system. To do this, different dynamic routing decisions algorithms and probabilistic estimations will be explored. Furthermore, learning algorithms will be employed to understand the best combination of these metrics and add robustness to the configuration selection decision. Another future research goal is the use of graph theory and complex networks to study different layout structures in order to realize which structures allow better reconfiguration ability. This could be especially useful in the initial process of designing a P&P system to have a structure that allows many reconfigurations and that can therefore cope with constantly changing requirements.
