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 Of late, Network Security Research is taking center stage given the 
vulnerability of computing ecosystem with networking systems increasingly 
falling to hackers. On the network security canvas, Intrusion detection 
system (IDS) is an essential tool used for timely detection of cyber-attacks. A 
designated set of reliable safety has been put in place to check any severe 
damage to the network and the user base. Machine learning (ML) is being 
frequently used to detect intrusion owing to their understanding of intrusion 
detection systems in minimizing security threats. However, several single 
classifiers have their limitation and pose challenges to the development of 
effective IDS. In this backdrop, an ensemble approach has been proposed in 
current work to tackle the issues of single classifiers and accordingly, a 
highly scalable and constructive majority voting-based ensemble model was 
proposed which can be employed in real-time for successfully scrutinizing 
the network traffic to proactively warn about the possibility of attacks. By 
taking into consideration the properties of existing machine learning 
algorithms, an effective model was developed and accordingly, an accuracy 
of 99%, 97.2%, 97.2%, and 93.2% were obtained for DoS, Probe, R2L, and 





Intrusion detection system 
Majority voting  
Multi-layer perceptron 
Particle swarm optimization 




Department of Computer Science 





Computer networks are ubiquitous, a modern-day reality with their extensive application in 
transferring sensitive or classified information between computing devices/networks. Data is the virtual gold 
and thus, attracts attention of illegitimate interest groups, who try to break in with attacks, sabotages. The 
technology becomes the victim of technology; as the internet magnifies the potential vulnerability and 
consequent theft of the data. Such a scenario warrants robust security mechanisms to ensure data is securely 
transferred between several intended entities while simultaneously protected from unauthorized access. Even 
though several security mechanisms such as encryption techniques and firewalls have been employed to avoid 
the attacks yet, security breaches are witnessing a spike. To counter such threats, it is crucial to have an IDS that 
adapts to the network security policies, allowing for an in-time remedial mechanism with no serious damage to 
the users as well as the system [1]. IDS is broadly grouped as misuse and anomaly detection [2]. In the former 
method, the gathered information from the network is compared with the database that contains the attack 
signatures, and if a match is found, the corresponding data is labeled as an attack. They have a high detection 
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rate, but cannot be used to detect new attack classes. Conversely, in anomaly detection, variation from the 
normal behavior is labeled as intrusion [3]. Nowadays several machine learning classifiers have been used to 
detect network intrusion yet individually they suffer from limitations that need to be addressed for the sake of an 
efficient IDS; which at the same the time is effective in terms of computations and as such a number of hybrid 
approaches have been proposed [4]. The rationale of the proposed research work was to build an ensemble-
based IDS, which is efficient, stealth, robust, and has less training time.  
Some of the latest research works in the field of IDS have been investigated, and this section presents 
an overview of the same. Recently, ML algorithms such as support vector machine (SVM) [5-7], decision trees 
[8, 9], multi-layer Perceptron [10], K-Nearest neighbor [11, 12], random forest [13, 14] has been employed to 
classify the data as normal or intrusive. Although single classifiers are extensively employed for intrusion 
detection, recent research works have revealed that ensemble-based approaches yield a better performance due 
to which ensemble is a preferred choice. 
Clustering-based ensemble models are quite popular in the current works owing to their effectiveness 
in the detection of attacks. In [15], spectral clustering and deep neural network-based (SCDNN) were used to 
identify intrusion, and performance of the model was tested using KDD-99 and NSL-KDD. Although SCDNN 
outperformed other algorithms yet its parameters need to be optimized so that it could be efficiently used on a 
vast network for intrusion detection. Similarly, [16] proposed a clustering-based ensemble for enhancing the 
detection rate of IDS, where a filter-based information gain method was used to identify significant features. 
However, in [16], KDD-99 dataset was used in which redundant records are present which led to biased results 
whereas, in the current work, unbiased results were obtained as NSL-KDD was used. Furthermore, fewer 
features were used and nearly the same accuracy was attained. Likewise, a clustering-based ensemble was 
presented and accuracy of 91.0333% was obtained on the NSL-KDD dataset in [17]. Compared to it, our model 
is more diverse, and reasonably better results were obtained in terms of accuracy.  
Random forest is another widely used ensemble technique. In [18], random forest (RF) has been used 
to detect probe attacks on KDD-99 dataset. The authors claimed that the proposed model has an average 
detection and false positive rate (FPR) of 99.85 percent and 0.052 percent, respectively, for the probe attack, 
which outperformed the other classification techniques. Conversely, their work lacks completeness as they did 
not consider other attack types present in the dataset, and hence, it cannot be ascertained that the model could be 
effectively used for IDS whereas these problems have been addressed in the current work. 
Feature selection plays a vital role as far as intrusion detection is concerned. To optimize the same, an 
ensemble-based wrapper feature selection method was presented in [19]. For classification purposes, three 
classifiers, namely Bayesian network, Naïve Bayes, and J4.8, were used in combination, and based on majority 
voting final result were obtained. Despite promising results, their model was more focused on feature selection 
strategy rather than on a novel intrusion detection framework whereas the current work is directed towards 
building a competent IDS.  Similarly, an ensemble of filter-based approaches was proposed in [20], which was 
specially designed for a cloud platform to detect DoS attack. An accuracy of 99.67% was achieved using 
majority voting on NSL-KDD. In [20], only DDOS attack in the network was addressed whereas in case of IDS 
it is imperative to detect various attacks so that a coherent model can be formed. 
Optimizing the system performance is the key; and with that in mind, particle swarm optimization 
(PSO) has been widely used in recent research works. In [21], efficient IDS where time-varying chaotic PSO 
(TVCPSO) was presented used to identify key features. The system performance was evaluated on the  
NSL-KDD dataset using two classifiers, namely SVM and multiple criteria linear programming (MCLP). An 
accuracy of 96.88% and 97.84% was obtained in the case of TVCPSO-MCLP and TVCPSO-SVM, 
respectively. Further, an accuracy of 97.23% and 97.03% and a false alarm of 2.41% and 0.87% was attained 
for TVCPSO-MCLP and TVCPSO-SVM, respectively. However, their model was tested/trained on seventeen 
features extracted from the dataset whereas in our model only ten features were taken into consideration.  
Even though several researches work [22-24] have been conducted in the domain of IDS yet there 
were several issues that need to be addressed. To tackle the same, in the current work a more diverse model was 
formed where several classifiers that were not used in the prior research works were used in combination to 




2. RESEARCH METHOD  
In the current work, the results from several classifiers were combined using majority voting-based 
ensemble method to improve the detection rate. Decision tree was used to identify significant attributes so 
that the training time and the computational complexity of the data could be minimized. The data was then 
classified as normal or intrusive using one is to many approaches, and PSO was used for optimization.  
NSL-KDD dataset was employed to assess model performance. A general framework for ensemble-based 
IDS has been presented in Figure1. 
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Figure 1. System framework 
 
 
2.1.  Dataset and pre-processing 
In the proposed model, NSL-KDD has been employed, consists of 148517 records, which is 
partitioned as training (125973 records) and test dataset (22544 records) [25]. In the current work, the dataset 
was partitioned into five groups, and each one of them was trained/tested using different classifiers. Final 
results were obtained using majority voting. Pre-processing is a crucial step as it helps in the removal of 
statistical irregularities and the selection of important features from the data. Those features that are 
incredibly correlated to a given class distribution are considered to be significant, and in the current work, 
decision tree has been used for feature selection. Prior studies in this field indicate that a proper set of 
attributes can enhance system performance by reducing the training time [26]. The dataset was initially 
partitioned into subsets, and the irrelevant features present in NSL-KDD were removed. Among 41 attributes, 
only ten most significant features were taken into account depending on which the model was further trained/ 
tested. The decision tree selects the best attributes from a given set, according to which the data is partitioned 
into classes. Moreover, generalization accuracy and excellent real-time performance of decision trees can be 
used to detect new attacks [27]. 
 
2.2.  Classifiers 
Individual classifiers that are used to assess the model performance have their flaws that lead to 
compromise the performance of the system. These issues need to be addressed so that the security of the 
system is not compromised, and more reliable services are provided to the users. For this purpose, the 
ensemble-based approach can be employed, which is a combination of individual classifiers and is a more 
flexible and powerful tool as far as detection of network intrusion is concerned. An excellent ensemble is the 
one that maximizes the difference between the base classifier, and this can be achieved by dividing the 
dataset into subsets [28]. The process used in the model can be outlined in the subsequent steps. 
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− Divide the dataset into several datasets so that the difference between the various base classifiers is 
maximized, and thus, a better ensemble can be formed. 
− Combine the results of base classifiers after completion of the training phase so that the final classifier is 
obtained. 
− The output obtained in the training phase is then used to test the data, and accordingly, the data can be 
classified as normal or intrusive. 
 
2.2.1.  Support vector machine (SVM) 
SVM was proposed by Vapnik (1995) [29]. It is widely used to solve regression and classification 
problems by creating a number of hyper-planes, and among them, the optimal hyper-plane is chosen based on 
the maximum separation between the classes. SVM can effectively be used for the classification of both 
linear and non-linear data [30]. In current work, radial linear basis kernel (RBF) function was used as it 
works well for the non-linear data. RBF uses gamma parameter to classify the data which in the current work 
is calculated as the reciprocal of the features.  
 
2.2.2.  Random decision forests (RF) 
RF is a combination of decision trees that is used to boost the effectiveness of the model. In RF, 
bagging is employed to split the data into various subsets, and then decision trees are constructed using these 
subsets [31]. RF does not suffer from over-fitting problem and has low classification errors [32]. Bootstrap 
samples from the dataset were used to construct individual trees in the forest. Gini impurity measure was 
applied to choose the best node for the split and maximum number of trees were set to 25 based on which the 
performance was evaluated. 
 
2.2.3.  K-nearest neighbor (KNN) 
KNN is a supervised classifier. Initially, the value of K is selected, and then Euclidean distance is 
computed among the various data points based on which the data is divided into K-number of clusters. The 
data points that have a minimum distance between them are placed in one cluster as they have similar 
characteristics [33]. KNN is easy to implement and works well for large datasets [34]. In the current work, 
the model performance was evaluated on K=5 and the Euclidean distance measure was used to find the 
nearest neighbors. Prior to this, the dataset was normalized to reduce variations among various attributes. 
 
2.2.4. Particle swarm optimization (PSO) 
PSO was presented by Kennedy and Eberhart [35]. It mimics the behavior of a flock of birds and 
uses the same principle to direct the particles to explore the optimal global solution. PSO are comparatively 
easier to implement as compared to genetic algorithms as they do not have evolutionary operators [11, 36]. In 
the current work, one of training data subset comprising of 4455 instances was used as an input to the PSO 
and the weights in form of an array were obtained and accordingly the data was classified. 
 
2.2.5.  Extra-tree classifier (ETC) 
ETC is an ensemble-based approach which is primarily based on decision trees and are used to 
induce variations by changing the approach in which trees are built. Owing to its randomized characteristics, 
they are computationally less expensive compared to that of random forest and, thus, can be efficiently used 
for intrusion detection. In ETC, square root of the total number of features was taken into consideration to 
choose the best node for split whereas Gini impurity measure was used to determine the quality of the same.  
 
2.2.6.  Multilayer perceptron (MLP) 
It is a neural network comprising of interconnected nodes or neurons that are used to map the inputs 
with the corresponding output vectors. The nodes have weights assigned with them, and the output is 
computed as the function of the summation of inputs to a node, subjected to a non-linear function [37]. As 
neural networks have flexible time-delaying abilities, they can be efficiently used for network intrusion 
detection as they decrease false alarm rate. To achieve the desired results, a rectified linear unit activation 
function was used in the hidden layer. Moreover, a regularization value of 0.0001 was added to loss function 
to prevent model overfitting. 
 
2.2.7.  Majority voting 
In majority voting, the dataset is partition into several sub-sets and various classifiers are used to 
train the same, thereby accomplishing the learning phase. The final results of allocating a label to the sample 
depends on the maximum number of votes received in favor of a particular class obtained from different 
classifiers. In the current work, weighted majority voting was used to classify the data where PSO was 
employed for assigning weights to various classifiers. Moreover, prior studies on IDS [38, 39] have revealed 
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that voting can be used to improve the performance of an IDS considerably, and it generally outperforms 
other ensemble techniques. 
 
 
3. RESULTS AND ANALYSIS 
In the proposed model, several classifiers viz, SVM, ETC, KNN, MLP, and RF were used for 
evaluating the model on NSL-KDD dataset. Accuracy of the model is predicted using precision, F1 score, 
support, and recall. In the current work, as NSL-KDD dataset was divided into five subsets, the result of the 
same has been depicted Tables 1 and 2. From the experimental results depicted in Figure 2, it was concluded 
that the performance of the model was 99%, 97.2%, 97.2%, and 93.2% for DoS, Probe, R2L, and U2R, 
respectively. Likewise, model accuracy for five data subsets were 98.76%, 98.80%, 98.82%, 98.77%, and 
98.79%, respectively yielding an average model accuracy of 98.788%. The results were least promising for 
U2L attack owing to their lack of entries in NSL-KDD dataset. 
 
 
Table 1. Experimental results of training using majority voting 
Expert Parameters Normal DoS Probe R2L U2R 
Dataset 1 Accuracy 99% 99% 98% 97% 85% 
Recall 100% 99% 95% 95% 47% 
F1- score 99% 99% 97% 96% 61% 
Support 8082 11547 2087 525 36 
Dataset 2 Accuracy 100% 99% 98% 98% 100% 
Recall 100% 99% 96% 97% 44% 
F1- score 99% 100% 97% 97% 61% 
Support 11427 8063 2141 607 39 
Dataset 3 Accuracy 99% 99% 98% 98% 92% 
Recall 100% 100% 95% 96% 30% 
F1- score 99% 100% 97% 97% 45% 
Support 11700 7950 2034 556 37 
Dataset 4 Accuracy 99% 99% 98% 97% 93% 
Recall 100% 100% 96% 96% 31% 
F1- score 99% 99% 97% 96% 46% 
Support 11704 7886 2065 580 42 
Dataset 5 Accuracy 99% 99% 97% 98% 100% 
Recall 99% 100% 95% 96% 34% 
F1- score 99% 99% 96% 97% 51% 
Support 11505 8066 2104 568 35 
 
 
Table 2. Experimental results of testing using majority voting 
Expert Parameters Normal DoS Probe R2L U2R 
Dataset 1 Accuracy 99% 98% 96% 94% 73% 
Recall 99% 99% 93% 92% 38% 
F1- score 99% 99% 94% 93% 50% 
Support 13337 19170 3646 913 63 
Dataset 2 Accuracy 99% 98% 96% 95% 100% 
Recall 99% 99% 92% 94% 27% 
F1- score 99% 99% 94% 94% 42% 
Support 19170 13337 3646 913 63 
Dataset 3 Accuracy 99% 98% 96% 95% 100% 
Recall 99% 99% 92% 93% 29% 
F1- score 99% 99% 94% 94% 44% 
Support 19170 13337 3646 913 63 
Dataset 4 Accuracy 99% 98% 96% 95% 86% 
Recall 99% 99% 92% 93% 29% 
F1- score 99% 99% 94% 94% 43% 
Support 19170 13337 3646 913 63 
Dataset 5 Accuracy 99% 98% 97% 96% 95% 
Recall 99% 99% 93% 94% 30% 
F1- score 99% 99% 95% 95% 46% 
Support 19170 13337 3646 913 63 
 
 
Analyzing the results, it can be concluded that: 
− Firstly, promising results are obtained for these algorithms owing to their capability of handling non-
uniformly distributed data. Exceptional generalization property of these classifiers, their ability to inspect the 
outcomes, result in minimizing the cost, thereby, making the proposed model a positive candidate for 
network intrusion detection as they are able to reduce the misclassified data. 
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− Secondly, additional resources are used by IDS as they continuously monitor the network to detect the 
presence of intrusive activities leading to wastage of resources. However, feature selection method was 
employed in the current work to minimize resource consumption, thereby reducing the complexity of data. 
− Thirdly, IDS cannot rely on the results of a single classifier as the intruders can examine its loopholes 
making it prone to tampering thus, resulting in probable immobilizing of the system. However, the current 
model does not rely on a single classifier but combines the opinion of several classifiers, therefore ensuring 
that a robust model for intrusion detection is formed. 
Overall performance of the proposed ensemble-based majority voting was good as the final result depends on 
the agreement of several classifiers. Predominantly promising results were obtained for DoS attacks. Thus, the 


















Figure 2. (a) Dataset 1, (b) Dataset 2, (c) Dataset 3, (d) Dataset 4, (e) Dataset 5,  




The latest ensemble-based ML algorithms were analyzed to present a summary of the work conducted 
in the domain of IDS. The rationale of current work is to offer a robust IDS and for the same ensemble-based 
technique was employed. Several classifiers were used for training/testing, and final results were achieved using 
the voting approach. PSO was employed for improving the model performance. The final results reflect 
excellent performance. The proposed model, as such, could thus be effectively used for network intrusion 
detection. There is scope to improve the feature selection, i.e., ensemble techniques can be employed to select 
significant attributes so that the feature selection technique can be optimized. Moreover, as machine learning 
algorithms have certain vulnerabilities, attackers can use the same to launch the attacks, and thus, there is a need 
to focus in this direction and design a classifier that can withstand the relevant security issues. 
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