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a b s t r a c t
We investigate the potential of sparsity constraints in the electrical impedance tomography
(EIT) inverse problemof inferring the distributed conductivity based on boundary potential
measurements. In sparsity reconstruction, inhomogeneities of the conductivity are a priori
assumed to be sparse with respect to a certain basis. This prior information is incorporated
into a Tikhonov-type functional by including a sparsity-promoting ℓ1-penalty term. The
functional is minimized with an iterative soft shrinkage-type algorithm. In this paper,
the feasibility of the sparsity reconstruction approach is evaluated by experimental data
from water tank measurements. The reconstructions are computed both with sparsity
constraints and with a more conventional smoothness regularization approach. The
results verify that the adoption of ℓ1-type constraints can enhance the quality of EIT
reconstructions: in most of the test cases the reconstructions with sparsity constraints
are both qualitatively and quantitatively more feasible than that with the smoothness
constraint.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Electrical impedance tomography (EIT) is a diffusive imaging modality in which a (distributed) electrical
conductivity/resistivity of an object is determined using boundary potential measurements. In practice, sinusoidal/dipole
currents are applied to the object through the electrodes attached to the surface of the object and the resulting voltages
on the electrodes are recorded. The internal conductivity distribution is then reconstructed based on these boundary data.
EIT is of considerable interest in nondestructive evaluation and noninvasive imaging. The applications include industrial
process tomography [1], geophysical exploration [2] and medical diagnosis [3]. Recent studies have indicated that EIT also
holds potential for non-destructive evaluation of concrete structures [4].
As is typical formany inverse coefficient problems for differential equations, EIT suffers fromahigh degree of nonlinearity
and severe ill-posedness, and thus its efficient, stable and accurate numerical treatment is very challenging. Nonetheless,
due to its immense range of prospective applications, there has been a vast amount of research works on mathematical as
well as practical aspects of the inverse problem, see, e.g., the reviews [5,6]. In particular, the design of efficient and stable
numerical algorithms has received considerable attention since the first appearance of this imaging modality, see [7–14]
for a rather incomplete list and the review [15]. These algorithms are often based on minimizing a certain (regularized)
least-square functional, i.e., the ℓ2-norm of the difference between the computed electrical potential corresponding to
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an estimated conductivity distribution and the measured potential on the boundary due to an applied current. One such
approach is NOSER [9], which applies one step of a Newton method with a constant conductivity as the initial guess. Due to
the ill-posedness nature of the inverse problem, some sort of regularization, e.g., standard smoothness penalty [10,16,12],
inhomogeneous and anisotropic (structural) smoothness priors [17] and total variation [11,13], often proves beneficial.
Regularization also allows the incorporation of various a priori structural information, which proves very crucial in the case
of limited noisy data, as is often in practical situations. For instance, the total variation model is suitable for reconstructing
piecewise constant conductivities. Powerful analytical machinery can also lead to interesting reconstruction algorithms,
e.g., factorization method [18] and d-bar method [19]. In most of the above listed publications, the EIT reconstructions were
based on deterministic inversion. An alternative approach, the statistical inversion approach, has also gained much interest
in recent years [11,20].
Due to the diffusive nature of EIT and the ill-posedness of the inverse imaging problem, the quality of reconstructions
is often modest in comparison with many other imaging modalities. Thus it is still of great interest to develop improved
reconstruction algorithms capable of yielding sufficiently useful information from the data. One promising approach to
enhance the accuracy of the EIT reconstructions is the use of the ℓ1 norm in the penalty term. Such a choice can be successful
when the target consists of an essentially uninteresting backgroundplus a number of interesting features that have relatively
simple mathematical descriptions. The ℓ1 priors have been applied to EIT in the statistical inversion framework in [11] and
in the deterministic framework recently in [21]. In the context of deterministic inversion, the use of the ℓ1 constraint is
referred to as sparsity regularization.
Sparsity concepts have recently been investigated intensively. Theoretically, such concepts allow one to (exactly) recover
signals from far less data than the dictated conventional data acquisition rate by Shannon’s law if the sparsity assumption is
fulfilled [22]. Practically, sparsity arises in many physical signals, hence the approach is of paramount practical importance,
and has demonstrated great potential in a number of applications such as imaging, astronomy and geophysics. In general,
the idea of sparsity constraints has been extensively investigated in the inverse problems community since the pioneering
work [23]. For instance, the well-posedness, regularizing properties, and parameter choice rules of Tikhonov regularization
have been discussed [24], and especially efficient algorithms for solving related optimization problems are developed for
general nonlinear inverse problems [25–28].
In [21], a novel sparsity reconstruction algorithm for EIT was developed and some analytical justifications (well-
posedness and convergence rates) of the approach were given in [29]. The numerical results [21] of the simulation studies
with single aswell asmultiple inclusions suggested that both themagnitude and locations of the inclusions canbe reasonably
estimated. As the forward model of EIT, the continuum model [30] was used in [21]. In the present paper, this approach is
evaluated with experimental data. Here the measurements are modeled by the complete electrode model [30,31], which is
known to be the most accurate model for EIT.
The rest of the paper is structured as follows. In Section 2 we review the basic mathematical model, i.e., the complete
electrode model. Section 3 describes the reconstruction algorithms based on Tikhonov functionals, both the conventional
approach with smoothness penalty and the proposed approach with sparsity penalty. In particular, an algorithm of iterative
soft shrinkage type for approximately minimizing such a sparsity functional is described. The experimental setup with
single/multiple inclusions immersed in a water tank and the reconstructions based on real data are presented and discussed
in Section 4.
2. Complete electrode model
Since inverse problems are characterized by the property of being intolerant to even moderate measurement noise
and modeling errors, it is highly important to model the measurement procedure accurately. In [30,31], several different
electrode models were studied and their relative accuracy for reproducing the experimentally measured EIT data was
compared. It was found that the use of mathematically the most convenient model, the continuum model, yields highly
underestimated conductivities. Themost accuratemodel is the so-called complete electrodemodel (CEM).Webriefly review
this model (EIT-CEM) following the description in [31].
The experimental procedure of acquiring potential measurements is as follows. First, a set of L electrodes are attached to
the surface of the object. LetΩ be the object, and Γ = ∂Ω be its surface. Then an input current is applied to some subset
of these electrodes and the resulting potentials on all the electrodes are recorded. This procedure is repeated several times
with different current inputs in order to gather enough information. The EIT-CEM takes into account the distinct features of
the EIT experiment, i.e., the discrete nature of the electrodes, effect of the contact impedance and the shunting effect of the
electrodes, and it is now regarded as the standard model in medical applications.
The CEM is of the form
−∇ · (σ∇u) = 0 inΩ,
u+ zlσ ∂u
∂n
= Ul on el, l = 1, 2, . . . , L,∫
el
σ
∂u
∂n
ds = Il for l = 1, 2, . . . , L,
σ
∂u
∂n
= 0 on Γ \ ∪Ll=1 el,
(1)
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where σ is the electrical conductivity, u ∈ H1(Ω) is the electric potential, {el}Ll=1 ⊂ Γ denote the surfaces under the
electrodes and n is the unit outward normal to the surface Γ . Further, Ul ∈ R and Il ∈ R, l = 1, . . . , L are the electrode
potentials and currents, respectively. The currents have to satisfy the charge conservation law, and hence
∑L
l=1 Il = 0.
The potential Ul on each electrode is constant since the electrodes are perfect conductors. For uniqueness, the grounding
potential has to be fixed; this is achieved, e.g., by enforcing
∑L
l=1 Ul = 0.Wedenote vectors consisting of electrode potentials
and currents by U and I , i.e., U = (U1,U2, . . . ,UL)T ∈ RL and I = (I1, I2, . . . , IL)T ∈ RL. The second equation in system (1)
models the contact impedance effect: When injecting electrical currents into the object, a thin layer with high resistivity
forms at the electrode–electrolyte interface due to certain electrochemical processes, which causes potential drops at the
electrodes according to Ohm’s law. The third equation reflects the fact that the current injected through each electrode is
completely confined to the electrode.
The forward problem of EIT is to determine the potentials U on the electrodes when the applied currents I , conductivity
σ and contact impedances {zl} are known. Hence, the solution of the forward problem amounts to solving the boundary
value problem (1). Mathematically, problem (1) has a unique solution and the solution depends continuously on the input
current I [31]. We denote the operator that maps the input current I to the electrode potentials by F(σ ), i.e., U = F(σ )I .
For given σ , the mapping F(σ ) : RL → RL is linear. Experimental studies indicate that the CEM can achieve accuracy
comparable with the experimental precision [30,31]. The analytical solution of (1), however, is often beyond reach, and in
practice, numerical methods, such as the finite difference method and the finite element method, are usually employed
in the reconstruction procedure. In this paper, we use the latter method, and we denote the discretized forward mapping
also by F(σ ) for notational convenience. We refer to [10,14] for details about finite element approximation of the complete
electrode model.
3. Inversion algorithms
The EIT inverse problem is to estimate the unknown conductivity σ Ď from a finite set of noisy potential data Uδ . As
typical for many inverse problems, the EIT inverse problem suffers from ill-posedness, in particular the solution depends
sensitively on the data. In order to reconstruct the conductivity stably, some sort of regularization is required. We have
opted for the most popular approach, Tikhonov regularization, which in the case of one single data set (I,Uδ) replaces the
original problem with the following optimization problem, and takes the minimizer σ ∗ as an approximation
σ ∗ = argmin
σ∈A
Jα(σ ) =
1
2
‖F(σ )I − Uδ‖2  
D(σ )
+αR(σ )
 ,
where R(σ ) is a regularization functional, D(σ ) is the discrepancy term, Uδ = (Uδ1 , . . . ,UδL ) denotes the noisy potential
measurements, and the admissible setA is given by
A = {σ ∈ L∞(Ω) : c0 ≤ σ ≤ c1 a.e.Ω},
where c0 and c1 are known positive constants. The extension to the case of multiple data sets {(Ik,Uδk)}Nk=1 can be achieved
straightforwardly by modifying the discrepancy D(σ ) as D(σ ) = 12
∑N
k=1 ‖F(σ )Ik − Uδk‖2, and thus we shall restrict our
discussions to one single data set (I,Uδ) here for notational simplicity. In the functional Jα , the scalar α is a regularization
parameter, and it determines the tradeoff between the two terms: the discrepancy term D(σ ) that incorporates the
information contained in the data, and the penalty term R(σ ) that enforces the a priori knowledge on the sought-for
conductivity. In the present study, we consider two regularization formulations, the conventional smoothness penalty,
i.e., R(σ ) = 12‖∇σ‖2L2(Ω), and the recent sparsity constraint. Smoothness penalty has been widely adopted in practical
reconstructions [10,16,20,4] and thus it is taken as a benchmark algorithm in the experimental evaluation in Section 4. We
shall separately describe these two approaches below.
3.1. Standard reconstruction
We first describe the more conventional smoothness penalty [10,16,12,20], which consists of minimizing the following
functional
Jα(σ ) = D(σ )+ α2 ‖∇σ‖
2
L2(Ω).
In this functional, the penalty term penalizes a large gradient of the conductivity, and hence the approach yields smooth
reconstructions. In the statistical inversion framework, the corresponding prior constructions are known as smoothness
priors [20]. There exists at least one minimizer to the functional over the admissible set A. More precisely, we have the
following result, and for a proof, we refer to the thesis [32].
Theorem 3.1. There exists at least one minimizer to the functional Jα over the admissible set A. Let {Un} be a sequence of noisy
data converging to Uδ and σ n be aminimizer of the functional Jα with Un in place of Uδ . Then the sequence {σ n} has a subsequence
that converges in H1(Ω) to a minimizer of Jα .
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As to calculating a minimizer of the functional, there are several viable approaches, such as the conjugate gradient
method, the Gauss–Newton method or the gradient descent algorithm [33]. We employ the Gauss–Newton type method
based on linearization. Specifically, the forward operator F(σ )I is linearized around some initial guess σ 0, i.e.,
F(σ )I = F(σ 0)I + H(σ − σ 0)+ h.o.t.,
where H = ∇σ F(σ 0)I is the Jacobian of F(σ )I with respect to the parameter σ evaluated at σ 0. Upon substituting it into the
functional Jα and ignoring the higher-order term (h.o.t.), we get a linearized problem
min
σ∈A
1
2
‖H(σ − σ 0)− (Uδ − F(σ 0)I)‖2 + α
2
‖∇σ‖2L2(Ω),
whose solution for the discrete problem is explicitly given by the linear system
HTH + α(−∆) σ = HT Uδ − F(σ 0)I + Hσ 0 ,
where we have used the notation (−∆) for the discrete negative Laplacian. The system can be solved directly to get a
new estimate for σ . Then we iteratively update the reconstruction by taking the solution as an initial guess. In practice,
the iterative procedure achieves convergence within a few iterations. The complete algorithm is given in Algorithm 1. The
stopping criterion can be based on monitoring the relative change of consecutive iterations.
Algorithm 1 Reconstruction algorithm based on smoothness
1: Set σ 0 = 0
2: for j = 1, . . . , J do
3: Compute the Jacobian Hj = ∇σ F(σ j−1)I;
4: Update to σ j by solving the linearized problem
HTj Hj + α(−∆)

σ = HTj

Uδ − F(σ j−1)I + Hjσ j−1

.
5: Check the stopping criterion.
6: end for
7: output approximate minimizer σ .
3.2. Sparsity reconstruction
In the sparsity reconstruction [21], the functional to be minimized is of the form
Jα(σ ) = D(σ )+ α‖δσ‖ℓ1 ,
where δσ = σ − σ 0 stands for the inhomogeneity, with σ 0 being the background conductivity. The penalty term ‖δσ‖ℓ1 is
defined as follows
‖δσ‖ℓ1 =
−
k
|⟨δσ , ψk⟩|,
where {ψk} is an orthonormal basis/over-complete frame/dictionary. Here and below we have identified δσ with the
sequence of expansion coefficients with respect to {ψk}. It is now widely accepted that the ℓ1-penalty can promote the
a priori knowledge of the sparse representation of δσ , i.e., away from the background, the conductivity can be sparsely
represented in the basis {ψk}. Such prior knowledge is plausible in the case that the sought-for conductivity distribution
consists of an essentially uninteresting background plus some small inclusions.
A standard approach for minimizing a functional involving the ℓ1-penalty is iterative soft shrinkage, which was first
introduced in [23] and then generalized in [25–27] for general functionals of the form
1
2
‖K(x)− yδ‖2 + α‖x‖ℓ1 , (2)
where K : X → Y is a bounded but nonlinear operator. The algorithm takes the following form: choose an initial guess x0,
and the iteration proceeds
xk+1 = Sτα(xk − τK ′(xk)∗(K(xk)− yδ)),
where τ is the step size, K ′(x)∗ denotes the adjoint of the operator K ′(x), and Sα is the soft shrinkage operator defined
componentwise by
(Sα(x))i =

(|xi| − α)sign(xi), if |xi| > α,
0, otherwise.
Note that in the iteration, the term K ′(x)(K(x)−yδ) is exactly the gradient of the discrepancy 12‖K(x)−yδ‖2. So basically, the
algorithm consists of two steps: one first performs a gradient descent step with a step size τ , like the classical Landweber
method, and then a shrinkage step. The latter promotes the sparsity of the reconstruction as it sets all the small coefficients
to zero. Theoretically, it is known that under appropriate conditions on the operator K and the step size τ , the algorithm
will converge to a minimizer of the Tikhonov functional (2), see [25–27].
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In order to adapt the basic soft shrinkage algorithm to our setting, the gradient D′(σ ) of the discrepancy term D(σ )must
be computed. This can be achieved efficiently via the adjoint technique [33], by solving an adjoint problem as below: Find
p ∈ H1(Ω) and P ∈ RL with∑Ll=1 Pl = 0 such that
−∇ · (σ∇p) = 0 inΩ,
p+ zlσ ∂p
∂n
= Pl on el, l = 1, 2, . . . , L,∫
el
σ
∂p
∂n
ds = Ul(σ )− Uδl for l = 1, 2, . . . , L,
σ
∂p
∂n
= 0 on Γ \ ∪Ll=1 eL,
(3)
where U(σ ) = F(σ )I ∈ RL. With the adjoint variable p at hand, the gradient D′(σ ) can be evaluated as (see Appendix for a
short derivation)
D′(σ ) = −∇u(σ ) · ∇p(σ ). (4)
Our numerically studies, however, have indicated that a direct use of the gradient D′(σ ) can lead to many spurious
oscillations in reconstructions, exhibiting numerical instability. In order to remedy the issue, we propose to smooth the
gradient (Sobolev smoothing) as follows: solving for D′s(σ ) by the Dirichlet boundary value problem
−κ1D′s(σ )+ D′s(σ ) = D′(σ ) inΩ,
where κ is a scalar controlling the degree of smoothing and∆ denotes the Laplace operator, together with a homogeneous
Dirichlet boundary condition, i.e., D′s(σ ) = 0 on the boundary Γ . By utilizing the smoothed gradient D′s(σ ), we implicitly
restrict the admissible solution to a smooth subset, thereby eliminating the numerical instability and circumventing
the problem of nonphysical oscillations, and also ensuring the desired boundary condition. We refer to [21] for further
discussions.
The iterative soft shrinkage algorithm with a fixed step size resembles the classical Landweber method, and thus it also
suffers from slow convergence. One way to enhance the convergence speed is to adaptively select the step size. Among
various existing rules for accelerating the convergence of the algorithm, the one due to Barzilai and Borwein [34] seems
particularly attractive due to its easy implementation and solid theoretical underpinning. We shall employ the rule to select
an appropriate step size τj at each iteration. The rule selects the step size according to the following formula:
τj = ⟨δσ
j − δσ j−1,D′s(σ j)− D′s(σ j−1)⟩
⟨δσ j − δσ j−1, δσ j − δσ j−1⟩ .
In the implementation, we use the step length produced by the rule as an initial guess at each iteration, and decrease its
value geometrically until the following weak (decreasing) monotonicity on the functional value Jα(σ ) is satisfied
Jα(σ 0 + Sτα(δσ i + τD′s(σ i))) ≤ maxi−M+1≤k≤i Jα(σ
k)− τ s‖Sτα(δσ i + τD′s(σ i))− δσ i‖2L2(Ω),
where s is a small number and M ≥ 1 is an integer, which are fixed at s = 1 × 10−10 and M = 5, respectively. We refer
to [21] for detailed discussions.
Now we can give the complete algorithm for sparsity reconstruction, which computes an estimate by iterated soft
shrinkage iterations. The algorithm is terminated if the selected step size τ is sufficiently small, say, falling below 1.0×10−3.
Algorithm 2 Sparse reconstruction algorithm
1: Set δσ 0 = 0
2: for j = 1, . . . , J do
3: Compute σ j = σ 0 + δσ j;
4: Compute the gradient D′(σ j) by the adjoint method;
5: Compute the smoothed gradient D′s(σ j);
6: Determine the step size τj;
7: Update inhomogeneity by δσ j+1 = δσ j − τjD′s(σ j);
8: Threshold δσ j+1 by Sτjα(δσ
j+1);
9: Check a stopping criterion.
10: end for
11: output approximate minimizer δσ and return δσ + σ 0.
Remark 3.1. One can also incorporate an outer loop for choosing optimal input currents in Algorithm 2, for adaptively
designing the experiments to collect informative data [35].
M. Gehre et al. / Journal of Computational and Applied Mathematics 236 (2012) 2126–2136 2131
Fig. 1. Left: The experimental setup. Right: Finite element mesh for forward problems and representing the sought-for conductivity distribution.
Remark 3.2. In [21], the authors proposed an iterative soft shrinkage algorithm for the continuum model of EIT. The
proposed Algorithm 2 is a generalization of that algorithm to the EIT-CEMmodel.
4. Experimental verification
Now the sparsity reconstruction approach in EIT is evaluated by experiments. Five test cases are considered. In all
test cases, the target consists of one or two inclusions and a homogeneous background with constant conductivity. The
conductivity distributions are reconstructed both with a standard smoothness penalty and with sparsity constraints.
4.1. Experiments and computational issues
The measurement setup is illustrated in Fig. 1. The diameter of the cylindrical tank was 28 cm and the height was 10 cm.
For EIT measurements, sixteen equally spaced metallic electrodes (width 2.5 cm, height 7 cm) were attached to the inner
surface of the tank. The tank was filled with tap water, and objects of different shapes and materials (steel and plastic) were
placed in the tank (case 1: plastic cylinder; case 2: two plastic cylinders; case 3: one steel cylinder; case 4: two hollow
steel cylinders; case 5: two plastic blocks with prismatic shape.). All the inclusions were symmetric in height. In all cases,
the excess water was removed from the tank, so that the height of water level was 7 cm, the same as the height of the
electrodes. All targets are shown in Fig. 2 (left column).
The EIT measurements were conducted with the KIT 2 measurement system [36]. In these experiments, the adjacent
pair current drive method was used, i.e., fifteen different current injections were carried out, between all adjacent electrode
pairs. In all injections, the amplitude of the applied sinusoidal current was 1 mA. Further, in each current injection, one of
the current carrying electrodes was grounded and the potentials on the fifteen other electrodes with respect to the ground
electrode were measured.
Due to the cylindrical symmetry of the targets, a two-dimensional model was adequate for approximating the solution
of the EIT forward problem. For numerical approximations of the two-dimensional complete electrode model (1) and the
adjoint problem (3), the finite element method was applied. For this aim, the domain Ω was triangulated into a mesh
consisting of 2656 triangular elements, see Fig. 1. The mesh was adaptively refined on the parts near to the boundary, in
order to improve the accuracy of the model. A piecewise linear finite element space on the mesh was used for the electric
potential distribution u. The conductivity distribution was represented in the same subspace as the potential, that is, the
estimated conductivity distribution is piecewise linear. When the mesh elements are small enough, this choice also allows
for approximate representation of discontinuous conductivities. The main asset in having a piecewise linear representation
for σ is that computation of functionals of the gradient of σ can be carried out analytically, see for example [17]. However,
we would like to remark that one can also use other bases/frames/dictionaries for the sought-for conductivity, if it is
physically motivated or in better agreement with the shape/structure of the object to be recovered. Note that when using
two-dimensional approximation of a cylindrical target, the conductivity σ represents the product γ h, where γ is the
(cylindrically symmetric) three-dimensional conductivity distribution and h is the height of the cylinder. Accordingly, zl
represents zl = ξl/h, where ξl is the contact impedance in a three-dimensional model.
Due to ill-posedness of the EIT inverse problem, the reconstructions are highly intolerant to modeling errors. One of
the main sources of modeling errors is the uncertainty of the contact impedances {zl} in the complete electrode model. In
the literature, two approaches have been proposed for handling the problem of unknown/uncertain contact impedances:
in [37], the contact impedanceswere estimated based on EIT data, simultaneouslywith the conductivity distribution; in [38],
the so-called approximation error approach [20] was taken and the uncertainties of the contact impedances were modeled
statistically. In the present study, however, the contact impedances were determined on the basis of a separate experiment.
That is, we carried out additional EIT measurements using a tank filled solely with tap water. Estimation of the contact
2132 M. Gehre et al. / Journal of Computational and Applied Mathematics 236 (2012) 2126–2136
Table 1
Estimated contact impedances.
Electrode zl (m)
1 2.64× 10−4
2 3.00× 10−4
3 2.76× 10−4
4 4.27× 10−4
5 3.50× 10−4
6 4.30× 10−4
7 3.91× 10−4
8 2.35× 10−4
9 2.01× 10−4
10 2.21× 10−4
11 2.04× 10−4
12 1.43× 10−4
13 2.98× 10−4
14 2.78× 10−4
15 2.92× 10−4
16 3.40× 10−4
Table 2
Regularization parameters α for the examples.
Algorithm case 1 case 2 case 3 case 4 case 5
1 8.0× 10−3 1.0× 10−3 8.0× 10−3 8.0× 10−3 1.0× 10−3
2 1.5× 10−2 1.5× 10−2 1.5× 10−2 1.5× 10−2 1.5× 10−2
impedances {zl} and the homogeneous conductivity distribution σ = σw based on such an experiment is a well-posed
problem; here, {zl} and σw were estimated using least squares fitting [37]. The estimated background conductivity σw was
1.41 · 10−3 −1. In real (3D) conductivity units, this is γw = σw/h = 1.41 · 10−3 −1/0.07 m = 0.02−1 m−1. This value
is plausible—according to literature, the conductivity of drinking water varies between 0.0005−1 m−1 and 0.05−1 m−1.
The estimated contact impedances {zl} are shown in Table 1. Conversion to contact impedances in real units is obtained by
multiplying the listed values by h = 0.07 m.
In the reconstructions of the actual targets (those with inclusions) the estimated contact impedances were used for the
construction of the complete electrode model. In addition, σw, the estimated conductivity of water, was used as the initial
guess σ 0 for the conductivity in the smoothness reconstructions (see Section 3.1) and as the homogeneous background
conductivity value σ 0 in the sparsity reconstruction algorithm (see Section 3.2).
For Tikhonov regularization, a variety of methods for selecting the regularization parameter α have been proposed
[39,40]. In this study, however, α was selected simply by visual inspection. In sparsity reconstruction, α was selected based
on the first experiment (first row in Fig. 2), and the same parameter was used in all the other cases. For the robustness of the
estimateswith respect to this choice, see Section 4.2. Further, in this paper, the Tikhonov regularized solutionswith standard
smoothness prior only serve as references. Hence, no attention to selection of regularization parameter in the standard
reconstructions was paid. In contrast, for these reconstructions the regularization parameter α wasmanually tuned to yield
a feasible result in each experiment. The selected regularization parameters in the five test cases are listed in Table 2.
4.2. Results and discussion
The results are illustrated in Fig. 2. The configurations of the five different targets are depicted in the left column, and
the reconstructions by the standard smoothness prior and the sparsity constraints are shown in the middle and right
columns, respectively. With both approaches, all the inclusions are detected with some accuracy. However, as expected, the
smoothness penalty yields somewhat blurred images—the smoothness constraint softens the boundaries of the inclusions.
Hence, it could be difficult to estimate the sizes of the inclusions based on these reconstructions. In cases of two inclusions
(cases 2, 4 and 5), it is difficult to infer even the number of inclusions on the basis of the Tikhonov regularized solutions
because the inclusions are not very well separated. Furthermore, the conductivity in the locations of the resistive inclusions
is overestimated in cases 1 and 2; in case 5 the conductivities of the inclusions are close to zero,which is the true conductivity
of the plastic bars.
In the sparsity reconstructions, the edges of the inclusions are sharp. In most of the considered cases, the sparsity
reconstructions give amore reliable insight of the sizes and shapes of the inclusions than the Tikhonov regularized solutions.
The only exception is case 4, where the shapes of the estimated inclusions are clearly biased. On the other hand, in all
cases with two inclusions – also case 4 – the inclusions are clearly distinguished from each other. Further, in sparsity
reconstructions, the conductivity in the locations of the plastic objects is very close to true value (zero) in all cases.
It should be noted that the conductivities of the metallic objects in cases 3 and 4 are highly underestimated by both
reconstruction methods – the true conductivity of the steel is in the range of 107 −1m−1. The explanation for this is given
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Fig. 2. Left column: Configurations of the targets. Middle column: EIT reconstructions based on Tikhonov regularization with smoothness assumption
(Algorithm 1). Right column: EIT reconstructions with sparsity constraints (iterative soft-shrinkage, Algorithm 2).
in [4]: First, the contact impedance betweenmetal and the surroundingmediumcauses a potential drop. Inmodel (1) –which
models thewhole target as a continuousmedium – this (effectively) means decreased conductivity across themetal surface.
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Fig. 3. Sparsity reconstructions for the 2nd test case with various regularization parameters.
For modeling of internal electrodes, see [41]. Secondly, after some limit, the boundary potential measurements are not
sensitive to an increase of the conductivity of the inclusion if the background conductivity remains unchanged.
The experimental results are very appealing: as expected, the sparsity constraints yield sharper reconstructions,
and the shapes and sizes of the estimated inclusions are reliable in most cases. The difference between Tikhonov
regularized solutions with smoothness constraints and the sparsity reconstructions is clear: utilizing sparsity constraints
can significantly improve the resolution of the EIT reconstructions in comparison with the standard approach. Also, the
absolute values of the inclusions are better tracked when using sparsity constraints.
The robustness of the sparsity reconstruction scheme with respect to selection of the regularization parameter α was
also studied. Fig. 3 shows sparsity reconstructions of the target in case 2, corresponding to several different parameter
values within the range [4.7 × 10−4, 6.0 × 10−2]. With the highest value, 6.0 × 10−2, one of the inclusions is missing
from the reconstructed conductivity distribution. With all the other selected values of α, however, both inclusions are well
tracked. Further, the sizes and shapes of the inclusions are feasible. Also the conductivities of the inclusions are accurately
estimated—except for the estimate corresponding to the lowest value of α; with α = 4.7 × 10−4 the conductivities of the
plastic inclusions are slightly overestimated. Furthermore, the reconstructions with α ≤ 3.7× 10−3 contain some artifacts
in the background conductivity. However, the inclusions are clearly detected also with these parameter values.
5. Conclusions
In this paper, a recently proposed sparsity reconstruction algorithm in EITwas experimentally evaluated. In this approach,
the sparsity of inhomogeneities differing from a constant background with respect to a certain basis is presumed. This prior
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information is incorporated into a Tikhonov-type functional by including a sparsity-promoting ℓ1-regularization term. In the
experimental evaluation, the sparsity reconstructionswere comparedwith Tikhonov regularized solutionswith smoothness
constraint, which is considered as a standard choice in EIT reconstruction. The targets contained one or two inclusions
with sharp boundaries. The sparsity reconstruction approach was shown to yield sharper reconstructions than the standard
approach. Clearly, in the presented test cases the smoothness constraint, anticipating smooth conductivity distributions, is
not as a feasible choice as the sparsity-promoting ℓ1-regularization. The results confirm that ℓ1-type priors are advantageous
in EIT in the case of targets with small inclusions in a constant background.
Acknowledgments
The work of BJ was substantially supported by the Alexander von Humboldt Foundation through a postdoctoral
researcher fellowship and partially supported by Award No. KUS-C1-016-04, made by King Abdullah University of Science
and Technology (KAUST), and that of PM was supported by the German Science Foundation through grant MA 1657/18-1.
AL, AS and JK were supported by the Academy of Finland (application number 213476, Finnish Programme for Centres of
Excellence in Research 2006–2011), TEKES (Contract No. 40370/06), Finnish Doctoral Programme in Computational Sciences
andUniversity of Auckland, Faculty of Science FDRFproject 3624414/9844. The authors are grateful to an anonymous referee,
whose comments helped clarify several ambiguities.
Appendix. Derivation of the gradient formula (4)
Let (w,W ) = (u′(σ )[δσ ],U ′(σ )[δσ ]) satisfy∫
Ω
σ∇w · ∇vdx+
L−
l=1
1
zl
∫
el
(w −Wl)(v − Vl)ds = −
∫
Ω
δσ∇u · ∇vdx ∀v ∈ H1(Ω), V ∈ RL.
Formally, then (w,W ) is the derivative of the solution (u,U)with respect to σ in the direction of δσ , and the above problem
is known as the sensitivity problem in the engineering literature. On the other hand, the weak formulation of the adjoint
problem is given by∫
Ω
σ∇p · ∇vdx+
L−
l=1
1
zl
∫
el
(p− Pl)(v − Vl)ds =
L−
l=1
(Ul − Uδl )Vl ∀v ∈ H1(Ω), V ∈ RL.
In order to derive the gradient formula, we approximate the forward solution by its linearization
U(σ + δσ ) = U(σ )+ U ′(σ )[δσ ] + h.o.t.
Upon substituting the approximation into the discrepancy term D(σ ) and ignoring the higher-order term, we arrive at
D′(σ )[δσ ] ≈ D(σ + δσ )− D(σ )
= 1
2
L−
l=1
[(Ul(σ + δσ )− Uδl )2 − (Ul(σ )− Uδl )2]
≈
L−
l=1
(Ul(σ )− Uδl )U ′l (σ )[δσ ].
By setting (v, V ) = (p, P) and (v, V ) = (w,W ) in the weak formulations for the sensitivity problem and the adjoint
problem, respectively, we get
−
∫
Ω
δσ∇u · ∇pdx =
L−
l=1
(Ul − Uδl )Wl.
This gives the following formula for the gradient D′(σ ) (i.e. Eq. (4))
D′(σ )[δσ ] = −
∫
Ω
δσ∇u · ∇pdx.
One can show that D′(σ ) is indeed the derivative of the discrepancy functional D(σ )with respect to σ . The above derivation
is formal, however, it can be rigorously justified [29, Section 3].
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