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THE EFFECT OF ITEM STEM AND RESPONSE OPTION LENGTH ON THE ITEM
ANALYSIS OUTCOMES OF A CAREER AND TECHNICAL EDUCATION
MULTIPLE CHOICE ASSESSMENT

Tina M. Koepf, Ph.D.
Western Michigan University, 2018

Critical decisions in Career and Technical Education (CTE) can be based on assessment
outcomes, requiring an essential focus on continuous improvement initiatives to provide
increased multiple choice (MC) assessment validity. Previous research has determined that the
presence of flawed test items negatively impacts student success; therefore, an MC taxonomy has
been established and used in the assessment industry. While rigorous and successful Career and
Technical Education (CTE) programs that enroll high-level academic students exist, many CTE
programs enroll students with a wide spectrum of academic ability. Because many CTE students
often have inferior reading skills, it is necessary to take the lower-academic population into
consideration when developing MC assessments for CTE programs.
This quantitative study examines the relationship between MC item difficulty and MC
item length (focusing on MC item stem and response option lengths) for a national CTE
employability assessment, which encompassed nearly 3,500 CTE student test-takers.
Hierarchical Linear Modeling (HLM) analyzes the significance between the assessment outcome
variables—proportion correct, discrimination index and point biserial correlation—with the
predictor variables—stem length, response option length, Bloom’s taxonomy level, readability
level and student demographics—for the total and lower-scoring groups of CTE students.

There are statistically significant correlations between MC item length and item analysis
outcomes. Lengthy MC items increase the difficulty for most of the item analysis outcomes, with
an increased difficulty for the lower-scoring group of test-takers. Best practices suggest that MC
item writers develop concise items by avoiding extraneous wording. This research serves as a
case study in assessment analysis in the context of CTE, and reinforces best practices. When
assessment providers are mindful of the test-taking population, issues of bias may be avoided
through solutions such as writing shorter, concise MC items for lower-level readers.
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CHAPTER 1
INTRODUCTION
Career and Technical Education (CTE) program success is rising as evidenced by the
growth of CTE student achievement, which includes holding students to “more rigorous
standards in preparation for postsecondary education and beyond” (Brand, Valent, & Browning,
2013, p. 7). CTE is evolving and can respond to labor market needs by providing highly
qualified students for business and industry jobs (Carnevale, Smith, & Stroh, 2010). Articulation
agreements award CTE high school graduates with many credits that seamlessly transition into
college credits (Castellano, Richardson, Sundell, & Stone, 2016). As a result, CTE is now
attracting more academically-focused students into more rigorous programs than ever before
(Diallo, 2018). For example, new programs are being offered to recruit high-performing students
into engineering and advanced science programs such as biotechnology, engineering, and
aviation.
With strong learning competencies and higher expectations, many CTE students are
demonstrating higher levels of academic achievement than ever before (Wilson, 2017). One
component of increased student and program achievement is a result of increased accountability
for CTE programs through assessments. The Carl D. Perkins Career and Technical Education
Act of 2006 mandates program accountability by defining requirements for states and local
programs. Section 113(a) of Perkins IV explains that these requirements were established to
“assess the effectiveness of the state in achieving statewide progress in vocational and technical
education, and to optimize the return of investment of Federal funds in vocational and technical
education activities” (p. 14). Included in this mandate are consistent standards and competencies
taught within each state, and accountability tied to competencies in the form of written and/or
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performance assessments. As a result, more requirements exist for CTE students, resulting in
CTE tests being created and revised at a fast pace (Stone, 2009). The Perkins legislation not
only requires end-of-program testing, but requires specific state or nationally certified
assessments. These assessments must endure a process to demonstrate they are a valid and
reliable (Haladyna & Rodriguez, 2013).
The latest federal Perkins legislation also includes a component to encourage and retain
CTE students within post-secondary education while attracting high performing students to CTE
programs such as health occupations and pre-engineering. However, there continues to be lowperforming students within CTE who are struggling to fulfill graduation requirements (Levesque
& Hudson, 2003). Some lower-performing students are directed to hands-on performance-based
CTE programs because of learning difficulties and/or behavioral issues, as documented within
individualized educational plans (IEPs). Bozick and Dalton (2013) state that overall, CTE
students have lower family income levels and lower academic preparation. Stern and Stearns
(2007) add that many university-bound students do not take CTE classes in high school, and
Cashen (2014) claim that academic preparation and CTE still tended to be mutually exclusive.
As the spectrum of higher-performing academic students combines with traditional
lower-performing, hands-on learners and students who have IEPs, there are many students in the
bottom quadrants who have difficulty passing the mandated end-of-program CTE assessments
(Elliott, 2007). Because these assessments are predominately high-stakes standardized multiple
choice (MC) tests, test developers must ensure that each item is written at the correct content and
reading level for CTE students; the quality and quantity of the wording used for test items
deserves careful analysis (Haladyna & Rodriguez, 2013).
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Therefore, since some CTE students have challenges pertaining to reading skills
(Hanford, 2014), my research focuses on MC test items used for such CTE assessments. More
specifically, my focus is on the test item stem, which is the beginning of the MC item that
generally contains the question, and response option length, which are the answer options, of
CTE assessments to determine if increased MC item stem and or response option wording length
is related to the pass rate of such CTE assessments.
Background
Vocational schools were initially created for students who chose to take the skills trade
route rather than the traditional academic track (Williams, 2013). Until the early 1900s,
vocational students excelled at hands-on jobs with minimal emphasis on academics. Over the
next century, many students who might have been at risk for dropping out of school found the
conventional hands-on approach of vocational education to be an attractive option (Gordon,
2014). More recently, the rise of CTE legislation and accountability has brought higher
standards and requirements for CTE programs, teachers, and students (Williams, 2013).
Years ago in vocational high school education, a nursing student would obtain a basic
certification, then plan to work in a desired field at an entry-level position upon high school
graduation. CTE now attracts many higher achieving students who demonstrate success in not
just completing secondary CTE courses, but continuing on to post-secondary success as well
(Gordon, 2014). Now it is highly likely that some high school CTE nursing students will plan to
enroll in a pre-med college program after graduating high school. However, there are still many
CTE students who remain substandard at math, science, and reading (Elliott, 2007). Along with
low academic ability, many CTE students have IEPs that document learning disabilities and are
considered disadvantaged students (Elliott, 2007). For example, Bierlein-Palmer and Gaunt
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(2007) studied profiles of CTE and non-CTE students and stated that “in regard to academic
standing, vocational education has often been considered the track for low-achieving, noncollege-bound students” (p. 35). This is similar to Levesque and Hudson’s (2003) research with
the National Center for the Educational Statistics (NCES), which concluded it was less likely for
the highest-achieving academic students to concentrate on CTE. Furthermore, Bierlein-Palmer
and Gaunt specified that “between 1982-1994, the NCES found that students with lower GPAs
generally completed more vocational credits” (p. 35). However, a lot has happened in CTE in the
last 20 years to increase its rigor which includes academic integration and recognition of CTE
courses for academic credit.
CTE students are now required to take end-of-program, summative assessments that
measure proficiency in their subject area to comply with CTE legislation (Stone, 2009).
Although there are many downfalls to standardized testing, MC items are still popular and
dominant within objective tests (Haladyna & Downing, 1989; McDougall, 1997; Pomplun &.
Omar, 1997). MC tests offer fast, accurate, and objective means to obtain data, and are thought
to be reliable and easy to use (Cohen & Swerdlik, 1999; Haladyna & Downing, 1989;
McDougall, 1997). Every student is equally treated and expected to meet the same objective
criterion (Fahim & Pezeshki, 2012; Oermann, Saewert, Charasika, & Yarbrough, 2009).
However, it is difficult to write and create high-quality MC items, and some claim that the MC
items do not measure students’ written communication abilities (Weaver, 1982). Even so, data
derived from MC standardized tests have significant consequences for students, teachers,
schools, and school districts. High-stakes test data are used for decisions that involve graduation
requirements, promotion, school accountability, merit pay, and continued employment based on
test scores in schools or school districts (Haladyna, 2006).
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To address concerns with high stakes assessments, the Standards for Educational and
Psychological Testing (2014) states that “The goal that all intended test-takers have a full
opportunity to demonstrate their standing on the construct being measured has given rise to
concerns about accessibility in testing” (p. 52). Accessible testing situations are those that
enable all test-takers in the intended population, to the extent feasible, to demonstrate their status
on the target construct without being unduly advantaged or disadvantaged by individual
characteristics that are irrelevant to the construct the test is intended to measure. An example
includes linguistic bias for a diverse population, whereby rather than asking the student to
calculate the area of a Pop-Tart®, a better option would be to ask the student to calculate the
diameter of a rectangle (Hicks, 2011); the student may clearly know how to calculate the area of
a rectangle, but not know what a Pop-Tart is.
Furthermore, the Standards for Educational and Psychological Testing (2014) states that
“a test intended to measure critical reading should not include words and expressions especially
associated with particular occupations, disciplines, cultural backgrounds, socioeconomic status,
racial/ethnic groups, or geographical locations” (p. 54). Therefore, various subgroups should not
be affected by certain knowledge nor experience that is unrelated to the construct being tested.
Standardized tests should also be designed to facilitate accessibility and minimize
construct-irrelevant barriers for test-takers in the target population (Haladyna & Rodriguez,
2013). Before considering the need for any assessment adaptations for those who have special
needs, the assessment developer first must attempt to improve accessibility within the test itself,
focusing on maximizing fairness. An example of this is a “Text-to-Speech” system that NOCTI
provides. This online system allows students with a reading IEP to click on an icon next to the
test question, and the question is then read aloud by the computer so the test-taker can hear it as
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well as read the MC item on the computer screen. Furthermore, tests should be developed to
ensure they are usable for all test-takers in the intended test populations, regardless of
characteristics such as age, language background, culture, socioeconomic status, or disability
(Standards for Educational and Psychological Testing, 2014).
Item writing is an important step in test development process, and the quality of the test
therefore, is contingent upon the quality of its test items (Haladyna & Downing, 1989). Early
MC researchers agree that most test developers construct tests based on folk wisdom rather than
effective item writing principles (McDougal, 1997; Osterland, 1989). Furthermore, few
professionals are trained adequately in test construction and might focus on test information they
find interesting rather than essential material (Vacc, Loesch, & Lubik, 2001).
Test validity is an important factor for MC assessments, and is impacted by flawed items.
Haladyna and Rodriguez (2013) explained that if the test is written with an unnecessary
complexity, it is a serious threat to validity. Referring to content validity, Cronbach et al. (1971)
further add that content validity is strictly a function of how adequately test items sample the
subject domain, which includes all levels of students. Guion (1977), who is an expert in the
study of test validity, describes the reduced relevancy of a test as behaviors that are not included
within the defined external domain are included in the measurement. Therefore, it is essential to
produce a high quality, valid test by using recommended procedures when constructing MC
items (Downing, 2006).
Thorndike (1971) noted that constructing good test items is probably the most
demanding type of creative writing imaginable. Not only is item writing creative, but the
process demands an understanding of the content to be tested, and the type of mental behavior
intended. The choice of item format, and the skill of actually writing the item historically has
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not been a science, but simply a collection of guidelines based on experiences and the wisdom of
mentors, often captured in textbooks (Bormuth, 1970). For many years, little scientific basis
existed for advice on item writing, but slowly a science began to emerge (Haladyna & Hess,
1999). More recently, Parkes and Zimmaro (2016) stated that MC items are now “one of the
most researched and widespread educational measurement tools in existence” (p.1).
As part of this measurement science, Haladyna and Downing (1989) compiled research
pertaining to MC item writing. They identified and assembled 41 MC format and writing
concerns that are considered a list of best practices. This list further evolved into the revised
taxonomy of 31 MC item-writing guide (Haladyna et al., 2002). Within this taxonomy, three
reading-specific guidelines were noted: 1) keep vocabulary simple for the group of students
being tested; 2) minimize the amount of reading in each item, and 3) avoid window dressing
(excessive verbiage) (Haladyna et al., 2002, p. 312). These reading-specific rules help lay the
foundation regarding the importance of reading clarity, length, and content levels related to MC
items.
The target audience is also a critical component when developing an assessment.
Because of the disproportionate number of lower-than-average academic students enrolled in
CTE programs who may possess a lower reading level, it is important to keep MC items as
succinct as possible. It is much more work for the test developer and Subject Matter Expert
(SME) team to create concise MC items, than to create lengthy items (Haladyna & Downing,
1990). By spending extra time to produce a high-quality, concise items, it is possible to retain
the content and rigor while minimizing reading time (Haladyna & Rodriguez, 2013).
Cognitive load refers to the effort being used in a person’s working memory (Sweller,
1988), and is a concern in MC testing because test development must account for what students

8

are spending their time thinking about while they are taking the test. Parkes and Zimmaro
(2016) commented that students should be “thinking about the tested content, not about the
process of taking the test” (p. 22). For example, students might see longer MC items and think
about how they are poor readers or that they just do not like to read. Furthermore, students
should not have to “think harder than the content requires” (p. 22).
Elliott (2007) conducted a five-year study focused on standardized testing that compared
CTE students to non-CTE students. He concluded that “Career and Technical Education
students, for the most part, will always do worse on high-stakes test raw score comparisons
because CTE attracts students whose learning styles and other characteristics do not lend
themselves to scoring well on high-stakes tests” (p. 51). He further stated that when the
appropriate extraneous variables such as learning styles, special populations, gender, race and
ethnicity are built into the equation and controlled, “there usually is no difference between CTE
and other students on standardized test scores” (p. 50). Basically, the raw score comparisons are
inappropriate because the CTE/non-CTE groups are different because CTE programs incorporate
at-risk student populations at a higher rate than non-CTE program, including handicapped,
limited English proficiency, economically disadvantaged, academically disadvantaged and being
a single parent, all which Elliott claims are significantly associated with lower test scores and are
“predominantly found in the CTE population” (Elliott, 2007, p. 51).
Therefore, low reading levels and lengthy MC items might account for disadvantaged
testing for CTE students. To measure this potential disadvantage, my research will investigate
the item analysis outcomes of MC assessment items on a CTE test which are the proportion of
items correctly answered, the discrimination index, and the point biserial correlation. These
Classical Test Theory (CTT) calculations measure item difficulty for CTE student performance
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at the MC item level. Many researchers have studied general MC testing topics such as Bloom’s
taxonomy levels (Dunham, Yapa, & Yu, 2015), readability levels (DuBay, 2007), question
formats (Applegate, 2015), stem and response option mechanics (Thissen, Steinberg, &
Fitzpatrick, 1989), and item response time (Lee & Chen, 2011). But no research could be found
that analyzed multiple choice (MC) test item analysis outcome’s relationship to the item length
of the stem, which is the MC item question, and the item length of the response options, which
are the answers, for CTE students.
Problem Statement
Although research illustrates that the majority of CTE students excel at performancebased testing over academic testing (Darling-Hammond & Adamson, 2013), written MC tests are
the most popular, unbiased, and cost-effective method to test students (Vacc et al., 2001). CTE
students must perform, in many instances, at a high proficiency level on written MC end-ofprogram testing to meet specific graduation requirements and federal funding criteria derived
from each state’s guidelines.
In terms of writing MC items, considerations for a high-quality item include general item
writing procedures, content concerns, stem construction, correct option development, and
response option development (Haladyna & Downing, 1989), and also linguistic, structural, and
cultural considerations (Hicks, 2011), which offer guidelines for writing items for students that
are not proficient in the English language or culture.
A flawed item contains poor writing practices that are contrary to item writing guidelines.
Haladyna and Rodriguez (2013) note that not using guidelines can increase item difficulty and
lower item discrimination index which can diminish reliability. Item writing flaws can affect
student performance on MC items (Downing, 2002; Haladyna et al., 2002; Tarrent & Ware,
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2008). Not only do flawed MC items add difficulty for the test-taker, but they are confusing and
can be considered “trick” items.
Many studies have been conducted to understand and determine the impacts of flawed
items, or biased items for MC test-takers (e.g., Hanson & Dexter, 1997; Tarrant, Knierim, Hayes,
& Ware, 2006; Tarrent & Ware, 2008; Busher & Bowles, 2008)). Various flaws originate from
inadequate item writing training and allocating too little time to write items correctly. Examples
of item flaws, include writing at a different reading level than the test-taker level, poor grammar,
unnecessary humor, unparalleled distractors, all-of-the-above options, none-of-the-above
options, confusing terminology, and items that contain ethnic and cultural bias. Flawed items
have been proven to decrease pass rates, increase item difficulty, and reduce test validity (Khan,
Danish, Awan, & Anwar, 2013).
MC item research has added valuable quality improvement guidelines for writing MC
items as noted previously. Haladyna and Downing (1989) and Haladyna et al. (2002) defined
best practices for well-written test items and compiled them into an item writing taxonomy.
Within their taxonomy of 31 item writing guidelines, Haladyna et al., determined that stem and
response option item length should be written in a concise manner, the test should cater to the
proper reading and content level, and excess verbiage should be minimal. Although the word
“concise” has been used a lot for stem and response option length, there is currently no research
to examine CTE student performance as connected to lengthy stem and response options.
Indeed Haladyna et al. (2002) called for quantitative research to further validate their
work with MC item writing guidelines by stating a “need for validated item-writing theories to
motivate future research” (p. 327). Furthermore, with respect to experimental studies,
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researchers have focused on individual characteristics of MC item writing “such as age, gender,
ability level, or the cognitive demands of individual items” (Haladyna et al., 2002, p. 329).
Purpose Statement
The purpose of this quantitative study is to examine the MC item responses of CTE
secondary student test-takers to determine if the assessment outcome variables of the proportion
correct, the discrimination index, and the point biserial correlation, are significantly correlated to
the predictor variables, including stem length, response option length, Bloom’s taxonomy level,
readability level, and student demographics. In addition, my study will also determine if a
significant difference exists between higher and lower student performance on a national NOCTI
CTE employability skills assessment.
NOCTI is a not-for profit testing company that creates standardized CTE assessments for
secondary and post-secondary students. NOCTI offers over 180 written and performance tests to
a national audience and administers over 300,000 tests each year. The knowledge-based tests are
MC items that are available in a paper-pencil or online version. For this study, data was mined
from NOCTI’s 21st Century Skills for Workplace Success assessment, which is a national
employability assessment for secondary CTE students.
Research Questions
The research questions for my study are:
Q1:

To what extent does MC stem length influence NOCTI written test item analysis

outcomes when controlling for response option length, readability level, Bloom’s
taxonomy level, and demographics for the:
a) total group of CTE student test-takers?
b) lower-scoring group of CTE student test-takers?
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Q2:

To what extent does MC response option length influence NOCTI written test

item analysis outcomes when controlling for stem length, readability level, Bloom’s
taxonomy level, and demographics for the:
a) total group of CTE student test-takers?
b) lower-scoring group of CTE student test-takers?
Conceptual Framework
Although the main objective of my study is to focus on stem and response option length,
other independent variables are inserted into the study to add depth and breadth to the research.
These independent variables include the MC item stem length, response option length,
readability level, Bloom’s taxonomy level, and student demographics. Readability level and
Bloom’s taxonomy variables have been researched for assessments, and the results are
straightforward, showing a direct relationship with student outcomes (Dunham, Yapa, & Yu,
2015; Fein, 2012). Readability level and Bloom’s taxonomy level are added to my study to
assure the reader that the research is mindful of these variables. For example, without taking
these variables into consideration, the reader could consider that the reason the test-taker reacted
positively to a particular short stem and short response option may not be due to length, but
because the reading level and Bloom’s taxonomy level was low. The readability level, Bloom’s
taxonomy levels, and student demographics are secondary to this research, with stem and
response option length being the main focus.
The conceptual framework shown in Figure 1 displays independent variables (in the left
column) which may impact the dependent variables, which are item analysis outcomes including
the proportion correct, the discrimination index, and the point biserial correlation shown in the
middle column. My study analyzes the total population of CTE test-takers who took the
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employability test and also analyzes the lower-performing student test-takers shown in the
middle section of the figure. Finally, the right column symbolizes the potential increased CTE
student performance and increased test validity.

Figure 1. Conceptual Framework, Stem and Response Option Length’s Impact on CTE Student
MC Item Analysis Outcomes (Koepf, 2018).
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Methods Overview
Since 2009, over 12,000 secondary CTE students across the nation have taken the various
versions of the NOCTI 21st Century Skills for Workplace Success CTE test. Oftentimes,
employability-type questions seem to be more lengthy than content-specific questions. This test
has been through a revision cycle three times. For my study, the first version of this test data
was used. The main reason for using older data is that with better MC writing guidelines and
procedures in place, the newer versions of the test contain stems and response options that are
much more concise than the first version. The first version will be used because it contains more
lengthy items that can be used for stem and response option length variation analysis. NOCTI
has given permission to use the mined data for the employability test. The data includes CTE
student responses for each MC item, overall student test scores, student age, gender, and
ethnicity.
Applied Measurements in Education (1989) explain that classical test theory (CTT) uses
various data calculations to understand and improve the reliability of psychological tests. The
CTT model is used to determine the MC item performance by analyzing each item. Item
analysis is conducted for the total testing population as well as the lower-performing student
group. Item analysis calculations will determine the MC item proportion correct, the
discrimination index, and the point biserial correlation, which are the dependent variables used in
Hierarchical Linear Modeling (HLM) to determine if a correlation exists with the stem and
response option lengths. Because there are three dependent variables, three HLM models are
created and analyzed for the total group of test taker’s as well as three models for the lowerperforming test takers. The independent variables inclued stem length, response option length,
Bloom’s taxonomy level, readability level, and student demographics.
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Significance of the Study
As the stakes rise and increased rigor is added to the curriculum for CTE students and
teachers, CTE students are required to take more tests. These tests may include both formative
and summative assessments in and out of the classroom. Because of the high stakes involved,
test developers at a national level need to take a closer look at their audience when writing test
questions. If CTE students are apprehensive about reading, test writers should be mindful and
aware of the item levels and lengths. If my study illustrates that CTE students perform better on
items with shorter stems and response options, high-stakes test writers may be conscious of
developing more concise questions when writing assessment items for CTE students, which may
improve student pass rates.
Ultimately, my study may be used to assist test developers to be conscious of the extra
work that may be needed to focus on each item of the test to both eliminate flawed items and
also edit unnecessary lengthy items to make them more concise. This may enable the CTE
student to take a non-flawed test which is written without extraneous wording, therefore
increasing test validity.
Chapter 1 Closure
John Dewey (1944) said “If we teach today as we taught yesterday, we rob our children
of tomorrow” (p. 167). As we take a look at the needs and strengths of CTE students, areas of
improvement may be evident regarding item writing for CTE assessments. The bars of
educational requirements continue to rise. Test developers can focus on creating rigorous test
questions that cater to the CTE hands-on students with deficient reading skills, while still
adhering to the content and rigorous expectations needed for students entering the job market.
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A literature review is provided in Chapter 2, which addresses previous and current
research as well as covers the theoretical aspects of my study. Chapter 3 provides my
methodology, which more fully covers my quantitative research method including CTT and
HLM.
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CHAPTER 2
LITERATURE REVIEW
A significant body of literature related to item writing best practices exists which focuses
on the validity and reliability of MC items. There is also a significant body of literature that
describes the characteristics of CTE students’ academic abilities. Some CTE students, who
might possess minimal reading skills, could find MC tests challenging because of lengthy MC
items. Because no literature focusing on MC item length and CTE students could be found, this
chapter builds a case to conduct research to determine if lengthy MC items are considered
flawed, or biased items which can increase item difficulty the lower-performing CTE students.
This chapter begins by describing CTE. Next, MC item research, then the assessment
development process is covered. An emphasis on reading-related bias is included next. Finally,
the topics of stem and response options, Bloom’s taxonomy level, reading levels, and item
analysis outcomes are discussed because they are essential variables in my research.
Career and Technical Education
Vocational education was officially recognized for inclusion in public schools with the
passing of the Smith-Hughes Act in 1917. Its main focus was to reduce reliance on foreign trade
schools, improve domestic wage earning capacity, reduce unemployment, and protect national
security. In 1947, the George-Barden Act expanded federal support of vocational education to
support vocations beyond agriculture, trade, home economics, and industrial subjects. The
National Defense Education Act, signed in 1958, focused on “improving education in science,
mathematics, foreign languages, and other critical areas especially in areas of national defense”
(p. 1605).
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In 1963, the Vocational Education Act added support for vocational education schools for
work-study programs and research. It was also the first step taken to include individuals who
suffered from disadvantages such as disabilities or economic matters. The main initiatives of
this act focused on connections between academics and work, the development of programs that
assist students in securing part-time employment, the installation of an advisory committee that
represents business and industry, and the granting of funds to construct vocational facilities
(Doolittle & Camp, 1999).
The Vocational Education Amendments of 1968 created the National Advisory Council
for Vocational Education. This allowed for federal funds to be apportioned to students who were
classified as “at-risk,” such as second language learners, those with learning disabilities, and
adolescent parents (Rajewski, 2002). Additionally, this Act called attention to labor needs of
employers and the development of students possessing necessary knowledge and skills to be
effective in the work environment. The Vocational Education Act was renamed the Carl D.
Perkins Vocational and Technical Education Act in 1984. This was the foundation for
educational reform initiatives which established provisions to draw upon federal monies to
improve academic performance (Lynch, 2000).
By the late 1990s, vocational education had a negative image. Jim Stone, President of
National Center for Career and Technical Education (NCCTE), said that vocational programs
had “become a kind of dumping ground for kids who weren’t succeeding in the traditional
academic environment” (Hanford, 2014, p. 9). This included many students with behavior
problems and learning disabilities. In many school districts, vocational education was not much
more than a “second-tier special education program” (Hanford, 2014, p. 3). Another educational
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reformist, Gene Bottoms (2006) added that CTE was a breeding ground for students with IEPs
and low academic scores.
The Tech-Prep program was the next legislation that helped the CTE community. Tech
Prep education is a planned sequence of study in a technical field beginning as early as the ninth
year of school. The Tech-Prep program, which embraced accountability, as well as secondarypostsecondary alignment, academic integration, and business partnerships, was created in 1990
(U.S. Department of Education, 2018). It was designed to coordinate educational activities into a
coherent sequence of courses. In 1994, the School-to-Work Opportunities Act was developed
which sought to develop stronger secondary and postsecondary ties between learning and the
workplace, as well as increase student engagement and success in school.
The Carl D. Perkins Career and Technical Education Act of 2006 supports local CTE
programs that ensure access to special populations, including those with disabilities. It
encompasses CTE programs of study, which align secondary and post-secondary education
elements as well as instruction enhancements. Accountability measures were intensified for state
and local educational institutions, which require institution graduation rates to be reported under
No Child Left Behind (NCLB) guidelines. Lastly, at the secondary level, technical proficiency
was to be reported based on achievement through program-specific assessments which should be
highly associated with the standards provided by the industry.
According to the Association of Career and Technical Education (ACTE) website, the
term “vocational education” was also retired in the most recent version of federal CTE
legislation, the Carl D. Perkins Career and Technical Education Act of 2006. This Act, referred
to as Perkins IV, was set forth to provide a foundation for educational reform initiatives and
establish provisions to draw upon federal monies to assist in the improvement of academic
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performance (Lynch, 2000). Perkins IV introduced programs of study, a new unifying concept
for CTE, with $1.3 billion supporting two funding streams - the Basic State Grant and Tech-Prep
(Imperatore, 2017). Specific programs of study are also included in the Carl D. Perkins Career
and Technical Education Act of 2006 and are important because they reflect the change in focus
of CTE from entry-level jobs to those that require 1-2 years of college. The requirements for
such programs include at least one of the following: 1) Incorporates secondary education and
postsecondary education elements; 2) includes coherent and rigorous content aligned with
challenging academic standards and relevant career and technical content in a coordinated, nonduplicative progression of courses that align secondary to postsecondary education; 3) may
include opportunity for secondary education students to gain postsecondary education credits
through dual or concurrent enrollment programs or other means; and 4) leads to an industryrecognized credential or certificate at the postsecondary level or an associate or baccalaureate
degree (Carl D. Perkins Improvement Act of 2006 (2006).
In 2015, Congress released its appropriations bill for fiscal year 2016, funding Perkins IV
at $1.117 billion for the third year in a row. Federal funding for Perkins has been successfully
maintained in recent years, as other education programs have been cut. In 2016, the U.S. House
of Representatives passed the Strengthening Career and Technical Education for the 21st
Century Act, a reauthorization of the Perkins Act, by a vote of 405 to 5. The bill affords states’
and local recipients’ flexibility and promotes innovation and program alignment within a
framework of streamlined administrative requirements and a more intentional focus on local
needs (Imperatore, 2017). Because of the advancements in CTE legislation guidelines,
integrated academics, articulation, and accountability, CTE is increasingly no longer being
considered the dumping ground (Summers, 2014).
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Multiple Choice Item Research
This section includes researchers who have studied MC item construction and offered
improvements to the testing industry. Most of the research focuses on reading related issues,
best practices, and flawed MC items. The taxonomy for item writing is highlighted throughout
this section by showing the popularity and sustained success of Haladayna, Downing (1989), and
Haladyna, Downing, and Rodriguez’s (2002) MC item-writing guidelines.
In the early 1900s, the military was in need of a system or process that could test millions
of soldiers in a timely and unbiased manner. Kelly’s invention of the MC item in 1918 was what
the military was looking for (Davidson, 2011). Since the early 1900s, the MC structure has not
changed even though delivery and scoring methods have improved from paper and pencil to
online formats, and from scantron to electronic scoring. As the stakes increase for MC testtakers, there is pressure to refine MC items (Downing, 2005).
Haladyna and Downing (1989) were the item writing pioneers who created the first
comprehensive MC taxonomy. The original taxonomy contained 43 MC item rules (Haladyna &
Downing, 1985), and then was revised and reduced to 31 MC item writing rules, which is known
as the Revised Taxonomy (Haladyna et al., 2002). The 43 original rules were reduced based on
consensus achieved from reviewing what was found in 27 textbooks on educational testing and
the results of research studies and reviews published since 1990 (Haladyna et al., 2002).
It is clear that Haladyna and Downing’s (1989) and Haladyna et al.’s (2002) work was
extensive and useful, which served as the basis for all the MC item writing guidelines for the past
few decades. Several of the original guidelines that were compiled for the taxonomy were based
on research that did not logically nor empirically justify the guidelines they presented. Haladyna
et al.’s research challenged MC item researchers to conduct quantitative or qualitative research to
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further validate the Revised Taxonomy. Many published research studies have tested one or
more specific written MC rules, with examples of such studies offered in upcoming paragraphs.
In 1951, Ebel reported that only five research articles existed on the topic of how to best
prepare MC items. Cronbach and Furby (1970) concurred by stating "The design and
construction of achievement test items has been given almost no scholarly attention” (p. 509).
Other researchers have agreed that MC rules are a result of experiences more than scholarly
analysis because of the lack of experimental research conducted in the late 1900s.
Flawed items are considered MC items that do not follow the industry’s best practices,
which are the MC Revised Taxonomy. Ellsworth, Dunnell, and Duell (1990) compared various
MC guidelines with published textbooks and test banks. Their research topic stemmed from the
concept that if the textbook companies provide flawed items, oftentimes teachers create the same
types of flawed items for classroom assessments. Over 60% of the questions from the textbooks
were considered flawed based on best practices. The study found test-wiseness issues, which
means that there are clues in the item that increases the likelihood of answering the item
correctly. Ellsworth et al.’s (1990) study resulted in an instrument that offers MC test-wiseness
guidelines.
Hansen and Dexter (1997) focused on MC items when researching accounting and
business assessments and textbooks. They focused on the low quality of textbook test banks and
found that “75% of the questions had one or more MC guideline violations” (p. 94).
Furthermore, textbook item banks tend to be used by teachers and professors, flawed items are
being used for accounting and business students. An example of Hansen and Dexter’s cited rules
include: “state the stem in simple, clear language, put as much wording in the stem to avoid long
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response options, make items grammatically correct, make response options plausible, avoid
using ‘all of the above’ and ‘none of the above’” (p. 95).
Frey, Peterson, Edwards, Pedrotti, and Peyton (2005) also developed a list of MC item
guidelines. Nineteen of their 30 MC guidelines were derived from the Revised Taxonomy
written by Haladyna et al. (2002). Frey et al. confirmed that Haladyna et al.’s research was
“exhaustive” (p. 358). Teacher-made tests and textbook tests were the focus of Frey et al.’s
research explaining confusing wording, ambiguous requirements, and test-wiseness.
Downing (2005) researched MC items for medical students and found many flawed items
including unfocused stems, negatively worded stems, use of “all of the above” and “none of the
above,” and complex formats. Even though the students taking the exams were high-level
medical students, the flawed items were more difficult than the non-flawed items. He further
concluded that poorly crafted test items tended to present more of a passing challenge for
students (Downing, 2005).
Tarrent et al. (2006) studied nursing students in Hong Kong. They started with the
Revised Taxonomy from Halydna and Downing (1985) and added to the list, creating 32 itemwriting guidelines. Tarrent and Ware (2008) studied item writing flaws on nursing assessments
in relation to difficulty level. They found that even though MC guidelines were created and
available, not all test developers were following the guidelines. Bosher and Bowles (2008)
researched item flaws in relationship to English second language (ESL) nursing students at the
program level. A list of five MC linguistic guidelines was derived from the study, with much of
the list based from the work of Haladyna and Downing (1985). The five guidelines include: “1)
use of shorter, simpler sentences rather than longer, more complex sentences; 2) information
stated directly rather than “hidden” in the sentence; 3) use of question rather than completion
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format; 4) highlighting of key words such as MOST, BEST, and FIRST; 5) use of more common
words rather than less frequently used words” (Bosher & Bowles, 2008, pp. 168-169).
Moreno, Martinez, and Muniz (2006) condensed the Revised Taxonomy into a set of 15
guidelines in an effort to make a more concise list for developing MC items. Even though the
new guidelines are more concise, critics claim that they cannot stand alone and are not easily
understood without referencing more detailed explanations (Hicks, 2014).
For the medical industry and academic psychiatry concentrations, Al-Faris, Alorainy,
Abdel-Hameed, and Al-Rukban (2010) created a list of MC guidelines. By analyzing over 4,000
final exam MC items for a medical college, they determined that item flaws are frequently
encountered during MC construction the identification and revising the flawed items lead to
improved quality of MC items, and better test outcomes (Al-Faris et al., 2010). Their study
emphasizes the need for training the test item developer in item writing skills.
Hicks (2011) created MC guidelines that focus on potential cultural bias for nursing
examinations. Her guidelines are intended to reduce item writing flaws for all students,
including culturally diverse students. Some of the guidelines include eliminating cultural and
linguistic bias, complicated vocabulary, slang vocabulary, stereotyping, as well as including
staples from the Haladyna et al.’s (2002) Revised Taxonomy. With this new set of guidelines,
the purpose is to create an educational testing environment conducive to learning for all students
regardless of cultural, ethnic, or racial background (Hicks, 2011).
Haladyna and Rodriguez (2013) listed many strategies to reduce unnecessary language
complexity in MC items, which include references to Abedi’s (2006) research pertaining to
language in MC tests. Unnecessary complexity in a construct is a form of construct-irrelevant
variance, and is a “serious threat to validity” (p. 332). They also add a list of recommended
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linguistic modifications of MC test items. Within the list, the sentence length was added. Their
recommendation states “not only should sentences be shorter, but their grammatical structure
should be simple” (p. 333).
An exhaustive list of literature containing 48 references pertaining to MC item
development as well as 34 research item writing guidelines studied from 1978 to 2010, was
compiled by Hicks in 2014. The contents contained item-writing guidelines which encompasses
MC item taxonomy development, discipline-specific guidelines, cultural diversity, research
instruments, analysis, validity and reliability, bias, and flawed item research.
Applegate (2015) researched an extensive quantitative study that focused on MC item
formats and how they correlate to difficulty level. Item formats included standard MC type, MC
with graphics, priority type, follow-up type, multiple responses, ordered response, constructed
format, and fill-in-the-blank calculations. The research showed similar results for all MC type
formats and an increased item difficulty for multiple response items. Ordered response items
took longer and were more difficult than MC items. Calculation items were more discriminating,
while ordered items were less discriminating.
Because of the evidence which clearly shows the importance of following best practices
for MC item construction, it is important for test developers to adhere to a test development
processes that incorporates high quality MC practices. The process should not only contain MC
item characteristics, but also include industry standard test development specifications used to
create a valid assessment.
Test Development Process
This section offers insight into the test development process, which is the method used to
develop the employability assessment created by the national CTE test developer, NOCTI. I am
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employed by NOCTI to develop assessments, and use test development practices based on the
testing industry best practices (Haladyna et al., 2002), which are included in NOCTI’s test
development process. According to the test development process, the first step begins with
Subject Matter Experts (SMEs) (Halaydna & Rodriguez, 2013).
National assessments created for specific secondary CTE programs depend on the
expertise and content knowledge of CTE teachers and business and industry workers (Haladyna
& Rodriguez, 2013). SME teams at NOCTI generally consist of CTE teachers and business and
industry employees. To assure content quality of an assessment, a key component of assessment
development is the participation of qualified SMEs (Linn, Baker, & Dunbar, 1991; Haladyna &
Rodriguez, 2013). The use of persons solely trained in item writing is a poor substitute for
content experts because item writers should first and foremost be content experts who know their
subject matter (Haladyna & Hess, 1999). The best scenario is to hire a content expert, then teach
them the item writing guidelines (Haladyna & Rodriguez, 2013).
To contribute to a test development initiative, SMEs apply by filling out an application to
identify their education, work experience in the business and industry at hand, teaching
credentials, and other related qualifications. Fein (2012) added that SMEs not only need to be
content experts, but SMEs “whose expertise is documented” (p. 21). SMEs are selected from a
national pool to provide technical content for the assessment that will be developed or revised.
To begin the test development process, a blueprint is created for the occupation under
review (Haladyna & Rodriguez, 2013). The assessment facilitator and SME group begin by
using national standards when possible. The blueprint or job and task analysis is used as the
foundation of the assessment, which serves as the guiding document for assessment development
and determines content distribution. During the assembly of the assessment blueprint, the SME
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panel evaluates each of the content standards for importance, relevancy, and frequency
(Haladyna & Rodriguez, 2013). The development of an assessment blueprint assists in
identifying competencies that will be included on the assessment. The ratings established by the
SME team will be used to determine the distribution of the test items across the selected and
most highly-rated competencies.
Using the established assessment blueprint as a foundation, the SMEs work with an
assessment facilitator to select and/or create items for the MC assessment. Prior to the test
development session with NOCTI, the assessment developer will assemble an item bank to
provide item options. The assessment facilitator works with the SME team to ensure that items
selected from the assembled pool can be directly linked to a competency or cognitive demand
identified in the standards (Haladyna & Rodriguez, 2013). When additional items are needed to
measure the competencies, the assessment facilitator assists the SMEs by teaching item writing
training and constructing appropriate items that adhere to quality testing guidelines (Haladyna &
Hess, 1999, Haladyna & Rodriguez, 2013).
The SMEs are taught about the structure of MC items as they are taught item writing
skills. The beginning of the question, which generally states the majority of the content is called
the item “stem” (Kehoe, 1995). The answers that are incorrect choices are called the
“distractors” (Kehoe, 1995). Experts in specific hands-on fields are generally not previously
trained in the art of item writing and need to be taught the MC guidelines (Ellsworth, Dunnell, &
Duell, 1990). The test facilitator must ensure that the MC items fit proper guidelines to eliminate
potential flawed items (Hicks, 2011).
If new questions are needed for an assessment development, on occasion the SMEs will
get assigned the task of writing test items. When new items are submitted to the test developer,
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the editing team can often improve the multiple choice question grammar and format, but there is
a possibility that if a non-content-expert editor changes the question, the changes can
inadvertently make the item inaccurate. This may cause the test developer to be apprehensive
when it comes to changes such as shortening the stem and response option of a question.
The draft assessment is then reviewed to determine that each item meets the following
requirements: adheres to principles of acceptable item design, measures the competency,
conforms to rules of grammar and style preferences, includes plausible response options, items
are free from cultural and ethnic bias, has the correct answer identified, provides legible and
correct graphics, diagrams, charts, or other images if required, as well as linguistic modifications
(Hicks, 2011).
Additionally, NOCTI SMEs are required to submit reading samples and references for
the technical information that they provided for the assessment content. The assessment
development team retrieves random sections of wording from the textbook reading samples to
create a 150-word paragraph. The paragraph is then entered into readability software to
determine the readability level of the text and a sample from the test, which is an indicator of the
reading level that is used within the industry. For example, each of the 124 test items used in
this study were independently uploaded into the Readable.IO webpage. The item stem and
response options were analyzed by many readability formulas including readability grade levels,
readability scores, and text quality. The New Dale-Chall Score formula was used for the
readability score for this research because it is appropriate for assessments and contains high
rankings and confidence levels from numerous readability experts (Klare, 1988).
Once the draft assessment has been edited and reviewed by the assessment development
team, SMEs, and additional independent content reviewers, it is ready for the pilot, or field
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testing. Test-takers pilot the assessment with a representative population of demographically
diverse test-takers prior to utilizing the assessment for regular administration purposes (Haladyna
& Rodriguez, 2013). Demographic characteristics such as gender, ethnicity, and geographical
representation should be considered and included in the pilot (Haladyna & Rodriguez, 2013).
The assessment developer typically follows a validation process for the MC assessment, which
includes an adequate sample size. Standards of Educational and Psychological Testing (2014)
states that the characteristics of the pilot test-takers should “be as representative as possible of
the population for which the test is intended” (p. 88). An example of this is finding appropriate
pilot testers for an end-of-program welding test. The students cannot be entry-level students or
students from another CTE program; they need to have been trained at the same level as the
typical end-of-program welding student.
The purpose of the pilot test is to assist in determining psychometric properties of the
items and the overall test (Haladyna & Rodriguez, 2013). In addition, this pilot data is used in
the cut score process in conjunction with SME input to determine the most appropriate level at
which to set the passing score, which is the benchmark for the assessment.
Upon completion of pilot administration, the assessment developer conducts a detailed
item level and test level analysis for each assessment, generally using the Classical Test Theory
(CTT) or Item Response Theory (IRT) to conduct item analysis statistics. The purpose of the
item analysis is to provide psychometric information at these two levels (Guerin, Ohun, &
Kelley, 2016). For example, the NOCTI assessment analysis provides item-level information,
including the difficulty level of each item, how well each item discriminates between high and
low scorers, whether particular response options might be too attractive to test-takers. The
NOCTI item analysis provides test-level information, including the mean, maximum and
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minimum scores, several measures of variance (e.g., standard deviation, standard error of
measurement, skew, kurtosis), and the reliability of the assessment. The data from the item
analysis provides the information necessary to determine the psychometric strength of the test
and make adjustments accordingly, such as eliminating items that perform poorly (Guerin et al.,
2016).
An important component of the assessment development/revision process after pilot
testing is completed is to establish a legally defensible cut score which validates the assessment
with industry (Fein, 2012). The test developer meets with selected SMEs to facilitate a cut score
workshop for the assessments. The assessment facilitator utilizes a psychometrically sound
standard-setting process to determine the passing score with each panel. Pilot test data and
demographic information is used to determine the cut score. The cut score workshops at NOCTI
are normally conducted via the web and/or teleconference.
Once the cut score is established and any final edits identified during the cut score
process are incorporated, the assessment is ready for regular administration. The established cut
score can be incorporated into the online system and presented as a benchmark for immediate
test result reports. Finally, the assessment is entered into a system to provide online or
paper/pencil delivery options. Further testing features such as the conversion as Text-to-Speech
(TTS) format is included to accommodate special populations.
Developing a national program-specific CTE assessment, involves inherent challenges
such as a limited number of SMEs who possess adequate knowledge, experience, and item
writing skills. There are various sizes of CTE programs throughout the nation that require
students to take high stakes assessments. For many CTE programs, there are many thousands of
students who test every year, but other programs, such as those centering on cabinetmaking, the
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number of test-takers may be less than a few hundred CTE students. As stated above in the test
development process, SMEs are an essential component when creating the test because of their
content knowledge (Haladyna & Rodriguez, 2013). If few CTE programs exist throughout the
country, most likely, available and qualified SMEs will be sparse.
Reading-Related Bias
Even though many CTE programs that require students with above-average math,
science, and English skills are emerging since the 2006 CTE federal legislation, there continue to
be many less-than-average math, science, and English CTE students enrolled in CTE programs
(Hanford, 2014). Since many CTE students thrive while performing hands-on tasks, oftentimes
they perform poorly when it comes to reading skills and knowledge-based tests (Hanford, 2014).
Assessment writing experts have agreed that MC items must be written with test-taker reading
skills in mind (Abedi, Lord, Hofstetter, & Baker, 2000). This is more than an accommodation
because if students do poorly on the test due to their reading level then it is not a valid test of the
occupational competency (unless reading is one of the competencies).
Construct-irrelevant variance is important when writing assessment items because it
focuses on multiple facets that go beyond the test items. For example, experts agree that when it
comes to MC assessments, vocabulary should be appropriate for students being tested (Abedi et
al., 2000). Cronbach, Schonemann, and Linn (1971) maintained that a dictated spelling test is
actually a measure of hearing, writing, and spelling abilities. Guion (1977) stated that "the more
the measurement content includes behaviors not within the defined external domain, the less
relevant it is" (p. 382). This means that if the test is written with an unnecessary complexity,
then it is a serious threat to validity (Haladyna & Rodriguez, 2013).
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Cronbach et al. (1971) further explained that content validity is strictly a function of how
adequately test items sample the subject domain and thus have argued that content validity of a
single test cannot be altered for different populations of examinees such as good readers and
poor readers. “The content validity of the test must be determined in the light of whether reading
ability is legitimately part of the behavioral universe which the test was designed to assess”
(Cronbach et al., 1971, p. 387). Furthermore, Fein (2012) adds that “content validity refers to the
adequacy and appropriateness of the test content, including the relative emphasis given to the
different sub-content areas” (p. 130).
Bornstein and Chamberlain (1969) stated that “Now, as never before, educational and
psychological tests are being examined for possible bias against disadvantaged persons or
members of minority groups in the United States” (p. 597). They further argued the idea that the
complexity of the test should be no more complex than the examinee’s knowledge of the subject
matter. Furthermore, they explained that the language complexity above this minimum level
can be classified as “verbal overload” and may constitute a source of bias against those people
whose verbal skills are limited and that achievement tests with verbal overload might contain
undesirable consequences because students might perform poorly on the construct because they
do not understand the language of test items (p. 597). Hicks (2011) also studied linguistic bias
for ELL students based and developed a list of guidelines that include linguistic, structural, and
cultural suggestions to potential remove bias for the ELL enrolled in nursing programs.
In his presidential address to the National Council on Measurement in Education (1978),
Gardner outlined the problem of writing an assessment higher than the student reading level as a
major concern for test developers. He advocated that content-specific vocabulary should be
included, but the general reading level should not be a factor in the score. He concluded that the
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test maker should “recognize the bias introduced by complex reading material and remove its
confounding effect" (p. 3). Benson and Crocker (1979) also researched valid assessment
measures for students who performed poorly in reading. They focused on content validity and
test bias to measure knowledge in special subject areas and concluded that the reading level for
assessments must be measured correctly and validated.
Many researchers agree that it is important to keep vocabulary simple for the group of
students being tested. Haladyna (2012) explained that “the purpose of a MC test is not to
measure one’s ability to read, therefore, vocabulary should be simple enough for the weakest
readers in the tested group” (p. 106). He further stated that “if reading is confounded with the
achievement being measured, then the test score will reflect a mixture of reading comprehension
ability and the knowledge or ability measured” (p. 83).
Likewise, Cassels and Johnstone (1984) examined the effect of vocabulary on item
difficulty and found that more students answered the items correctly by simplifying the
vocabulary. Ultimately they found that by reducing the formality of the MC item, which was
thought to be offensive and pompous to the test-taker that the student performance on the
assessment would increase. Language was studied by Green (1984) who varied the difficulty of
stems by increasing sentence length and used more uncommon vocabulary, agreeing that
vocabulary should be as simple as possible.
Haladyna (2013) advocates minimizing the amount of reading required for each MC item
because items that require extended reading lengthen the time needed to complete a test. A
benefit of reducing examinee reading time is that the number of items one can ask in a fixed time
is increased. Therefore, items need to be as brief as possible unless in special cases where
lengthy reading is necessary, such as with some complex problem solving exercises. For
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example, while studying MC items, Abedi and Lord (2001) created two math tests. Even though
both tests contained the same math content, one test contained a higher reading level than the
other. Not only did the English Language Learners perform better on the lower reading level
test, but all of the students performed better on the test that had simplified wording.
Parkes and Zimmaro (2016) also advocate to use appropriate level language in the MC
assessment. Not only do they suggest using language that is appropriate to the learning
objectives of the course, but they claim that it is “inappropriate to be pretentious with
professional language, or to use language deliberately above the reading level of the students” (p.
24). Furthermore, Parks and Zimmaro (2016) stress that “language should be no more complex
than it has to be” (p. 24).
Haladyna and Rodriguez (2013) frown upon unnecessary language complexity. They
listed some concerns for item writers which include “1) words higher on the frequency list are
more likely to be read and understand than low frequency words, 2) longer words have a
documented high degree of difficulty, 3) longer sentences affect performance, 4) passive voice is
more difficult to understand than an active voice, 5) negation of the stem of any length should be
avoided, and 6) concrete over abstract descriptions of problems produce higher scores” (p. 26).
Window dressing, pertaining to MC item stem construction, is a term that describes frill
and fluff that is irrelevant to the question such as words, phrases, or total sentences that have
nothing to do with the problem stated in the stem of the question (Board & Whitney, 1972).
Parks and Zimmaro (2016) call it “superfluous to the content being assessed and to the
assessment process itself” (p. 22). Furthermore, it can negatively affect validity by confusing the
student as well as causing the student to “spend time reading and deciding on the relevance of
the information in which they don’t actually need to engage in order to answer the question” (p.
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23). An example of window dressing may include a scenario-type item that describes a setting,
the objects, the situation, and so forth. Best practices teach that the test item writer should get to
the point in a concise manner, and avoid excess verbiage. Haladyna and Downing (1989)
described window dressing, and caution the test item writer to avoid it unless specifically testing
reading ability. For CTE students taking a content-specific competency test, there is no need for
excess words. An example for a Criminal Justice test may include an item that describes the
scene, crime, criminal’s actions, criminal’s appearance, and police officer’s actions for gathering
evidence. Best practices show that rather than starting with the lengthy item stem, the question
could merely ask a much shorter question about the proper method of gathering evidence.
Haladyna and Downing reviewed four studies pertaining to window dressing (Board &
Whitney, 1972; Rimland, 1960a; Schmeiser & Whitney, 1975; Schrock & Mueller, 1982). All
four studies showed that the use of window dressing made items more difficult, slightly less
discriminating, more unreliable, and less valid. Schrock and Mueller (1982) reported increased
administration time with the extraneously worded items in contrast to the same items with no
extraneous material. Rimland's study (1960) is most convincing, because it involves a
significant pool of examinees, good experimental controls and design, and results showing the
dangers of extraneous information. Applied Measurements in Education (1989) also discusses
the limitations of window dressing by emphasizing the student reading time increase and how it
decreases item characteristics, which agrees with the findings of the studies above. Mehrens and
Lehmann (1978) further stated that “test items were designed to avoid extraneous written
material, cues, lengthy response options, and to conform to suggestions for item construction” (p.
383).
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Because CTE is comprised of students with an extremely wide range of student reading
abilities, lengthy MC items could result in biased testing outcomes toward the higher-performing
students. “A test item is free of bias if students of equal ability are equally likely to answer it
correctly” (Hicks, 2011, p. 266). Hicks (2011) further states that “when an examination is
biased, students perform differently based on their membership in a group, rather than their
knowledge” (p. 266). Therefore, the test developer should follow the industry best practices by
being mindful of writing unflawed, unbiased MC stem and response options while being mindful
of MC reading-related research.
MC Stem and Response Options
Because stem and response option length are variables in my research, it is appropriate to
look at some guidelines, especially as they relate to MC item flaws. The stem of the MC item
contains the question, thus including the majority of the content, and should contain clear and
simple language. Item writers should put as much of the wording as possible in the stem, rather
than writing a short item stem with numerous lengthy distracters, providing the information in a
clear, easily understood language (Vacc et at., 2001). Cassels and Johnstone (1984) found that
rewording lengthy stems into more precisely worded stems made items easier and that clearer
directions improved item performance. According to the Revised Taxonomy (Haladyna et. al,
2002), it is important to ensure that the directions in the stem are very clear, and the stem of the
MC item contains the central idea of the question. Also, the stem should be phrased positively,
avoiding all negatives such as “not” and “except”.
Vacc et al. (2001) identified the importance of formulating response options to insure that
irrelevant characteristics do not trigger responding behaviors. Specifically, they claim that an
item developer must insure that the key is both correct and clearly the best response. MC
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response options should be independent of one another and grammatically consistent with the
stem, and should not provide clues to the correct choice. The response options should be close to
the same length, or should be parallel (Haladyna & Downing, 1970).
Item developers should avoid using phrases such as "all of the above" or "none of the
above" as distracters, which is consistent with all MC writing researchers. In fact, there are no
studies that argue the point that “all of the above” or “none of the above” improve item
difficulty. MC item response options should be designed to be attractive to the test-taker. The
idea is to make non-tricky items that are incorrect, yet use terminology or facts that may be
taught within the curriculum. It is acceptable to use distracters which contain common
misconceptions about the content in the item stem, and are plausible. Additionally, good
distracters should be similar to the correct response in length, complexity, and grammatical
structure (Vacc et al., 2001).
The MC response options, or distractors, according to the Revised Taxonomy (Haladyna
et. al, 2002), should keep the length of the distractors even, make sure that only one of the
options are correct, consist of plausible distractors, avoid overlapping content, and avoid Type K
formats which includes more than one correct answer.
Bloom’s Taxonomy
Bloom’s taxonomy was created by Benjamin Bloom in 1956 to promote higher forms of
thinking in education, such as analyzing and evaluating concepts, processes, procedures, and
principles, rather than just remembering facts. The various levels are helpful when writing
curriculum, and many other educational tasks such as assessments. Moving from lower to higher
level of difficulty, Bloom's taxonomy suggests how to construct objectives and develop a
hierarchy of learning. Bloom's taxonomy divides educational objectives into three domains:
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affective, which is feelings or emotional areas (attitude); psychomotor, which represents manual
or physical skills (skills); and cognitive, which represents mental skills (knowledge) (Bloom,
Engelhart, Furst, Hill, & Krathwol, 1956). Bloom’s taxonomy classifies the cognitive level an
instructor expects a student to use when learning or answering a question (Thompson &
O’Loughlin, 2015).
The classifications for the original Bloom’s taxonomy from lowest level to highest are:
knowledge, comprehension, application, analysis, synthesis, and evaluation (Bloom, 1956). The
two highest levels of the revised taxonomy (2001) switched order and substituted the following
verbs, from lowest to highest: remember, understand, apply, analyze, create, and evaluate
(Thompson & O’Loughlin, 2015). Knowledge in Bloom’s taxonomy is described as realizing
students' facility to use memorization skills and recall some facts. The comprehension level
shows the student’s ability to read course content and put other’s ideas into their own words.
Application is when the student can capture a new concept and apply it in another situation. In
the analysis level, the student is able to get new information and break it down into different
parts. The evaluation level involves the student’s capacity to look at someone’s ideas and
recognize the importance of the work and value of their conclusions (Anderson, Krathwohl,
Airasian, Cruikshank, Mayer, Pintrich, & Wittrock, 2001).
Even though this taxonomy is valuable to the educational professionals, it is questionable
for the assessment writing field. Haladyna et al. (2002) claim that the “taxonomy has not been
empirically validated” (p. 327). Seddon (1978) has agreed and added that Bloom’s taxonomy
has continued to be favored by many practitioners for many applications but for written tests
there is insufficient scientific evidence. Thompson and O’Loughlin (2015) stated, when
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referring to MC items, that “it is often difficult to determine the appropriate level of Bloom’s
taxonomy as the category boundaries are largely based on individual interpretation” (p. 494).
Conversely, there are many books that teach the importance of using the various levels of
Bloom’s taxonomy within the assessment to test content knowledge at different levels (Fein,
2012). Fein (2012) concludes that even though Bloom’s taxonomy is useful, a simplified version
of Bloom’s taxonomy is preferred for test construction using lower level thinking skills,
application, and higher-level thinking skills. When creating the assessment blueprint at the
beginning stages of the test development process, Fein adds the cognitive domain levels to the
blueprint, then proceeds to the weighting process to determine the number of test items for each
competency.
Readability Levels
CTE technical written assessments are generally written at the reading level language of
the corresponding industry. Plake (1988) agreed that it is essential that the reading level of the
test also be at a level that is not higher than the reading level necessary to function in the
particular profession of the test-taker. Cronbach (1980) argued that “adding extraneous sources
of difficulty are sources of error variance in test scores associated with error due to item
sampling, test occasion, and lack of rater consistency” (p. 544).
Kane (1985), when discussing reading level in assessments and certifications, warned
that the language used in the test could constitute an artificial barrier to performance.
Furthermore, he advocated that in a licensure or certification examination, except for technical
language, the reading level of the test should be sufficiently low to enable anyone success if they
possess sufficient skill sets required for the job. Evaluating readability levels also ensure that an
assessment is written at the correct reading level. Tests designed for the CTE student population
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should contain reading samples suited for the industry for which the test contains content (Plake,
1988).
Many readability formulas are available created for various applications and specific
industries. The New Dale Chall formula was chosen for my research’s readability formula
because of its robustness and high correlation scores. The New Dale-Chall Formula (1995) is an
accurate readability formula for the simple reason that it is based on the use of familiar words,
rather than syllable or letter counts. Reading tests show that readers usually find it easier to read,
process, and recall a passage if they find the words familiar (Chall & Dale, 1995). The New
Dale-Chall formula is a vocabulary-based formula normally used to assess upper elementary
through secondary materials. Edgar Dale, a professor of education at Ohio State University, was
one of the first critics of Thorndike's vocabulary-frequency lists. He claimed that they did not
distinguish between the different meanings that many words have. He created two new lists of
his own. One, his "short list" of 769 easy words, and the other was his "long list" of 3,000 easy
words, which were understood by 80% of fourth-grade students. In 1948, he incorporated this
list into a formula he developed with Jeanne Chall, who later founded the Harvard Reading
Laboratory (Chall & Dale, 1948; 1995). Other popular readability formulas include the Flesch
formula (1948), the Gunning Fog formula (1952), McLaughlin’s SMOG formula (McLaughlin,
1969), and the FORECAST formula (1973), among other formulas that serve many different
industries. Each formula was created for a specific industry, grade level, or purpose.
Flesch Reading Ease (1948), or commonly called The Flesch Formula, is most reliable
when used with upper elementary and secondary materials. In 1948, Rudolph Flesch, an author,
writing consultant, and a supporter of the Plain English Movement, developed this formula
(Flesch, 1948). It is a simple approach to assess the grade-level of the reader. It has since
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become a readability formula used by many U.S. Government Agencies, including the U.S.
Department of Defense for testing and written text. DuBay (2007), described the contribution of
the Flesch Reading Ease formula pertaining to journalism. While Flesch and Gunning consulted
with the Associated Press in 1949, they helped bring the “reading grade level of front-page
stories from the 16th to the 11 th grade level, where they remain today” (p. 98).
The Gunning FOG and FOG Readability Formulas were created in the 1940s by Robert
Gunning who helped bring readability research into the workplace. In 1944, he founded the first
readability consulting firm dedicated to reducing the "fog" in newspapers and business writing.
In 1952, he published The Technique of Clear Writing with his own Fog Index, a formula that
correlates 0.91 with comprehension as measured by reading tests. It is widely used in the
healthcare and insurance industries for general business publications (Gunning, 1952).
The SMOG Readability Formula was created in 1969 by Harry McLaughlin who
determined that word and sentence length should be multiplied rather than added as in other
formulas. It is unlike any of the other formulas because it predicts the grade level required for
100% comprehension. This formula is a popular method to use on health literacy materials.
The formula for calculating the SMOG grade level was developed by G. Harry McLaughlin
(1969) as a more accurate and easily calculated substitute for the Gunning FOG index.
The FORCAST Readability Formula (1973) was created from a study commissioned by
the U.S. military to help differentiate the reading levels of various military jobs. It focuses on
functional literacy and is used to assess non-running narrative such as questionnaires, forms, and
tests (Caylor, Stitch, Fox, & Ford, 1973).
The ideal readability level of a text is one that matches the reading ability of the reader.
Even though there are many readability formulas and much research, the intention is to
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ultimately create a reading level that is fair for the reader. Test-takers should have the reading
skills necessary to safely follow job-specific instruction in the field or career that they chose to
work. Therefore, tests should contain the readability levels for industry-level, job-related
materials and instructions.
Item Analysis Outcomes
Proportion Correct
On MC tests, the proportion correct simply refers to the percentage of test takers who
chose the correct answer for a particular item (Fein, 2012). For example, if 100 test-takers took a
test, and 82 selected the correct answer for a particular item, then the proportion correct is 82%
for that item. “Item difficulty is the proportion of examinees that answered the item correctly”
(Fein, 2013, p. 203). The two are inversely related however, therefore, the higher the proportion
correct, the lower the difficulty level.
Discrimination Index
The discrimination index illustrates how well the item discriminates between low and
high scorers and is frequently recommended in test and measurement textbooks (Mehrens &
Lehrman, 1978; Gronlund, 1981). It shows if the MC item is easier for those who scored high on
a test compared to those who scored low. Generally, a higher discrimination index is better than
a lower one. The index assumes a normal distribution of scores and is directly proportional to
the difference between the number of correct and incorrect discriminations made by an item.
Black (1987) studied item discrimination, and explained the formula:

Where:
d = discrimination Index
U = number of test-takers in upper 27 percent getting the item correct
L = number of test-takers in lower 27 percent getting the item correct
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N = 27 percent of all students taking the test
Discrimination is computed for each item using the formula (number correct in the upper
group (top 27% of total) – number correct in the lower group (bottom 27% of total) / size of each
group (27% of total). As an example, assume that 50 people take a test. For the discrimination
index (d), the upper and lower groups will be formed from the top 14 and bottom 14 test-takers
on total test score. If 12 of the test-takers in the upper group and seven of those in the lower
group pass the item, then:

The possible values of the discrimination index range from + 1.00, indicating a perfect
discriminating item, to 0.00, a non-discriminating item, to -1.00, indicating equally perfect
discrimination in which all those in the upper group failed and all in the lower group answered
correctly (Black, 1987). One way to think of this statistic is that it is comparing how well each
student does on the item to how well he or she does on the test as a whole. For example, if the
students who scored higher on a test answered an item correctly more often than those who
scored lower on the same test, there would be a higher correlation. If an item was very easy and
almost everyone endorsed it, the correlation would be smaller. This would also be true if the
item was very difficult and most people missed it. If people who performed poorly on the test
answered the item correctly more often than people that performed well on the test, then the
correlation would likely be negative which is often a sign of a flawed multiple choice item.
Point Biserial Correlation
According to Educational Assessments Corporation (2018), the point biserial correlation
measures item reliability. It provides information that is somewhat similar to the discrimination
index, although it uses all the student response data whereas the discrimination index only uses
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high and low scorers. What this statistic does is to correlate the test takers’ performance on the
item with their performance on the test as a whole, (Educational Assessments Corporation,
2018). The point biserial correlation between a dichotomous (Y) and a continuous variable (X)
is defined as follows:

Where

and

denote the sample means of the X-values corresponding to the first and

second level of Y, Respectively,

is the sample standard deviation of X, and it is the sample

proportion for Y=1.
Generally, a larger point biserial correlation number is better than a smaller number. For
example, if the students who scored higher on the test answered this item correctly more often
than those who scored lower on the test, there would be a higher point correlation. If an item
was very easy and most test-takers got it right, the correlation would be smaller. The same
would be true if the item was very difficult and most people missed it. If people who performed
poorly on the test answered an item correctly more often than people that performed well on the
test, then the correlation would likely be negative, often one sign of a flawed or incorrect item.
(Educational Assessments Corporation, 2018).
Chapter 2 Closure
Previous research has been conducted to identify MC item best practices and item flaws.
It is evident that there is a need to further research biased, flawed MC items for the CTE student
population, specifically pertaining to stem and response option length. My research may further
validate best practices used to create higher quality MC items for CTE students. This chapter
presents a review of literature related to my research. The following chapter discusses
methodology.
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CHAPTER 3
DESIGN AND METHODS
Prior research indicates that Haladyna et al. (2002) compiled a Revised Taxonomy of MC
writing guidelines for the purpose of creating high-quality MC items, then further called upon
future researchers to conduct quantitative research to validate their taxonomy (Haladyna et al.,
2002). To address the need for further MC item writing research, my research analyzes the
relationship between lengthy stems and response options when compared to the item analysis
outcomes for CTE students on a national employability assessment.
To accomplish this quantitative study, stem and response option lengths are recorded,
reading levels are calculated, Bloom’s taxonomy levels have been categorized, and demographic
information was gathered. Item difficulty levels, including the item proportion correct,
discrimination index, and point biserial correlation was determined using CTT item analysis
statistics. Finally, HLM models were generated to determine if correlations exist.
Research Questions
Q1:

To what extent does MC stem length influence NOCTI written test item analysis

outcomes when controlling for response option length, readability level, Bloom’s
taxonomy level, and demographics for the:
a) total group of CTE student test-takers?
b) low-scoring group of CTE student test-takers?
Q2:

To what extent does MC response option length influence NOCTI written test

item analysis outcomes when controlling for stem length, readability level, Bloom’s
taxonomy level, and demographics for the:
a) total group of CTE student test-takers?
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b) low-scoring group of CTE student test-takers?
Methodology Overview and Rationale
A quantitative research design is used for my study because it examines the relationship
among variables (Creswell, 2009), which align with my research questions. Although this design
method lacks the capacity to make causal statements that can be found in qualitative research,
my study will be able to make inferences and predictions about MC item development. Because
of the quantitative characteristics, my study allows me to study many dependent and independent
variables and also controls for readability level, Bloom’s taxonomy level, age, gender, and
ethnicity.
The existing data in my study is mined from the NOCTI data archives from CTE student
test-takers that took NOCTI’s 21st Century Skills for Workplace Success assessment. Because
this data was used “from after the fact,” my correlation research is called ex post facto research
(Simon & Goes, 2018). This research “examines the effects of a naturally occurring event on a
subsequent outcome with a view of establishing a correlational link between them” (Simon &
Goes, 2013, p. 1). Kerlinger and Rint (1986) explain that in the context of social science
research, an ex post facto investigation seeks to reveal possible relationships by observing an
existing condition or state of affairs and searching back in time for plausible contributing factors.
This type of research uses data already collected and can be used to establish a correlational link
(Simon & Goes, 2013). Additionally, ex post facto designs are used when the researcher is not
able to randomly assign participants to experimental groups; rather, the groups are determined by
a condition that is pre-existing or naturally occurring (Breakwell, Hammond, Fife-Schaw, &
Smith, 2006).
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Limitations of post ex facto research include: 1) a lack of random assignment to treatment
allowing inherent confounds in the variables studied, 2) the sample cannot be considered
random, so generalization is limited, and 3) there is often little information about any dropouts
from the treatment (Simon & Goes, 2013). The advantages of conducting an ex post facto study
include “the data are already collected, obtaining permission to conduct the study less involved
than enrolling participants, and less time is involved in conducting the study than by creating
new data” (Simon & Goes, 2013, p. 2).
Sample and Population
For the purposes of my quantitative study, I gathered demographic and item-level data
from NOCTI’s 21st Century Skills for Workplace Success assessment. CTE students from over
20 states within the United States took this national CTE employability test from 2012-2015.
Gender, ethnicity, and age were self-reported and collected for demographic information.
Testing sites consisted of CTE centers, technical campuses, high schools, and CTE programs.
To protect the students’ confidentiality, the participant name and participant ID have been
removed from the data set.
Because my research questions indicate that I am interested in the total group of CTE
students as well as the lower performing, 25% of the CTE student test-takers, I sorted the data
into two groups. The national CTE employability test contains 124 MC items which are coded
for stem length, response option length, Bloom’s taxonomy level, and Dale-Chall readability
level. Table 1 shows the group that contains the total student demographic data and Table 2
contains data for the low-scoring group of test-takers.
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Table 1
Total Group Student Demographics
Demographic Variable
Gender
Male
Female
Total
Ethnicity
White
Hispanic or Latino
African American
Native Hawaiian or Other Pacific Islander
Asian
American Indian or Alaska Native
Two or more races
Total
Age
16 or under
17 years old
18 years old
19 years old
Over 20
Total

N

Percentage

1804
1727
3531

51%
49%

2437
432
296
15
95
23
234
3532

69%
12%
8%
0%
3%
1%
7%

610
1280
1430
136
76
3532

17%
36%
40%
4%
2%

Table 2
Low-Scoring Group Demographics
Demographic Variable
Gender
Male
Female
Total
Ethnicity
White
Hispanic or Latino
African American
Native Hawaiian or Other Pacific Islander

N

Percentage
388
493
881

44%
56%

527
138
101
8

60%
16%
11%
1%
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Table 2 (continued)
Low-Scoring Group Demographics
Demographic Variable
Asian
American Indian or Alaska Native
Two or more races
Total
Age
16 or under
17 years old
18 years old
19 years old
Over 20
Total

N
32
3
72
881
203
297
305
50
26
881

Percentage
4%
0%
8%

23%
34%
35%
6%
3%

Instrumentation
NOCTI is a national CTE assessment development company that was created in 1964 to
serve the CTE industry. This original name was an initialism for National Occupational
Competency Testing Institute, which was changed in 2015 when the NOCTI board removed the
initialism and simply changed the name to NOCTI. NOCTI was created to serve the CTE
industry by providing student and teacher custom and national CTE assessments. Offering many
test titles in various areas such as health, agricultural, construction, manufacturing, information
technology, business, and automotive programs, NOCTI sells over 300,000 tests annually. For
my study, I was granted permission to use CTE student assessment data for NOCTI’s 124-item
21st Century Skills for Workplace Success assessment.
The items used for this research were administered in a paper/pencil format as well as an
online, single form MC assessment. The delivery format for each online test consisted of
scrambled response options and scrambled items. Some of the MC items contained graphics,
charts, scenarios, and sequencing questions. Each test was proctored. Proctors were allowed to
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provide technical support to students, as well as information regarding test administration. Each
of the 124 MC items contained an item stem, and response options which included one correct
answer, and three distractors. Each student was allowed three hours to complete the test. The
test-takers are secondary CTE students throughout the United States, mostly ranging from 16 to
19 years of age.
The list of standards and competencies that outline a test are often referred to as a test
blueprint. The test blueprint used in my study covers the following domain areas: Reading
Skills, Math Skills, Writing Skills, Speaking and Listening Skills, Computer Literacy,
Reasoning, Problem-Solving and Decision Making, Understanding the ''Big Picture,'' Work
Ethics, Positive Attitude, Independence and Initiative, Self-Presentation, Attendance, and
Collaboration. Within each of these main subject-areas are items that measure the specific
competencies.
As the employability test that was used for my research has evolved through revision
cycles, the quality has increased with each revision. Employability assessment includes a
majority of soft-skills, which oftentimes tend to be longer than most content-specific items.
Years ago when this assessment was first created, the best practices were followed with the
exception of lengthy items. Therefore, there are many more MC items that contain lengthier
stem and response options in the earlier test versions. Because I wanted to focus on long stems
and response options, I chose to use an earlier version that was updated prior to 2011 since the
newer version’s stems and response options are written in a more concise manner, therefore
consisting of MC items that are short and succinct.
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Operationalization of Variables
Assessment Characteristics
Stem length. The stem length was counted for each MC item on the employability test.
The stem is the beginning of the MC item that contains the wording for the question. For
example, the stem “A characteristic of effective teamwork is” contains six words. The stem
lengths range from four words to 97 words throughout the employability test. The mean stem
length is 18.9, with a standard deviation of 14.2. Figure 2 represents the stem length distribution.
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Stem Length

Figure 2. Stem Length Percentage.
Response option length. Response options are the answer options for the MC item. The
assessment used for this study contain one correct answer, and three distractors, thus totaling
four answer choices per MC item. The longest response options were counted for each MC item.
An example is:
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A.

one foot

B.

three feet

C.

six feet

D.

over ten feet

From the example of response options above, the longest response option contains three
words. The response option lengths from the employability test ranged from 1 to 32 words. The
mean response option length is 7.1, with a standard deviation of 6.1. Figure 3 represents the
response option length distribution.
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Figure 3. Response Option Length Percentage.
Bloom’s taxonomy. Coding was conducted previous to this research study by three
Ph.D.-level academic content level experts in an effort to classify many tests with Bloom’s
taxonomy levels. All of the questions fell within the first three levels which are Remember,
Understand, and Apply. Bloom’s taxonomy items for this assessment were coded into categories
including: “1” for Remember, “2” for Understand, and “3” for Apply. The Remember category,
contains 78 MC items (62.9%), the Understand category, contains 28 MC items (22.6%), and the
Apply category contains 18 MC items (14.5%). These categories were distributed throughout the
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test, with each of the Bloom’s taxonomy levels represented within each domain of the
assessment. Figure 4 represents the Bloom’s taxonomy level distribution.
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Figure 4. Bloom’s Taxonomy Percentage.
Readability level. Dale-Chall readability levels were calculated through the online
website Readable.IO. The stem and longest response option were pasted into the Readable.IO
webpage. The Dale-Chall readability level was calculated and recorded for each MC item. For
the employability test, the Dale-Chall readability level ranged from 1.40 to 9.80. The mean
readability level is 5.40, with a standard deviation of 1.90. Figure 5 represents the readability
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Figure 5. Readability Level Percentage.
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Gender: Student gender is dichotomous data used as an HLM Level 2 variable. Males
are coded as one, and females are coded as zero.
Ethnicity. Ethnicity is dichotomous data used as an HLM Level 2 variable. White,
Caucasian students are coded as zero, and non-Caucasian students are coded as one.
Age. Age is coded as dichotomous data used as an HLM Level 2 variable. Students
under 18 are coded as zero and students 18 and over are coded as one.
Method for Data Collection
NOCTI granted permission for me to use data from national employability assessment
data that was archived from 2012-2015. Additionally, my study was reviewed by Western
Michigan University’s (WMU) Human Subjects Institutional Review Board (HSIRB), and was
deemed not to be a human subject’s research (see Appendix A).
Data files were extracted and placed into Excel data sets. Student names and
identification were removed from the data, leaving item level data and demographic information.
While in an Excel format, the data files were stored in a secure, password-protected computing
environment. The first dataset was saved as the total data set. The first data set was then copied
to create a second data set which was sorted in ascending order, then the upper 75% of the
student data was removed, leaving 25% of the student data remaining. These two data sets were
then referred to as the total data set and the low-performing data set.
Analytic Models
The analyses for my study relied on a number of methods. Many of the initial analyses
are descriptive in nature, explaining various student demographic variables via frequency tables.
CTT was used to determine item analysis outcomes using Iteman for Windows. HLM was used
to analyze the item analysis outcomes with the independent variables utilizing SAS PROC
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software (IBM Corporation, 2015). For the research questions, SAS provided the analysis to run
six HLMs; considering multiple control variables.
Student test-taker data were sorted according to the eight combinations of demographic
groups for the total group as well as for the low-scoring students. For each demographic group
of student data, CTT was used to determine the item analysis variables which are used as
dependent variables in HLM.
CTT Item Analysis
CTT was used to calculate the proportion correct, discrimination index, and the point
biserial correlation. The total data set, as well as the lower-performing student data set were
sorted by each demographic grouping, as shown in Figure 6. If the CTE students did not include
demographic information, the entire data observation was removed for that student.

Figure 6. Demographics Nested with Item Level Data.
Table 3 contains eight sorted demographic groups of the total population of CTE student
test takers. Table 4 contains eight sorted demographic groups for the low-scoring CTE student
test-takers. The purpose of these tables is to show the summary of the sample size for each
demographic group as well as the dependent variable characteristics that will be used in HLM.
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Table 3
Total Group Sorted Demographic Used in CTT Item Analysis

All Student Group
D1 - M, NC, U18

n
228

D2 - M, NC, O18

205

D3 - M, C, U18

683

D4 - M, C, O18

141

D5 - F, NC, U18

319

D6 - F, NC, O18

337

D7 - F, C, U18

650

D8 - F, C, O18

492

average
st. dev.
range
average
st. dev.
range
average
st. dev.
range
average
st. dev.
range
average
st. dev.
range
average
st. dev.
range
average
st. dev.
range
average
st. dev.
range

Proportion
Correct
0.60
0.16
(0.14 - 0.9)
0.63
0.16
(0.1 - 0.94)
0.66
0.16
(0.15 - 0.94)
0.45
0.14
(0.11 - 0.89)
0.66
0.18
(0.14 - 0.99)
0.66
0.18
(0.12 - 0.98)
0.70
0.18
(0.15 - 0.98)
0.72
0.19
(0.17 - 0.98)

Discrimination
Index
0.45
0.17
(-0.18 - 0.75)
0.43
0.14
(-0.01 - 0.68)
0.41
0.13
(-0.06 - 0.63)
0.24
0.15
(-0.27 - 0.56)
0.37
0.13
(-0.14 - 0.64)
0.35
0.13
(-0.07 - 0.63)
0.35
0.11
(0.01 - 0.6)
0.29
0.12
(0.04 - 0.56)

Point Biserial
Correlation
0.38
0.16
(-0.2 - 0.66)
0.38
0.14
(-0.03 - 0.64)
0.37
0.14
(-0.08 - 0.61)
0.17
0.13
(-0.25 - 0.45)
0.35
0.13
(-0.16 - 0.6)
0.33
0.13
(-0.14 - 0.56)
0.35
0.12
(-0.04 - 0.56)
0.31
0.11
(0.04 - 0.52)

Table 4
Lower-Scoring Sorted Demographics Used in CTT Item Analysis
Low Performing
Group
D1 - M, NC, U18

n
93

average
st. dev.
range

Proportion
Correct
0.41
0.12
(0.08 - 0.76)

Discrimination
Index
0.28
0.20
(-0.26 - 0.74)

Point Biserial
Correlation
0.20
0.16
(-0.31 - 0.57)
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Table 4 (continued)
Lower-Scoring Sorted Demographics Used in CTT Item Analysis
Low Performing
Group
D2 - M, NC, O18

n
74

D3 - M, C, U18

186

D4 - M, C, O18

141

D5 - F, NC, U18

90

D6 - F, NC, O18

98

D7 - F, C, U18

132

D8 - F, C, O18

69

average
st. dev.
range
average
st. dev.
range
average
st. dev.
range
average
st. dev.
range
average
st. dev.
range
average
st. dev.
range
average
st. dev.
range

Proportion
Correct
0.43
0.13
(0.04 - 0.85)
0.43
0.11
(0.15 - 0.81)
0.45
0.14
(0.11 - 0.89)
0.45
0.16
(0.12 - 0.97)
0.47
0.16
(0.11 - 0.94)
0.45
0.14
(0.13 - 0.92)
0.49
0.17
(0.14 - 0.91)

Discrimination
Index
0.25
0.21
(-0.21 - 0.74)
0.27
0.16
(-0.19 - 0.64)
0.24
0.15
(-0.27 - 0.56)
0.26
0.21
(-0.14 - 0.74)
0.23
0.18
(-0.19 - 0.63)
0.23
0.18
(-0.17 - 0.63)
0.20
0.17
(-0.22 - 0.61)

Point Biserial
Correlation
0.18
0.17
(-0.3 - 0.55)
0.18
0.12
(-0.15 - 0.51)
0.17
0.13
(-0.25 - 0.45)
0.19
0.18
(-0.18 - 0.58)
0.16
0.15
(-0.25 - 0.52)
0.16
0.14
(-0.22 - 0.49)
0.15
0.17
(-0.33 - 0.64)

The first research question asks “To what extent does MC stem length influence NOCTI
written test item analysis outcomes when controlling for response option length, readability
level, Bloom’s taxonomy level, and demographics for (total, lower-scoring) groups of CTE
students?” In order to answer this question, sub-questions were developed that account for each
of the variables. Null and alternative hypotheses were created for each of the questions:

Q1:
To what extent does MC stem length influence NOCTI written test item analysis
outcomes when controlling for response option length, readability level, Bloom’s
taxonomy level, and demographics for the (total, low) group of CTE student test-takers?
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H01a. There is no linear relationship between stem length and (proportion correct,
discrimination index, point biserial correlation) for (total, lower 25%) group of
CTE test-takers.
HA1a. There is a linear relationship between stem length and (proportion correct,
discrimination index, point biserial correlation) for (total, lower 25%) group of
CTE test-takers.
H01b. There is no linear relationship between stem length and (proportion
correct, discrimination index, point biserial correlation) for (total, lower 25%)
group of CTE test-takers when controlling for response option length, Bloom’s
taxonomy level, and readability level.
HA1b. There is a linear relationship between stem length and (proportion correct,
discrimination index, point biserial correlation) for (total, lower 25%) group of
CTE test-takers when controlling for response option length, Bloom’s taxonomy
level, and readability level.
H01c. There is no linear relationship between stem length and (proportion correct,
discrimination index, point biserial correlation) for (total, lower 25%) group of
CTE test-takers when controlling for response option length, Bloom’s taxonomy
level, readability level, gender, ethnicity, and age.
HA1c. There is a linear relationship between stem length and (proportion correct,
discrimination index, point biserial correlation) for (total, lower 25%) group of
CTE test-takers when controlling for response option length, Bloom’s taxonomy
level, readability level, gender, ethnicity, and age.
The second research question asks “To what extent does MC response option length
influence NOCTI written test item analysis outcomes when controlling for stem length,
readability level, Bloom’s taxonomy, and demographics for (total, lower-scoring) CTE
students?” In order to answer this question, sub-questions are developed that account for each of
the variables. Null and alternative hypotheses were created for each of the questions:

Q2:
To what extent does MC response option length influence NOCTI written test
item analysis outcomes when controlling for stem length, readability level, Bloom’s
taxonomy level, and demographics for the (total, low) group of CTE student test-takers?
H02a. There is no linear relationship between response option length and
(proportion correct, discrimination index, point biserial correlation) for (total,
lower 25%) group of CTE test-takers.
HA2a. There is a linear relationship between response option length and
(proportion correct, discrimination index, point biserial correlation) for (total,
lower 25%) group of CTE test-takers.
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H02b. There is no linear relationship between response option length and
(proportion correct, discrimination index, point biserial correlation) for (total,
lower 25%) group of CTE test-takers when controlling for stem length, Bloom’s
taxonomy level, and readability level.
HA2b. There is a linear relationship between response option length and
(proportion correct, discrimination index, point biserial correlation) for (total,
lower 25%) group of CTE test-takers when controlling for stem length, Bloom’s
taxonomy level, and readability level.
H02c. There is no linear relationship between response option length and
(proportion correct, discrimination index, point biserial correlation) for (total,
lower 25%) group of CTE test-takers when controlling for stem length, Bloom’s
taxonomy level, readability level, gender, ethnicity, and age.
HA2c. There is a linear relationship between response option length and
(proportion correct, discrimination index, point biserial correlation) for (total,
lower 25%) group of CTE test-takers when controlling for stem length, Bloom’s
taxonomy level, readability level, gender, ethnicity, and age.
HLM
Hierarchical linear modeling (HLM) is a complex form of ordinary least squares (OLS)
regression that is used to analyze variance in the outcome variables when the predictor variables
are at varying hierarchical levels; for example items in a demographic share variance according
to their common demographic. OLS ignores shared variance, but HLM accounts for the shared
variance in the hierarchically structured data. The technique accurately estimates lower level
slopes, such as item level, and their implementation in estimating higher-level outcomes, such as
demographic level (Hoffman, 1997).
Using Proc Mixed in SAS 9.4, four sub-models were created for each of the six HLM
models. The sub-models include: a simple unconditional linear item model, a linear model with
an item-level covariance, a structure of variance covariance matrix within the items, and a
multilevel model including item level and student level variables. Statistics are used to determine
which sub-model to use for the analysis.
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The dependent variable for the first HLM is proportion correct for the total group, then
the second HLM’s dependent variable is discrimination index for the total group, and the third
HLM included point biserial correlation as the dependent variable for the total group. Next, the
fourth, fifth, and sixth HLM’s copied the dependent variables of models one, two, and three but
include the low-scoring group rather than the total group of student test-takers.
HLM (a). This sub-model utilizes the dependent variable (proportion correct,
discrimination index, point biserial correlation) for the (total, low-scoring) group of test-takers to
build a simple unconditional means model, or ANOVA with random effects. This model will
basically answer how much variation in the assessment is due to (proportion correct,
discrimination index, point biserial correlation).
Yij = γ00 + uoj + rij




Yij is the (proportion correct, discrimination index, point biserial
correlation) i for the (total, low-scoring) CTE student group j
uoj is the random error associated with (total, low-scoring) CTE student
group means controlling for percent gender, ethnicity, and age
rij is the random error associated with the (proportion correct,
discrimination index, point biserial correlation) i in (total,low-scoring)
CTE student group j controlling for gender, ethnicity, and age, var(r ij)=2

HLM (b). This sub-model utilizes (proportion correct, discrimination index, point
biserial correlation) as the dependent variable for the (total, low-scoring) group of test-takers to
build a model including effects of (proportion correct, discrimination index, point biserial
correlation) for stem length. This model is a simple regression model, and analyzes relationships
between item (proportion correct, discrimination index, point biserial correlation) and stem
length. Furthermore, the same model was created again, replacing stem length with response
option length.
Yij = γ00 + γ01(STEM LENGTH) + uoj + rij
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Yij = γ00 + γ01(RESPONSE OPTION LENGTH) + uoj + rij






Yij is the (proportion correct, discrimination index, point biserial
correlation) i for the (total, low-scoring) CTE student group j
γ00 is the adjusted demographics for (total, low-scoring) student group
γ01 is the average change in (proportion correct, discrimination index,
point biserial correlation) for increase in females
uoj is the random error associated with (total, low-scoring) CTE student
group means controlling for percent gender, ethnicity, and age
rij is the random error associated with the (proportion correct,
discrimination index, point biserial correlation) i in (total,low-scoring)
CTE student group j controlling for gender, ethnicity, and age, var(r ij)=2

HLM (c). This sub-model is basically a multiple regression model. It utilizes the
dependent variable (proportion correct, discrimination index, point biserial correlation) for the
group of test-takers (total, low-scoring) to build a model with effects of the item level variables
including stem length, response option length, Blooms taxonomy, and readability level.
Yij = β0j + β1j(STEM LENGTH) + β2j(RESPONSE OPTION LENGTH) + β3j(BLOOMS
TAXONOMY) + β4j(READABILITY LEVEL) + rij










Yij is the (proportion correct, discrimination index, point biserial
correlation) i for the (total, low-scoring) CTE student group j
STEM LENGTH is a discrete variable that signifies the number of words
in each MC item stem
RESPONSE OPTION LENGTHij is a discrete variable that signifies the
number of words in the longest response option for each MC item
BLOOMS TAXONOMYij is a categorical variable with three levels
(remember, understand, apply)
READABILITY LEVELij is a discrete variable signifying the Dale-Chall
reading level for each item
β0j is the adjusted mean for (total, low-scoring) student group j
β1j is the average change in female compared to males for (total, lowscoring) CTE student group j holding all else constant
β2j is the average change for non-Caucasian compared to Caucasian
students for (total, low-scoring) student CTE group j holding all else
constant
β3j is the average change in achievement for under18 students compared
to over 18 students for (total, low-scoring) CTE student group j holding all
else constant
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rij is the random error associated with the (proportion correct,
discrimination index, point biserial correlation) i in (total,low-scoring)
CTE student group j controlling for gender, ethnicity, and age, var(r ij)=2

HLM (d). This sub-model utilizes the dependent variable (proportion correct,
discrimination index, point biserial correlation) for the (total, low-scoring) group of test-takers.
The Level 1 independent variables (stem length, response option length, Bloom’s level,
readability level) are centered on item-level data. Level 2 independent variables (female, nonCaucasian, and age) are student test-level data.
Level 1
Yij = β0j + β1j(STEM LENGTH) + β2j(RESPONSE OPTION LENGTH) + β3j(BLOOMS
TAXONOMY) + β4j(READABILITY LEVEL) + rij











Yij is the (proportion correct, discrimination index, point biserial
correlation) i for the (total, low-scoring) CTE student group j
STEM LENGTH is a discrete variable that signifies the number of words
in each MC item stem
RESPONSE OPTION LENGTHij is a discrete variable that signifies the
number of words in the longest response option for each MC item
BLOOMS TAXONOMYij is a categorical variable with three levels
(remember, understand, apply)
READABILITY LEVELij is a discrete variable signifying the Dale-Chall
reading level for each item
β0j is the adjusted mean for (total, low-scoring) student group j
β1j is the average change in female compared to males for (total, lowscoring) CTE student group j holding all else constant
β2j is the average change for non-Caucasian compared to Caucasian
students for (total, low-scoring) student CTE group j holding all else
constant
β3j is the average change in achievement for under18 students compared
to over 18 students for (total, low-scoring) CTE student group j holding all
else constant
rij is the random error associated with the (proportion correct,
discrimination index, point biserial correlation)i in (total, low-scoring)
CTE student group j controlling for gender, ethnicity, and age, var(r ij)=2

Level 2
β0j = γ00 + γ01(FEMALEj) + γ02(NONCAUCASIANj) + γ03(UNDER18j) + u0j
β1j = γ10
β2j = γ20
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β3j = γ30
 γ00 is the adjusted demographics for (total, low-scoring) student group
 γ01 is the average change in (proportion correct, discrimination index, point
biserial correlation) for increase in females
 γ02 is the average change in (proportion correct, discrimination index, point
biserial correlation) for non-Caucasian students
 γ03 is the average change in (proportion correct, discrimination index, point
biserial correlation) in under18 students
 FEMALEj is female students in the (total, low-scoring) CTE student group j
 NONCAUCASIANj is non-Caucasian students in the (total, low-scoring) CTE
student j
 UNDER18j is students that are under 18 in the (total, low-scoring) CTE
student j
 γ10 is the average female slope across (total, low-scoring) CTE student group
 γ20 is the average non-Caucasian slope across (total, low-scoring) CTE
student group
 γ30 is the average under18 slope across (total, low-scoring) CTE student
group
 uoj is the random error associated with (total, low-scoring) CTE student group
means controlling for percent gender, ethnicity, and age
To determine which sub-model best fits each HLM model, Akaike Information Criterion
(AIC) values were calculated for each sub-model. AIC estimates the quality of each sub-model,
relative to each of the other sub-models. Because of potential overfitting, additional calculations
were performed for each HLM model which includes the chi-square, number of variables in each
model being tested, and degrees of freedom in each model. Finally, obtain the p-value, then
compare an alpha of 0.05 (Werner & Schermelleh-Engel, 2010).
Limitations and Delimitations
There are many factors that may limit this research pertaining to student test taking. The
test that was studied might be considered a high stakes test for some students and not as crucial
for other students. This could alter the motivation of the test-takers when taking this assessment.
For some CTE programs, this may constitute an end-of-program test where a passing score is
needed for program completion. Other programs might use this test merely to test employability
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skills, and use a content-specific test as the end of program assessment. Therefore, there is no
evidence of student motivation or attitude when taking this employability test.
If other extenuating circumstances played a part during test day, this could impact the
student score as with any testing situation such as personal, environmental, physical, and mental
challenges for the test-taker. The assessment can be taken in one sitting or broken into three
shorter sessions. Any of these situations can add a potential advantage or disadvantage to the
test-taker.
The students self-reported their demographic information, therefore it is unknown if the
demographic information is correct. Student generalizability is an unknown delimitation because
even though the student test-takers were from many states across the nation, there are many
unknown factors such as time of day the test was given, the amount of sleep the test-taker had
the night before the test, amount of review time, quality of instruction, hands-on work
experience, etc.
Data in this study focus on only one assessment. Results might be more useful if several
tests were reviewed including content-specific tests for various CTE programs. It is also
unknown how much content was taught to the students before taking this assessment. Since
there is no standardized curriculum that accompanies this assessment, the consistency or the lack
of training that the test-takers were exposed to is unknown. If the assessment was more CTE
program-specific, then a defined curriculum might have been available and followed. Also, this
test was given to a national audience. There could be state-to-state variance that was not
considered for this setting.
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Chapter 3 Closure
This chapter outlines a robust quantitative research design that will help answer my
research questions regarding MC item stem and response option length related to CTE student
performance on a MC assessment. With high level analytic procedures that demand high
statistical confidence, this HLM analysis may assist test writers to adhere to best practices when
developing MC test items. By adhering to concise and reduced stem and response option length
wording when appropriate, shorter item lengths may increase student performance on MC
assessments as well as increase assessment validity.
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CHAPTER 4
RESULTS
Chapter 4 covers the analysis associated with each of the research questions. HLM
analysis was used for each model and for all sub-models to determine the extent to which there is
a correlation between item analysis outcome variables and MC item length.
Hierarchical linear modeling (HLM) is used to statistically analyze a data structure where
MC test items (level 1) are nested within student level demographics (level 2). Of specific
interest is the relationship between (proportion correct, discrimination index, point biserial
correlation) and level 1 outcome variables which are stem length, response option length,
Bloom’s taxonomy level, and readability level along with level 2 variables including student
gender, age, and ethnicity groups for (total, low-scoring) groups. Model testing proceeded in
four phases that include: unconstrained (null) model, random intercepts models, means-asoutcome model, and intercepts-and slopes-as-outcomes model.
HLM One – Proportion Correct, Total Group
HLM one (sub-model A)
The intercept-only model, or unconstrained model, revealed an interclass correlation
(ICC) of (0.007033 / (0.007033+ 0.02859)) = 0.1974286. Thus, approximately 20% of the
variance in proportion correct is between demographic predictors and 80% of the variance in
item level predictors on the employability test. To measure the magnitude of the variation among
items in their mean proportion correct levels, calculations to determine the confidence interval
for these means, based on the between variance are obtained from the model: 0.6352 ±
1.96(0.007033)1/2 = (0.6255, 0.64495). The Akaike information criterion (AIC) for HLM One,
sub-model A, is -675.5 (The sign of AIC does not matter, the closer to zero AIC is the better).
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Table 5 presents the intercept-only covariance parameter estimates results and Table 6 presents
the fixed effects results. The regression coefficient relating proportion correct to demographics
is positive and is statistically significant (b = 0.6352, p <.0001). This means with a 95%
confidence that the magnitude of the variation among demographics in their mean proportion
correct is somewhere between 0.564 and 0.7065.
Table 5
Intercept-Only Model, Covariance Parameter Estimates for Proportion Correct for the Total
Group of CTE Test-Takers, HLM One (Sub-Model A)
Subject

Estimate

SE

Z

Intercept Demographics

0.00703 0.00388

Residual

0.02859 0.00129

P

1.81

0.0350

22.18 <.0001

Table 6
Intercept-Only Model, Solution for Fixed Effects for Proportion Correct for the Total Group,
HLM One (Sub-Model A)
Estimate SE
Intercept

0.6352

0.03013

DF

t
7

p
21.08

<.0001

Lower
0.564

Upper
0.7065

HLM one (sub-model B.1)
This is a random intercepts model, focusing on stem length, and estimates the variability
based on demographics. The conditional intra-class correlation on the values of proportion
correct (0.007034/ (0.007034+ 0.02845)) = 0.19823 measures the degree of dependence among
observations within items that are of the same proportion correct. This result suggests that
approximately 20% of the variance in proportion correct is at the demographic level of the same
stem length. The random-regression coefficients model is tested using stem length as the only
predictor variable. Table 7 presents the intercept-only covariance parameter estimates results and
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Table 8 presents the fixed effects results. The regression coefficient relating proportion correct to
stem length is negative and is statistically significant (b = -0.0009, p < 0.0177). This means that
if the stem length is increased by one word the proportion correct is reduced by 0.0009 on
average. The AIC for HLM One, sub-model B.1 is -667.2.
Table 7
Random Intercepts Model, Covariance Parameter Estimates for Proportion Correct and Stem
Length for Total Group, HLM One (Sub-Model B.1)
Subject

Estimate

SE

Intercept Demographics

0.00703 0.00388

Residual

0.02845 0.00128

Z
1.81

P
0.0350

22.17 <.0001

Table 8
Random Intercepts Model, Solution for Fixed Effects for Proportion Correct and Stem Length for
Total Group, HLM One (Sub-Model B.1)
Effect
Intercept
Stem Length

Estimate

SE

DF

t

0.6521 0.03096

7

-0.0009 0.00038

983

p

21.06 <.0001
-2.38 0.01770

Lower

Upper

0.5789

0.7253

-0.0016

-0.0002

HLM one (sub-model B.2)
This is a random intercepts model, focusing on response option length, and estimates the
variability based on demographics. The conditional intra-class correlation on the values of
proportion correct (0.007055/ (0.007055 + 0.02594)) =0.21382 measures the degree of
dependence among observations within items that are of the same proportion correct. This result
suggests that approximately 21% of the variance in proportion correct is at the demographic level
of the same response option length. The random-regression coefficients model is tested using
response option length as the only predictor variable. Table 9 presents the intercept-only
covariance parameter estimates results and Table 10 presents the fixed effects results. The
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regression coefficient relating proportion correct to response option length is positive and is
statistically significant (b = 0.00854, p < 0.0001). This means that when the response option
length is increased by one word, the proportion correct is increased by 0.00854 on average. The
AIC for HLM One, sub-model B.1 is -667.2. The AIC for HLM One, sub-model B.2 is -759.8.
Table 9
Random Intercepts Model, Covariance Parameter Estimates for Proportion Correct and
Response Option Length for Total Group, HLM One (Sub-Model B.2)
Subject

Estimate

SE

Z

p

Intercept Demographics

0.00706 0.00388

1.82

0.0346

Residual

0.02594 0.00117

22.17

<.0001

Table 10
Random Intercepts Model, Solution for Fixed Effects for Proportion Correct and Response
Option Length for Total Group, HLM One (Sub-Model B.2)
Effect

Estimate

SE

DF

t

p

Lower

Upper

Intercept

0.57480 0.03072

7

18.71 <.0001

0.5022

0.6475

Response Option
Length

0.00854 0.00085

983

10.07 <.0001

0.0069

0.0102

HLM one (sub-model C)
Next, the means-as outcomes model used proportion correct as the outcome variable, and
Blooms level, readability level, stem length, and response option length as predictor variables.
The conditional intra-class correlation on the values of stem length, readability score, response
option length, and Bloom’s level: 0.007064/ (0.007064 + 0.02481) =0.22162 measures the
degree of dependence among observations within items that are of the same stem length,
readability score, response option length and Bloom’s level. This result suggests that about 22%
of the variance in discrimination index is at the demographic level of the same stem length,
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readability score, response item length and Bloom. Table 11 presents the intercept-only
covariance parameter estimates results and Table 12 presents the fixed effects results. The AIC
for HLM One, sub-model C, is -770.2.
Table 11
Means as Outcomes Model, Covariance Parameter Estimates, Proportion Correct for Total
Group, HLM One (Sub-Model C)
Subject

Estimate

SE

Intercept Demographics

0.00706 0.00388

Residual

0.02481 0.00112

Z
1.82

P
0.0344

22.12 <.0001

Table 12 displays the cross-level interaction for sub-model C. The regression coefficient
relating proportion correct to readability score is negative and is statistically significant (b = 0.01480, p < 0001), and with a 95% confidence that the magnitude of the variation in their mean
proportion correct is somewhere between -0.0201 and -0.00950. On average, the proportion
correct decreases significantly (p-value <0.0001) by 0.0148 for every unit increase in readability
score when stem length, response option length, and Bloom’s level are held constant.
The regression coefficient relating proportion correct to response option length is positive
and is statistically significant (b = 0.0083, p < 0001), and with a 95% confidence that the
magnitude of the variation in their mean proportion correct is somewhere between -0.0201 and 0.00950. On average, the proportion correct increases significantly (p-value <0.0001) by 0.0083
for every unit increase in response option length when stem length, readability level, and
Bloom’s level are held constant.
The regression coefficient relating proportion correct to stem length is negative and is
statistically significant (b = -0.0009, p = 0.0339), and with a 95% confidence that the magnitude
of the variation in their mean proportion correct is somewhere between -0.0017 and -0.00007.
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On average, the proportion correct decreases significantly (p-value=0.0339) by 0.0009 for every
unit increase in stem length when readability level, response option length, and Bloom’ level are
held constant.
On average, the proportion correct decreases significantly by 0.0255 (p-value = 0.0472)
more for Bloom’s level-understand compared to Bloom’s level-remember and by 0.0484 more
for Bloom’s level-apply compared to Bloom’s level-remember (p-value = 0.0042) when stem
length, readability score and response option length are held constant.
Table 12
Means as Outcomes Model, Solution for Fixed Effects, Proportion Correct for Total Group,
HLM One (Sub-Model C)
Effect

Estimate

Intercept

SE

DF

t

0.6862 0.03555

7

Stem Length

-0.0009 0.00041

979

-2.12

Readability Score

-0.0148 0.00270

P

Upper

0.6022

0.77030

0.0339

-0.0017

-0.00007

979

-5.47 <.0001

-0.0201

-0.00950

0.0083 0.00086

979

9.62 <.0001

0.0066

0.00996

Bloom’s Level - Apply

-0.0484 0.01686

979

-2.87

0.0042

-0.0815

-0.01530

Bloom’s Level - Understand

-0.0255 0.01281

979

-1.99

0.0472

-0.0506

-0.00030

.

.

.

Response Option Length

Bloom’s Level - Remember

0

.

.

19.3 <.0001

Lower

.

HLM one (sub-model D)
Finally, the intercepts model and slopes-as outcomes model are simultaneously tested
with all predictor variables to test the presence of any interactions between the variables. The
conditional intra-class correlation conditional on the values of stem length, readability score,
response option length, Bloom’s level, gender, ethnicity, and age group: (0.006782 / (0.006782 +
0.02481)) = 0.21467 measures the degree of dependence among observations within items that
are of the same stem length, readability score, response option length, Bloom’s level, gender,
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ethnicity, and age group. This result suggests that about 21% of the variance in discrimination
index is at the demographic level of the same stem length, readability level, response option
length, Bloom’s taxonomy level, gender, ethnicity, and age group. The AIC for HLM One, submodel D, is -762.1. Table 13 presents the intercept-only covariance parameter estimates results.
Table 13
Intercepts Model and Slopes-as Outcomes, Covariance Parameter Estimates, Proportion
Correct for Total Group, HLM One (Sub-Model D)
Subject

Estimate

Intercept

Demographics 0.006782

Residual

0.024810

SE

Z

P

0.004937 1.37

0.0848

0.001121 22.12

<.0001

Table 14 presents the fixed effects results for sub-model D. The interaction between
proportion correct and readability level is negative and is statistically significant (b = -0.0148, p
<.0001). On average, the proportion correct decreases significantly (p-value <0.0001) by 0.0148
for every unit increase in readability score when stem length, response option length, gender,
race and age are held constant.
The interaction between proportion correct to response option length is positive and is
statistically significant (b = 0.0083, p <.0001). On average, the proportion correct increases
significantly (p-value <0.0001) by 0.0083 for every unit increase in response option length when
stem length, readability level, gender, race and age are held constant.
The interaction between proportion correct to stem length is negative and is statistically
significant (b = -0.0009, p = 0.0339). On average, the proportion correct decreases significantly
(p-value = 0.0339) by 0.0009 for every unit increase in stem length when response option length,
readability level, gender, race and age are held constant.
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The cross-level interaction between proportion correct to Bloom’s level “Understand
versus Remember” is positive and is statistically significant (b = 0.0255, p = 0.0472). The crosslevel interaction between Bloom’s level “Apply versus Remember” is positive and is statistically
significant (b = 0.0484, p = 0.0042). On average, the proportion correct increases significantly
(p-value = 0.0472) by 0.0255 more for Bloom’s level-Understand compared to Bloom’s levelRemember and by 0.0484 more for Bloom’s level-Apply compared to Bloom’s level-Remember
(p-value = 0.0042) when stem length, readability score, response option length, gender, age and
ethnicity are held constant.
The interaction between proportion correct and gender (female) is positive and is not
statistically significant (b = 0.09919, p = 0.0935). On average, the proportion correct increases
non-significantly (p-value=0.0935) by 0.09919 more for female compared to male, when stem
length, readability score, response option length, Bloom’s level, age and ethnicity are held
constant.
The interaction between proportion correct and ethnicity is negative and is not
statistically significant (b = -0.00315, p < 0.9576), On average, the proportion correct decreases
non-significantly (p-value=0.9576) by 0.00315 more for Non-Caucasian compared to Caucasian,
when stem length, readability score, response option length, Bloom’s level, age and gender are
held constant.
The interaction between proportion correct and age is positive and is not statistically
significant (b = 0.04012, p = 0.4973). On average, the proportion correct increases nonsignificantly (p-value=0.4973) by 0.04012 more for Under 18 compared to Over 18 when stem
length, readability score, response option length, Bloom’s level, ethnicity, and gender are held
constant.
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Table 14
Intercepts Model and Slopes-as Outcomes, Solution for Fixed Effects, Proportion Correct for
Total Group, HLM One (Sub-Model D)
Effect

Estimate

Intercept

0.61500 0.06202

4

Female - Yes

0.09919 0.05909

Female - No

0

Non-Caucasian - Yes

SE

.

0.00315 0.05909

Non-Caucasian - No

0

Under 18 - Yes

.

0.04012 0.05909

Under 18 - No

0

Stem Length
Response Option Length

.

DF

t

p

Lower

Upper

9.92

0.0006

0.4428

0.7872

979

1.68

0.0935

-0.0168

0.2151

.

.

.

.

979

0.05

0.9576

-0.1128

.

.

.

.

979

0.68

0.4973

-0.0758

.

.

.

.

.

.
0.1191
.
0.1561

-0.0009 0.00041

979

-2.12

0.0339

-0.0017

-0.00007

0.0083 0.00086

979

9.62

<.0001

0.0066

0.00996

Readability

-0.0148

0.0027

979

-5.47

<.0001

-0.0201

-0.0095

Bloom’s Level - Apply

-0.0484 0.01686

979

-2.87

0.0042

-0.0815

-0.0153

Bloom’s Level - Understand

-0.0255 0.01281

979

-1.99

0.0472

-0.0506

-0.0003

.

.

Bloom’s Level - Remember

0

.

.

.

HLM Two – Discrimination Index, Total Group
HLM two (sub-model A)
The intercept-only model, or unconstrained model, revealed an ICC of (0.004922/
(0.004922+ 0.01839)) = 0.21114. Thus, approximately 21% of the variance in discrimination
index is between MC demographic level predictors and 79% of the variance in item level
predictors on the employability test. To measure the magnitude of the variation among items in
their mean discrimination index levels, calculations to determine the confidence intervals for
these means, based on the between variance are obtained from the model: 0.6352 ±
1.96(0.007033)1/2 = (0.600108, 0.670292). The AIC for HLM Two, sub-model A, is -1144.8.

.
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Table 15 presents the intercept-only covariance parameter estimates results and Table 16
presents the fixed effects results. The regression coefficient relating discrimination index to
demographics is positive and is statistically significant (b = 0.3631, p <.0001). This means with a
95% confidence that the magnitude of the variation among demographics in their mean
discrimination index is somewhere between 0.3035 and 0.4226.
Table 15
Intercept-Only Model, Covariance Parameter Estimates for Discrimination Index for the Total
Group of CTE Test-Takers, HLM Two (Sub-Model A)
Subject

Estimate

SE

Intercept Demographics

0.00492 0.00271

Residual

0.01839 0.00083

Z

P

1.82

0.0347

22.18 <.0001

Table 16
Intercept-Only Model, Solution for Fixed Effects for Discrimination Index for the Total Group,
HLM Two (Sub-Model A)
Estimate
Intercept

SE

0.3631 0.02517

DF

T
7

p

14.42 <.0001

Lower

Upper

0.3035 0.4226

HLM two (sub-model B.1)
This is a random intercepts model, focusing on stem length, and estimates the variability
based on demographics. The conditional intra-class correlation on the values of discrimination
index (0.004921/ (0.004921+ 0.01841)) = 0.210921 measures the degree of dependence among
observations within items that are of the same discrimination index. This result suggests that
approximately 21% of the variance in discrimination index is at the demographic level of the
same stem length. The random-regression coefficients model is tested using stem length as the
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only predictor variable. The regression coefficient relating discrimination index to stem length is
positive and is not statistically significant (b = 0.00009, p = 0.7772). AIC for HLM Two, submodel B.1, is -1112.0. Table 17 presents the intercept-only covariance parameter estimates
results and Table 18 presents the fixed effects results.
Table 17
Random Intercepts Model, Covariance Parameter Estimates for Discrimination Index and Stem
Length for Total Group, HLM Two (Sub-Model B.1)
Subject

Estimate

SE

Z

p

Intercept Demographics

0.00492 0.00271

1.82

0.0347

Residual

0.01841 0.00083

22.17

<.0001

Table 18
Random Intercepts Model, Solution for Fixed Effects for Discrimination Index and Stem Length
for Total Group, HLM Two (Sub-Model B.1)
Effect
Intercept
Stem
Length

Estimate
0.3615

SE
0.02582

0.00009

0.0003

DF

t
7

14

p
<.0001

983

0.28

0.7772

Lower
0.3004

Upper
0.4225

-0.0005

0.00068

HLM two (sub-model B.2)
This is a random intercepts model, focusing on response option length, and estimates the
variability based on demographics. The conditional intra-class correlation on the values of
discrimination index (0.004925/ (0.004925+ 0.01802)) = 0.214644 measures the degree of
dependence among observations within items that are of the same discrimination index. This
result suggests that approximately 21% of the variance in discrimination index is at the
demographic level of the same response option length. The random-regression coefficients
model is tested using response option length as the only predictor variable. The AIC for HLM
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Two, sub-model B.2, is -1120.1. Table 19 presents the intercept-only covariance parameter
estimates results and Table 20 presents the fixed effects results. The regression coefficient
relating discrimination index to response option length is positive and is statistically significant
(b = 0.003239, p < 0.0001). This means that when increasing response option length by one
word, the discrimination index is increased by 0.003239 on average.
Table 19
Random Intercepts Model, Covariance Parameter Estimates for Discrimination Index and
Response Option Length for Total Group, HLM Two (Sub-Model B.2)
Subject

Estimate

SE

Z

p

Intercept Demographics

0.00493 0.00271

1.82

0.0346

Residual

0.01802 0.00081

22.17

<.0001

Table 20
Random Intercepts Model, Solution for Fixed Effects for Discrimination Index and Response
Option Length for Total Group, HLM Two (Sub-Model B.2)
Effect
Intercept
Response Option Length

Estimate

SE

DF

t

0.3402 0.02567

7

13.25

0.00324 0.00071

983

4.58

p
<.0001

Lower

Upper

0.2795 0.40090

<.0001 0.00185 0.00463

HLM two (sub-model C)
Next, the means-as outcomes model used discrimination index as the outcome variable,
and Bloom’s level, readability level, stem length, and response option length as predictor
variables. The conditional intra-class correlation conditional on the values of stem length,
readability score, response option length and Bloom’s level, (0.004928/ (0.004928+ 0.01761)) =
0.218653 measures the degree of dependence among observations within items that are of the
same stem length, readability score, response option length and Bloom’s index. This result
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suggests that about 22% of the variance in discrimination index is at the demographic level of the
same stem length, readability score, response option length and Bloom’ level. Table 21 presents
the intercept-only covariance parameter estimates results.
Table 21
Means as Outcomes Model, Covariance Parameter Estimates, Discrimination Index for Total
Group, HLM Two (Sub-Model C)
Subject

Estimate

SE

Z

p

Intercept Demographics

0.00493

0.0027

1.82

0.0345

Residual

0.01761

0.0008

22.12

<.0001

Table 22 displays the cross-level interaction for sub-model C. The regression coefficient
relating discrimination index to readability level is negative and is not statistically significant (b
= -0.00090, p = 0.692). The regression coefficient relating discrimination index and response
option length is positive and is statistically significant (b = 0.00386, p < 0.0001). On average,
the discrimination index increases significantly (p-value <0.0001) by 0.00386 for every unit
increase in response option length when stem length, readability level, and Bloom’s level are
held constant. The regression coefficient relating discrimination index to stem length is
negative and is not statistically significant (b = -0.00004, p = 0.9131).
The cross-level interaction between discrimination index to Bloom’s level “Understand”
is negative and is statistically significant (b -0.05239, p < .0001). On average, the discrimination
index decreases significantly by 0.05239 (p-value < .0001) more for Bloom’s level - Understand
compared to Bloom’s level- when stem length, readability level and response option length are
held constant. Bloom’s level “Apply” is positive and is not statistically significant (b = 0.00508,
p < 0.7209).
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Table 22
Means as Outcomes Model, Solution for Fixed Effects, Discrimination Index for Total Group,
HLM Two (Sub-Model C)
Effect

Estimate

Intercept

DF

P

Lower

Upper

11.84

<.0001

0.28210

0.42280

-0.00004

0.00034 979

-0.11

0.9131

-0.00071

0.00064

0.00386

0.00072 979

5.33

<.0001

0.00244

0.00529

-0.00090

0.00228 979

-0.4

0.692

-0.00537

0.00357

0.00508

0.01421 979

0.36

0.7209

-0.02281

0.03296

Bloom’s Level - Understand

-0.05239

0.01079 979

-4.85

<.0001

-0.07357

-0.03121

Bloom’s Level - Remember

0

.

.

Response Option Length
Readability Score
Bloom’s Level – Apply

0.02977

t

7

Stem Length

0.35250

SE

.

.

.

.

HLM two (sub-model D)
Finally, the intercepts model and slopes-as outcomes model are simultaneously tested
with all predictor variables to test the presence of any interactions between the variables. The
conditional intra-class correlation conditional on the values of stem length, readability score,
response option length, Bloom’ level, gender, ethnicity, and age group: (0.004928/
(0.004928+0.01761)) = 0.218653 measures the degree of dependence among observations within
items that are of the same stem length, readability score, response option length and Bloom’s
level, gender, ethnicity, and age group. This result suggests that about 22% of the variance in
discrimination index is at the demographic level of the same stem length, readability score,
response option length and Bloom’s level, gender, ethnicity, and age group. Table 23 presents
the intercept-only covariance parameter estimates results.
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Table 23
Intercepts Model and Slopes-as Outcomes, Covariance Parameter Estimates, Discrimination
Index for Total Group, HLM Two (Sub-Model D)
Subject

Estimate

SE

Intercept Demographics

0.00493 0.00271

Residual

0.01761 0.00080

Z
1.82

P
0.0345

22.12 <.0001

Table 24 explains the solution of fixed effects for sub-model D. The regression
coefficient relating discrimination index to readability score is negative and is not statistically
significant (b = -0.00090, p = 0.692). On average, the discrimination index decreases nonsignificantly (p-value = 0.692) by 0.00090 for every unit increase in readability score when stem
length, response option length, gender, race and age are held constant.
The regression coefficient relating discrimination index to response option length is
positive and is statistically significant (b = 0.00386, p <.0001). The interaction between
discrimination index to response option length is positive and is statistically significant (b =
0.0083, p <.0001). On average, the discrimination index increases significantly (p-value
<0.0001) by 0.0083 for every unit increase in response option length when stem length,
readability level, gender, race and age are held constant.
The regression coefficient relating between discrimination index to stem length is
negative and is not statistically significant (b = -0.00004, p = 0.9131). On average, the
discrimination index decreases non-significantly (p-value = 0.9131) by 0.00004 for every unit
increase in stem length when response option length, readability level, gender, race and age are
held constant.
The cross-level interaction between discrimination index to Bloom’s level “Understand
versus Remember” is negative and is statistically significant (b = -0.05239, p <.0001). Bloom’s
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level “Apply versus Remember” is positive and is not statistically significant (b = 0.00508, p =
0.7209). On average, the discrimination index decreases significantly (p-value <.0001) by
0.05239 less for Bloom’s level-Understand compared to Bloom’s level-Remember and by
0.00508 non-significantly more for Bloom’s level-Apply compared to Bloom’s level-Remember
(p-value = 0.7209) when stem length, readability score, response option length, gender, age and
ethnicity are held constant.
The interaction between gender (female) is negative and is not statistically significant (b
= -0.041030, p = 0.2578). On average, the discrimination index decreases non-significantly (pvalue = 0.2578) by 0.041030 more for female compared to male, when stem length, readability
score, response option length, Bloom’s level, age and ethnicity are held constant.
The interaction between discrimination index and ethnicity is positive and is statistically
significant (b = 0.07978, p = 0.0279). On average, the discrimination index increases
significantly (p-value = 0.0279) by 0.07978 more for Non-Caucasian compared to Caucasian,
when stem length, readability score, response option length, Bloom’s level, age and gender are
held constant.
The interaction between age is positive and is not statistically significant (b = 0.06667, p
= 0.0661). On average, the discrimination index increases non-significantly (p-value = 0.0661)
by 0.06667 more for Under 18 compared to Over 18 when stem length, readability score,
response option length, Bloom’s level, ethnicity, and gender are held constant.
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Table 24
Intercepts Model and Slopes-as Outcomes, Solution for Fixed Effects, Discrimination Index for
Total Group, HLM Two (Sub-Model D)
Effect

Estimate

Intercept
Female – Yes
Female – No

Non-Caucasian – No
Under18 – Yes

Response Option Length
Readability
Bloom’s Level – Apply
Bloom’s Level – Understand
Bloom’s Level – Remember

p

Lower

Upper

7.58

0.0016

0.1899

0.4096

-0.04100 0.03623

979

-1.13

0.2578

-0.1121

0.0301

.

.

.

0.0279

0.0087

0.1509

.

.

.

0.0661

-0.0044

0.1378

.

.

.

.

0.07978 0.03623
0

0

Stem Length

t
4

.

0.06667 0.03623

Under18 – No

DF

0.29970 0.03956

0

Non-Caucasian – Yes

SE

.

.

.

979

2.2

.

.

979

1.84

.

.

-0.00004 0.00034

979

-0.11

0.9131

-0.0007

0.0006

0.00386 0.00072

979

5.33

<.0001

0.0024

0.0053

-0.00090 0.00228

979

-0.4

0.6920

-0.0054

0.0036

0.00508 0.01421

979

0.36

0.7209

-0.0228

0.0329

-0.05239 0.01079

979

-4.85

<.0001

-0.0736

-0.0312

.

.

.

0

.

.

.

HLM Three – Point Biserial Correlation, Total Group
HLM three (sub-model A)
The intercept-only model, or unconstrained model, revealed an ICC of (0.004637/
(0.004637+ 0.0178)) = 0.206668. Thus, approximately 21% of the variance in point biserial
correlation is between MC demographic level predictors and 79% of the variance in item level
predictors on the employability test. To measure the magnitude of the variation among items in
their mean point biserial correlation levels, calculations to determine the confidence intervals for
these means, based on the between variance are obtained from the model: 0.3303±
1.96(0.004637)1/2 = (0.323873, 0.336727). The AIC for HLM Three, sub-model A, is – 1144.8.
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Table 25 presents the intercept-only covariance parameter estimates results and Table 26
presents the fixed effects results. The regression coefficient relating point biserial correlation to
demographics is positive and is statistically significant (b = 0.3033, p <.0001). This means with a
95% confidence that the magnitude of the variation among demographics in their mean point
biserial correlation is somewhere between 0.2725 and 0.3881.
Table 25
Intercept-Only Model, Covariance Parameter Estimates for Point Biserial Correlation for the
Total Group of CTE Test-Takers, HLM Three (Sub-Model A)
Subject
Intercept Demographics
Residual

Estimate

SE

Z

0.00464 0.00256
0.0178

0.0008

P

1.81

0.0348

22.18

<.0001

Table 26
Intercept-Only Model, Solution for Fixed Effects for Point Biserial Correlation for the Total
Group, (Sub-Model A)
Estimate
Intercept

SE

0.3303 0.02444

DF

t
7

13.51

P

Lower

Upper

<.0001 0.2725 0.3881

HLM three (sub-model B.1)
This is a random intercepts model, focusing on stem length, and estimates the variability
based on demographics. The conditional intra-class correlation on the values of point biserial
correlation (0.004637/ (0.004637+0.01781)) = 0.206575 measures the degree of dependence
among observations within items that are of the same point biserial correlation. This result
suggests that approximately 21% of the variance in point biserial correlation is at the
demographic level of the same stem length. The random-regression coefficients model is tested
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using stem length as the only predictor variable. The AIC for HLM Three, sub-model B.1, is 1130.7. Table 27 presents the intercept-only covariance parameter estimates results and Table
28 presents the fixed effects results. The regression coefficient relating point biserial correlation
to stem length is negative and is not statistically significant (b = -0.0002, p = 0.5815).
Table 27
Random Intercepts Model, Covariance Parameter Estimates for Point Biserial Correlation and
Stem Length for Total Group, HLM Three (Sub-Model B.1)
Subject

Estimate

Z

p

Intercept Demographics 0.004637 0.002555

1.81

0.0348

Residual

22.17

<.0001

0.01781

SE

0.000803

Table 28
Random Intercepts Model,, Solution for Fixed Effects for Point Biserial Correlation and Stem
Length for Total Group, HLM Three (Sub-Model B.1)
Effect
Intercept
Stem Length

Estimate

SE

DF

T

p

Lower

Upper

0.3334 0.02508

7

13.29

<.0001

0.2741

0.3927

-0.0002 0.00030

983

-0.55

0.5815

-0.0008

0.0004

HLM three (sub-model B.2)
This is a random intercepts model, focusing on response option length, and estimates the
variability based on demographics. The conditional intra-class correlation on the values of point
biserial correlation (0.004648/ (0.004648+0.01635)) = 0.221354 measures the degree of
dependence among observations within items that are of the same point biserial correlation. This
result suggests that approximately 22% of the variance in point biserial correlation is at the
demographic level of the same response option length. The random-regression coefficients
model is tested using response option length as the only predictor variable. The AIC for HLM
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Three, sub-model B.2, is -1216.6. Table 29 presents the intercept-only covariance parameter
estimates results and Table 30 presents the fixed effects results. The regression coefficient
relating point biserial correlation to response option length is positive and is statistically
significant (b = 0.00633, p < 0.0001). This means that when the response option length is
increased by one word, the point biserial correlation is increased by 0.00633 on average.
Table 29
Random Intercepts Model, Covariance Parameter Estimates for Point Biserial Correlation and
Response Option Length for Total Group, HLM Three (Sub-Model B.2)
Subject

Estimate

SE

Z

p

Intercept Demographics

0.00465 0.00256

1.82

0.0344

Residual

0.01635 0.00074

22.17

<.0001

Table 30
Random Intercepts Model, Solution for Fixed Effects for Point Biserial Correlation and
Response Option Length for Total Group, HLM Three (Sub-Model B.2)
Effect

Estimate

SE

DF

t

P

Lower

Upper

Intercept

0.28560 0.02490

7

11.47 <.0001

0.2267

0.3445

Response Option Length

0.00633 0.00067

983

9.39 <.0001

0.005

0.0077

HLM three (sub-model C)
Next, the means-as outcomes model used point biserial correlation as the outcome
variable, and Blooms level, readability level, stem length, and response option length as
predictor variables. The conditional intra-class correlation on the values of stem length,
readability score, response option length and Bloom’s level (0.004652 / (0.004652+0.01592)) =
0.226133 measures the degree of dependence among observations within items that are of the
same stem length, readability score, response option length and Bloom’s level. This result
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suggests that about 23% of the variance in discrimination index is at the demographic level of the
same stem length, readability score, response option length and Bloom’s level. Table 31
presents the intercept-only covariance parameter estimates results.
Table 31
Means as Outcomes Model, Covariance Parameter Estimates, Point Biserial Correlation for
Total Group, HLM Three (Sub-Model C)
Subject

Estimate

SE

Z

p

Intercept Demographics

0.00465 0.00256

1.82

0.0343

Residual

0.01592 0.00072

22.12

<.0001

Table 32 presents the fixed effects results. The regression coefficient relating point
biserial correlation to readability level is negative and is statistically significant (b = -0.0073, p =
0.0007). On average, the point biserial correlation decreases significantly (p-value = 0.0007) by
0.0073 for every unit increase in readability level when stem length, response option length, and
Bloom’s level are held constant.
The regression coefficient relating point biserial correlation to response option length is
positive and is statistically significant (b = 0.0066, p < 0.0001). On average, the point biserial
correlation increases significantly (p-value < 0.0001) by 0.0066 for every unit increase in
response option length when stem length, readability level, and Bloom’s level are held constant.
The regression coefficient relating point biserial correlation to stem length is negative and
is not statistically significant (b = -0.0003, p = 0.3583). There are partial slopes when other
variables are held constant. The cross-level interaction between point biserial correlation to
Bloom’s level “Remember versus Understand” is negative and is statistically significant (b = 0.0456, p <.0001). On average, the point biserial correlation decreases significantly by 0.0456
(p-value <.0001) more for Bloom’s level-Understand compared to Bloom’s level-Remember
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when stem length, readability score and response option length are held constant. Bloom’s level
“Remember versus Apply” is negative and is not statistically significant (b = -0.0138, p =
0.3085). The AIC for HLM Three, sub-model C, is 1207.6.
Table 32
Means as Outcomes Model, Solution for Fixed Effects, Point Biserial Correlation for Total
Group, HLM Three (Sub-Model C)
Effect

Estimate

Intercept

SE

DF

t

P

Lower

Upper

0.3416 0.02874

7

11.89

<.0001

0.2737

0.4096

-0.0003 0.00033

979

-0.92

0.3583

-0.0009

0.0003

0.0066 0.00069

979

9.54

<.0001

0.0052

0.0079

Readability Score

-0.0073 0.00217

979

-3.38

0.0007

-0.0116

-0.0031

Bloom’s Level – Apply

-0.0138 0.01351

979

-1.02

0.3085

-0.0403

0.0127

Bloom’s Level – Understand

-0.0456 0.01026

979

-4.44

<.0001

-0.0657

-0.0254

.

.

.

Stem Length
Response Option Length

Bloom’s Level – Remember

0

.

.

.

HLM three (sub-model D)
Finally, the intercepts model and slopes-as outcomes model are simultaneously tested
with all predictor variables tested in the model to test the presence of any interactions between
predictor variables. The conditional intra-class correlation conditional on the values of stem
length, readability score, response option length, bloom’s level, gender, ethnicity, and age group:
(0.004244/ (0.004244+0.01592)) = 0.210474 measures the degree of dependence among
observations within items that are of the same stem length, readability level, response option
length and Bloom’s level, gender, ethnicity, and age group. This result suggests that about 21%
of the variance in discrimination index is at the demographic level of the same stem length,
readability level, response option length, Bloom’s taxonomy level, gender, ethnicity, and age
group. Table 33 presents the intercept-only covariance parameter estimates results.
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Table 33
Intercepts Model and Slopes-as Outcomes, Covariance Parameter Estimates, Point Biserial
Correlation for Total Group, HLM Three (Sub-Model D)
Subject

Estimate

SE

Intercept Demographics

0.00424 0.00309

Residual

0.01592 0.00072

Z
1.37

P
0.0849

22.12 <.0001

Table 34 presents the fixed effects results. The regression coefficient relating point
biserial correlation to readability level is negative and is statistically significant (b = -0.00733, p
= 0.0007). On average, the point biserial correlation decreases significantly (p-value = 0.0007)
by 0.00733 for every unit increase in readability score when stem length, response option length,
gender, race and age are held constant.
The regression coefficient relating point biserial correlation to response option length is
positive and is statistically significant (b = 0.00657, p < 0.0001). On average, the point biserial
correlation increases significantly (p-value <0.0001) by 0.00657 for every unit increase in
response option length when stem length, readability level, gender, race and age are held
constant.
The regression coefficient relating point biserial correlation to stem length is negative and
is statistically significant (b = -0.00030, p = 0.3583). On average, the point biserial correlation
decreases non-significantly (p-value = 0.3583) by 0.00030 for every unit increase in stem length
when response option length, readability level, gender, race and age are held constant.
The cross-level interaction between point biserial correlation to Bloom’s level
“Understand versus Remember” is negative and is statistically significant (b = -0.04558, p
<.0001). The cross-level interaction between Bloom’s level “Apply versus Remember” is
negative and is not statistically significant (b = -0.01377, p = 0.3085). On average, the point
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biserial correlation decreases significantly (p-value <.0001) by 0.04558 less for Bloom’s levelUnderstand compared to Bloom’s level-Remember and by 0.01377 non-significantly less for
Bloom’s level-Apply compared to Bloom’s level-Remember (p-value = 0.3085) when stem
length, readability score, response option length, gender, age and ethnicity are held constant.
The interaction between gender (female) is positive and is not statistically significant (b =
0.00823, p = 0.8604). On average, the point biserial correlation increases non-significantly (pvalue = 0.8604) by 0.00823 more for female compared to male, when stem length, readability
score, response option length, Bloom’s level, age and ethnicity are held constant.
The interaction between ethnicity is positive and is not statistically significant (b =
0.05831, p = 0.2127). On average, the point biserial correlation increases non-significantly (pvalue = 0.2127) by 0.05831 more for Non-Caucasian compared to Caucasian, when stem length,
readability score, response option length, Bloom’s level, age and gender are held constant.
The cross-level interaction between and age is positive and is not statistically significant
(b = 0.06722, p = 0.1509). On average, the point biserial correlation increases non-significantly
(p-value = 0.1509) by 0.06722 more for Under 18 compared to Over 18 when stem length,
readability score, response option length, Bloom’s level, ethnicity, and gender are held constant.
The AIC for HLM Three, sub-model D, is -1198.3.
Table 34
Intercepts Model and Slopes-as Outcomes, Solution for Fixed Effects, Point Biserial Correlation
for Total Group, HLM Three (Sub-Model D)
Effect

Estimate

SE

Intercept

0.27470 0.04914

DF

t
4

5.59

p

Lower

Upper

0.0050

0.1383

0.4112
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Table 34 - Continued
Intercepts Model and Slopes-as Outcomes, Solution for Fixed Effects, Point Biserial Correlation
for Total Group, HLM Three (Sub-Model D)
Effect

Estimate

Female – Yes

0.00823 0.04676

Female – No

0

Non-Caucasian - Yes

SE

.

0.05831 0.04676

Non-Caucasian - No

0

Under18 - Yes

.

0.06722 0.04676

Under18 - No

0

Stem Length

.

DF

t

p

Lower

Upper

0.8604

-0.0835

0.0999

.

.

.

0.2127

-0.0335

0.1501

.

.

.

0.1509

-0.0245

0.1590

.

.

.

0.3583

-0.0009

0.0003

9.54 <.0001

0.0052

0.0078

979

0.18

.

.

979

1.25

.

.

979

1.44

.

.

-0.00030 0.00033

979

0.00657 0.00069

979

Readability Level

-0.00733 0.00217

979

-3.38

0.0007

-0.0116

-0.0031

Bloom’s Level - Apply

-0.01377 0.01351

979

-1.02

0.3085

-0.0403

0.0127

Bloom’s Level – Understand

-0.04558 0.01026

979

-4.44 <.0001

-0.0657

-0.0254

.

.

Response Option Length

Bloom’s Level - Remember

0

.

-0.92

.

.

HLM Four – Proportion Correct, Low-Scoring Group
HLM four (sub-model A)
The intercept-only model, or unconstrained model, revealed an ICC of: (0.000368 /
(0.000368 + 0.02014)) = 0.0179442. Thus, approximately 2% of the variance in proportion
correct is between MC test-level, demographics, predictors and 98% of the variance in item level
predictors on the employability test. To measure the magnitude of the variation among items in
their mean proportion correct levels, calculations to determine the confidence intervals for these
means, based on the between variance are obtained from the model: 0.4462 ± 1.96(0.000368)1/2
= (0.436453, 0.455947). Table 35 presents the intercept-only covariance parameter estimates
results and Table 36 presents the fixed effects results. The AIC for HLM Four, sub-model A, is -

91

1038.2. The regression coefficient relating proportion correct to demographics is positive and is
statistically significant (b = 0.4462, p <.0001). This means with a 95% confidence that the
magnitude of the variation among demographics in their mean proportion correct is somewhere
between 0.4269 and 0.4654.
Table 35
Intercept-Only Model, Covariance Parameter Estimates for Proportion Correct for the LowScoring Group of CTE Test-Takers, HLM Four (Sub-Model A)
Subject

Estimate

SE

Intercept Demographics

0.00037 0.00028

Residual

0.02014 0.00091

Z
1.3

P
0.0973

22.18 <.0001

Table 36
Intercept-Only Model, Solution for Fixed Effects for Proportion Correct for the Low-Scoring
Group, HLM Four (Sub-Model A)
Estimate
Intercept

SE

0.4462 0.008141

DF

t
7

p

54.81 <.0001

Lower

Upper

0.4269

0.4654

HLM four (sub-model B.1)
This is a random intercepts model, focusing on stem length, and estimates the variability
based on demographics. The conditional intra-class correlation on the values of proportion
correct (0.000369 / (0.000369 + 0.01996)) = 0.0181514 measures the degree of dependence
among observations within items that are of the same proportion correct. This result suggests that
approximately 2% of the variance in proportion correct is at the demographics level of the same
stem length. The random-regression coefficients model is tested using stem length as the only
predictor variable. The AIC for HLM Four, sub-model B.1, is -1033.9. Table 37 presents the
intercept-only covariance parameter estimates results and Table 38 presents the fixed effects
results. The regression coefficient relating proportion correct to stem length is negative and is
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statistically significant (b = -0.001, p = 0.0016). This means that when stem length is increased
by one word, the proportion correct is reduced by 0.001 on average.
Table 37
Random Intercepts Model, Covariance Parameter Estimates for Proportion Correct and Stem
Length for Low-Scoring Group, HLM Four (Sub-Model B.1)
Subject

Estimate

SE

Intercept Demographics

0.00037 0.00028

Residual

0.01996

0.0009

Z
1.3

P
0.0964

22.17 <.0001

Table 38
Random Intercepts Model, Solution for Fixed Effects for Proportion Correct and Stem Length for
Low-Scoring Group, HLM Four (Sub-Model B.1)
Effect

Estimate

SE

DF

t

Intercept

0.4651

0.01009

7

Stem Length

-0.001

0.00032

983

p

46.11 <.0001
-3.17

0.0016

Lower

Upper

0.4412

0.4889

-0.0016

-0.0004

HLM four (sub-model B.2)
This is a random intercepts model, focusing on response option length, and estimates the
variability based on demographics. The conditional intra-class correlation on the values of
proportion correct (0.000377 / (0.000377 + 0.01905)) = 0.019405 measures the degree of
dependence among observations within items that are of the same proportion correct. This result
suggests that approximately 2% of the variance in proportion correct is at the demographics level
of the same response option length. The random-regression coefficients model is tested using
response option length as the only predictor variable. The AIC for HLM Four, sub-model B.2, is
-1081.7. Table 39 presents the intercept-only covariance parameter estimates results and Table
40 presents the fixed effects results. The regression coefficient relating proportion correct to
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response option length is positive and is statistically significant (b = 0.00552, p <.0001). This
means that when increasing response option length by one word, the proportion correct increases
by 0.00552 on average.
Table 39
Random Intercepts Model, Covariance Parameter Estimates for Proportion Correct and
Response Option Length for Low-Scoring Group, HLM Four (Sub-Model B.2)
Subject

Estimate

SE

Intercept Demographics

0.00038 0.00028

Residual

0.01905 0.00086

Z
1.33

p
0.092

22.17 <.0001

Table 40
Random Intercepts Model, Solution for Fixed Effects for Proportion Correct and Response
Option Length for Low-Scoring Group, HLM Four (Sub-Model B.2)
Effect
Intercept
Response
Option Length

Estimate

SE

DF

t

p

Lower

Upper

0.40710 0.00963

7

42.29 <.0001

0.3844

0.4299

0.00552 0.00073

983

7.6 <.0001

0.0041

0.0069

HLM four (sub-model C)
Next, the means-as outcomes model used proportion correct as the outcome variable, and
Blooms level, readability level, stem length, and response option length as predictor variables.
The conditional intra-class correlation conditional on the values of stem length, readability score,
response option length and Bloom’s level: (0.000385 / (0.000385 + 0.01806)) = 0.020872
measures the degree of dependence among observations within items that are of the same stem
length, readability score, response option length and Bloom’s level. This result suggests that
about 2% of the variance in discrimination index is at the demographics level of the same stem
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length, readability score, response item length and Bloom’s level. Table 41 presents the
intercept-only covariance parameter estimates results.
Table 41
Means as Outcomes Model, Covariance Parameter Estimates, Proportion Correct for LowScoring Group, HLM Four (Sub-Model C)
Subject

Estimate

SE

Intercept Demographics

0.00039 0.00028

Residual

0.01806 0.00082

Z
1.36

P
0.0874

22.12 <.0001

Table 42 presents the fixed effects results. The regression coefficient relating proportion
correct to readability score is negative and is statistically significant (b = -0.01331, p < 0001).
On average, the proportion correct decreases significantly (p-value <0.0001) by 0.01331 for
every unit increase in readability score when stem length, response option length, and Bloom’s
level are held constant.
The regression coefficient relating proportion correct to response option length is
positive and is statistically significant (b = 0.004951, p < 0001). On average, the proportion
correct increases significantly (p-value <0.0001) by 0.004951 for every unit increase in response
option length when stem length, readability level, and Bloom’s level are held constant.
The regression coefficient relating proportion correct to stem length is negative and is
statistically significant (b = -0.001, p = 0.0044). On average, the proportion correct decreases
significantly (p-value = 0.0044) by 0.001 for every unit increase in stem length when readability
level, response option length, and Bloom’s level are held constant. The cross-level interaction
between proportion correct to Bloom’s level “Understand” is positive and is not statistically
significant (b = 0.00436, p = 0.6899). The cross-level interaction between Bloom’s level
“Apply” is negative and is statistically significant (b = -0.03838, p = 0.0078). On average, the
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proportion correct decreases significantly by 0.03838 (p-value = 0.0078) for Bloom’s levelApply compared to Bloom’s level-Remember when stem length, readability score and response
option length are held constant. The AIC for HLM Four, sub-model C, is -1099.6.
Table 42
Means as Outcomes Model, Solution for Fixed Effects, Proportion Correct for Low-Scoring
Group, HLM Four (Sub-Model C)
Effect
Intercept

Estimate

SE

DF

t

p

Lower

Upper

0.4642

0.5495

0.0044

-0.0017

-0.0003

0.50690 0.01803

7

-0.00100 0.00035

979

0.00495 0.00073

979

6.75 <.0001

0.00351

0.0064

Readability Level

-0.01331 0.00231

979

-5.77 <.0001

-0.0178

-0.0088

Bloom’s Level - Apply

-0.03836 0.01439

979

-2.67

0.0078

-0.0666

-0.0101

0.00436 0.01093

979

0.4

0.6899

-0.0171

0.0258

.

.

.

Stem Length
Response Option Length

Bloom’s Level - Understand
Bloom’s Level - Remember

0

.

.

28.11 <.0001
-2.86

.

HLM four (sub-model D)
Finally, the intercepts model and slopes-as outcomes model are simultaneously tested
with all predictor variables to test the presence of any interactions between the variables. The
conditional intra-class correlation conditional on the values of stem length, readability score,
response option length, Bloom’s level, gender, ethnicity, and age group: (0 / (0 + 0.01803)) = 0
measures the degree of dependence among observations within demographics that are of the
same stem length, readability score, response option length, Bloom’s level, gender, ethnicity, and
age group. This result suggests that none of the variance in discrimination index is at the item
level of the same stem length, readability level, response option length, Bloom’s taxonomy level,
gender, ethnicity, and age group. Table 43 presents the intercept-only covariance parameter
estimates results.
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Table 43
Intercepts Model and Slopes-as Outcomes, Covariance Parameter Estimates, Proportion
Correct for Low-Scoring Group, HLM Four (Sub-Model D)
Subject
Intercept Demographics
Residual

Estimate

SE

Z

P

0

.

.

.

0.01803 0.00081

22.17 <.0001

Table 44 presents the fixed effects results. The regression coefficient relating proportion
correct to readability score is negative and is statistically significant (b = -0.01331, p <.0001).
On average, the proportion correct decreases significantly (p-value <0.0001) by 0.01331for every
unit increase in readability score when stem length, response option length, gender, race and age
are held constant.
The regression coefficient relating proportion correct to response option length is
positive and is statistically significant (b = 0.00495, p <.0001). On average, the proportion
correct increases significantly (p-value <0.0001) by 0.00495 for every unit increase in response
option length when stem length, readability level, gender, race and age are held constant.
The regression coefficient relating proportion correct to stem length is negative and is
statistically significant (b = -0.001, p = 0.0044). On average, the proportion correct decreases
significantly (p-value = 0.0044) by 0.001 for every unit increase in stem length when response
option length, readability level, gender, race and age are held constant.
The cross-level interaction between proportion correct to Bloom’s level “Understand
versus Remember” is positive and is not statistically significant (b = 0.00436, p = 0.6897). The
cross-level interaction between Bloom’s level “Apply versus Remember” is negative and is
statistically significant (b = -0.03838, p = 0.0077). On average, the proportion correct decreases
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non-significantly (p-value = 0.6897) by = 0.00436 less for Bloom’s level-Understand compared
to Bloom’s level-Remember and by 0.03838 less for Bloom’s level-Apply compared to Bloom’s
level-Remember (p-value = 0.0077) when stem length, readability score, response option length,
gender, age and ethnicity are held constant.
The interaction between proportion correct and gender (female) is positive and is
statistically significant (b = 0.03877, p <.0001). On average, the proportion correct increases
significantly (p-value <.0001) by 0.03877 more for female compared to male, when stem length,
readability score, response option length, Bloom’s level, age and ethnicity are held constant.
The interaction between proportion correct and ethnicity is negative and is statistically
significant (b = -0.01946, p = 0.0281). On average, the proportion correct decreases significantly
(p-value=0.0281) by 0.01946 more for Non-Caucasian compared to Caucasian, when stem
length, readability score, response option length, Bloom’s level, age and gender are held
constant.
The interaction between proportion correct and age is negative and is statistically
significant (b = -0.01881, p = 0.047). On average, the proportion correct decreases significantly
(p-value=0.047) by 0.01881 more for Under 18 compared to Over 18 when stem length,
readability score, response option length, Bloom’s level, ethnicity, and gender are held constant.
The AIC for HLM Four, sub-model D, is -1092.2.
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Table 44
Intercepts Model and Slopes-as Outcomes, Solution for Fixed Effects, Proportion Correct for
Low-Scoring Group, HLM Four (Sub-Model D)
Effect

Estimate

SE

DF

t

p

Lower

Upper

Intercept

0.50420 0.01804

4

27.95 <.0001

0.4541

0.5543

Female - Yes

0.03877 0.00885

979

4.38 <.0001

0.0214

0.0561

.

.

.

.

.

979

-2.2

0.0281

-0.0368

-0.0021

.

.

.

.

.

0.0470

-0.0374

-0.0003

.

.

.

0.0044

-0.0017

-0.0003

Female - No

0

Non-Caucasian - Yes
Non-Caucasian - No
U18 - Yes

.

-0.01946 0.00885
0

.

-0.01881 0.00946

U18 - No

0

Stem Length

.

979
.

-1.99
.

-0.00100 0.00035

979

0.00495 0.00073

979

6.75 <.0001

0.0035

0.0064

Readability

-0.01331 0.00231

979

-5.77 <.0001

-0.0178

-0.0088

Bloom’s Level – Apply

-0.03838 0.01438

979

-2.67

0.0077

-0.0666

-0.0102

0.00436 0.01092

979

0.4

0.6897

-0.0171

0.0258

.

.

.

Response Option Length

Bloom’s Level - Understand
Bloom’s Level - Remember

0

.

.

-2.86

.

HLM Five– Discrimination Index, Low-Scoring Group
HLM five (sub-model A)
The intercept-only model, or unconstrained model, revealed an ICC of (0.000408 /
(0.000408 + 0.03357)) = 0.012007. Thus, approximately 1% of the variance in discrimination
index is between MC demographic predictors and 99% of the variance in item level predictors on
the employability test. To measure the magnitude of the variation among items in their mean
discrimination index levels, calculations to determine the confidence intervals for these means,
based on the between variance are obtained from the model: 0.2444 ± 1.96(0.000408)1/2 =
(0.243835, 0.244965). The regression coefficient relating discrimination to demographics is
positive and is statistically significant (b = 0.2444, p <.0001). The AIC for HLM Five, sub-
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model A, is -553.9. Table 45 presents the intercept-only covariance parameter estimates results
and Table 46 presents the fixed effects results. This means with a 95% confidence that the
magnitude of the variation among demographics in their mean discrimination index is
somewhere between 0.2226 and 0.2662.
Table 45
Intercept-Only Model, Covariance Parameter Estimates for Discrimination Index for the LowScoring Group of CTE Test-Takers, HLM Five (Sub-Model A)
Subject

Estimate

SE

Intercept Demographics

0.00041 0.00036

Residual

0.03357 0.00151

Z

P

1.12

0.1306

22.18 <.0001

Table 46
Intercept-Only Model, Solution for Fixed Effects for Discrimination Index for the Low-Scoring
Group, HLM Five (Sub-Model A)
Estimate
Intercept

SE

0.2444 0.00921

DF

T
7

p

26.54 <.0001

Lower

Upper

0.2226 0.2662

HLM five (sub-model B.1)
This is a random intercepts model, focusing on stem length, and estimates the variability
based on demographics. The conditional intra-class correlation on the values of discrimination
index (0.000409 / (0.000409 + 0.03335)) = 0.012115 measures the degree of dependence among
observations within items that are of the same discrimination index. This result suggests that
approximately 1% of the variance in discrimination index is at the demographics level of the
same stem length. The random-regression coefficients model is tested using stem length as the
only predictor variable. The AIC for HLM Five, sub-model B.1, is -527.7. Table 47 presents the
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intercept-only covariance parameter estimates results and Table 48 presents the fixed effects
results. The regression coefficient relating discrimination index to stem length is positive and is
statistically significant (b = 0.00112, p = 0.0061). This means that when the stem length is
increased by one word, the discrimination index will increase by 0.00112 on average.
Table 47
Random Intercepts Model, Covariance Parameter Estimates for Discrimination Index and Stem
Length for Low-Scoring Group, HLM Five (Sub-Model B.1)
Subject

Estimate

SE

Intercept Demographics

0.00041 0.00036

Residual

0.03335

0.0015

Z
1.13

p
0.1296

22.17 <.0001

Table 48
Random Intercepts Model, Solution for Fixed Effects for Discrimination Index and Stem Length
for Low-Scoring Group, HLM Five (Sub-Model B.1)
Effect
Intercept
Stem Length

Estimate

SE

DF

t

p

Lower

Upper

0.26560

0.0120

7

22.13 <.0001

0.2372

0.2939

-0.00112

0.0004

983

-2.75 0.0061

-0.0019

-0.0003

HLM five (sub-model B.2)
This is a random intercepts model, focusing on response option length, and estimates the
variability based on demographics. The conditional intra-class correlation on the values of
discrimination index (0.000424 / (0.000424 + 0.03148)) = 0.0132898 measures the degree of
dependence among observations within items that are of the same discrimination index. This
result suggests that approximately 1% of the variance in discrimination index is at the
demographics level of the same response option length. The random-regression coefficients
model is tested using response option length as the only predictor variable. The AIC for HLM
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Five, sub-model B.2, is -586.0. Table 49 presents the intercept-only covariance parameter
estimates results and Table 50 presents the fixed effects results. The regression coefficient
relating discrimination index to response option length is positive and is statistically significant
(b = 0.007612, p < 0.0001). This means that the response option length is increased by one
word, the discrimination index will increase by .007612 on average.
Table 49
Random Intercepts Model, Covariance Parameter Estimates for Discrimination Index and
Response Option Length for Low-Scoring Group, HLM Five (Sub-Model B.2)
Subject

Estimate

SE

Intercept Demographics

0.00042 0.00036

Residual

0.03148 0.00142

Z
1.17

p
0.121

22.17 <.0001

Table 50
Random Intercepts Model, Solution for Fixed Effects for Discrimination Index and Response
Option Length for Low-Scoring Group, HLM Five (Sub-Model B.2)
Effect
Intercept
Response Option
Length

Estimate

SE

0.190600

0.01133

0.007612

0.00093

DF

t

p

7 16.81 <.0001
983

8.15 <.0001

Lower

Upper

0.1638

0.2174

0.0058

0.0095

HLM five (sub-model C)
Next, the means-as outcomes model used discrimination index as the outcome variable,
and Bloom’s level, readability level, stem length, and response option length as predictor
variables. The conditional intra-class correlation conditional on the values of stem length,
readability score, response option length and Bloom’s level, (0.000434 / (0.000434 + 0.03035))
= 0.01409823 measures the degree of dependence among observations within demographics that
are of the same stem length, readability score, response option length and Bloom’s index. This
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result suggests that about 1% of the variance in discrimination index is at the demographics level
of the same stem length, readability score, response option length and Bloom’ level. Table 51
presents the intercept-only covariance parameter estimates results.
Table 51
Means as Outcomes Model, Covariance Parameter Estimates, Discrimination Index for LowScoring Group, HLM Five (Sub-Model C)
Subject

Estimate

SE

Intercept Demographics

0.00043 0.00036

Residual

0.03035 0.00137

Z

p
1.2

0.116

22.12 <.0001

Table 52 presents the fixed effects results. The regression coefficient relating
discrimination index to readability level is negative and is statistically significant (b = -0.01338,
p <.0001). On average, the discrimination index decreases significantly (p-value <0.0001) by
0.01338 for every unit increase in readability level when stem length, response option length,
and Bloom’s level are held constant.
The regression coefficient relating discrimination index to response option length is
positive and is statistically significant (b = 0.00765, p < 0.0001). On average, the discrimination
index increases significantly (p-value <0.0001) by 0.00765 for every unit increase in response
option length when stem length, readability level, and Bloom’s level are held constant
The regression coefficient relating discrimination index to stem length is negative and is
statistically significant (b = -0.00109, p = 0.0164). On average, the discrimination index
decreases significantly (p-value = 0.0164) by 0.00109 for every unit increase in stem length
when response option length, readability level, and Bloom’s level are held constant
On average, the discrimination index decreases significantly by 0.04018 (p-value =
0.0472) more for Bloom’s level-Understand compared to Bloom’s level-Remember and by
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0.04263 more for Bloom’s level-Apply compared to Bloom’s level-Remember (p-value =
0.0225) when stem length, readability score and response option length are held constant. The
AIC for HLM Five, sub-model C, is -589.5.
Table 52
Means as Outcomes Model, Solution for Fixed Effects, Discrimination Index for Low-Scoring
Group, HLM Five (Sub-Model C)
Effect
Intercept

Estimate

SE

DF

t

0.29870

0.02280

7

-0.00109

0.00045

979

-2.4

0.00765

0.00095

Readability Score

-0.01338

Bloom’s Level – Apply

P

Upper

0.2448

0.3527

0.0164

-0.0019

-0.0002

979

8.04 <.0001

0.0058

0.0095

0.00299

979

-4.47 <.0001

-0.0192

-0.0075

-0.04263

0.01865

979

-2.29 0.0225

-0.0792

-0.0060

Bloom’s Level - Understand

-0.04018

0.01417

979

-2.84 0.0047

-0.0679

-0.0124

Bloom’s Level - Remember

0

.

.

Stem Length
Response Option Length

13.1 <.0001

Lower

.

.

.

.

HLM five (sub-model D)
Finally, the intercepts model and slopes-as outcomes model are simultaneously tested
with all predictor variables to test the presence of any interactions between the variables. The
conditional intra-class correlation conditional on the values of stem length, readability score,
response option length, Bloom’ level, gender, ethnicity, and age group: (0 / (0 + 0.03026)) = 0
measures the degree of dependence among observations within items that are of the same stem
length, readability score, response option length and Bloom’s level, gender, ethnicity, and age
group. This result suggests that none of the variance in discrimination index is at the
demographics level of the same stem length, readability score, response option length and
Bloom’s level, gender, ethnicity, and age group. Table 53 presents the intercept-only covariance
parameter estimates results.
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Table 53
Intercepts Model and Slopes-as Outcomes, Covariance Parameter Estimates, Discrimination
Index for Low-Scoring Group, HLM Five (Sub-Model D)
Subject
Intercept Demographics
Residual

Estimate
0

SE

Z

P

.

.

.

0.03026 0.00137

22.17 <.0001

Table 54 presents the fixed effects results. The regression coefficient relating
discrimination index to readability score is negative and is statistically significant (b = -0.01338,
p <.0001). On average, the discrimination index decreases significantly (p-value <0.0001) by
0.01338 for every unit increase in readability score when stem length, response option length,
gender, race and age are held constant.
The regression coefficient relating discrimination index to response option length is
positive and is statistically significant (b = 0.00765, p <.0001). On average, the discrimination
index increases significantly (p-value <0.0001) by 0.00765 for every unit increase in response
option length when stem length, readability level, gender, race and age are held constant.
The regression coefficient relating discrimination index to stem length is negative and is
statistically significant (b = -0.0011, p = 0.0163). On average, the discrimination index
decreases significantly (p-value = 0.0163) by 0.0011 for every unit increase in stem length when
response option length, readability level, gender, race and age are held constant.
The cross-level interaction between discrimination index to Bloom’s level “Understand
versus Remember” is negative and is statistically significant (b = -0.04018, p = 0.0046). The
interaction between Bloom’s level “Apply versus Remember” is negative and is statistically
significant (b = -0.04263, p = 0.0223). This means that on average, the discrimination index
decreases significantly (p-value = 0.0046) by 0.04018 less for Bloom’s level-Understand
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compared to Bloom’s level-Remember and by 0.04263 less for Bloom’s level-Apply compared
to Bloom’s level-Remember (p-value = 0.0223) when stem length, readability score, response
option length, gender, age and ethnicity are held constant.
The interaction between gender (female) is negative and is statistically significant (b = 0.03837, p = 0.0008). On average, the discrimination index decreases significantly (p-value =
0.0008) by 0.03837 more for female compared to male, when stem length, readability score,
response option length, Bloom’s level, age and ethnicity are held constant.
The interaction between ethnicity is positive and is statistically significant (b = 0.03006,
p = 0.0089). On average, the discrimination index increases significantly (p-value = 0.0089) by
0.03006 more for Non-Caucasian compared to Caucasian, when stem length, readability score,
response option length, Bloom’s level, age and gender are held constant.
The interaction between age is positive and is statistically significant (b = 0.03122, p =
0.011. On average, the discrimination index increases non-significantly (p-value = 0.011) by
0.03122 more for Under 18 compared to Over 18 when stem length, readability score, response
option length, Bloom’s level, ethnicity, and gender are held constant. The AIC for HLM Five,
sub-model D, is -583.0.
Table 54
Intercepts Model and Slopes-as Outcomes, Solution for Fixed Effects, Discrimination Index for
Low-Scoring Group, HLM Five (Sub-Model D)
Effect
Intercept
Female - Yes
Female - No
Non-Caucasian - Yes
Non-Caucasian - No

Estimate

SE

DF

t

p

Lower

Upper

0.29120 0.02338

4

12.46

0.0002

0.2263

0.3561

-0.03837 0.01146

979

-3.35

0.0008

-0.0609

-0.0159

.

.

.

0.0089

0.0075

0.0526

.

.

.

0

.

0.03006 0.01146
0

.

.

.

979

2.62

.

.
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Table 54 (continued)
Intercepts Model and Slopes-as Outcomes, Solution for Fixed Effects, Discrimination Index for
Low-Scoring Group, HLM Five (Sub-Model D)
Effect

Estimate

Under18 - Yes

SE

0.03122 0.01226

Under18 - No

0

Stem Length

.

DF

t

979

2.55

.

.

Lower

Upper

0.0110

0.0071

0.0553

.

.

.

0.0163

-0.0020

-0.0002

-0.00110 0.00045

979

0.00765 0.00095

979

8.05 <.0001

0.0058

0.0095

Readability

-0.01338 0.00299

979

-4.48 <.0001

-0.0192

-0.0075

Bloom’s Level - Apply

-0.04263 0.01863

979

-2.29

0.0223

-0.0792

-0.0061

Bloom’s Level - Understand

-0.04018 0.01415

979

-2.84

0.0046

-0.0680

-0.0124

.

.

.

Response Option Length

Bloom’s Level - Remember

0

.

.

-2.41

p

.

HLM Six– Point Biserial Correlation, Low-Scoring Group
HLM six (sub-model A)
The intercept-only model, or unconstrained model, revealed an ICC of 0.000127 /
(0.000127 + 0.02391)) = 0.0052835. Thus, approximately 1% of the variance in point biserial
correlation is between MC test-level predictors, demographics, and 99% of the variance in item
level predictors on the employability test. To measure the magnitude of the variation among
items in their mean point biserial correlation levels, calculations to determine the confidence
intervals for these means, based on the between variance are obtained from the model: 0.1753 ±
1.96(0.004637)1/2 = (0.175124, 0175476). The regression coefficient relating discrimination to
demographics is positive and is statistically significant (b = 0.1753, p <.0001). The AIC for
HLM Six, sub-model A, is -873.2. Table 55 presents the intercept-only covariance parameter
estimates results and Table 56 presents the fixed effects results. The regression coefficient
relating point biserial correlation to demographics is positive and is statistically significant (b =
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0.1753, p <.0001). This means with a 95% confidence that the magnitude of the variation among
demographics in their mean point biserial correlation is somewhere between 0.1604 and 0.1903.
Table 55
Intercept-Only Model, Covariance Parameter Estimates for Point Biserial Correlation for the
Low-Scoring Group of CTE Test-Takers, HLM Six (Sub-Model A)
Subject

Estimate

SE

Intercept Demographics

0.00013 0.00017

Residual

0.02391 0.00108

Z

P

0.74

0.2287

22.18 <.0001

Table 56
Intercept-Only Model, Solution for Fixed Effects for Point Biserial Correlation for the LowScoring Group, HLM Six (Sub-Model A)
Estimate
Intercept

SE

0.1753 0.00633

DF

t
7

P

27.72 <.0001

Lower

Upper

0.1604 0.1903

HLM six (sub-model B.1)
This is a random intercepts model, focusing on stem length, and estimates the variability
based on demographics. The conditional intra-class correlation on the values of point biserial
correlation (0.000129 / (0.000129 + 0.02368)) = 0.005418 measures the degree of dependence
among observations within items that are of the same point biserial correlation. This result
suggests that approximately 1% of the variance in point biserial correlation is at the
demographics level of the same stem length. The random-regression coefficients model is tested
using stem length as the only predictor variable. The AIC for HLM Six, sub-model B.1, is 869.6. Table 57 presents the intercept-only covariance parameter estimates results and Table 58
presents the fixed effects results. The regression coefficient relating point biserial correlation to
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stem length is negative and is statistically significant (b = -0.00112, p = 0.0012). This means
that when decreasing stem length by one word, point biserial correlation decreases by 0.00112 on
average.
Table 57
Random Intercepts Model, Covariance Parameter Estimates for Point Biserial Correlation and
Stem Length for Low-Scoring Group, HLM Six (Sub-Model B.1)
Subject

Estimate

SE

Intercept Demographics

0.00013 0.00017

Residual

0.02368 0.00107

Z
0.75

P
0.2254

22.17 <.0001

Table 58
Random Intercepts Model, Solution for Fixed Effects for Point Biserial Correlation and Stem
Length for Low-Scoring Group, HLM Six (Sub-Model B.1)
Effect
Intercept
Stem Length

Estimate

SE

DF

T

0.19640

0.00906

7

-0.00112

0.00034

983

p

21.68 <.0001
-3.25

0.0012

Lower

Upper

0.17500

0.2178

-0.00179

-0.0004

HLM six (sub-model B.2)
This is a random intercepts model, focusing on response option length, and estimates the
variability based on demographics. The conditional intra-class correlation on the values of point
biserial correlation (0.000139 / (0.000139 + 0.02252)) = 0.006134 measures the degree of
dependence among observations within items that are of the same point biserial correlation. This
result suggests that approximately 1% of the variance in point biserial correlation is at the
demographics level of the same response option length. The random-regression coefficients
model is tested using response option length as the only predictor variable. The AIC for HLM
Six, sub-model B.2, is -920.6. Table 59 presents the intercept-only covariance parameter
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estimates results and Table 60 presents the fixed effects results. The regression coefficient
relating point biserial correlation to response option length is positive and is statistically
significant (b = 0.00621, p = <.0001). This means that when increasing response option length
by one word, then point biserial correlation increases by 0.00621 on average.
Table 59
Random Intercepts Model, Covariance Parameter Estimates for Point Biserial Correlation and
Response Option Length for Low-Scoring Group, HLM Six (Sub-Model B.2)
Subject

Estimate

SE

Intercept Demographics

0.00014 0.00017

Residual

0.02252 0.00102

Z

p

0.81

0.2093

22.17 <.0001

Table 60
Random Intercepts Model, Solution for Fixed Effects for Point Biserial Correlation and
Response Option Length for Low-Scoring Group, HLM Six (Sub-Model B.2)
Effect

Estimate

SE

DF

Intercept
Response Option
Length

0.13140

0.0084

0.00621

0.0007 983

t

P

7 15.57 <.0001
7.85 <.0001

Lower

Upper

0.1115

0.1514

0.0046

0.0077

HLM six (sub-model C)
Next, the means-as outcomes model used point biserial correlation as the outcome
variable, and Blooms level, readability level, stem length, and response option length as
predictor variables. The conditional intra-class correlation conditional on the values of stem
length, readability score, response option length and Bloom’s level (0.000146 / (0.000146 +
0.02154)) = 0.0067324 measures the degree of dependence among observations within items that
are of the same stem length, readability score, response option length and Bloom’s level. This

110

result suggests that about 1% of the variance in discrimination index is at the demographics level
of the same stem length, readability score, response option length and Bloom’s level. Table 61
presents the intercept-only covariance parameter estimates results.
Table 61
Means as Outcomes Model, Covariance Parameter Estimates, Point Biserial Correlation for
Low-Scoring Group, HLM Six (Sub-Model C)
Subject

Estimate

SE

Intercept Demographics

0.00015 0.00017

Residual

0.02154 0.00097

Z
0.85

p
0.1963

22.12 <.0001

The regression coefficient relating point biserial correlation to readability score is
negative and is statistically significant (b = -0.0133, p <.0001). On average, the point biserial
correlation decreases significantly (p-value <.0001) by 0.0133 for every unit increase in
readability level when stem length, response option length, and Bloom’s level are held constant.
The regression coefficient relating point biserial correlation to response option length is
positive and is statistically significant (b = 0.005989, p <.0001). On average, the point biserial
correlation increases significantly (p-value <.0001) by 0.005989 for every unit increase in
response option length when stem length, readability level, and Bloom’s level are held constant.
The regression coefficient relating point biserial correlation to stem length is negative and
is statistically significant (b = -0.00116, p = 0.0024). On average, the point biserial correlation
increases significantly (p-value <.0001) by 0.005989 for every unit increase in stem length when
readability level, response option length, and Bloom’s level are held constant.
The cross-level interaction between point biserial correlation to Bloom’s level
“Remember versus Understand” is negative and is not statistically significant (b = -0.02107, p =
0.0779). The cross-level interaction between Bloom’s level “Remember versus Apply” is
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negative and is statistically significant (b = -0.03352, p = 0.0332). On average, the proportion
correct decreases significantly by 0.03352 (p-value = 0.0332) for Bloom’s level-Apply
compared to Bloom’s level-Remember when stem length, readability score and response option
length are held constant.
The AIC for HLM Six, sub-model C, is -930.3. Table 62 presents the fixed effects
results.
Table 62
Means as Outcomes Model, Solution for Fixed Effects, Point Biserial Correlation for LowScoring Group, HLM Six (Sub-Model C)
Effect

Estimate

Intercept

SE

DF

0.23670

0.01868

-0.00116

0.00038

979

0.00599

0.00080

Readability Score

-0.01330

Bloom’s Level – Apply

t

P

Upper

0.1925

0.2809

-3.05 0.0024

-0.0019

-0.0004

979

7.47 <.0001

0.0044

0.0075

0.00252

979

-5.28 <.0001

-0.0182

-0.0083

-0.03352

0.01572

979

-2.13 0.0332

-0.0643

-0.0026

Bloom’s Level – Understand

-0.02107

0.01194

979

-1.77 0.0779

-0.0444

0.0023

Bloom’s Level – Remember

0

.

.

Stem Length
Response Option Length

7 12.67 <.0001

Lower

.

.

.

.

HLM six (sub-model D)
Finally, the intercepts model and slopes-as outcomes model are simultaneously tested
with all predictor variables to test the presence of any interactions between the variables.
The conditional intra-class correlation conditional on the values of stem length,
readability level, response option length, Bloom’s level, gender, ethnicity, and age group: (0 / (0
+ 0.02149)) = 0 measures the degree of dependence among observations within demographics
that are of the same stem length, readability level, response option length and Bloom’s level,
gender, ethnicity, and age group. This result suggests that none of the variance in discrimination

112

index is at the item level of the same stem length, readability level, response option length,
Bloom’s taxonomy level, gender, ethnicity, and age group. Table 63 presents the intercept-only
covariance parameter estimates results.
Table 63
Intercepts Model and Slopes-as Outcomes, Covariance Parameter Estimates, Point Biserial
Correlation for Low-Scoring Group, HLM Six (Sub-Model D)
Subject
Intercept Demographics
Residual

Estimate
0

SE

Z

P

.

.

.

0.02149 0.00097

22.17 <.0001

The regression coefficient relating point biserial correlation to readability score is
negative and is statistically significant (b = -0.0133, p <.0001). On average, the point biserial
correlation decreases significantly (p-value <0.0001) by 0.0133 for every unit increase in
readability score when stem length, response option length, gender, race and age are held
constant.
The regression coefficient relating point biserial correlation to response option length is
positive and is statistically significant (b = 0.005989, p <.0001). On average, the point biserial
correlation increases significantly (p-value <0.0001) by 0.005989 for every unit increase in
response option length when stem length, readability level, gender, race and age are held
constant.
The regression coefficient relating point biserial correlation to stem length is negative and
is statistically significant (b = -0.0012, p = 0.0023). On average, the point biserial correlation
decreases significantly (p-value = 0.0023) by 0.0012 for every unit increase in stem length when
response option length, readability level, gender, race and age are held constant.
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The cross-level interaction between point biserial correlation to Bloom’s level
“Understand versus Remember” is negative and is not statistically significant (b = -0.0211, p =
0.0775). The cross-level interaction between Bloom’s level “Apply versus Remember” is
negative and is statistically significant (b = -0.0335, p = 0.033). On average, the point biserial
correlation decreases significantly (p-value = 0.0775) by 0.0211 more for Bloom’s levelUnderstand compared to Bloom’s level-Remember and by 0.0335 less for Bloom’s level-Apply
compared to Bloom’s level-Remember (p-value = 0.033) when stem length, readability score,
response option length, gender, age and ethnicity are held constant.
The interaction between point biserial correlation and gender (female) is negative and is
statistically significant (b = -0.02418, p = 0.0125). On average, the point biserial correlation
decreases significantly (p-value = 0.0125) by 0.02418 less for female compared to male, when
stem length, readability score, response option length, Bloom’s level, age and ethnicity are held
constant.
The interaction between point biserial correlation and ethnicity is positive and is
statistically significant (b = 0.0230, p = 0.0174). On average, the point biserial correlation
increases non-significantly (p-value = 0.0174) by 0.0230 more for Non-Caucasian compared to
Caucasian, when stem length, readability score, response option length, Bloom’s level, age and
gender are held constant.
The interaction between point biserial correlation and age is positive and is not
statistically significant (b = 0.0150, p = 0.1462). On average, the point biserial correlation
increases non-significantly (p-value = 0.1462) by 0.0150 more for Under 18 compared to Over
18 when stem length, readability score, response option length, Bloom’s level, ethnicity, and
gender are held constant. The AIC for sub-model D is -919.5.
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Table 64
Intercepts Model and Slopes-as Outcomes, Solution for Fixed Effects, Point Biserial Correlation
for Low-Scoring Group, HLM Six (Sub-Model D)
Effect

Estimate

Intercept

0.2317

Female - Yes

-0.0242

Female – No

0

Non-Caucasian - Yes
Non-Caucasian - No
Under18 - Yes
Under18 - No
Stem Length

0.0230

SE
0.0197

t

p

Lower

Upper

4

11.76

0.0003

0.177

0.2864

0.0096 979

-2.5

0.0125

-0.0431

-0.0052

.

.

.

0.0174

0.0040

0.0419

.

.

.

0.1462

-0.0053

0.0352

.

.

.

0.0023

-0.0019

-0.0004

.

.

0.0096 979

0
0.0150

DF

.

.

0.0103 979

0

.

.

.
2.38
.
1.45
.

-0.0012

0.0004 979

0.0059

0.0008 979

7.48 <.0001

0.0044

0.0075

Readability Level

-0.0133

0.0025 979

-5.28 <.0001

-0.0182

-0.0084

Bloom’s Level - Apply

-0.0335

0.0157 979

-2.14

0.0330

-0.0643

-0.0027

Bloom’s Level - Understand

-0.0211

0.0119 979

-1.77

0.0775

-0.0445

0.0023

Bloom’s Level - Remember

0

.

.

.

Response Option Length

.

.

-3.05

.

Table 65 summarizes the AIC values for the six HLM models and sub-models. The best
fit AIC models are those with the value closest to zero. For the total group, sub-model B.1 is
best for proportion correct, for discrimination index, sub-model D, point biserial correlation is
sub-model B.1. For the low-scoring group, sub-model B.1 is best for proportion correct,
discrimination, and point biserial correlation.
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Table 65
AIC Values for Six HLM Models
AIC
(PC)

HLM
TOTAL GROUP
Sub-Model A
Sub-Model B.1
Sub-Model B.2
Sub-Model C

Sub-Model D
LOW-SCORING GROUP
Sub-Model A
Sub-Model B.1
Sub-Model B.2
Sub-Model C

Sub-Model D

-675.5
-667.2
-759.8

AIC
(DI)

AIC
(PBC)

Independent Variables

-1144.8
-1112.0
-1120.1

-1144.8 Intercept Only
-1130.7 Stem Length
-1216.6 Response Option Length

-1108.2

Stem Length + Bloom’s Level +
-1207.6 Readability Level + Response Option
Length

-762.1

-1101.4

Stem Length + Bloom’s Level +
Readability Level + Response Option
-1198.3
Length + Female + Non Caucasian +
Under18

-1038.2
-1033.9
-1081.7

-553.9
-527.7
-586.0

-1099.6

-589.5

-770.2

-1092.2

-583.0

-873.2 Intercept Only
-869.6 Stem Length
-920.6 Response Option Length
Stem Length + Bloom’s Level +
-930.3 Readability Level + Response Option
Length
Stem Length + Bloom’s Level +
Readability Level + Response Option
-919.5
Length + Female + Non Caucasian +
Under18

Table 66 summarizes the model comparisons in terms of best fit calculations. To
determine best fit model, this formula is used: LRT = AIC (i) – AIC (i + j) +2j. According to
Burnham and Anderson (2002), it determines the approximate “chi-square distribution with j
degrees of freedom, where j is the difference in the number of estimated parameters between the
two models” (Springer, 2002, 337). For example, for sub-model D, j = 7. LRT=-667.2 -(-762.1)
+ 2 7 = -667.2 + 762.1 + 14 = 108.9. p-value = χ 2 (108.9, 1000, 7) = <.0001, since p-value
<.05, there is sufficient evidence that sub-model D is superior to sub-model B-1 (Burnham, K. &
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Anderson, D. (2002). A dash in Table 66 implies that comparison was not possible (Burnham &
Anderson, 2002). Also, comparison was not feasible for sub-models C versus D using the
criteria (Burnham & Anderson, 2002).
Table 66
Best Fit Results for HLM Models 1-6
Best Fit
TOTAL

RQ
1

2

Outcome
PC
DI
PBC
PC
DI
PBC

Sub-Model B vs. C
Chidf
p-value
square
111
4
<0.0001
4.2
4
<0.0001
84.9
4
<0.0001
18.4
4
<0.0001
4
4
-

Outcome
PC
DI
PBC
PC
DI
PBC

Sub-Model B vs. C
Chidf
p-value
square
73.7
4
<0.0001
69.8
4
<0.0001
68.7
4
<0.0001
25.9
4
<0.0001
11.5
4
<0.0001
17.7
4
<0.0001

Sub-Model B vs. C
Chidf
p-value
square
108.9
7
<0.0001
3.4
7
<0.0001
81.6
7
<0.0001
16.3
7
<0.0001
7
7
-

LOWSCORING

RQ
1

2

Sub-Model B vs. D
Chisquare
72.3
69.3
63.9
24.5
11.0
12.9

df

p-value

7
7
7
7
7
7

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

Chapter 4 Summary
A dataset containing 124 MC items nested into eight demographic groupings was
analyzed to answer two research questions. HLM analyses for six models were used to
determine a potential relationship between MC item analysis outcomes and MC stem and
response option length. After controlling for Bloom’s taxonomy level, readability level, gender,
ethnicity, and age, the HLM results indicate that there are statistically significant relationships
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between MC item performance and MC item length. The key findings, discussion, implications,
recommendations for future studies, and final conclusions are discussed in Chapter 5.
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CHAPTER 5
DISCUSSION
The purpose of my study is to examine the extent of a relationship between MC item
difficulty and MC item length for a national CTE employability high-stakes assessment. To
answer this question, a dataset of nearly 3,500 CTE student test-takers’ MC responses were
studied. This chapter covers (1) key findings from the HLM analysis, (2) discussion, (3)
implications for future test development leadership, (4) recommendations for future study, and
(5) final conclusions.
Key Findings
Two research questions guided this study, and results of the HLM analysis were used to
address the questions. Research Question One addresses the MC stem length, whereas Research
Question Two focuses on the MC response option length. Both questions address the MC item
analysis outcomes which are proportion correct, discrimination index, and point biserial
correlation. The research questions also address both populations of student test-takers including
the total group and the low-scoring group of test-takers to help determine any distinctions
between these groups that correlate with item length.
Table 67 shows the summary for Research Question One for the total student group, and
Table 68 shows the summary for Research Question One for the low-scoring group.
Table 67
Research Question One; Stem Length HLM Summary
Model
Total Group

Estimate

SE

Lower

Upper

p-value

HLM one (B.1)

-0.00090 0.00038 -0.0016 -0.0002

0.0177

HLM one (C)
HLM one (D) *

-0.00090 0.00041 -0.0017 -0.0001
-0.00090 0.00041 -0.0017 -0.0001

0.0339
0.0339

Measure
Proportion
Correct
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Table 67 - Continued
Research Question One; Stem Length HLM Summary
Model

Estimate

SE

Lower

Upper

p-value

Measure
Discrimination
0.7772
Index
0.9131
0.9131
Point Biserial
0.5815
Correlation
0.3583
0.3583

HLM two (B.1)

0.00009 0.00030 -0.0005

0.0007

HLM two (C)
HLM two(D) *

-0.00004 0.00034 -0.0007
-0.00004 0.00034 -0.0007

0.0006
0.0006

HLM three (B.1)

-0.00200 0.00030 -0.0008

0.0004

HLM three (C)
HLM three (D) *
Low-Scoring Group

-0.00030 0.00033 -0.0009
-0.00030 0.00033 -0.0009

0.0003
0.0003

HLM four (B1)

-0.00100 0.00032 -0.0016 -0.0004

0.0016

HLM four (C)
HLM four (D) *

-0.00100 0.00035 -0.0017 -0.0003
-0.00100 0.00350 -0.0017 -0.0003

0.0044
0.0044

HLM five (B1)

-0.00112

0.0004 -0.0019 -0.0003

0.0061

HLM five (C)
HLM five (D) *

-0.00109 0.00045 -0.0019 -0.0002
-0.00110 0.00045 -0.0020 -0.0002

0.0164
0.0163

HLM six (B1)

-0.00112 0.00034 -0.0018 -0.0004

0.0012

HLM six (C)
-0.00116 0.00038 -0.0019 -0.0004
HLM six (D) *
-0.00120 0.00040 -0.0019 -0.0004
Note: * indicates best fit model

0.0024
0.0023

Proportion
Correct

Discrimination
Index

Point Biserial
Correlation

Table 68
Research Question Two; Response Option Length HLM Summary
Model
Total Group
HLM one (B.2)
HLM one (C)
HLM one (D)*
HLM two (B.2)
HLM two (C)
HLM two(D)

Estimate
0.00854
0.00830
0.00830
0.00324
0.00386
0.00386

HLM three (B.2)
HLM three (C)

SE

Lower

Upper

p-value

Measure

0.00085
0.00086
0.00086
0.00071
0.00072
0.00072

0.0069
0.0066
0.0066
0.0019
0.0024
0.0024

0.00633

0.00067

0.0050

0.00660

0.00069

0.0052

0.0102 0.00854 Proportion Correct
0.0099 <.0001
0.0099 <.0001
0.0046 <.0001 Discrimination Index
0.0053 <.0001
0.0053 <.0001
Point Biserial
0.0077 <.0001
Correlation
0.0079 <.0001
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Table 68 - Continued
Research Question Two; Response Option Length HLM Summary
Model
Estimate
HLM three (D)
0.00657
Low-Scoring Group
HLM four (B2)
0.00552
HLM four (C)
0.00495
HLM four (D) *
0.00495
HLM five (B.2)
0.00761
HLM five (C)
0.00765
HLM five (D) *
0.00765

SE
0.00069

Lower
0.0052

Upper
0.0078

p-value
<.0001

0.00073
0.00073
0.00073
0.00093
0.00095
0.00095

0.0041
0.0035
0.0035
0.0058
0.0058
0.0058

0.0069
0.0064
0.0064
0.0095
0.0095
0.0095

<.0001
<.0001
<.0001
<.0001
<.0001
<.0001

HLM six (B.2)

0.00070

0.0046

0.0077 <.0001

0.00080
0.00080

0.0044
0.0044

0.0075 <.0001
0.0075 <.0001

0.00621

HLM six (C)
0.00599
HLM six (D) *
0.00590
Note: * indicates best fit model

Measure

Proportion Correct

Discrimination Index

Point Biserial
Correlation

Conclusions Related to Research Question One
Research Question One examines how MC stem length influences NOCTI written test
item analysis outcomes when controlling for response option length, readability level, Bloom’s
taxonomy level, and demographics for the total and low-performing groups of CTE student testtakers. The total group was studied to determine if the stem length has a linear relationship with
item analysis outcomes. By making conclusions from the HLM models 1-6 and respective submodels, it is evident that stem length is a significant variable.
Proportion correct is an item difficulty predictor that calculates the number of correct
student responses for each MC item. The proportion correct increases as the level of difficulty
decreases. The stem length is statistically significant and inversely related, with a beta coefficient
of -0.00090 for the total group. This means that as the stem length increases in length, the
number of correct items that the CTE student answers correctly will decrease. The stem length is
also significant for the low-performing group, with a beta coefficient of -0.001. This means that
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as the stem length increases by one word, the proportion correct will decrease by 0.001. There is
minimal difference between the beta coefficients calculated for stem length for the total and lowscoring groups. To summarize, the proportion correct reduced due to a longer stem length. This
means that because of more words in the stem of the MC question, there is sufficient evidence to
conclude that less students will answer this question correctly because of increased difficulty due
to the stem length.
The HLM models that analyzed stem length and discrimination index show that the
discrimination index is insignificant for the total group but is significant for the low-performing
group, with a beta coefficient of -0.00110. This means that with an increase in stem length by
one word, the discrimination index will decrease by 0.0011 for the low-scoring group. The
discrimination index calculates the upper and lower scoring student responses and since the
value is reduced it may indicate that both the upper and lower groups answer the longer items
incorrectly more frequently, not just the low-scoring group.
The HLM models that analyzed stem length and point biserial correlation show an
insignificant relationship for the total group, but is significant for the low-scoring group of CTE
test takers, with a beta coefficient of -.0012. This means that with an increase in stem length by
one word, and holding all other variables constant, the point biserial correlation will decrease by
0.0012 for the low-scoring group. This could suggest that the group of low-scoring students
found the longer stem length items more difficult compared to the other items on the test.
Conclusions Related to Research Question Two
Research Question Two examines how MC response option length influences NOCTI
written test item analysis outcomes when controlling for stem length, readability level, Bloom’s
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taxonomy level, and demographics for the total and low-performing group of CTE student testtakers.
The HLM models that analyze response option length and proportion correct show that
response option length is significant for both groups, with a beta coefficient of 0.00827 for the
total group, and 0.00495 for the low-scoring group. This means that when response option
length increases by one word, with all other variables held constant, that the proportion correct
will increase by 0.00827 for the total group, and will increase by 0.00495 for the low-scoring
group. Even though the items results show less difficulty, it is clear that the longer response
option length affects the proportion correct statistic more for the low-scoring group than the total
group because lower proportion correct indicates an increased difficult item. This suggests that
because of more words in the response options, the low-scoring group will answer less items
correctly compared to the total group due to longer response options.
Response option length is significant for the discrimination index for the total group and
the low-performing group, with a beta coefficient of 0.00386 for the total group and 0.00765 for
the low-scoring group. The discrimination index is the statistic used to determine the extent that
the MC item discriminates between the low and high performing students. This research shows
that when holding all other variables constant for the total group, as the response option length
increases by one word, the discrimination index increases by 0.00386; for the low-scoring group,
as the response option increases by one word, the discrimination index increases by 0.00765.
This statistic is interesting because even though many students are choosing the correct answer
which increases the proportion correct shown in the paragraph above, because there is an
increase in discrimination index, this demonstrates that the item was only easy for the higherperforming students. Because the discrimination index is significant and increased, there is a gap
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in student performance between the upper and lower quadrants for both the total and low-scoring
groups. This means that many of the lower-scoring students from both groups answered the
longer response options incorrectly, even though the items seem to be easy questions. Because
the increased discrimination index is directly related to response option length, and because the
proportion correct was high for long response options, the lower-performing groups found these
items difficult because of the high number of words, or maybe they just skipped over the
questions because the low-scoring students didn’t want to read the long answer options.
The HLM models that analyze point biserial correlation and response option length show
a significant correlation, with beta coefficients of 0.00657 for the total group and .00599 for the
low-performing group. Because both groups show a positive correlation, this suggests that
response option length differentiates between the students, similar to the discrimination index.
When all variables are held constant and the response option length increases by one word, the
beta coefficient for the total group shows that the point biserial correlation will increase by
0.00657, and increase 0.00599 for the low-scoring group. This means that because of a longer
response option length, even by just one word, the items are more difficult equally for the total
and low-scoring groups.
Discussion
The literature review led to designing the study. With the results outlined in this chapter,
Table 69 connects results of my research to previous research.
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Table 69
Connections with Previous Research and Literature
Koepf Findings (2018)
Lengthy flawed MC items increase
difficulty for CTE students on a
national employability assessment.
This is a new finding.
Increasing MC item length increases
item difficulty for the total and lowscoring groups of test takers. This
confirms previous research.

The lower-scoring group is more
affected by lengthy MC items than
the total group of test-takers. This
confirms previous research.

Previous Research
No previous research found.
Green (1984) varied the difficulty of stems by increasing
sentence length on a 21 item test and found that if adequate
time was allowed for test takers, that the longer items did
not cause difficulty.

Abedi and Lord (2001) created two math tests that contained
the same math content, one test contained a higher reading
level than the other. Not only did the English Language
Learners perform better on the lower reading level test, but
all of the students performed better on the test that had
simplified wording.

Readability Level
An increase in readability level
increased MC item difficulty. This
confirms previous research.

Blooms Taxonomy Level
The results for Bloom’s taxonomy
level were unexpected. As the
Bloom’s taxonomy level increased,
the difficulty seemed to decrease.

Parks and Zimmaro (2016) claim that it is inappropriate to
be pretentious with professional language, or to use
language deliberately above the reading level of the students
and stress that language should be no more complex than it
has to be.
Benson and Crocker (1979) also researched valid
assessment measures for students who performed poorly in
reading. They focused on content validity and test bias to
measure knowledge in special subject areas and concluded
that the reading level for assessments must be measured
correctly and validated.
No previous research found. This is a new finding.
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Table 69 - Continued
Connections with Previous Research and Literature
Koepf Findings (2018)

Previous Research

Gender
On a national CTE employability
assessment, the female group tended
to perform better, at least in the lowscoring group than the male group of
test-takers.

No previous research found. This is a new finding.

Ethnicity
On a national CTE employability
assessment, the Caucasian group of
test-takers seemed to find the items
less difficult than the non-Caucasian
group.

No previous research found. This is a new finding.

Age
On a national CTE employability
assessment, the group that was 18
years old and older tended to find the
MC items less difficult than the under
18 year old group.

No previous research found. This is a new finding.

Sifting through prior MC item writing research, it is evident that many researchers
believe that MC item writers should follow the best practices to avoid flawed items which will
increase validity. A simple recap from the literature review highlights some MC item research
relating to flawed items, with many studies focusing on reading-related issues that are pertinent
to my research. Studies of assessments that contain flawed MC items result in recommendations
focusing on the importance of item writing training (Al-Faris et al., 2010; Downing, 2005). MC
tests that are written with an unnecessary complexity regardless of the subject, proves to be a
threat to test validity (Abedi, 2006; Abedi et al., 2000; Haladyna & Rodriguez, 2013). Removing
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bias introduced by complex reading material, reducing formality, and writing items at the
appropriate reading level increases student performance (Gardner, 1078; Benson & Crocker,
1979; Haladyna, 2012, Hicks, 2011). Studies focusing on language complexity argue that test
questions should be no more complex than they need to be (Abedi & Lord, 2001; Parks &
Zimmaro, (2016); Haladyna & Rodriguez, 2013). Similarly, language concerns in MC tests
show that ESL students find flawed items more difficult (Bosher & Bowles, 2008, Hicks, 2014).
Also, MC items containing window dressing (or excess verbiage) increased difficulty, are less
reliable, and less valid (Board & Whitney, 1972; Rimland, 1960a; Schmeiser & Whitney, 1975;
Schrock & Mueller, 1982).
It evident that improving MC items is necessary and highly valued. One gap in the
research is the lack of studies on the CTE secondary student population taking a national high
stakes assessment. Because of the wide range of student reading levels for CTE students, I
included the total group of test-takers as well as studied the lower-scoring group of CTE testtakers in my study. The main reason for this additional component was to get a better
understanding of potential bias due to possible inferior reading levels. Even though many of the
variables showed an increased difficulty due to item length, it appears that the difficulty level
was more prominent for the lower-scoring CTE students.
High stakes tests strive to develop MC items which contain a high discrimination index
for validity and reliability purposes. Generally, the best way to increase the discrimination index
is to increase the difficulty of the item, which increases the gap between the higher-scoring and
lower-scoring students. To accomplish this, increasing the complexity of the task or adding rigor
will generally reduce the proportion correct, increase discrimination index, and increase point
biserial correlation. Hotiu (2006) defines MC item difficulty as a “numerical quantity that
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depends on the content of the question and reflects the complexity of the tasks and operations
required to find a solution” (p. 35). Difficulty parameters should increase because of increased
complexity and rigor, not because of long MC items that do not adhere to MC item writing best
practices. The data from my research is interesting because lengthy MC items are statistically
significant for increasing the discrimination index and increasing the point biserial correlation,
especially for the lower-scoring group. This confirms that lengthy MC items are considered
flawed for this assessment because they are increasing difficulty without increasing content or
complexity.
The conceptual framework (Figure 1) for my study includes stem length, response option
length, readability level, Bloom’s taxonomy level, and demographics for independent variables.
Since readability level, Bloom’s taxonomy level, and demographics are not included in the
research questions but are included in the HLM models, it is important to look at their
contribution in this study.
Readability level is determined by the Dale-Chall formula which assigns reading levels to
the text in the MC items. In this study, readability level is statistically significant for five of the
HLM models, with a negative effect on proportion correct for the total group (b = -0.01480), and
a negative effect on proportion correct for the low-scoring group (b = -0.01331), In other words,
when reading level is increased, the students answered fewer of the items correctly. This makes
sense because oftentimes as reading level increases, the content is more difficult, thus allowing
for fewer correct answers. An increase in readability level shows a negative effect on
discrimination index for the low-scoring group (-0.01338). Therefore, when the readability
increases, the discrimination index decreases. Generally speaking, when content or reading level
increases, it separates the lower and higher performing groups, thus increasing discrimination
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index. Since the discrimination decreased, it may suggest that both of the groups struggled with
the increased reading level. An increase in readability level has a negative effect on point
biserial correlation for the total group (b = -0.00753), a negative effect on point biserial
correlation for the low-scoring group (b = -0.0133). In other words, as the readability level
increases, both the total group and low-scoring group seemed to have increased difficulty, more
so with the low-scoring group.
Bloom’s Understand versus Remember group is significant for four of the HLM models:
it has a positive correlation with proportion correct for the total group (b = 0.02546). This means
that as the Bloom’s level increased from the Remember level to the Apply level, that the students
answered more questions correctly, which does not seem logical. A possible explanation is that
because this is an employability test, and the overall content is basic employability skills, maybe
the increase in the Bloom’s level indicates minimal increase in content difficulty. As the
Bloom’s level increased from the Remember level to the Understand level, there is a negative
correlation with discrimination index for the low-scoring group (b = -0.0418) and a negative
correlation with discrimination index for the total group (b = -0.05239). This means that as the
Bloom’s level increases from Remember to Understand, that there was less of a gap between the
upper and lower groups pertaining to discrimination which suggests that the gap narrowed
between the higher-scoring students and the lower-scoring students within the total and lowscoring groups. As the Bloom’s level increased from the Remember level to the Understand
level, there was a negative correlation with point biserial correlation for the total group (b = 0.04558). This implies that because of the negative correlation of the point biserial correlation,
the MC item’s performance decreased for the total group when all other variables are held
constant.
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Bloom’s Apply versus Remember group of MC items is significant for three of the HLM
models: it shows a positive correlation with proportion correct for the total group (b = 0.04838).
This means that as the Bloom’s level increased from the Remember level to the Apply level, that
the students answered more questions correctly, which does not seem logical. Similar to the
Bloom’s Understand analysis, a possible explanation is that because this is an employability test,
and the overall content is basic, maybe the increase in the Bloom’s level was minimal. As the
Bloom’s level increased from the Remember level to the Apply level, there was a negative
correlation with discrimination index with the low-scoring group (b = -0.04263). This means
that as the Bloom’s level increases from Remember to Apply, there was less of a gap between
the upper and lower groups pertaining to discrimination which suggests that the gap narrowed
between the higher-scoring students and the lower-scoring students within the low-scoring
group. As the Bloom’s level increased from the Remember level to the Apply level, there was a
negative correlation with point biserial correlation for the low-scoring group (b = -0.03352).
This implies that because of the negative correlation of the point biserial correlation, the MC
item’s performance decreased for the low-scoring group when all other variables are held
constant. A possible explanation for the unexpected Bloom’s negative impact with difficulty
may be related to the nature of the CTE student’s strengths which are often related to application,
or performance-based activities which may correspond with the higher Bloom’s taxonomy
levels. .
Gender is a significant variable for two of the HLM models: female is positively
correlated to proportion correct for the low-scoring group (b = 0.03877), and female group is
negatively correlated to point biserial correlation with the low-scoring group (b = -0.02418).
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This means that females tended to answer more items correctly in the low-scoring group, and the
females negatively impacted the point biserial correlation for the low-scoring group.
Ethnicity is a significant variable for four of the HLM models: non-Caucasian has a
positive correlation with discrimination index for the total group (b = 0.07978), negative
correlation with proportion correct for the low-scoring group (b = -0.01946), a positive
correlation with discrimination for the low-scoring group (b = 0.03006), and a positive
relationship with point biserial correlation for the low-scoring group (b = 0.02301). In other
words, the non-Caucasian group compared to the Caucasian group showed an increase in
discrimination index for the total and low-scoring groups, answered fewer item correctly for the
low-scoring group, and increased the point biserial correlation for the low-scoring group when
all other variables were held constant.
Age is significant for two of the HLM models: Under 18 has a negative correlation with
proportion correct with the lower-scoring group (b = -0.01881), and a positive correlation with
discrimination index for the low-scoring group (b = 0.03122). In other words, compared to the
Over 18 group, the younger group answered fewer items correctly and increased the
discrimination in the low-scoring group when all of the other variables were held constant.
Even though stem length and option response length have been highlighted in the
research questions, other MC item level and demographic variables have been added to give
depth and breadth to the research. The main reason of adding the other independent variables to
the HLM models is to determine if there are trends or multi-collinearity issues between the
variables. This means that without these variables added to the study, the reader could question
the efficacy of the stem length analysis and response option length by assuming that if positive
correlations related to difficulty do exist, what is the possibility that the potential correlation is
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due to the content difficulty (readability levels or/and Bloom’s taxonomy levels) or a certain
demographic group that impacts the results? After analyzing the data, the answer is “no.” This
means that the statistical significance with the stem length and response option length with
difficulty parameters stood alone, and have no direct relationship with readability level, Bloom’s
taxonomy, gender, ethnicity, or age.
The conceptual framework contains a column of potential outcomes for this study
including increased CTE student performance and increased test validity. The results for my
study indicate that lengthier MC items affect item difficulty, therefore it is likely that CTE
student performance, especially for the lower-scoring groups, will increase with MC items
containing fewer words. Finally, as flawed, or lengthy MC items are removed from the
assessment, the test validity should naturally increase (Abedi et al., 2000; Downing, 2005).
Implication for Leaders
An educational leader tasked to choose an assessment at the school-level or state-level for
CTE students must be attentive to assessment reliability and validity. Key criteria to determine
the suitability of an assessment may include competencies, test validity and reliability scores,
cost, delivery format, certification, and number of items to name a few. Aside from the basic
criteria, it is also recommended that leaders should determine if best practices were applied when
developing the assessment. Leaders should be able to differentiate between valid and flawed
items such as those that may be unnecessarily difficult for students to read.
To be competitive in the high-stakes testing industry and also create a high quality, valid
assessment, MC best practices must be followed. Test development leadership must reinforce
good MC item writing training to the test development staff and SMEs. Leaders must also
understand that the use of persons solely trained in item writing is a poor substitute for content
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experts because, item writers should first and foremost be content experts who know their
subject matter (Haladyna & Hess, 1999). Additional time should be allotted for continuous
improvement for each MC item to follow industry specified best practices. The NOCTI test was
developed by following best practices, yet my research shows that there is still room for
improvement when subjected to this detailed analysis. Many of the items were lengthy which
may be due to the nature of interpersonal skills contained in an employability test. Oftentimes
“soft skills” require longer MC items than most content-specific items. Also, the test data was
obtained from a test that was written years ago. Newer versions of this test contain items that are
less lengthy.
Furthermore, effective test development leadership is urged to add value to assessments
by allocating additional time and layers of editing to eliminate potential unintended item
difficulty and item flaws. Additional editing time may be used to ensure concise MC items,
determine that the test is written at the correct reading level or industry level, that items properly
measure the correct competencies that pilot tested items are properly analyzed and revised, and
that language barriers are removed.
CTE teachers and business and industry content experts can search for testing companies
in need of SMEs to write MC items. Well trained content experts can add value to MC tests by
offering content-specific knowledge and skill-based knowledge for developing an assessment by
adhering to best practices and test validity principles, because “when an examination is biased,
students perform differently based on their membership in a group, rather than their knowledge”
(Hicks, 2011, p. 266). When the assessment is created correctly, CTE teachers and even students
can be confident that the test is fair due to a sound development process and a valid measure of
the competencies. Finally, item writers can strive to adhere to MC item taxonomy, discipline-
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specific guidelines, cultural diversity, validity and reliability, and bias and flawed item research
to produce quality MC items (Hicks, 2014).
Because my research focused on CTE student performance with potential low reading
skills, it made sense to hypothesize that shorter MC items would significantly impact this
demographic group. It is interesting that when Downing (2005) studied medical students’
performance with flawed items, even though the students taking the exams were high-level
medical students, the flawed items proved to be more difficult than the non-flawed items. He
further concluded that poorly crafted test items tended to present more of a passing challenge for
students (Downing, 2005). Although this research was tailored to CTE student performance, a
leader may look beyond this study by focusing on increased test validity for all student testtakers.
Recommendations for Future Study
The time that it takes for a student to answer each MC item is called “think time.” Many
testing companies offer testing in an electronic format that automatically collects data for each
MC item such as think time. To further study item length, research could analyze think time
related to lengthy items to search for a potential correlation. It may be worthwhile to study
potential correlations of students skipping over the longer items with a shorter think time, or if
the think time is directly proportional to longer questions. For test developers, this type of study
may add to best item writing practices.
For the academic community, it may be of value to replicate this research design using
CTE program-specific tests rather than using an employability test. For example, compare
programs such as Cosmetology, Nursing, Construction, CAD, and Agriculture to determine how
various CTE groups perform on lengthy items.
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Because this research is CTE, secondary-specific, there may be advantages of researching
other groups of students such as non-CTE students as well as various levels of students such as
elementary students, middle school, secondary, and post-secondary. Finally, my research
focused on CTE students at a national level. It may be interesting to conduct this study for nonhigh stakes testing such as teacher-made classroom assessments.
A qualitative approach may further the research to study MC assessments by asking CTE
students what is their test-taking behavior regarding MC items such as: how they react to lengthy
items, do they skip the long items or do they take the time to read the questions, do they have a
preference for certain MC format types such as charts, graphs, matching, scenario, etc. Results
from a qualitative study may offer valuable in-depth insights to test developers by offering
reading, demographics, cultural, linguistic, or other concerns or testing insights.
My study divided the student demographic information, gender, ethnicity, and age, into
six sub-groups. To further study demographic variables it may be useful to increase the amount
of sub-groups into this study which may reveal potential trends pertaining to specific
demographic groups. For example, my study divided ethnicity into Caucasian and nonCaucasian. Breaking the demographics into smaller sub-groups may include focusing on groups
such as Hispanic, African-American, Asian, Caucasian, Pacific Islander, etc. This type of study
may contribute to the body of knowledge that is tied to linguistic biases and cultural concerns
related to MC tests by potentially highlighting biased items connected to various demographic
groups.
Final Conclusions
Previous studies have established that the presence of flawed test items negatively impact
student success (Bosher & Bowles, 2008; Downing, 2005; Tarrant & Ware, 2008), and my study
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corroborates these findings. With high stakes decisions bases on testing, it is essential to focus
on continuous improvement initiatives that increase MC assessment validity and student success
because flawed tests can result in flawed conclusions regarding student competence.
Even though there are rigorous and successful CTE programs that enroll high academic
students such as health programs, there are also many CTE programs that enroll students with an
unusually wide spectrum of academic ability. Because some CTE students have inferior reading
skills, it is important to take this population into consideration when developing MC assessments
for CTE programs. Gardner (1987) said that the test maker should “recognize the bias
introduced by complex reading material and remove its confounding effect" (p. 3). If an
assessment provider is not mindful of the student population that it is serving, issues of bias may
be inherent, such as writing unnecessarily lengthy MC items for a group of poor readers.
Lengthy MC item stem and response option length increase the difficulty for most of the
item analysis outcomes for MC items on a national employability assessment for CTE students.
Outcomes for the lower-scoring CTE student group show increased difficulty with lengthier
items than the total group of CTE test-takers. Best practices from Haladyna, Downing, and
Rodriguez’s Revised Taxonomy (2002) suggest that the MC item writer should write concise
items to avoid extraneous wording. This research serves as a case study in test analysis, in the
context of CTE, and reinforces best practices.
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