A method of high resolution simulation is proposed for Unmanned Combat Air Vehicles (UCAVs) undergoing maneuvers at high a ngle of attack or transonic speeds. Motivation for the need to develop such a method is first presented to show payoff in the design cycle, followed by results of using the method on current manned fighter aircraft. Finally, a notional UCAV shape from Boeing Military Aircraft is presented to show the ability of the method to accurately capture the relevant phenomenon of these difficult flight regimes.
Introduction
Unmanned air vehicles (UAVs) have shown their value as reconnaissance vehicles, and even tactical weapons, over the past few years.
Aircraft such as Predator and Global Hawk are fast becoming essential tools in the day-to-day operations of the military.
While the capability of these aircraft will continue to be improved, a need will develop for the vehicles to be able to perform more complex maneuvers to fulfill Unmanned Combat Air Vehicle (UCAV) missions such as delivering munitions or even air-to-air combat. Another possible use of UCAVs is super-maneuverability and agility (or pulling many more g's than current fighters). Although the utility of super-maneuverability is controversial, a simulation technology for super-maneuverability is necessary to adequately analyze the usefulness of UCAVs in this area. One category of supermaneuverability is dynamic lift (also known as dynamic stall) due to fast pitch-up maneuvers.
Dynamic lift utilizes the hysteresis effects of airfoils or wings pitching up at rapid rates to delay the onset of stall. As airfoils pitch up there is a time lag in the separation of flow over the upper surface, which allows for the attainment of higher angles of attack than during static conditions.
In a ddition, leading-edge vortices form that aid in the development of lift. Several researchers have shown the effects of dynamic lift (or dynamic stall) on airfoils, both with experimental and numerical studies (Refs. 6 -8) .
In fact, excellent review articles on dynamic stall have been written by Ekaterinaris and Platzer (Ref. 9) , as well as Carr (Ref. 10) . Experimental and numerical studies have also been conducted on wings undergoing dynamic stall-see Refs. 11 to 13, for example.
Very little work, however, has been done on studying the dynamic lifting capabilities of full aircraft configurations such as generic UCAVs. This is due in part to the lack of an accurate method of simulating full aircraft at flight Reynolds numbers for these complex maneuvers. A numerical method must be able to accurately capture phenomena such as vortex-vortex, vortex-boundary-layer, shockvortex, and shock-vortex-boundary-layer interactions. The pacing item in simulating these phenomena is turbulence modeling.
Computational Fluid Dynamics (CFD) has remained limited as a reliable tool for prediction of inherently unsteady flows at flight Reynolds numbers due to the unreliability of turbulence models for separated flows. There are three main categories of approaches for simulation of these unsteady separated flowfields: direct numerical simulation (DNS), large eddy simulation (LES), and Reynolds-average Navier-Stokes simulations (RANS). A DNS approach solves the Navier-Stokes equations without use of an explicit turbulence model, requiring every scale of turbulent motion to be resolved. Since the smallest scales of turbulence (Kolmogorov length scales) decrease in size with Reynolds number, simulations are limited to very low Reynolds numbers, as well as fairly simple geometries due to computer limitations. Using extrapolation of current computational resources, Spalart determined that a DNS of a full aircraft would be not possible until the year 2080 (Ref. 14) .
LES solves the Navier-Stokes equations with a sub-grid-scale turbulence model, allowing resolution of the large, energy-containing scales of the turbulent flow and modeling only the small-scale eddies that are not resolved by the grid. LES must capture the turbulent scales in the boundary layer for wall-bounded flows (such as full aircraft) to obtain the proper boundary layer. If the boundary layer is not captured correctly, the flow may separate early in regions of high curvature and not correctly capture the attached nature of the actual boundary layer. Spalart 
Turbulence Models
For simulation of turbulent flows, the governing equations are suitably averaged (time averaged for RANS or filtered for LES), yielding turbulent stresses that require a model. A Boussinesq approximation is invoked in the momentum equations and the turbulent eddy viscosity ( ) t µ is used to relate the stresses to the strain rate. The turbulent heat flux is also modeled using a gradient-transport hypothesis, requiring specification of a turbulent thermal conductivity, t k . The Reynolds analogy is applied and the turbulent heat flux is modeled using a constant turbulent Prandtl number of 0.9. Using turbulent eddy viscosity and turbulent conductivity, the variable µ is replaced by ( )
in the governing equations.
Spalart-Allmaras Turbulence Model
The Spalart-Allmaras (Ref. 19 ) one equation model (SA) solves a single partial differential equation for a working variable ν~which is related to the turbulent viscosity. The differential equation is derived by "using empiricism and arguments of dimensional analysis, Galilean invariance and selected dependence on the molecular viscosity" (Ref. 19) . The model includes a wall destruction term that reduces the turbulent viscosity in the laminar sublayer. The model takes the form, ( A Newton sub-iteration method is used in the solution of the system of equations to improve time accuracy of the point implicit method and approximate Jacobians. In the calculations presented below, a typical number of three Newton sub-iterations is used for all time-accurate cases.
Grid Generation
Spalart (Ref. 2 2) described the process of grid design and assessment for DES, defining important regions of the solution and offering guidelines for grid densities within each region. The "YoungPerson's Guide" (Ref. 2 2) (YPG) forms a basis for interpretation of many of the results presented below. One of the traditional motivations for using unstructured grids has been the ability to rapidly create grids around complex geometries. There are other positive attributes of unstructured grids that are relevant to DES. Most notably, it is possible to concentrate points in the region of interest (i.e. the vortex core or aft of breakdown) and rapidly coarsen the grid away from these areas. This region of interest was termed the "focus region" in the YPG. Another advantage exploited in the present study is the isotropic cells generated in the LES region by most unstructured grid generation packages. The YPG reference describes the desirability of having nearly isotropic grid cells in the focus region in which unsteady, time-dependent, features are resolved. Pirzadeh showed the numerical prediction of these vortical flows was highly sensitive to the local grid resolution and he also stated that grid adaptation is essential to the application of CFD to these complicated flowfields. His most successful computations were performed using an inviscid method due to the inadequacies of standard turbulence models in computing these complicated flowfields.
For the current work a mean flow solution on a baseline grid is used to create an adaptively refined mesh and the new grid is used with DES to compute the unsteady flowfield.
Summary of the Proposed Method
The proposed method for simulating UCAVs undergoing rapid maneuvering is as follows:
1. Use a time accurate unstructured grid solver to allow rapid turn around of grids on complex configurationsmust have at least second-order spatial and temporal accuracy and rigid body motion capability. 2. Use DES as the underlying turbulence treatment to obtain accurate unsteady loads and mean quantities -this requires a low dissipation solver. 3. Use Adaptive Mesh Refinement to improve grid resolution in critical areas with nonlinear flowfield phenomena.
The proposed method requires no more additional resources than a RANS unsteady simulation for a given grid. The increase in computational time over steady state solutions is approximately an order of magnitude due to a factor of three to make the simulation time accurate and a factor of three to acquire a sufficient number of time steps to gather statistical data. The method does require additional grid points to capture the turbulence increasing the necessary resources. Wind tunnel measurements of the preproduction F/A-18E were made by Schuster and Byrd ( Ref. 2 8) , revealing highly unsteady, low frequency shock oscillations on the wing, which were identified as a potential trigger event for the "wing drop." RANS methods were unable to reproduce these shock oscillations, even though the computations were performed in a timeaccurate fashion (i.e., URANS). Shown in Fig. 4a is a flow visualization of the F/A-18E DES prediction. An isosurface of vorticity colored by pressure is shown for the flow at Mach 0.9 and 9 degrees angle-of-attack. Half of the aircraft was calculated with a solutionadapted 9 X 10 6 cell grid. Solutions were run for 8000 time steps requiring 9000 cpu hours on a Compaq ES45 (3 days on 128 processors). Full aircraft calculations were also performed on meshes comprised of 18 X 10 6 cells requiring twice the number of cpu hours. Experimental measurements showed that the shock oscillated from the leading edge flap hinge line to about mid-chord at this angle of attack. The DES predictions also resolved this shock motion, although with slightly less travel. In the instantaneous image shown in the figure, the shock has retreated from the flap hinge line. The separation bubble behind the shock is relatively large, and well resolved in the DES calculation, thanks to the solution-adapted grid. The minimum, maximum, and average pressures along the chord compared favorably to the unsteady experimental measurements throughout the AWS angleof-attack range as summarized by Forsythe and Woodson ( Ref. 2 7) . The pitching moment coefficient depicted in Fig. 4b shows the excellent comparison of DES with an adapted mesh and the experiments. It also demonstrates how far off the RANS simulations are for this case.
DES Results

This section presents DES results
To predict rigid body motion of a UCAV the solver must also take into account the motion of the grid. Grid speed terms have been added to Cobalt and validated for various types of rigid grid motion on simple shapes (Forsythe et. al. Ref. 29, Kotapati et. al. Ref. 30) . Rigid body motion incorporating DES has also been applied to full aircraft cases such as the F-15E spin (Forsythe et. al. Ref. 2 9) , F/A-18E abrupt wing stall (Forsythe et. al. Ref. 27) , and Unmanned Combat Air Vehicle dynamic stall at low Reynolds numbers (Cummings et. al. Ref. 31) .
Notional UCAV Demonstration
A full-scale model for the Boeing 1301 UCAV configuration is shown in Fig. 5 . The configuration has many similar features to the X -45A UCAV configuration (see Fig.  6 ). The 1301 configuration has a straight, 50° sweep leading edge, an aspect ratio of 3.1, a top-mounted engine inlet, and a B-2-like wing planform.
The Figures 10a-h depict snap-shots of the maneuver at even increments between t=0.18 sec and t=0.4 sec. It is interesting to note that although the g loading for the maneuver is reasonable, the simulation displays some very complex flowfield phenomena. In Fig. 10b vortex breakdown is observed on both the port and starboard wings and is asymmetric. The vortex breakdown proceeds upstream asymmetrically and in Fig. 10c fairly massive separation is observed on the port wing. Fig.  10d shows an increase in the separated regions port and starboard as well as the interaction of an inlet vortex and the leading edge vortex on the starboard wing. Fig. 10e shows that both leading-edge vortices have broken down and the port wing is completely separated. Fig. 10f shows interactions across the symmetry plane of the vehicle and a severely asymmetric surface pressure distribution. Figures 10g and h show massive separation over the entire upper surface and no coherent leading edge vortices. Figures 10a-h show the incredibly complex nature of this flowfield and the high demand on the solver for accurate computation. To make this simulation completely credible, a grid sensitivity study and a time accuracy study should be performed. However, it does demonstrate the flow features necessary to be captured for an accurate simulation. This type of maneuver would be even further complicated if an initial Mach number greater than 0.4 was used, due to shockvortex boundary layer interaction.
Conclusions
A method of simulating maneuvering UCAVs has been presented. The proposed method includes an unstructured solver, Detached-Eddy Simulation, and Adaptive Mesh Refinement. Simulations of a delta wing and two preproduction versions of the F -18 were presented to demonstrate the utility of the method in both the subsonic high alpha regime and the transonic regime. Application of the method to a notional UCAV shape in a commanded pitch and roll maneuver has also been presented. In all cases, the method has been shown to significantly improve accuracy of the simulations over traditional RANS methods for these difficult cases.
If UCAVs are going to achieve the cost savings advertised b y the aerospace industry, high resolution simulation of these difficult flight regimes must take place to reduce costly "fixes" to the vehicles after the first test vehicle has been produced. The proposed method shows great promise in achieving, in the near term, the necessary resolution to impact the design cycle.
