I. Introduction
This article examines a new class of codes derived from
Reed-Solomon codes that captures the essential power of long Reed-Solomon codes even though the symbol size remains small. In most cases, the decoding complexity also remains small. One explanation of the increased performance of longer Reed-Solomon codes in a communications or storage system is that for a given rate they have a higher minimum distance. However, this rationale applies rigorously only when the symbol error probability is minute. Another explanation for the performance of long ReedSolomon codes is that as sequences become longer the law of large numbers begins to take hold, e.g., very long code- (Since this example is using the erasure channel, the probability of incorrect decoding is undefined.) The receiver then requests the extra parity checks for those few words that failed to decode.
The decoder failure probability is unchanged from the original system, but only 2.009 parity checks per codeword are required on average, i.e., the average number of parity checks per codeword has been cut by more than half.
The essential concept in this article is that the same type of parity check sharing can be accomplished without the reverse channel.
The next section will show how this is accomplished by completing the introductory example and will explain techniques for computing the performance of codes used on the erasure channel.
!1. Codes for Erasure Correction
The parity check symbols will be shared among a set of codewords by using the same Reed-Solomon encoder that produced them. The third, fourth, and fifth parity symbols from 27 different codewords will be fed back into the encoder to form the vertical codewords shown in Fig. 2 .
None of the symbols intersected by both Reed-Solomon codewords is sent over the channel. In fact, only the first four parity check symbols of the vertical codewords will be sent over the channel; the fifth symbol of each of the vertical codewords will be discarded.
Now that the scheme for sharing parity check symbols among the codewords has been precisely described; its operation will be proven by showing that the decoder failure probability of the horizontal codewords has decreased. Consider a horizontal codeword that has more than two erasures and so has failed to decode. The probability that three or more of the remaining horizontal codewords have also failed to decode is E26(0.0030, 3) = 6.67 x 10 -5.
Should this event occur, decoder failure can be declared since doing so will contribute only (0.003)(6.67 x 10 -5) = 2 x 10 -7 to the overall probability of failure to decode.
The probabilities multiply since the initial failure of a single codeword is independent of the success or failure of any or all of the others. The rate of a 10-bit Reed-Solomon code that experiences a 2 percent symbol error rate and is able to achieve the same failure probability is 0.917.
The encoder complexity increase produced by using the scheme shown in Fig. 3 
IV. Optimum-Distance Single Field Codes
The approach of Sections II and III was to take an existing coding system and improve its rate without substantially increasing its complexity. The total distance of the entire code block never factored into the design because the channel error and erasure rates were substantial. However, the designs developed did maintain the free distance of the entire block.
This section considers to what extent the number of redundant symbols in a block of crossed maximum distance separable (MDS) codes can be reduced if the only requirement is that a minimum distance be maintained for the entire block. This section will present optimum constructions for single-and double-error correcting codes. In addition to quiet communications channels, such low distance codes are important for disk drive arrays and computer memory applications. The techniques used can be extended to higher distances; however, different constructions not based on crossed sets of MDS codes can yield higher rates when the distance is greater than five.
Nevertheless, [3] shows that other types of multilevel codes may still be useful for high distance applications because of their economy of implementation and adaptability to channel error statistics. Its efficiency is, however, no better than can be achieved by concatenating symbols and using double-length ReedSolomon codes; its advantage is easy encoding and decoding. 
V. Summary and Discussion

