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NON-AUTONOMOUS INTERACTING PARTICLE SYSTEMS IN
CONTINUUM
MARTIN FRIESEN
Abstract. A conservative Feller evolution on continuous bounded functions is con-
structed from a weakly continuous, time-inhomogeneous transition function describ-
ing a pure jump process on a locally compact Polish space. The transition function
is assumed to satisfy a Foster-Lyapunov type condition. The results are applied to
interacting particle systems in continuum, in particular to general birth-and-death
processes (including jumps). Particular examples such as the BDLP and Dieckmann-
Law model are considered in the end.
1. Introduction
Classical birth-and-death dynamics are described by a system of ordinary differential
equations, also known as Kolmogorov’s differential equations, and are usually studied by
semigroup methods on (weighted) spaces of summable real-valued sequences, cf. [25, 18,
19, 24]. More recent attempts study such equations on the spaces ℓp for p ∈ [1,∞), see
[2, 3, 32]. In contrast to many real world models, see e.g. the Bolker, Dieckmann, Law,
Pacala model [7, 8, 13, 14] (short BDLP), such equations do not include the positions of
the described particles. Other models coming from ecology and the modeling of mutations
can be found in [30, 6, 26, 31, 21] and references therein.
The simplest possibility to include spatial structure is to assign to each particle a fixed
site of a graph (e.g. from the lattice Zd). This are the so-called lattice models. For such
models a rigorous study by semigroup methods is adequate and a detailed presentation
can be found in the classical book [28] and references therein. Several models, such as
the BDLP model, require that the positions of the particles be not a priori fixed. This
means that Zd should be replaced by a continuous location space, e.g. Rd.
For the modeling of interacting particle systems in continuum the theory of pure
point processes is commonly used. Such processes share several properties with the
processes associated to lattice models, but also include numerous unexpected features
and require essentially different techniques for their mathematical treatment. Taking
into account that they describe real-world particles it leads to the natural assumption
that all particles are indistinguishable and any two particles cannot occupy the same
position in the location space, say for simplicity Rd. A microscopic state η is then, by
definition, a finite linear combination of point-masses δx, where x ∈ Rd is the position of
a particle in the system. Such Markov dynamics can be analyzed by a measure-valued
generalization of the Kolmogorov’s differential equations. This equations have been first
analyzed in [20] and have been afterwards further investigated in the next 60 years, cf.
[17] and many others. A summary with applications to interacting particle systems is
provided in the book [10]. In this work we identify η with a subset of Rd, i.e. we consider
the microscopic state as a finite collection of positions x ∈ Rd. The state space (=
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configuration space) is therefore the space of all finite configurations, which is given by
Γ0 = {η ⊂ R
d | |η| <∞}.
Here and in the following we write |A| for the number of elements in A ⊂ Rd.
Interacting particle systems in continuum with state space Γ0 are heuristically de-
scribed by a Markov (pre-)generator on a proper set of functions F . The general form of
such operator is given by the heuristic expression
(LF )(η) =
∑
ξ⊂η
∫
Γ0
(F (η\ξ ∪ ζ)− F (η))K(ξ, η, dζ), η ∈ Γ0,(1.1)
where K(ξ, η, dζ) ≥ 0 is a transition kernel which will be specified in the third section.
The associated (backward) Kolmogorov equation
∂Ft
∂t
= LFt, Ft|t=0 = F0
can be solved on the space of continuous bounded functions, see [15, 16, 27]. The solu-
tions determine therefore a Markov process on Γ0. This process describes the evolution
of the microscopic state η, where each group ξ ⊂ η of particles may disappear and simul-
taneously a new group of particles ζ ∈ Γ0 may appear somewhere in Rd. The distribution
of the new particles and the intensity of this event are both described by the transition
kernel K(ξ, η, dζ). To this end we define for any η ∈ Γ0 and Borel measurable set A ⊂ Γ0
a new transition kernel by
Q(η,A) :=
∑
ξ⊂η
∫
Γ0
1IA(η\ξ ∪ ζ)K(ξ, η, dζ),
where 1IA(η) :=
{
1, η ∈ A
0, η 6∈ A
. Then, under some additional conditions, it is possible to
rewrite above operator to
(LF )(η) =
∫
Γ0
(F (ξ)− F (η))Q(η, dξ), η ∈ Γ0.(1.2)
In such a case we have to assume that
q(η) := Q(η,Γ0) =
∑
ξ⊂η
K(ξ, η,Γ0)
is finite for all η ∈ Γ0. Hence the process described by the operator L is a pure jump
Markov process and techniques coming from the theory of Markov chains are applicable.
Such approach has been investigated in the last 20 years, a comprehensive summary of
the obtained results can be found in [10]. In the case of birth-and-death dynamics, i.e.
a particular choice of K(ξ, η, dζ), an alternative approach is provided by solving certain
stochastic equations, cf. [4, 5].
This work is organized as follows. The second section is devoted to the study of an
abstract pure jump process described by the time-dependent operator
(L(t)F )(x) =
∫
E
(F (y)− F (x))Q(t, x, dy), x ∈ E, t ≥ 0.
Here E is an abstract locally compact Polish space and it is assumed that the operator
L(t) satisfies a Foster-Lyapunov type condition, see [29]. Moreover, we suppose that
the transition function Q(t, x, dy) is weakly continuous and satisfies some additional
technical conditions. Based on the classical works [20, 23, 17], we construct an associated
conservative Feller evolution system U(s, t) on the space of continuous bounded functions.
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Hence by [33] this Feller evolution is associated to a Hunt process with state space
E. For a countable state space E such result was obtained by martingale techniques
in [35]. We show that U(s, t) provides existence and uniqueness of solutions to the
Kolmogorov equations and establish the relation to the jump process by the associated
Martingale problem. Additional works dealing with properties of (time-homogeneous)
Markov processes can be found, e.g., in [12, 11, 9, 34].
The third section is devoted to particular examples of interacting particle systems on
Γ0. We apply above results for time-dependent (pre-)generators given by
(L(t)F )(η) =
∑
ξ⊂η
∫
Γ0
(F (η\ξ ∪ ζ)− F (η))Kt(ξ, η, dζ).(1.3)
To this end we use a similar representation to (1.2) for the time-dependent transition
function
Q(t, η, A) =
∑
ξ⊂η
∫
Γ0
1IA(η\ξ ∪ ζ)Kt(ξ, η, dζ), t ≥ 0, η ∈ Γ0.
As a consequence we are able to construct, under some reasonable conditions, an as-
sociated conservative Feller evolution system U(s, t) on continuous bounded functions
F : Γ0 −→ R. Hence for any initial probability measure µ on Γ0 the action of the adjoint
evolution system U∗(t, s)µ yields a weak solution to the Fokker-Planck equation
∂
∂t
∫
Γ0
F (η)µt(dη) =
∫
Γ0
L(t)F (η)µt(dη), t ≥ s,
where F : Γ0 −→ R is continuous and bounded. Sufficient conditions for which L1(Γ0, dλ)
is invariant for U∗(t, s) are given. By construction, the restriction U∗(t, s)|L1(Γ0,dλ) be-
comes strongly continuous.
The rest of the third section is devoted to the study of particular examples. First
we consider the BDLP model with time-dependent and non-translation invariant ker-
nels. The considerations are afterwards extended to the Dieckmann-Law model and a
generalization of this model.
2. General jump processes
Let E be a locally compact Polish space and denote by B(E) the Borel-σ-algebra on E.
Denote by BM(E) the Banach space of all bounded measurable functions and by Cb(E)
the subspace of all continuous bounded functions. A pure jump process is determined
by its (infinitesimal) transition function, i.e. a function Q : R+×E ×B(E) −→ R+ with
the following properties:
1. For all t ≥ 0, x ∈ E, A 7−→ Q(t, x, A) is a finite Borel measure with
Q(t, x, {x}) = 0.
2. For all A ∈ B(E), (t, x) 7−→ Q(t, x, A) is measurable.
3. For all T > 0 and all compacts B ⊂ E
sup
(t,x)∈[0,T ]×B
Q(t, x, E) <∞.(2.1)
Let BMloc(E) be the space of locally bounded measurable functions and C(E) be the
space of continuous functions. Define for any F : E −→ R
(Q(t)F )(x) :=
∫
E
F (y)Q(t, x, dy), t ≥ 0, x ∈ E,
whenever it makes sense, i.e.
∫
E
|F (y)|Q(t, x, dy) < ∞ for all t ≥ 0, x ∈ E. Then
Q(t) : BM(E) −→ BMloc(E) is a well-defined positive linear operator and q(t, x) :=
(Q(t)1)(x) = Q(t, x, E) is locally bounded. If Q(·)Cb(E) ⊂ C(R+ × E), i.e. for any
F ∈ Cb(E) the function Q(·)F is jointly continuous in (t, x), then we say that Q is jointly
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continuous. This simply means that, by definition, Q(t, x, dy) is weakly continuous in
(t, x). In such a case (2.1) is automatically satisfied.
We briefly recall the results obtained in [20, 17]. Let Q be a transition function. For
0 ≤ s ≤ t, x ∈ E and A ∈ B(E) let P (0)(s, x; t, A) := δ(x,A)e−
∫
t
s
q(r,x)dr, and for n ≥ 1
P (n+1)(s, x; t, A) :=
∫ t
s
e−
∫
r
s
q(τ,x)dτ
(∫
E
P (n)(r, y; t, A)Q(r, x, dy)
)
dr.(2.2)
Here δ(x,A) := 1IA(x) = δx(A). Then P (s, x; t, A) =
∑∞
n=0 P
(n)(s, x; t, A) is a sub-
Markov transition function. Moreover, for fixed A ∈ B(E) and x ∈ E it is absolutely
continuous in s and t, respectively such that P (s, x; t, A) → δ(x,A) holds uniformly in
A ∈ B(E) whenever s → t− or t → s+. For any A ∈ B(E) it is a.e. differentiable in
s ∈ [0, t] and satisfies
∂P (s, x; t, A)
∂s
= q(s, x)P (s, x; t, A) −
∫
E
P (s, y; t, A)Q(s, x, dy).(2.3)
Likewise, for any compact A ⊂ E it is differentiable for a.a. t ∈ [s,∞) and satisfies
∂P (s, x; t, A)
∂t
= −
∫
A
q(t, y)P (s, x; t, dy) +
∫
E
Q(t, y, A)P (s, x, t, dy).(2.4)
It follows from [17] that P is the minimal solution to (2.3) and (2.4). Moreover, if
P (s, x; t, E) = 1, then this solution is also unique.
The main point of our interest is to study the (sub-)Markovian evolution system
U(s, t)F (x) :=
∫
E
F (y)P (s, x; t, dy), 0 ≤ s ≤ t(2.5)
on the space of bounded measurable functions and extensions of it. Such an evolution
system is a family of positive bounded linear operators such that U(s, s)F = F and
U(s, r)U(r, t)F = U(s, t)F for 0 ≤ s ≤ r ≤ t. For F ∈ BM(E) let
L(t)F (x) =
∫
E
(F (y)− F (x))Q(t, x, dy), t ≥ 0(2.6)
be the (formal) generator of U(s, t). Since in general U(s, t)F is not continuous w.r.t. the
norm on BM(E) or Cb(E), we cannot expect that some extension of L(t) is a generator.
However, for our needs it is sufficient to consider only the weaker concept of pointwise
generator The precise statement is given in the proposition below.
Denote by C the collection of compact sets on E and by C1 the collection of compacts
in R+ × E. For a given non-negative function V ∈ C(E) let ‖F‖V := supx∈E
|F (x)|
1+V (x)
and denote by BMV (E) the space of all measurable functions for which ‖F‖V is finite.
Denote by CV (E) := BMV (E)∩C(E) its closed subspace of continuous functions. Below
we state the main result for this section.
Proposition 2.1. Assume that there exists a continuous function V : E −→ R+ such
that (t, x) 7−→ Q(t)F (x) is continuous for any F ∈ CV (E). Moreover, suppose that there
exists a continuous function c : R+ −→ R+ such that the properties below are satisfied.
1.For all T > 0 there exists a(T ) > 0 such that q(t, x) ≤ a(T )V (x) holds for all
t ∈ [0, T ] and x ∈ E.
2. The Foster-Lyapunov estimate∫
E
V (y)Q(t, x, dy) ≤ c(t)V (x) + q(t, x)V (x), t ≥ 0, x ∈ E(2.7)
is satisfied.
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3. For all ε > 0, B ∈ C and T > 0 there exists A ∈ C such that∫ T
0
Q(r, x, Ac) dr < ε, x ∈ B(2.8)
is fulfilled.
Then U(s, t) is a conservative Feller evolution system, i.e. U(s, t)1 = 1 and
(s, t, x) 7−→ U(s, t)F (x)
is continuous for any F ∈ Cb(E). Moreover, U(s, t) can be extended to BMV (E) so that
‖U(s, t)F‖V ≤ e
∫
t
s
c(r)dr‖F‖V , 0 ≤ s ≤ t.(2.9)
The relation to the Kolmogorov equations is given by the statements below:
(a) For any F ∈ BM(E), t > 0 and x ∈ E, [0, t] ∋ s 7−→ U(s, t)F (x) is
continuously differentiable and a solution to
∂
∂s
U(s, t)F (x) = −L(s)U(s, t)F (x).(2.10)
If in addition F ∈ CV (E), then s 7−→ U(s, t)F (x) is absolutely continuous and
satisfies (2.10) a.e.
(b) Let F ∈ BM(E). Then for any x ∈ E, s ≥ 0, [s,∞) ∋ t 7−→ U(s, t)F (x) is
absolutely continuous and satisfies for a.a. t ≥ s
∂
∂t
U(s, t)F (x) = U(s, t)L(t)F (x).(2.11)
(c) Let V (s, t) be a Feller evolution system on Cb(E). If for any F ∈ Cb(E),
V (s, t)F is a solution to (2.10) or (2.11), then V (s, t) = U(s, t) holds.
The time-homogeneous case was, e.g., treated in [10, 27]. Condition (2.7) can be
reformulated to∫
E
(V (y)− V (x))Q(t, x, dy) ≤ c(t)V (x), t ≥ 0, x ∈ E.
A transition function Q with property (2.8) is said to have the localization property.
Property (c) means that U(s, t) is the unique Feller evolution system associated with the
operator L(t). The rest of this section is devoted to the proof of above statement.
Suppose from now on the conditions given in Proposition 2.1 to be satisfied and let
α ∈ (0, 1). Applying the iteration (2.2) to (q(t, x), αQ(t, x, dy)) yields the sub-probability
function given by
Pα(s, x; t, dy) =
∞∑
n=0
αnP (n)(s, x; t, dy).(2.12)
Let Un(s, t)F (x) :=
∫
E
F (y)P (n)(s, x; t, dy), then Uα(s, t)F (x) :=
∑∞
n=0 α
nU (n)(s, t)F (x)
defines an evolution system. We will call Uα(s, t) the regularized evolution system as-
sociated to Q. Clearly, above series converges uniformly in (s, t, x). The next lemma
establishes the Feller property for Uα(s, t), whereas the limit α → 1 will be considered
at the end of this section.
Lemma 2.2. (Uα(s, t))0≤s≤t is a Feller evolution on Cb(E).
Proof. It suffices to show that for any n ≥ 0 and each F ∈ Cb(E) the function
U (n)(s, t)F (x) is continuous in all variables. Since U (0)(s, t)F (x) = F (x)e−
∫
t
s
q(r,x)dr,
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by Lemma 3.11 this clearly holds for n = 0. Assume the assertion holds for some n ≥ 0.
By (2.2) we get
U (n+1)(s, t)F (x) =
∫ t
s
∫
E
e−
∫
r
s
q(τ,x)dτ(U (n)(r, t)F )(y)Q(r, x, dy) dr.(2.13)
By induction hypothesis e−
∫
r
s
q(τ,x)dτ (U (n)(r, t)F )(y) is continuous in all variables. More-
over, due to |U (n)(r, t)F (y)| ≤ ‖F‖∞ this function is bounded and hence by Lemma 3.12
we see that also
(s, t, x) 7−→
∫
E
e−
∫
r
s
q(τ,x)dτ (U (n)(r, t)F )(y)Q(r, x, dy)
is continuous. Thus Lemma 3.11 yields the continuity of U (n+1)(s, t)F (x) in the variables
(s, t, x). 
The next result studies stability of the Feller evolution Uα(s, t) with respect to Q.
That is given a sequence of transition functions (Qj)j∈N, we are interested in conditions
such that Uα,j(s, t)F −→ Uα(s, t)F as j → ∞, where Uα,j(s, t) are the regularized
evolution systems defined as in (2.12). For functions f ∈ Cb(E×E) let (Q(t)f(x, ·))(y) :=∫
E
f(x,w)Q(t, y, dw).
Lemma 2.3. Let (Qj)j∈N be a family of transition functions and assume that Qj is
weakly continuous for any j ∈ N. Moreover, suppose that the following conditions below
are satisfied.
1. Let qj(t, x) := Qj(t, x, E), then sup j≥1
(t,x)∈B
qj(t, x) <∞ holds for all B ∈ C1.
2. For any f ∈ Cb(E × E) the convergence
(Qj(t)f(x, ·))(x) −→ (Q(t)f(x, ·))(x), j →∞(2.14)
is uniform in (t, x) ∈ B for any B ∈ C1.
Then for any 0 ≤ s ≤ t and F ∈ Cb(E)
Uα,j(s, t)F −→ Uα(s, t)F, j →∞(2.15)
holds uniformly on compacts. If instead of (2.14) the stronger convergence in the total
variation norm holds, i.e.
sup
(t,x)∈[0,T ]×B
‖Qj(t, x, ·) −Q(t, x, ·)‖ → 0, j →∞
for any T > 0, then the convergence (2.15) is uniform on any A ∈ C1 and on ‖F‖∞ ≤ 1.
Proof. Since Q,Qj are transition functions, it follows that Uα,j(s, t) and Uα(s, t) are
Feller evolution systems on Cb(E) obtained by
Uα,j(s, t)F (x) =
∞∑
n=0
αnU
(n)
j (s, t)F (x)
and
Uα(s, t)F (x) =
∞∑
n=0
αnU (n)(s, t)F (x).
Since |U (n)(s, t)F (x)|, |U
(n)
j (s, t)F (x)| ≤ ‖F‖∞ the convergence of the series is also uni-
form in j ≥ 1. As a consequence it is enough to show for any 0 ≤ s ≤ t, any compact
B ⊂ E, n ≥ 0 and F ∈ Cb(E)
lim
j→∞
sup
x∈B
|U
(n)
j (s, t)F (x) − U
(n)(s, t)F (x)| = 0.(2.16)
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For n = 0 this follows from (2.14) and
|U
(0)
j (s, t)F (x) − U
(0)(s, t)F (x)| ≤ ‖F‖∞
∫ t
s
|qj(r, x)− q(r, x)|dr.
Assume that (2.16) holds for one n ≥ 0, proceeding by induction we obtain for x ∈ B, 0 ≤
s ≤ t and F ∈ Cb(E)
|U
(n+1)
j (s, t)F (x) − U
(n+1)(s, t)F (x)| ≤ I1 + I2 + I3 ,
where we have used (2.13) and
I1 =
∫ t
s
∫
E
∣∣∣e− ∫ rs qj(τ,x)dτ − e− ∫ rs q(τ,x)dτ ∣∣∣|U (n)j (r, t)F (y)|Qj(r, x, dy) dr
I2 =
∣∣∣ ∫ t
s
∫
E
(U
(n)
j (r, t)F (y)− U
(n)(r, t)F (y))e−
∫
r
s
q(τ,x)dτQj(r, x, dy) dr
∣∣∣
I3 =
∣∣∣ ∫ t
s
∫
E
e−
∫
r
s
q(τ,x)dτU (n)(r, t)F (y)(Qj(r, x, dy)−Q(r, x, dy)) dr
∣∣∣.
The first integral can be estimated by using |U
(n)
j (r, t)F (y)| ≤ ‖F‖∞ and qj(r, x) ≤ q
∗ :=
supj≥1 sup(τ,x)∈[s,t]×B Qj(τ, x, E) for each r ∈ [s, t], which yields
I1 ≤ ‖F‖∞
∫ t
s
qj(r, x)
∣∣∣ ∫ r
s
(qj(τ, x) − q(τ, x)) dτ
∣∣∣dr
≤ ‖F‖∞(t− s)
2q∗ sup
(τ,x)∈[s,t]×B
|qj(τ, x) − q(τ, x)|.
To estimate I2 we need the following lemma.
Lemma 2.4. For any ε > 0, T > 0 there exists a compact A ⊂ E and j0 ≥ 1 such that∫ T
0
Qj(t, x, A
c) dt ≤ ε, x ∈ B, j ≥ j0.
Proof. Since Q has the localization property we can find a compact A1 ⊂ E such that∫ T
0
Q(t, x, Ac1) dt ≤
ε
2
, x ∈ B.
Choose compacts A,A2 ⊂ E such that A1 ⊂
◦
A2 ⊂ A2 ⊂
◦
A ⊂ A, since (
◦
A2)
c and
(
◦
A)c are closed there exists a continuous function ϕ with 1I
(
◦
A)c
≤ ϕ ≤ 1I
(
◦
A2)c
. We obtain∫ T
0
Qj(t, x, A
c) dt ≤
∫ T
0
Qj(t, x, (
◦
A)c) dt ≤
∫ T
0
∫
E
ϕ(y)Qj(t, x, dy) dt
and by (2.14) there exists j0 ≥ 1 such that for j ≥ j0, x ∈ B and t ∈ [0, T ]∫
E
ϕ(y)Qj(t, x, dy) ≤
ε
2T
+
∫
E
ϕ(y)Q(t, x, dy).
Therefore the assertion follows from∫ T
0
∫
E
ϕ(y)Qj(t, x, dy) dt ≤
ε
2
+
∫ T
0
∫
E
ϕ(y)Q(t, x, dy) dt
≤
ε
2
+
∫ T
0
Q(t, x, (
◦
A2)
c) dt ≤
ε
2
+
∫ T
0
Q(t, x, Ac1) dt ≤ ε.

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Take A ⊂ E and j0 ≥ 1 as in above lemma, then for any j ≥ j0 and x ∈ B
I2 ≤
∫ t
s
∫
A
|U
(n)
j (r, t)F (y) − U
(n)(r, t)F (y)|Qj(r, x, dy) dr + 2‖F‖∞
∫ t
s
Qj(r, x, A
c) dr
≤ q∗
∫ t
s
sup
y∈A
|U
(n)
j (r, t)F (y) − U
(n)(r, t)F (y)| dr + 2‖F‖∞
∫ t
s
Qj(r, x, A
c) dr
≤ q∗
∫ t
s
sup
y∈A
|U
(n)
j (r, t)F (y) − U
(n)(r, t)F (y)| dr + 2‖F‖∞ε.
The integrand tends for each fixed r ∈ [s, t] to zero as j →∞ and since
sup
y∈A
|U
(n)
j (r, t)F (y) − U
(n)(r, t)F (y)| ≤ 2‖F‖∞
also the integral tends to zero. Altogether this shows the assertion for I2. For the last
integral observe that (r, x, y) 7−→ e−
∫
r
s
q(τ,x)dτU (n)(r, t)F (y) is continuous and moreover
bounded by ‖F‖∞. Therefore by (2.14) for any r ∈ [s, t]
Fj(r, s, t) := sup
x∈B
∣∣∣ ∫
E
e−
∫
r
s
q(τ,x)dτU (n)(r, t)F (y)(Qj(r, x, dy)−Q(r, x, dy))
∣∣∣→ 0, j →∞
and since Fj(r, s, t) ≤ 2‖F‖∞q∗ we obtain the assertion by dominated convergence. The
second assertion can be proved very similarly, here only I3 should be estimated again. 
As a consequence we can show that Uα(s, t) satisfies a Chernoff product formula.
That is Uα(s, t) can be approximated by evolution systems Uα,n(s, t) with piecewise
constant (in time) transition functions Qn. More precisely, take for any n ∈ N a sequence
0 = t
(n)
0 ≤ t
(n)
k < t
(n)
k+1 with supk≥0 (t
(n)
k+1 − t
(n)
k )→ 0 as n→∞ and t
(n)
k −→ ∞, k →∞
for all n ∈ N. Define piecewise constant transition functions by
Qn(t, x, dy) = Q(t
(n)
k , x, dy), t
(n)
k ≤ t < t
(n)
k+1, k ≥ 0,
then Qn is weakly continuous in x for any fixed t ≥ 0 and n ≥ 1. Denote by Uα,n(s, t)
the regularized Feller evolutions on Cb(E) constructed above, cf. Theorem 2.2. For fixed
r ≥ 0 set Qr(x, dy) := Q(r, x, dy), then Qr is a weakly continuous transition function
and its associated regularized Feller evolution on Cb(E) can be represented by a Feller
semigroup Tα,r(t).
Lemma 2.5. Let F ∈ Cb(E) and for 0 ≤ s ≤ t choose m0,m1 ≥ 1 such that
t(n)m0 ≤ s < t
(n)
m0+1
< · · · t(n)m1 ≤ t < t
(n)
m1+1
.(2.17)
Then
Uα,n(s, t)F (x) = Tα,t(n)m0
(t
(n)
m0+1
− s) · · ·T
α,t
(n)
m1
(t− t(n)m1 )F → Uα(s, t)F, n→∞(2.18)
holds uniformly on compacts.
Proof. First observe that for any compact B ⊂ E, T > 0 and f ∈ Cb(E×E) Lemma 3.12
implies that F (r, x) :=
∫
E
f(x, y)Q(r, x, dy) is continuous. Therefore∫
E
f(x, y)Qn(r, x, dy) −→
∫
E
f(x, y)Q(r, x, dy), n→∞
holds uniformly in (x, r) ∈ B × [0, T ] and hence (2.14) follows. Applying Lemma 2.3 we
obtain for all F ∈ Cb(E) and 0 ≤ s ≤ t: Uα,n(s, t)F → Uα(s, t)F as n → ∞ uniformly
on compacts. By the evolution system property it follows that
Uα,n(s, t) = Uα(s, t
(n)
m0+1
) · · ·Uα(t
(n)
m1
, t)
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holds. For each pair r0 < r1 with t
(n)
m ≤ r0 < r1 ≤ t
(n)
m+1 for some m ≥ 1, by (2.2) and
(2.13) it follows that Uα,n(r0, r1) = Tα,t(n)m
(r1 − r0) and hence
Uα,n(s, t) = Tα,t(n)m0
(t
(n)
m0+1
− s) · · ·T
α,t
(n)
m1
(t− t(n)m1 )
implies the assertion. 
In the following we consider the limit α→ 1 and deduce from that U(s, t)1 = 1.
Theorem 2.6. The evolution system U(s, t) is conservative and can be extended to
BMV (E) so that
‖U(s, t)F‖V ≤ e
∫
t
s
c(r)dr‖F‖V , 0 ≤ s ≤ t.
Proof. Denote by Tα,r(t) the regularized semigroups with piecewise constant (in the
time variable) transition functions, see Theorem 2.5 and by Tr(t) their counterparts with
α = 1. Then Tα,r(t)V (x) ≤ Tr(t)V (x). The moment condition (2.7) and the results
obtained in [10, 27] imply that for any r ≥ 0, x ∈ E and t ≥ 0
Tr(t)V (x) ≤ e
c(r)tV (x).
Now given 0 ≤ s < t and n ∈ N we can find m0,m1 ≥ 0 with (2.17). For m ≥ 0 let
Vm(x) := V (x) ∧m, then Vm ∈ Cb(E) and hence
Uα,n(s, t)Vm(x) = Tα,t(n)m0
(t
(n)
m0+1
− s) · · ·T
α,t
(n)
m1
(t− t(n)m1 )Vm(x)
≤ T
t
(n)
m0
(t
(n)
m0+1
− s) · · ·T
t
(n)
m1
(t− t(n)m1 )V (x)
≤ V (x) exp
(
c(t(n)m1 )(t− t
(n)
m1
) + · · ·+ c(t(n)m0 )(t
(n)
m0+1
− s)
)
.
Letting n→∞ yields
Uα(s, t)Vm(x) ≤ V (x) exp
( ∫ t
s
c(r) dr
)
.
The sequence (Uα(s, t)Vm(x))m∈N is increasing and bounded, so by monotone conver-
gence it follows that∫
E
V (x)Pα(s, x; t, dy) ≤ V (x) exp
(∫ t
s
c(r) dr
)
(2.19)
is satisfied. The right-hand side is increasing in α, hence taking the limit α→ 1 yields that
U(s, t) can be extended to BMV (E). By [20] the evolution system U(s, t) is conservative
if and only if for any s < t, x ∈ E∫ t
s
∫
E
q(r, y)P (n)(s, x; r, dy) dr −→ 0, n→∞.
Let T > 0 such that [s, t] ⊂ [0, T ], then by q(r, y) ≤ a(T )V (y) for r ∈ [s, t] and (2.19)
with α = 1∫ t
s
∫
E
q(r, y)P (s, x; r, dy) dr ≤ a(T )V (x)
∫ t
s
exp
( ∫ r
s
c(τ) dτ
)
dr <∞
follows. The assertion follows from the representation P (s, x; r, dy) =
∑∞
n=0 P
(n)(s, x; r, dy).

The next result shows that U(s, t) is differentiable in s.
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Theorem 2.7. For any F ∈ BM(E), t > 0 and x ∈ E, [0, t] ∋ s 7−→ U(s, t)F (x) is
continuously differentiable and a solution to
∂
∂s
U(s, t)F (x) = −L(s)U(s, t)F (x).
Moreover, for any F ∈ CV (E) the function U(s, t)F (x) is absolutely continuous in s and
solves above equation a.e.. Let V (s, t) be a Feller evolution system on Cb(E) and assume
that V (s, t)F is a solution to (2.10) for any F ∈ Cb(E), then V (s, t) = U(s, t) is fulfilled.
Proof. By (2.3) we obtain for any A ∈ B(E) and 0 ≤ s ≤ t
P (s, x; t, A) = δ(x,A) +
∫ t
s
q(r, x)P (r, x; t, A) dr −
∫ t
s
∫
E
P (r, y; t, A)Q(r, x, dy) dr
and hence for any F ∈ BM(E) and x ∈ E
U(s, t)F (x) = F (x) +
∫ t
s
q(r, x)U(r, t)F (x) dr −
∫ t
s
∫
E
U(r, t)F (y)Q(r, x, dy) dr
follows. Clearly q(r, x)U(r, t)F (x) and by Lemma 3.12 also
∫
E
U(r, t)F (y)Q(r, x, dy) are
continuous in r, which implies that L(r)U(r, t)F (x) is continuous in (r, t). Therefore
U(s, t)F (x) = F (x) −
∫ t
s
L(r)U(r, t)F (x) dr(2.20)
implies (2.10). If F ∈ CV (E), then U(s, t)F (x) is bounded and measurable in (s, t).
Hence by (2.7) L(r)U(r, t)F (x) is well-defined and integrable w.r.t. r. In view of (2.20)
it follows that s 7−→ U(s, t)F (x) is absolutely continuous and satisfies (2.10) for any
x ∈ E.
Now let V (s, t) be a Feller evolution on Cb(E) which satisfies (2.10). By [33, Chapter
2, Theorem 2.9] V (s, t) is given by
V (s, t)F (x) =
∫
E
F (y)P˜ (s, x; t, dy), x ∈ E, 0 ≤ s ≤ t,
where P˜ is a transition probability function. Moreover, this evolution system satisfies
(2.20) for any F ∈ Cb(E) and hence by approximation also for any F ∈ BM(E). There-
fore for any F = 1IA, A ∈ B(E) it solves equation (2.10) which is simply (2.3). The
minimality of P implies P ≤ P˜ and hence U(s, t)F ≤ V (s, t)F . Since U(s, t) is con-
servative it follows that P (s, x; t, dy) is the unique solution to (2.3), i.e. P (s, x; t, dy) =
P˜ (s, x; t, dy). 
Theorem 2.8. Let F ∈ BM(E), then for any x ∈ E and s ≥ 0, [s,∞) ∋ t 7−→
U(s, t)F (x) is absolutely continuous and satisfies for a.a. t ≥ s
∂
∂t
U(s, t)F (x) = U(s, t)L(t)F (x).
Let V (s, t) be a Feller evolution system on Cb(E) and assume that V (s, t)F is for any
F ∈ Cb(E) a solution to (2.11), then V (s, t) = U(s, t) holds.
Proof. For all 0 ≤ s ≤ r ≤ t < T∫
E
q(r, y)P (s, x; t, dy) ≤ a(T )
∫
E
V (y)P (s, x; t, dy) ≤ a(T )V (x)e
∫
t
s
c(r)dr(2.21)
and (2.4) implies for any 0 ≤ s ≤ t and compact A ⊂ E
P (s, x; t, A) = δ(x,A) −
∫ t
s
∫
A
q(r, y)P (s, x; r, dy) dr +
∫ t
s
∫
E
Q(r, y, A)P (s, x; r, dy) dr.
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By (2.21) this implies
U(s, t)F (x) = F (x)−
∫ t
s
∫
E
q(r, y)F (y)P (s, x; r, dy) dr+
∫ t
s
∫
E
Q(r)F (y)P (s, x; r, dy) dr
and hence
U(s, t)F (x) = F (x) +
∫ t
s
∫
E
L(r)F (y)P (s, x; r, dy) dr
holds. The first assertion is proved. Uniqueness follows by the same arguments as for
(2.10). 
Remark 2.9. It is worth noting that in the time-homogeneous case (2.10) and (2.11) are
equivalent and less restrictive conditions are sufficient to show that U(s, t) is an Feller
evolution, see [27].
Since U(s, t) is given by a transition probability function we see that for each x ∈ E
and s ≥ 0 there exists a probability space (Ω,Fs,Ps,x) and a conservative Markov process
(X(t))t≥s on this space such that
U(s, t)F (x) = Es,x(F (X(t)), F ∈ Cb(E), t ≥ s.
This process is considered w.r.t. its natural filtration defined by Fsτ = σ (X(t) | s ≤ t ≤ τ)
for s ≤ τ . Note that this process is, by construction, a pure jump process. The next
statement completes the proof of Proposition 2.1.
Corollary 2.10. The following statements are true:
1. Let F ∈ BM(E). Then for any fixed s ≥ 0
Ms,F (t) := F (X(t))− F (X(s))−
∫ t
s
L(r)F (X(r)) dr, t ≥ s
is a martingale with respect to (Fst )t≥s and Ps,x.
2. For any a > 0, x ∈ E and 0 ≤ s < T
Ps,x
(
sup
t∈[s,T ]
V (X(t)) ≥ a
)
≤ V (x)
e
∫
T
s
c(r)dr
a
holds.
3. U(s, t) is a Feller evolution system.
Proof. 1. This follows by the Markov property and the relation
Eτ,X(τ)(L(r)F (X(r))) = (U(τ, r)L(r)F )(X(τ)) =
∂
∂r
U(τ, r)F (X(τ)),
where 0 ≤ s ≤ τ ≤ t.
2. Let En := {x ∈ E | V (x) < n}, fix s ≥ 0 and define a family of stopping times
τn := inf{t ≥ s | Xt 6∈ En}.
Let ϕn ∈ C(E) be such that 1IEn ≤ ϕn ≤ 1IEn+1 and define a new transition function by
Qn(t, x, dy) := ϕn(x)Q(t, x, dy). Then
Ln(t)F (x) := −ϕn(x)q(t, x)F (x) +
∫
E
F (y)ϕn(x)Q(t, x, dy) = ϕn(x)L(t)F (x)
determines a bounded linear operator on Cb(E) and BMV (E). Hence there exists an
associated conservative Feller evolution system Un(s, t) on Cb(E). This evolution system
can be extended to BMV (E). Let (X
n
t )t≥0 be the corresponding Markov process, and
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denote by (Fst,n)t≥s its associated natural filtration. By construction it follows for x ∈ En
and n ≥ 1 that these processes satisfy
(Xt)t<τn = (X
n
t )t<τn(2.22)
in the sense of finite dimensional distributions. For s ≥ 0 let g(t, x) := e−
∫
t
s
c(r)drV (x).
A short computation shows that
∂
∂t
g(t, x) + L(t)g(t, x) ≤ 0.
Then
Mn(s, t) := g(t,X
n(t))− g(s,Xn(s)) −
∫ t
s
(
∂
∂r
+ Ln(r)
)
g(r,Xn(r)) dr, t ≥ s
is a Fst,n-martingale w.r.t. Ps,x. Fix x ∈ En, n ≥ 1, hence by Dynkin’s formula
Es,x(g(t ∧ τn, X
n
t∧τn)) = g(s, x) + Es,x
(∫ t∧τn
s
(
∂
∂r
+ Ln(r)
)
g(r,Xnr ) dr
)
≤ g(s, x)
(2.23)
holds. Here ∂
∂r
acts only on the first variable of g. Let Mnt := e
−
∫
t
s
c(σ)dσV (Xnt )1It<τn ,
we will show that (Mnt )t≥s is a supermartingale. Fix s ≤ r ≤ t. On {r ≥ τn} ∈ F
s
r,n we
have Mnt =M
n
r = 0 and hence obtain
Es,x(M
n
t |F
s
r,n) =M
n
r = 0.
On {r < τn} we have by the Markov property and (2.23)
Es,x(M
n
t |F
s
r,n) = e
−
∫
t
s
c(σ)dσEr,Xnr (V (X
n
t )1It<τn) ≤ Er,Xnr (g(t ∧ τn, X
n
t∧τn))
≤ g(r,Xnr ) = g(r ∧ τn, X
n
r∧τn) =M
n
r .
Applying Doob’s inequality yields
Ps,x
(
sup
s≤t≤T
t<τn
g(t,X(t)) ≥ a
)
= Ps,x
(
sup
s≤t≤T
Mnt ≥ a
)
≤
1
a
Es,x(M
n
s ) =
V (x)
a
.
As a consequence we obtain
Ps,x
(
sup
s≤t≤T
t<τn
V (X(t)) ≥ a
)
≤ Ps,x
(
sup
s≤t≤T
t<τn
g(t,X(t)) ≥ ae−
∫
T
s
c(r)dr
)
≤ V (x)
e
∫
T
s
c(r)dr
a
.
Since (Xt)t≥s is conservative it follows τn −→∞ when n→∞. The assertion follows by
monotone convergence and n→∞.
3. For any F ∈ Cb(E), x ∈ En and n ≥ 1 it follows by (2.22)
|Es,x(F (Xt)) − Es,x(F (X
n
t ))| = |Es,x(F (Xt)1Iτn≤t)− Es,x(F (X
n
t )1Iτn≤t)|
≤ 2‖F‖∞Ps,x(τn ≤ t).
By
Ps,x(τn ≤ t) ≤ Ps,x
(
sup
s≤r≤t
V (X(r)) ≥ n
)
≤
V (x)
n
e
∫
t
s
c(r)dr.
and the continuity of V we see that Un(s, t)F (x) −→ U(s, t)F (x) uniformly on compacts
which implies the assertion. 
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We close this section with the relation to the evolution of measures. LetM(E) be the
space of all finite, signed Borel measures on E equipped with the total variation norm.
Define bounded linear operators (U∗(t, s))0≤s≤t on M(E) by
U∗(t, s)µ(dx) =
∫
E
P (s, y; t, dx)µ(dy).
Then U∗(t, t) = idM(E), U
∗(t, r)U∗(r, s) = U∗(t, s) holds for 0 ≤ s ≤ r ≤ t and∫
E
F (y)U∗(t, s)µ(dy) =
∫
E
U(s, t)F (y)µ(dy), F ∈ Cb(E), µ ∈M(E).
Previous considerations show that U∗(t, s)µ is the unique weak solution to the Fokker-
Planck equation
∂
∂t
∫
E
F (y)U∗(t, s)µ(dy) =
∫
E
L(t)F (y)U∗(t, s)µ(dy),
where µ ∈ M(E) is such that
∫
E
V (x)|µ|(dx) <∞.
3. Interacting particle systems in continuum
Preliminaries. The configuration space Γ0 is the space of all finite subsets of R
d, i.e.
Γ0 = {η ⊂ R
d | |η| <∞},
where |η| denotes the number of elements in the set η. This space has a natural decom-
position into n-particle spaces, Γ0 =
⊔∞
n=0 Γ
(n)
0 , where Γ
(n)
0 = {η ⊂ R
d | |η| = n}, n ≥ 1
and in the case n = 0 we set Γ
(0)
0 = {∅}. For a compact Λ ⊂ R
d let
ΓΛ = {η ∈ Γ0 | η ⊂ Λ}
and Γ
(n)
Λ = {η ∈ Γ
(n)
0 | η ⊂ Λ}. Denote by (˜R
d)n the space of all sequences (x1, . . . , xn) ∈
(Rd)n with xi 6= xj for i 6= j. Γ
(n)
0 can be identified with (˜R
d)n via the symmetrization
map
symn : (˜R
d)n −→ Γ
(n)
0 , (x1, . . . , xn) 7−→ {x1, . . . , xn},
which defines a topology on Γ
(n)
0 . Namely, a set A ⊂ Γ
(n)
0 is open if and only if
sym−1n (A) ⊂ (˜R
d)n is open. On Γ0 we define the topology of disjoint unions, i.e. a
set A ⊂ Γ0 is open iff A ∩ Γ
(n)
0 is open in Γ
(n)
0 for all n ∈ N. Then Γ0 is a locally
compact Polish space. Let B(Γ0) stand for the Borel-σ-algebra on Γ0. With respect to
this topology the function
η 7−→ 〈f, η〉 :=
∑
x∈η
f(x)
is continuous whenever f ∈ Cb(Rd). Therefore convergence of a sequence (ηn)n∈N ⊂ Γ0
to η ∈ Γ0 can be rewritten to: there exists N ∈ N such that for all n ≥ N : ηn =
{x
(n)
1 , . . . , x
(n)
l }, η = {x1, . . . , xl} and
x
(n)
j −→ xj , n→∞, ∀j ∈ {1, . . . , l}
is fulfilled. For given δ > 0, N ∈ N0 and a compact Λ ⊂ Rd the set
B = {η ∈ ΓΛ | ∀x 6= y, x, y ∈ η : |x− y| ≥ δ, |η| ≤ N}(3.1)
is compact. Conversely, for any compact set A ⊂ Γ0 there exist δ,N,Λ such that A is
contained in a compact B defined above. Denote by dx the Lebesgue measure on Rd and
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by d⊗nx the product measure on (Rd)n. The image measure of d⊗nx on Γ
(n)
0 via symn
is then denoted by d(n)x. The Lebesgue-Poisson measure is defined by
λ = δ∅ +
∞∑
n=1
1
n!
d(n)x.
Given a measurable function G : Γ0 × Γ0 −→ R, then∫
Γ0
∑
ξ⊂η
G(ξ, η\ξ) dλ(η) =
∫
Γ0
∫
Γ0
G(ξ, η)dλ(ξ) dλ(η)(3.2)
holds, provided one side of the equality is finite for |G|. Here and in the following we
write η\x, η ∪ x, instead of η\{x} and η ∪ {x}. The decomposition Γ0 =
⊔∞
n=0 Γ
(n)
0
implies that any measurable function G : Γ0 −→ R can be represented as a sequence of
symmetric measurable functions (G(n))∞n=0, where G
(n) : (Rd)n −→ R. Such functions
are uniquely determined on the off-diagonal part (˜Rd)n and integration w.r.t. to the
Lebesgue-Poisson measure is simply determined by the identity∫
Γ0
G(η) dλ(η) = G(0) +
∞∑
n=1
1
n!
∫
(Rd)n
G(n)(x1, · · · , xn) dx1 · · · dxn.
For a given measurable function f : Rd −→ R the Lebesgue-Poisson exponential is defined
by
eλ(f ; η) :=
∏
x∈η
f(x)
and satisfies the combinatorial formula∑
ξ⊂η
eλ(f ; ξ) = eλ(1 + f ; η).
For computations we will use the identity∫
Γ0
eλ(f ; η) dλ(η) = exp
(∫
Rd
f(x) dx
)
,
whenever f ∈ L1(Rd).
General statement. The class of Markov jump processes we are interested in are given
by a Markov pre-generator of the form
(L(t)F )(η) =
∑
ξ⊂η
∫
Γ0
(F (η\ξ ∪ ζ)− F (η))Kt(ξ, η, dζ), η ∈ Γ0, t ≥ 0.(3.3)
Such Kolmogorov operator includes death, birth and jumps of groups of particles. We
will say Kt satisfies the usual conditions if the conditions given below are satisfied.
1. For all η, ξ ∈ Γ0 and t ≥ 0: Kt(ξ, η, ·) ≥ 0 is a finite, non-atomic Borel
measure.
2. For all A ∈ B(Γ0), the map (t, ξ, η) 7−→ Kt(ξ, η, A) is measurable.
For t ≥ 0, η ∈ Γ0 and A ∈ B(Γ0) define Q(t, η, dω) by
Q(t, η, A) =
∑
ξ⊂η
∫
Γ0
1IA(η\ξ ∪ ζ)Kt(ξ, η, dζ).(3.4)
The cumulative intensity is defined by q(t, η) := Q(t, η,Γ0) =
∑
ξ⊂ηKt(ξ, η,Γ0). We will
work with the following conditions:
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(A) For any ε > 0, T > 0 and any compact B ⊂ Γ0 there exists another compact
A ⊂ Γ0 such that ∫ T
0
Q(r, η, Ac) dr < ε, η ∈ B
is satisfied.
(B) There exist continuous functions V : Γ0 −→ R+ and c : R+ −→ R+ such that∑
ξ⊂η
∫
Γ0
V (η\ξ ∪ ζ)Kt(ξ, η, dζ) ≤ c(t)V (η) + q(t, η)V (η), t ≥ 0, η ∈ Γ0(3.5)
holds.
(C) For any F ∈ C(Γ0) with supη∈Γ0
|F (η)|
1+V (η) <∞
(t, η) 7−→
∑
ξ⊂η
∫
Γ0
F (η\ξ ∪ ζ)Kt(ξ, η, dζ)
is continuous.
(D) For any T > 0 there exists a(T ) > 0 such that q(t, η) ≤ a(T )V (η) holds for all
η ∈ Γ0 and t ∈ [0, T ].
(E) For any T > 0 there exists b(T ) > 0 such that q(t, η) ≥ b(T )q(T, η) holds for all
η ∈ Γ0 and t ∈ [0, T ].
As in the previous section let BMV (Γ0) stand for the Banach space of all measurable
functions F equipped with the norm ‖F‖V = supη∈Γ0
|F (η)|
1+V (η) . Denote by CV (Γ0) the
closed subspace of all continuous functions for which ‖ · ‖V is finite. Then condition (D)
simply states that for any F ∈ CV (Γ0) the action L(t)F , cf. (3.3), is continuous in (t, η).
Proposition 3.1. Let Kt be a transition function with the usual conditions and assume
that conditions (A)–(D) hold. Then there exists a unique associated conservative Feller
evolution U(s, t) on Cb(Γ0). This evolution system can be extended to BMV (Γ0) so that
|U(s, t)F (η)| ≤ ‖F‖V V (η)e
∫
t
s
c(r)dr.(3.6)
Moreover the following assertions are true:
1. For any F ∈ BM(Γ0), t > 0 and η ∈ Γ0, U(s, t)F (η) is a solution to
∂
∂s
U(s, t)F (η) = −L(s)U(s, t)F (η), s ∈ [0, t).
2. Let F ∈ BM(Γ0). Then for any s ≥ 0 and η ∈ Γ0, U(s, t)F (η) is a solution
to
∂
∂t
U(s, t)F (η) = U(s, t)L(t)F (η), a.a. t ≥ s.
Proof. The assertion follows by Proposition 2.1. 
The considerations of the first section imply that U(s, t)F is given by a transition
probability function P (s, η; t, dω), that is
U(s, t)F (η) =
∫
Γ0
F (ω)P (s, η; t, dω)(3.7)
holds. The adjoint evolution system on M(Γ0) is given by
U∗(t, s)µ(A) =
∫
Γ0
P (s, η; t, A) dµ(dη).
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The action of the adjoint evolution U∗(t, s)µ provides a weak solution to the Fokker-
Planck equation
∂
∂t
∫
Γ0
F (η)µt(dη) =
∫
Γ0
L(t)F (η) dµt(η), F ∈ Cb(Γ0).
In particular, if conditions (A)–(D) are satisfied, then U(t, s)∗ is unique with such pro-
perty.
Here and in the following we identify the space of densities L1(Γ0, dλ) with its image
in M(Γ0) given by the (isometric) embedding
L1(Γ0, dλ) ∋ R 7−→ Rdλ ∈ M(Γ0).
The next theorem states conditions for which U∗(t, s) leaves the space of densities in-
variant and its restriction to L1(Γ0, dλ) is strongly continuous.
Theorem 3.2. Assume that Kt(ξ, η, dζ) satisfies the usual conditions, is absolutely con-
tinuous with respect to the Lebesgue-Poisson measure and the conditions (A)–(E) hold.
Then U∗(t, s) leaves L1(Γ0, dλ) invariant and is strongly continuous on L
1(Γ0, dλ).
Proof. Denote by Kt(ξ, η, ζ) =
dKt(ξ,η,dζ)
dλ(ζ) and let L
∗(t) be the adjoint operator with
respect to the duality of BM(Γ0) and M(Γ0). Then L∗(t) is given by L∗(t) = −q(t, ·) +
Q(t) with (−q(t, ·)R)(η) = −q(t, η)R(η) and
Q(t)R(η) =
∑
ξ⊂η
∫
Γ0
R(η\ξ ∪ ζ)Kt(ζ, η\ξ ∪ ζ, ξ) dλ(ζ),(3.8)
see (3.2). For t ≥ 0 let
D(L∗(t)) = {R ∈ L1(Γ0, dλ) | q(t, ·)R ∈ L
1(Γ0, dλ)}.(3.9)
First observe that W ∗(t, s)R(η) = e−
∫
t
s
q(r,η)drR(η) is a positive contraction operator
and Q(t) is positive. In order to apply [1, Theorem 2.1] it is enough to show that for a.a.
t > s and all R ∈ L1(Γ0, dλ): W ∗(t, s)R ∈ D(L∗(t)) and∫ t
s
‖Q(r)W ∗(r, s)R‖L1dr ≤ ‖R‖L1 − ‖W
∗(t, s)R‖L1.
The first property follows by property (E) from∫
Γ0
q(t, η)|W ∗(t, s)R(η)| dλ(η) ≤
∫
Γ0
q(t, η)e−b(t)(t−s)q(t,η)|R(η)| dλ(η) ≤
‖R‖L1
b(t)(t− s)e
.
For the second property let R ∈ L1(Γ0, dλ) and note that∫
Γ0
|Q(r)R(η)| dλ(η) ≤
∫
Γ0
q(r, η)|R(η)| dλ(η)
holds. Altogether this implies∫ t
s
‖Q(r)W ∗(r, s)R‖L1dr ≤
∫ t
s
∫
Γ0
q(r, η)e−
∫
r
s
q(τ,η)dτ |R(η)| dλ(η)dr
= −
∫ t
s
∫
Γ0
∂
∂r
e−
∫
r
s
q(τ,η)dτ |R(η)| dλ(η)dr
= ‖R‖L1−‖W
∗(t, s)R‖L1 .
Hence by [1, Theorem 2.1] there exists a strongly continuous evolution family
(V ∗(t, s))0≤s≤t on L
1(Γ0, dλ). The construction of V
∗(t, s) coincides with the con-
struction of U∗(t, s) restricted to L1(Γ0, dλ), i.e. U
∗(t, s)R =
∑∞
n=0 U
∗
n(t, s)R with
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U∗0 (t, s)R = e
−
∫
t
s
q(r,η)drR and
U∗n+1(t, s)R =
∫ t
s
U∗n(r, t)Q(r)W
∗(r, s)R dr,
cf. [20, Section 3, Theorem 1]. 
Remark 3.3. For the application of [1, Theorem 2.1] it is necessary to show that t 7−→
Q(t)R ∈ L1(Γ0, dλ) is measurable. Since L1(Γ0, dλ) is separable, strong measurability and
weak measurability coincide, which is the reason why we have to restrict the evolution to
the space of densities.
Examples. In this part we study two particular models, which have applications in
ecological sciences. To simplify the proofs we consider first the case of a Markov (pre-
)generator describing only the death of particles.
Lemma 3.4. Consider the operator L(t) given by
(L(t)F )(η) =
∑
ξ⊂η
(F (η\ξ)− F (η))Dt(ξ, η), t ∈ I,
where (t, ξ, η) 7−→ Dt(ξ, η) ≥ 0 is assumed to be continuous. Then condition (A) and the
usual conditions holds. Moreover, (t, η) 7−→ L(t)F (η) is continuous for any F ∈ C(Γ0).
Proof. The associated function is given by Kt(ξ, η, dζ) = Dt(ξ, η)δ∅(dζ) and thus satisfies
the usual conditions. The characterization of convergence in Γ0 and continuity of Dt
imply that for each F ∈ C(Γ0) also L(t)F (η) is continuous in (t, η). Concerning (A), fix
ε > 0, T > 0 and a compact B ⊂ Γ0. Then there exist δB > 0, NB ∈ N and a compact
ΛB ⊂ R
d such that for each η ∈ B
|η| ≤ NB, η ⊂ ΛB, ∀x, y ∈ η, x 6= y : |x− y| ≥ δB(3.10)
holds. Let A ⊂ Γ0 be a compact of the form (3.1) with δ,N,Λ as in (3.10). Then for each
η ∈ B and ξ ⊂ η we obtain that (3.10) also holds for η\ξ instead of η. Hence η\ξ ∈ A
and thus Q(t, η, Ac) = 0 for any t ∈ [0, T ]. 
The BDLP-model. In [7, 8, 13, 14] the so called Bolker-Dieckmann-Law-Pacala model
(short BDLP-model) was introduced to study spatial patterns for certain ecological sys-
tems. Elements x ∈ η are interpreted as plants and the configuration η ∈ Γ0 describes
therefore the whole ecological system. The BDLP-model is based only on the two ele-
mentary events η 7−→ η ∪ x (branching of plants) and η 7−→ η\x (death of plants). The
branching is assumed to be density independent, that is any plant at position x ∈ η cre-
ates with intensity 0 ≤ λ ∈ C(R+×R
d) a new plant at position y ∈ Rd\η and the spatial
probability distribution for the new plant is given by a+(x, y)dy, where a+ ∈ C(Rd×Rd).
Moreover, each plant at position x ∈ η has an individual lifetime independent of the
other plants. Such lifetime is described by the intensity 0 ≤ m ∈ C(R+ × Rd). The
competition between different plants is assumed to be of additive type and hence of the
form
∑
y∈η\x a
−(x, y), where 0 ≤ a− ∈ C(Rd × Rd) is the competition kernel. Above
description is summarized in the form of the following Markov (pre-)generator
(L(t)F )(η) =
∑
x∈η
(
m(t, x) +
∑
y∈η\x
a−(x, y)
)
(F (η\x) − F (η))
+
∑
x∈η
λ(t, x)
∫
Rd
a+(x, y)(F (η ∪ y)− F (η)) dy.
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Such model has been analyzed in the time-homogeneous case in [22]. In applications one
is often interested in a+ being of the form
a+(x, y) ∼
1
|x− y|α
, |x− y| → ∞
or
a+(x, y) ∼ e−ν|x−y|
α
, |x− y| → ∞.
Theorem 3.5. Suppose that m,λ, a− are continuous and bounded, a+ is continuous with
1 =
∫
Rd
a+(x, y)dy and for any compact Λ ⊂ Rd there exists a∗ ≥ 0 with a∗ ∈ L1(Rd)
such that
a+(x, y) ≤ a∗(y), x ∈ Λ, y ∈ Rd
holds. Then conditions (A)–(D) hold for V (η) = |η|+ |η|2.
Proof. Let B ⊂ Γ0 be a compact and take NB ∈ N, ΛB ⊂ Rd and δB > 0 like in (3.1).
Let A ⊂ Γ0 be another compact defined by (3.1) with NA := NB + 1, ΛB ⊂ ΛA and
δA ∈ (0, δB), then B ⊂ A holds. We obtain for x ∈ ΛB and η ∈ B∫
Rd
1IAc(η ∪ y)a
+(x, y) dy ≤
∫
Λc
A
a+(x, y) dy +
∫
BδA (η)
a+(x, y) dy,
where BδA(η) := {w ∈ R
d | ∃y ∈ η : |w − y| < δA}. Since η ∈ B and δB > δA we
obtain BδA(η) =
⊔
y∈η BδA(y) ⊂ Λ
δB
B where Λ
δB
B := {w ∈ R
d | d(w,ΛB) ≤ δB} with
d(w,ΛB) := inf {|w − u| | u ∈ ΛB}. Let c > 0 be such that a+(x, y) ≤ c for all x ∈ ΛB
and y ∈ ΛδBB , then∫
Rd
1IAc(η ∪ y)a
+(x, y) dy ≤
∫
Λc
A
a∗(y) dy +NBc|BδA |
is satisfied, where |BδA | is the Lebesgue volume of BδA = {w ∈ R
d | |w| ≤ δA}. Condition
(A) now follows from above estimate, Lemma 3.4 and λ ∈ Cb(R+ × Rd). Condition (B)
follows from
(L(t)V )(η) =
∑
x∈η
λ(t, x) + 2
∑
x∈η
∑
y∈η\x
a−(x, y)
+ 2|η|
∑
x∈η
(λ(t, x) −m(t, x)) − 2|η|
∑
x∈η
∑
y∈η\x
a−(x, y)
≤ max{‖λ‖∞, 2‖a
−‖∞ + 2‖λ‖∞ + 2‖m‖∞}V (η).
Condition (D) is fulfilled due to
q(t, η) =
∑
x∈η
m(t, x) +
∑
x∈η
λ(t, x) +
∑
x∈η
∑
y∈η\x
a−(x, y)
≤ max{‖m‖∞ + ‖λ‖∞, ‖a
−‖∞}V (η).
For condition (C) it is enough to show that for any continuous function F such that
|F (η)| ≤ ‖F‖V (1 + |η| + |η|2) also (t, η) 7−→
∑
x∈η λ(t, x)
∫
Rd
a+(x, y)F (η ∪ y)dy is con-
tinuous. Since λ(t, x) is continuous it is enough to show that the integral is continuous.
But this follows from dominated convergence and the condition imposed on a+. 
Above statement implies the following a priori estimate for the evolution of states.
Let µ be a probability measure with
∫
Γ0
(1 + |η|+ |η|2)µ(dη) <∞. Then∫
Γ0
(1 + |η|+ |η|2)U∗(t, s)µ(dη) ≤ e(t−s)c
∫
Γ0
(1 + |η|+ |η|2)µ(dη)
holds, c := max{‖λ‖∞, 2‖a−‖∞ + 2‖λ‖∞ + 2‖m‖∞}.
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Dieckmann-Law model. In contrast to the BDLP-model we discuss here one possible
extension for which the branching mechanism includes interactions of the plants. For
simplicity we suppose that all intensities are translation invariant. A plant at location
x ∈ η shall now have the modified branching intensity given by
λ(t) +
∑
y∈η\x
b+(x− y), t ≥ 0,
where 0 ≤ b+ ∈ Cb(Rd). The location of the offspring is described by the probability
density a+(x − y). The modified Markov (pre-)generator is therefore given by
(L(t)F )(η) =
∑
x∈η
(
m(t) +
∑
y∈η\x
a−(x − y)
)
(F (η\x)− F (η))
+
∑
x∈η
λ(t)
∫
Rd
(F (η ∪ w)− F (η))a+(x− y) dw
+
∑
x∈η
∑
y∈η\x
b+(x− y)
∫
Rd
(F (η ∪ w)− F (η))a+(x− w) dw,
where m,λ ∈ C(R+) and a− ∈ Cb(Rd). We assume that a− − b+ is a stable potential.
By definition this means that there exists a constant b ≥ 0 such that∑
x∈η
∑
y∈η\x
(a−(x− y)− b+(x− y)) ≥ −b|η|, η ∈ Γ0.
Let E+(η) =
∑
x∈η
∑
y∈η\x b
+(x − y) and E−(η) =
∑
x∈η
∑
y∈η\x a
−(x − y), that it
above condition is equivalent to
E+(η) ≤ b|η|+ E−(η), η ∈ Γ0.
Theorem 3.6. Suppose that for any compact Λ ⊂ Rd there exists a∗ ∈ L1(Rd) which
satisfies
a+(x− w) ≤ a∗(w), x ∈ Λ, w ∈ Rd.
Then conditions (A)–(D) are satisfied for V (η) := |η|+|η|2. Moreover, for any n ≥ 1 and
state µ with
∫
Γ0
|η|nµ(dη) < ∞, the evolution of states satisfies
∫
Γ0
|η|nU∗(t, s)µ(dη) <
∞. If in addition m(t), λ(t) > 0 for all t ≥ 0, then condition (E) holds and U∗(t, s)
leaves the space of densities invariant.
Proof. Condition (A) will be shown for a more general case later on. Concerning condi-
tion (B) we have
(L(t)| · |)(η) ≤ (b+ λ(t)−m(t))|η|
and by (|η|+ 1)2 − |η|2 = 2|η| − 1, (|η| − 1)2 − |η|2 = −2|η| also
(L(t)| · |2)(η) ≤ (2λ(t) + ‖b+‖∞ + 2b− 2m(t))|η|
2 + (λ(t) − ‖b+‖∞)|η|.
Altogether this yields
L(t)V (η) ≤ |η|(b + 2λ(t)−m(t)− ‖b+‖∞) + |η|
2(2λ(t) + ‖b+‖∞ + 2b− 2m(t)),
i.e. (3.5) is satisfied. Since
q(t, η) = (m(t) + λ(t))|η| + E+(η) + E−(η)
≤ (‖a−‖∞ + ‖b
+‖∞)|η|
2 + |η| sup
t∈[0,T ]
(m(t) + λ(t))
also (D) holds. For property (C) it is enough to show that x 7−→
∫
Rd
F (η∪y)a+(x−y) dy
is continuous for any continuous function F with |F (η)| ≤ c(1 + |η| + |η|2), η ∈ Γ0 and
some constant c > 0. But this follows immediately by dominated convergence and the
assumptions on a+. Property (E) is a direct consequence of the continuity of m and λ.
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For the remaining assertion it suffices to show that for any n ≥ 1 there exist a continuous
function cn : R+ 7−→ R+ such that
(L(t)| · |n)(η) ≤ cn(t)|η|
n, t ≥ 0.
We have (|η| + 1)n − |η|n =
∑n−1
l=0
(
n
l
)
|η|l, (|η| − 1)n − |η|n =
∑n−1
l=0
(
n
l
)
(−1)n−l|η|k ≤ 0
and since (L(t)| · |n)(∅) = 0 we can assume w.l.g. that |η| > 0. Hence
(L(t)| · |n)(η) ≤ λ(t)
n−1∑
l=0
(
n
l
)
|η|l+1 +
n−1∑
l=0
(
n
l
)
|η|l(E+(η) + (−1)n−lE−(η))
= λ(t)
n∑
l=1
(
n
l − 1
)
|η|l +
n∑
l=1
(
n
l − 1
)
|η|l−1(E+(η)− (−1)n−lE−(η))
≤ |η|nλ(t)
n∑
l=1
(
n
l− 1
)
+
n−1∑
l=1
(
n
l− 1
)
|η|n(‖b+‖∞ + ‖a
−‖∞)
+
(
n
n− 1
)
(E+(η) − E−(η))|η|n−1
≤ 2n(λ(t) + ‖b+‖∞ + ‖a
−‖∞)n · |η|
n + bn|η|n
implies the assertion. 
Remark 3.7. The proof shows that U∗(t, s) maps the space of probability measures with
the constraint
∫
Γ0
|η|nµ(dη) <∞ continuously on itself. Moreover, using Corollary 2.10
one can show that∫
Γ0
|η|U∗(t, s)µ(dη) ≤ eb(t−s)e
∫
t
s
(λ(r)−m(r))dr
∫
Γ0
|η|µ(dη)
and ∫
Γ0
(|η|+ |η|2)U∗(t, s)µ(dη) ≤ e(b−‖b
+‖∞)(t−s)e
∫
t
s
(2λ(r)−m(r))dr
∫
Γ0
|η|µ(dη)
+ e(‖b
+‖∞+2b)(t−s)e2
∫
t
s
(λ(r)−m(r))dr
∫
Γ0
|η|2µ(dη)
are valid.
Generalized Dieckmann-Law model. Assume that any plant at position x ∈ η may create
any number k ∈ N of new plants. Their locations are, for any fixed t ≥ 0, distributed
according to the probability measure
a+(t, x− y1) · · · a
+(t, x− yk) dy1 · · · dyk.
Therefore the (pre-)generator is assumed to be given by
(L(t)F )(η) =
∑
x∈η
(
m(t, x) +
∑
y∈η\x
a−(t, x− y)
)
(F (η\x) − F (η))
+
1
e
∑
x∈η
λ(t, x)
∫
Γ0\{∅}
(F (η ∪ ζ)− F (η))eλ(a
+(t, x− ·); ζ) dλ(ζ)
+
1
e
∑
x∈η
∑
y∈η\x
b+(t, x− y)
∫
Γ0\{∅}
(F (η ∪ ζ)− F (η))eλ(a
+(t, x − ·); ζ) dλ(ζ).
The factor 1
e
is a normalization factor since we have∫
Γ0
eλ(a
+(t, x− ·); ζ) dλ(ζ) = e.
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Theorem 3.8. Let 0 ≤ m,λ, a−, b+ ∈ Cb(R+ × Rd) with a+(t, ·) being a probability
density for all t ≥ 0. Suppose that for any compact Λ ⊂ Rd and T > 0 there exists
a∗ ∈ L1(Rd) which satisfies
a+(t, x− y) ≤ a∗(y), x ∈ Λ, t ∈ [0, T ], y ∈ Rd.(3.11)
Moreover, assume that b+(t, x) ≤ a−(t, x) holds for all x ∈ Rd and t ≥ 0. Then conditions
(A)–(D) are satisfied for V (η) = |η|+ |η|2.
Proof. By
∫
Γ0\∅
|ζ|eλ(a+(t, x− ·); ζ)dλ(ζ) = e we obtain
L(t)V (η) =
∑
x∈η
(
(2− e−1)λ(t, x) − 2m(t, x)
)
+
∑
x∈η
∑
y∈η\x
(
(2− e−1)b+(t, x− y)− 2a−(t, x− y)
)
+ 2|η|
∑
x∈η
(λ(t, x) −m(t, x)) + 2|η|
∑
x∈η
∑
y∈η\x
(b+(t, x− y)− a−(t, x− y))
≤ 2(‖λ‖∞ + ‖m‖∞)V (η),
which implies condition (B). Condition (D) follows from
q(t, η) =
∑
x∈η
m(t, x) +
e − 1
e
∑
x∈η
λ(t, x)
+
∑
x∈η
∑
y∈η\x
a−(t, x− y) +
e− 1
e
∑
x∈η
∑
y∈η\x
b+(t, x− y)
≤ (‖m‖∞ + ‖λ‖∞)|η|+ (‖a
−‖∞ + ‖b
+‖∞)|η|
2.
In order to see (C), observe that the assertion is clear for the contribution from the terms
of the operator L(t) describing the death of plants. Because λ and b+ are continuous it
suffices to show for any F ∈ CV (Γ0), ηn → η, tn → t and xn ∈ ηn, x ∈ η with xn → x∫
Γ0\∅
F (ηn ∪ ζ)eλ(a
+(tn, · − xn); ζ) dλ(ζ)→
∫
Γ0\∅
F (η ∪ ζ)eλ(a
+(t, · − x); ζ) dλ(ζ),
n→∞.
Since the integrand is continuous it converges for each ζ ∈ Γ0\∅ and by (3.11) with
compacts K = {tn | n ≥ 1} ∪ {t}, B = {xn | n ≥ 1} ∪ {x} we obtain by dominated
convergence the assertion. Therefore it remains to show property (A). Take T > 0 and
fix a compact B ⊂ Γ0. Hence there exists ΛB ⊂ Rd compact, NB ∈ N and δB > 0 such
that for any η ∈ B (3.10) holds. Condition (A) was shown for the death of plants, so let
us focus on the terms contributing to the birth. Due to the continuity of λ, b+ the sum∑
x∈η
(
λ(t, x) +
∑
y∈η\x
b+(t, x− y)
)
is uniformly bounded on [0, T ]×B. Hence it is enough to estimate the integral. Take a
compact set A ⊂ Γ0 with the characteristics NA > NB, δA < δB, ΛB ⊂ ΛA, i.e. (3.1)
and set
BδA(η) =
{
ξ ∈ Γ0 | ξ ⊂
⋃
x∈η
BδA(x)
}
,
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where BδA(x) = {y ∈ R
d | |x−y| < δA}. Then we obtain for η ∈ B and x ∈ η, so x ∈ ΛB∫
Γ0\∅
1IAc(η ∪ ζ)eλ(a
+(t, x− ·); ζ) dλ(ζ)
≤
( ∫
|ζ|>NA−NB
+
∫
BδA (η)\∅
+
∫
ΓΛc
A
\∅
+
∫
C(δA)
)
eλ(a
+(t, x− ·); ζ) dλ(ζ)
= I1 + I2 + I3 + I4,
where C(δA) = {ζ ∈ Γ0 | ∃w 6= z, w, z ∈ ζ : |w − z| < δA}. For the first integral we
obtain uniformly in t ∈ [0, T ], η ∈ B and x ∈ η
I1 ≤
∫
|ζ|>NA−NB
eλ(a
∗; ζ) dλ(ζ) =
∞∑
n=NA−NB+1
( ∫
Rd
a∗(y)dy
)n
n!
and similarly for the third
I3 ≤
∫
ΓΛc
A
\∅
eλ(a
∗; ζ) dλ(ζ) =
∞∑
n=1
1
n!
(∫
ΛcA
a∗(y)dy
)n
= exp
( ∫
ΛcA
a∗(y)dy
)
− 1.
This two terms tend uniformly in η ∈ B and t ∈ [0, T ] to zero as NA →∞ and ΛA → Rd.
Denote by c > 0 a constant for which
a+(t, z − w) ≤ c, t ∈ [0, T ], z ∈ ΛB, w ∈ Λ
δB
B
with ΛδBB = {w ∈ R
d | d(w,ΛB) ≤ δB} holds, where d(w,ΛB) := inf{d(w, u) | u ∈ ΛB}.
For I2 we obtain with |BδA | the Lebesgue volume of a ball with radius δA in R
d, since
for any w, z ∈ η with w 6= z: BδA(w) ∩BδA(z) = ∅
I2 =
∫
BδA (η)\∅
eλ(a
+(t, x− ·); ζ) dλ(ζ) ≤
( ∞∑
n=1
cn|BδA |
n
n!
)|η|
= (ec|BδA | − 1)|η|.
Finally due to C(δA) → ∅ as δA → 0 we have shown that for all T > 0, all compacts
B ⊂ E and ε > 0 there is a compact A ⊂ E such that
Q(t, η, Ac) < ε, t ∈ [0, T ], η ∈ B,
which is stronger then (A). 
Remark 3.9. Condition (3.11) is for instance satisfied if there exist strictly positive
continuous functions λ,C > 0 and R > 0, α > d2 such that
a+(t, x) ≤
C(t)
(λ(t) + |x|2)α
, |x| ≥ R
holds.
Remark 3.10. In the time-homogeneous case weaker conditions are sufficient to prove
the Feller property.
Appendix
Set ∆ := {(s, t) ∈ R+ × R+ | s ≤ t}, the next two lemmas should be well-known and
are included here only for convenience.
Lemma 3.11. Let fj : ∆× R+ × E −→ R be a family of measurable functions indexed
by j ∈M , where M is an arbitrary non-empty index set, such that
1. fj is bounded on compacts uniformly in j ∈M .
2. The map (s, t, x) 7−→ fj(s, t, r, x) is continuous uniformly in j ∈ M for fixed
r ∈ [s, t].
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Then (s, t, x) 7−→
∫ t
s
fj(s, t, r, x) dr is continuous uniformly in j ∈M .
Proof. Let (s, t), (sn, tn) ∈ ∆ and x, xn ∈ E be such that sn → s, tn → t and xn → x as
n→∞. We find T > 0 and a compact B ⊂ E such that s, sn, t, tn ∈ [0, T ] and x, xn ∈ B
for n ∈ N. Let f∗ := supj∈M sup(t1,t2,t3,x)∈∆∩[0,T ]2×[0,T ]×B fj(t1, t2, t3, x) <∞, then for
any n ∈ N and j ∈M∣∣∣ ∫ t
s
fj(s, t, r, x) dr −
∫ tn
sn
fj(sn, tn, r, xn) dr
∣∣∣
≤ |s− sn|f
∗ + |t− tn|f
∗ +
∫ T
0
|fj(s, t, r, x)− fj(sn, tn, r, xn)| dr.
For each r ∈ [0, T ] the integrand on the right-hand-side tends to zero as n→∞, and since
|fj(s, t, r, x)− fj(sn, tn, r, xn)| ≤ 2f∗ dominated convergence yields the assertion. 
The next lemma will show continuity in the case where instead of dr there is an
arbitrary kernel H(t, x, dy). In such a case we will need that E is locally compact.
Lemma 3.12. Let E be a locally compact Polish space,
f : {(s, r, t) ∈ R3+ | s ≤ r ≤ t} × E × E −→ R
be continuous and bounded, and let H : I × E × B(E) −→ R+ be a weakly continuous
kernel, i.e. for all F ∈ Cb(E), R+ × E ∋ (r, x) 7−→
∫
E
F (y)H(r, x, dy) is continuous.
Then
(s, r, t, x) 7−→
∫
E
f(s, r, t, x, y)H(r, x, dy)
is continuous.
Proof. Let sn ≤ rn ≤ tn be such that sn → s, rn → r, tn → t and xn → x as n→∞. Fix
ε > 0 and take A ⊂ E compact with H(r, x, Ac) < ε. Since E is a locally compact space
we can find another compact A1 ⊂ E with A ⊂
◦
A1 ⊂ A1. Portmanteau implies then
lim sup
n→∞
H(rn, xn, (
◦
A1)
c) ≤ H(r, x, (
◦
A1)
c) ≤ H(r, x, Ac) < ε. The function f restricted
to the compact {(sn, rn, tn) | n ∈ N} ∪ {(s, r, t)} × {xn | n ∈ N} ∪ {x} ×A1 is uniformly
continuous and hence we obtain for sufficiently large n∣∣∣ ∫
E
f(sn, rn, tn, xn, y)H(rn, xn, dy)−
∫
E
f(s, r, t, x, y)H(r, x, dy)
∣∣∣
≤
∫
E
|f(sn, rn, tn, xn, y)− f(s, r, t, x, y)|H(rn, xn, dy)
+
∣∣∣ ∫
E
f(s, r, t, x, y)H(rn, xn, dy)−
∫
E
f(s, r, t, x, y)H(r, x, dy)
∣∣∣
≤ H(rn, xn, A1)ε+ 2‖f‖H(rn, xn, (
◦
A1)
c) + ε
≤ H(rn, xn)ε+ 2‖f‖ε+ ε.
Due to the weak continuity of H the function H(r, x) := H(r, x, E) is continuous and
hence H(rn, xn) is uniformly bounded in n ∈ N, which shows the assertion. 
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