The exact solution of fractional telegraph partial differential equation of nonlocal boundary value problem is obtained. The theorem of stability estimates is presented for this equation. Difference schemes are constructed for both the implicit finite difference scheme and the Dufort-Frankel finite difference scheme (DFFDS). The stability of these difference schemes for this problem are proved. With the help of these methods, numerical solutions of the fractional telegraph differential equation defined by Caputo fractional derivative for fractional orders α = 0.1, 0.5, 0.9 are calculated. Numerical results are compared with the exact solution and the accuracy and effectiveness of the proposed methods are investigated.
Introduction
Fractional differential equations lead to various significant applications in engineering, finance, physics, biology and seismology [1] [2] [3] [4] . The present differential equation is solvable with respect to variables time and space. Some difference schemes are presented for the space-fractional heat equations in [5] [6] [7] . In [8, 9] , the time-fractional equations are investigated. The solutions of fractional difference equations are obtained by different methods, which include the differential transform method [10] , the exponential-function method [11] , the variation iteration method [12] , the homotopy perturbation method [13] , the fractional sub-equation method [14] and analytical solutions in terms of the MittagLeffler function [15] . In developing those methods the usually used fractional derivative is Caputo derivative [16] , Riemann-Liouville (R-L) [16] , Jumarie's left handed modification of R-L fractional derivative [17, 18] . In this paper, Caputo time fractional derivative is used. In [15] , an algorithm was developed to solve the homogeneous fractional-order differential equations in terms of the Mittag-Leffler function and fractional sine and cosine functions. In [19] , by finite difference and iteration methods, a fractional hyperbolic partial differential equation with the Neumann condition for α = 1 2 was studied. In [20] , the theta method was used for time-fractional differential diffusion equation. In [21, 22] , differential equations were investigated by the nonlocal boundary problem. Yuan and Chen [23] worked on an expanded mixed finite element method for the two-sided time-dependent fractional diffusion problem with two-sided Riemann-Liouville fractional derivatives. In [24] [25] [26] [27] [28] , alternative approaches were proposed to the corresponding fractional differential equations.
In the present paper, we shall investigate the following fractional telegraph partial differential equations for nonlocal boundary value problem:
∂x 2 + u(t, x) = f (t, x), 0 < x < L, 0<t < T, 0<α < 1,
Implicit and Dufort-Frankel difference scheme methods (IFDS and DFFDS methods, respectively) are used to obtain numerical results for the problem (1) with the nonlocal conditions. Then we shall investigate the stability estimates of these methods.
In the literature, the notions of gamma function, Caputo fractional derivative and firstorder approach method are defined as follows.
Definition 1 ([29])
For all complex numbers except the non-positive integers, the definition of the gamma function is given by
Definition 2 The Caputo fractional derivative D α t u(t, x) of order α with respect to time is defined as
∂p α dp (n -1 < α < n)
and for α = n ∈ N is defined as
∂t n .
Definition 3
The first-order approach method for the calculation of the problem (3) is given by the formula
where g α,τ = 1 (2-α)τ α and w
Using these values, one has the following approximation [30] :
For more details of the above definitions, we refer to [16, 31] . This paper is organized as follows. In Sect. 2, the exact solution of the given problem is shown and the stability estimates are presented. In Sect. 3, IFDS and DFFDS for solving fractional partial differential equation are introduced. In Sect. 4, the error estimates of the IFDS and DFFDS schemes for a test example are shown and numerical results are investigated. In Sect. 5, the results of our paper are discussed.
Solution and stability estimates of the abstract form for fractional telegraph equation
Using the method [32, 33] , we rewrite Eq. (1) in the following abstract form:
with domain
Here, (iii) u(t) satisfies both the equation and the boundary conditions (6) . Now, we shall obtain the formula for the solution of the problem (6) . For this purpose, we can rewrite the problem (6) in the following the first-order differential equations systems form:
where Applying the initial condition z(0) = u (0) + iBu(0), we can obtain
F(p) dp ds
By an interchange of the order of integration, we can write
Then we obtain
where 
From Eq. (9), it follows that
and from that we obtain
where
. Applying Eqs. (9), (10) and the conditions
We shall obtain u(0) and u (0). We have
Using the fact that
we have
(T).
The assumption that
implies that
Using the operator P, solving and (9), we obtain
and
Consequently, using Eqs. (9), (10), (15) and (16), we obtain the solution of the problem (6):
s(T)ψ + c(t) I -μc(T) ϕ + s(t) I -λc(T) ψ -μAs(T)s(t)ϕ
Thus, we write
Using the following formula for the fractional derivative of order 0 < α < 1:
we get (14) holds. Then the following stability inequalities for Eqs. (15) , (16) and (19) are true simultaneously:
u(t) and f (t) are continuously differentiable on [0, T] and assumption
Proof Firstly, we shall prove (20) . Using Eq. (18), applying the triangle inequality to Eq. (19) , and by the formula changing integral order and the inequalities
it follows that
By a straightforward computation, we find H→H (p -z) α dp
Putting (25) and (26) in (24), it follows that
Using the estimate (27) , we obtain
Secondly, we shall prove Eq. (21). Using Eqs. (15) and applying the triangle inequality, we obtain
Using Eqs. (20) and (23), we have
Finally, we shall show that Eq. (22) is true. Using Eqs. (16) and applying the triangle inequality, we get
Using Eqs. (20) and (23), we obtain
Thus, the proof of the lemma is completed.
Theorem 2.2 Let ϕ
and assumption (14) holds. Then there exists a unique solution of problem (6) and the following stability inequalities hold:
where M 4 , M 5 , M 6 do not depend on f (t), t ∈ [0, T], ϕ, and ψ.
Proof Using (17) and the estimates (20) and (23), we obtain the following estimates:
Hence, we obtain
Applying A 1 2 to the estimates (32) and using the estimates (23), we obtain
for any t ∈ [0, T]. Now, we shall obtain an estimate for Au(t) H . Applying A to Eq. (9) and using an integration by parts, we can write the formula as
Using the previous formula and the estimate (23), we obtain 
Au(t) H ≤ c(t) H→H Au(0) H
Then we get
The estimate (31) follows from the estimates (34) . Finally, the estimate for max 0≤t≤T
dt 2 H follows from the previous estimate and the triangle inequality, which completes the proof of the theorem.
Discretization of two numerical methods
The first method used in this section is the IFDS method. For this method, let us suppose that h =
L M
for the x-axis and τ = T N for the t-axis as grid mess, then we get
Using the method of [34] and the discrete formula (4) for the fractional partial differential equation (1), we construct the following difference schemes:
The second method used in this section is DFFDS. The first-order difference scheme of this method is
and the second-order difference scheme is
Writing (36) and (37) in Eq. (1), we get
Now, we shall show convergence and stability for the two methods.
The convergence of the methods
The error vector at level t = t k+1 is denoted by e k+1 = u k+1 -u k+1 , e 0 = 0, where
T is the exact solution of the problem (6).
First, we shall show that the equation for IFDS shows convergence. Using Eq. (5), we can write Eq. (35) in the following form:
, we obtain
, where a = (2 -
.
Theorem 3.1 The system (40a) is convergent and |u
k n -u k n | = O
(O(τ ) + O(h)) for any n, k where
Proof From (40a), we have
For given h, we choose τ to satisfy the condition
From Eq. (41), we obtain
For any constant C > 0 independent of τ , h, we obtain
In a similar manner, using the method in [35] , we obtain 
+ (O(τ ) + O(h).
From the second initial condition we have e 1 n ≤ e 0 n . Thus, the proof of the theorem is completed.
Second, we shall present the convergence of the DFFDS formula. From Eq. (38), we get
Using a similar procedure to above and the method of [35] , the previous formula can be written
Theorem 3.2 The system (42) is convergent and |u
(O(τ ) + O(h)) for any n, k where
Proof We can write Eq. (42) in the following form:
Using the method in [36] , we can obtain
Taking into consideration the previous theorem and the previous inequalities, the proof of this theorem is straightforward.
As a consequence of the above facts, we have the following theorem.
The stability of the methods

Theorem 3.3
(i) Equation (35) is unconditionally stable.
Proof To prove this theorem, we shall consider the Fourier method of analyzing stability and the von Neumann criterion in the method [37] ; a small error is given as follows:
with
where λ is a complex and β is a real number. Due to the von Neumann criterion for stability, the condition |λ| ≤ 1 has to be satisfied. First, we shall present stability analysis for Eq. (35) . From (43) and (44), the stability of IFDS (35) is
The condition |λ| ≤ 1 is guaranteed if
is satisfied. Considering (46) in the left-hand side of (47), the following form is obtained:
which is true if
Considering (46) in the right-hand of (47), the following form is also obtained:
From Eqs. (49) and (51), τ ≤ 1 is obtained. Thus, the scheme (35) is stable. Second, we shall present stability analysis for Eq. (38). Using Eqs. (43) and (44), we get the following stability equation:
Assume that cos βh > 0, 1 - 
Numerical implementation
In this section, we shall present two examples which are applications of Theorem 3.3.
Example 1 Consider the following fractional telegraph partial differential equation for nonlocal boundary value problems:
Example 2 Consider the following fractional telegraph partial differential equation for a nonlocal boundary value problem:
Using the Laplace transform method, we see that the exact solution of the problem (53) is u(t, x) = (t 3 -t + 1) sin x and Eq. (54) is obtained: u(t, x) = (t 3 + 1)(x 2 -3x + 2). To solve problem (53) we applied two difference schemes method given by Eqs. (35) and (38). We use a procedure of modified Gauss elimination method for the difference equations (53) and (54). Then we calculate the maximum norm of error of the numerical solution as
where u k n = u(t k , x n ) is the approximate solution and u(t, x) is the exact solution. Table 1 shows the error analysis for the IFDS method and Table 2 presents the error analysis for the DFFDS method. Table 1 and Table 2 , one finds more effective results for τ = h 2 . Table 2 Second error analysis 
Conclusion
In this paper, the solution of the fractional differential equation (6) is obtained. The stability estimates are shown for the abstract form of this differential equation. The first-order implicit and Dufort-Frankel difference schemes for Eq. (1) are constructed. Stability inequalities are proved for given difference schemes methods. With the help of the difference scheme method with the Caputo fractional definition, we construct and obtain the accuracy algorithms for solving partial differential equations. Approximate solutions for numerical experiments are investigated by these methods. These results are compared with the exact solutions. MATLAB is used for all numerical calculations. Two different error analysis tables are obtained and compared. It was seen that the IFDS method is more effective than the DFFDS method in these numerical result tables.
