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In this thesis we have developed a procedure which can be routinely employed to 
investigate the interface between two dissimilar oxide materials at the atomic level using 
computer simulation techniques. This method has yielded good quantitative information 
about the interfacial stability, structure and mechanisms by which the interface is 
stabilised or destabilised.
Chapter 1 provides an introduction to the current state of experimental and theoretical 
techniques which have been employed to study heteroepitaxial interface systems. 
Chapters 2 and 3 outline the potential models and theoretical methods employed in this 
thesis.
The remainder of the thesis presents calculated results. In chapter 4, the BaO//MgO 
interface is exploited as a model system representative of a heteroepitaxial interface. We 
employ this simple system to investigate factors deemed either deleterious or conducive 
to the stability of the interface such as the accommodation of the incommensuration 
between the lattice parameters of the two materials, the effect of charged defects and 
reduced ion densities at the interface region. Finally we investigate the formation of thin 
BaO films on the MgO substrate. In chapter 5 the range of materials investigated is 
extended to include the perovskites BaTi03 and SrTi03.
The application of a Near Coincidence Site Lattice theory is employed in chapter 6 , to 
identify new interface configurations with low associated misfits between any two oxide 
materials. The results of the simulation are in excellent agreement with experimental 
observations in predicting the occupancy levels of MgO twist grain boundaries. In 
chapter 7 we address interfaces between MgO and the high Tc superconductor 
YBa2Cu30 65, to ascertain the effect an interface may have on the superconducting 
properties.
Finally in chapter 8  we focus our attentions on the metal - oxide interface. We employ a 
classical image charge approach to describe the long range attractive interactions 
between the oxide and the metal and include a cutoff into the potential to effectively 
screen the image terms. We employ this modified image interaction to model the 
Au(100)//Mg0(100), Au(110)//MgO(110) and A u(lll)//M gO (lll) interfaces. The 
calculated contact angle of 126° is in good agreement with the experimentally measured 
value of 139° for the Ag//MgO interface.
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21 . 1  Introduction
Surfaces and interfaces dominate many of the technologically important processes in 
solid materials, such as catalysis, thin film superconducting devices, and oxidation. 
Atomistic modelling of oxide materials has made a significant contribution to the 
understanding of the structure and properties of surfaces and interfaces (Davies et al. 
1989, Kenway 1991 and Titiloye et al. 1991) and may ultimately assist the design and 
fabrication of many device applications including thin film superconductors and 
elucidate catalytic processes and oxidation mechanisms such that they may be enhanced 
(catalysts) or inhibited (corrosion).
The majority of interface calculations have so far been limited to surfaces or internal 
interfaces within a single material with only two exceptions (Tasker and Stoneham 1987, 
Cotter et al. 1988). The interface between an oxide and a metal however has attracted 
more attention and several workers have addressed the problem using simulation 
techniques (Duffy et al. 1992, Finnis 1991, Blochl et al. 1989 and Freeman et al. 1989). 
However, because of the complex nature of the interactions between the oxide and the 
metal, progress has been hampered by the lack of suitable potentials.
The limited number of calculations on heteroepitaxial systems, together with their 
fundamental importance in many technologically important areas has therefore inspired 
an investigation into the modelling of these interfaces using atomistic simulation.
The aim of this thesis is to develop the methodology for modelling heteroepitaxial oxide 
interfaces, at the atomic level, which will enable future workers to routinely model 
interface systems between two dissimilar oxide materials and ultimately assist in the
3design of commercially viable products.
To achieve this aim, the BaO//MgO interface is employed in this thesis as a model 
system representative of an incommensurate heteroepitaxial interface, to elucidate the 
factors which contribute to the stability or instability of a interface system.
The major problem one must first address when modelling heteroepitaxial interface 
systems is the accommodation of the incommensurate relationship between the lattice 
parameters of the two oxide materials. The resulting misfit between the two materials 
must be removed to ensure the periodic boundary conditions imposed by the simulation 
are satisfied by ensuring the primitive unit cells in adjacent cells are commensurate. 
Furthermore the size of the primitive unit cell must be small enough such that it can be 
suitably accommodated within the current computational resources available. This can 
be achieved by a compression or expansion of one or both of the materials to be 
interfaced which inevitably introduces an instability into the system. Nature however 
has the advantage of a near infinite unit cell and the incommensuration therefore poses 
no technical problem. However, experimental observations have shown that the 
primitive unit cell is not infinite as other factors such as relaxation, defect concentrations 
and dislocations are also known to contribute to the interfacial structure and ensure high 
periodicity (small primitive unit cell size) in heteroepitaxial interfaces.
A second objective of this thesis is to consider the metal-oxide interface. The primary 
focus of this work is to address the major component of the adhesive interaction across 
the interface. It has been verified by Stoneham and Tasker (1986) that one of the 
dominant terms in the adhesion arises from the Coulombic interaction of the oxide ions 
with their images in the metal. This is a classical electrostatic description to model the 
interactions of ions neighbouring a dielectric discontinuity. We have therefore employed




As many technologically important processes are dominated by the existence of a 
surface or interface it is perhaps not surprising that the literature on interfaces is 
extensive, indeed many journals are dedicated entirely to the physics and chemistry of 
surfaces and interfaces. Furthermore with the advent of high temperature 
superconductivity and their device applications, a review on the current state of interface 
technology would be impractical. This section is therefore considers recent work of 
direct relevance to the simulation work performed in this thesis.
One of the most important interface substrates is MgO which has enjoyed much 
attention, with workers focusing on both its surface and interface properties. The 
relaxation of the (1 0 0 ) surface has been probed by techniques such as low energy 
electron diffraction (LEED) (Welton-Cook and Bemdt 1982), reflection high energy 
electron diffraction(RHEED) (Makasym 1985) , helium diffraction (Reider 1982) and 
more recently extended energy loss fine structure (EELFS) (Santoni et al. 1988). The 
results obtained for the relaxation and rumpling of the MgO surface by these various 
techniques varies by as much as 20%. This discrepancy has been suggested by Duriez et 
al. (1990) to be a consequence of sample preparation. This must ultimately affect the 
characteristics of the interface if the surface is to be used, for example, as a substrate for 
a superconducting thin film device and thus may affect the device performance. This 
will obviously affect any comparisons made between the experimentally observed 
interfaces and the calculated interface structures, where the starting point is a perfect 
MgO(lOO) surface with no relaxation or rumpling. However these experimental
5observations suggest that the starting configuration for the MgO substrate for our 
calculations should exhibit the experimentally observed relaxation and rumpling. Work 
by Moeckly et al. (1990) showed that thermal annealing of the MgO substrate results in 
surface steps on the substrate which favours cube on cube epitaxy of the YBa2Cu3 0 7,x 
grains with the c-axis of YBa2Cu30 7 _x normal to the substrate. Furthermore the large 
associated misfit (8 -1 0 %), as a result of the cube on cube epitaxy, must be 
accommodated. This is achieved by the formation of a polycrystalline, mosaic structure 
including a periodic array of dislocations at the interface. This work therefore shows 
that the preparation of the substrate surface affects not only the epitaxial relationships 
between the substrate and overlayer but also the defect chemistry and structural 
configuration of the overlaying material near the interface region.
A further point to consider when creating a thin film interface are the various processing 
techniques available to deposit the overlayer. Various deposition methods have been 
employed to create superconducting thin films (Kramer et al. 1988, Kwo et al. 1987, 
Ravi et al. 1990, Tong Lee et al. 1989) and must control the quality of the thin film and 
ultimately the effectiveness of the application for which it is intended. Furthermore, the 
conditions of sample preparation are critical to the quality of the film formed by the 
particular deposition method. Work of Chang et al. (1990) showed that superconducting 
YBa2Cu3C>7_x thin film growth on SrTi03 by pulsed laser deposition led to the film 
surface to be rough, a smooth surface was achieved by choosing a suitable substrate 
temperature and deposition rate such that the coalescence is just completed at the final 
film thickness.
The next stage after preparation of the interface is the characterisation; such as the 
structural features of the interface. LEED has been used by Cotter et al. (1988) to 
identify the arrangements of the atoms of the overlaying material on the substrate and
6XPS to quantify the coverage of the overlayer. Experimental results such as these are 
valuable in ascertaining the interfacial structural configuration to enable comparisons to 
be made with our calculated interfacial structural configurations. For high Tc 
superconducting materials, high resolution imaging is perhaps one of the most powerful 
techniques for elucidating the interface structure since the average separation of heavy 
atom columns along the most relevant crystal zones is larger than the resolving power of 
present day microscopes (« 1.7A). A recent review, summarising the viability of 
electron microscopy and electron diffraction techniques as applied to high Tc- 
superconducting materials, is given by Amelinckx et al. (1991). Furthermore electron 
microscopy is superior to most other techniques when "local" rather than "average" 
information is required.
In summary the characteristics of the superconducting thin film is dependent on substrate 
preparation, thin film deposition method and deposition conditions. Atomistic 
simulation can aid the experimentalists in providing details of the interface at the atomic 
level of effect substrate has on the interface for example epitaxial constraints and the 
accommodation of misfit In addition, the effect of defects and reduced ionic density at 
the interface can be simulated and will therefore provide a notable complement to the 
experimental results. The next section gives a brief description of the current state of 
static lattice simulation in relation to surface or interfaces.
1.1.3 Lattice simulation
The last twenty years has seen considerable growth in the use of computer simulation 
methods to model the properties of condensed matter. Initially Norgett and Lidiard 
(1968) showed that atomistic simulation could be reliably employed to calculate the bulk 
defect properties of alkaline earth halides. More recently simulation has been used to 
study multicomponent systems including the ceramic superconductors (Islam and
7Ananthamohan 1991).
Most energy minimisation simulations neglect the vibrational contribution by 
considering only the lattice energy and hence predict crystal properties at OK. 
Calculations at elevated temperatures however have been facilitated by Parker and Price 
(1988) who developed a computer code based on lattice statics and dynamics to calculate 
the solid state phase diagrams of minerals (Price e t  al. 1987). The inclusion of 
temperature effects has also led to some interesting and perhaps surprising observations 
for example some zeolites are predicted (Tschaufeser 1992) to contract on heating and 
this has recently been confirmed by experiment (Tschaufeser private communication).
Time is not included in static simulation and hence each atomistic simulation will 
determine only one local energy minima. A major advantage however is the use of 
sophisticated potentials.
An alternative technique is Molecular Dynamics or MD (Rahman 1979) which provides 
detailed dynamical information. MD was initially developed in the 1950’s to study 
liquids (Alder and Wainwright 1959) but is ideally suited to study superionic 
conductivity within ionic crystals (Gillan 1985, Watson e t al. 1992). The simulation of 
diffusion (Pickett et. al. 1990, Catlow e t al. 1991) requires many steps to be statistically 
significant thus MD requires much cpu time. The vast majority of molecular dynamics 
studies have omitted the effects of polarisability, which in many cases might reduce the 
reliability of the predictions of the simulations.
The development of surface codes (Tasker 1978, Duffy and Tasker 1983a) has lead to a 
clearer understanding of the atomic processes that occur at surfaces and interfaces of
8inorganic solids. These codes have been employed to investigate the structure, stability 
of, and atom transport along tilt grain boundaries (Duffy and Tasker 1982, Duffy 1983b) 
which have obvious implications to corrosion (Atkinson and Taylor 1979, Atkinson and 
Taylor 1986) due to enhanced diffusion along the grain boundaries.
More recently much effort has been directed towards modelling the metal - oxide 
interface. Duffy et al. (1992) have employed modified classical image interactions to 
describe the long range attractive contribution to the interfacial energy. The image terms 
are modified by suppressing fluctuations of the induced image charge density which 
have wavelengths greater than the Fermi wavevector and thereby eliminating the 
singularities that have plagued classical image models (Duffy et al. 1992). A similar 
approach is taken by Finnis (1991, 1992) which is also based on image theory. In this 
work the metal is modelled as a discrete lattice of polarisable spheres which are 
constrained to be equipotential. Such a model, known as the Discrete Classical Model, 
automatically introduces the crystal structure and eliminates the divergence which arises 
in the classical model. An alternative approach to modelling the metal - oxide interface 
is by calculating the electronic properties of the metal - oxide interface using Local 
Density Approximation techniques (Blochl et al. 1989, Freeman et al. 1989, Schonberger 
and Andersen, 1992). Such calculations provide information about the energy and 
adhesion of the boundary, however they require substantial computational resources.




The success of any calculation on a perfect or defective crystal surface or interface is 
critically dependent on the potential model that describes the interatomic interactions in 
the crystal. Indeed, the greatest uncertainties in the numerical results are often due to the 
potential model, rather than problems with the simulations itself. It would therefore 
seem appropriate to consider a sophisticated quantum simulation as a theoretical 
treatment of heteroepitaxial interfaces, such as the Car-Parrinello approach (Car and 
Parrinello 1985) which has enabled researchers to calculate the structures of 
semiconductor interfaces (Payne et al. 1987, Needels et al. 1987) without defining a 
potential model. This method is not however applicable to the study of heteroepitaxial 
interface systems mainly because the simulation of such systems requires an extensive 
unit cell to be treated explicitly and the computational requirement of a full quantum 
mechanical treatment of such systems is prohibitively large. Consequently the classical 
approach, namely atomistic simulation, was employed, in which the Bom model (Bom, 
1954) of ionic solids is used to describe the interactions between ions.
2.2 Potentials
The starting point for any atomistic simulation is the identification of a suitable potential 
function which will enable the energy of a perfect crystal to be calculated. There is no 
problem in principle in defining a potential; if an energy surface exists, an algorithm that 
approximates it constitutes the potential. The interatomic potential, XF, for a system of n 
particles, describes the ground state energy of a solid as a function of the nuclear 
coordinates ^  to rn.
'F = 'F(ri....rn) (2.1)
This can be broken down into a series of summations;
N N
'F(ri....rn) = >F0 + X  * 1  - r"D + X  ^  fe iF k ) +
ij=l yk=i
N
+ X  (r. r j (2.2)
The first term, *F0, represents the energies required to create the ions in the electronic 
configuration it has in the crystal and is therefore a function of the local environment. 
The environmental dependence of the first term is ignored and so it merely defines the 
energy zero. The second term refers to a sum over all pairs of atoms, the third over all 
triplets, with the summation continuing, in principle at least, up to ‘n-body’ terms. 
Additions of equivalent terms (e.g. ij and ji) are avoided.
The majority of simulations, including the work in this thesis, approximates to include 
contributions only from the pair potential terms, which can be decomposed as follows;
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The first term is the Coulomb potential between a pair of atoms with charges q* and qj 
and separation r^. <$(1^ ) is the short range potential acting between the atoms, which 
includes contributions from many terms, including covalency, non-bonded repulsion, and 
dispersion.
The inclusion of many-body terms in the simulation will inevitably increase the 
computational demands, however by truncating equation (2 .2 ), we have assumed that the 
potential is a function of the inter-nuclear distance only, and not of its direction. This is 
incorrect, even for ionic solids. One consequence is that for solids in which all ions are 
on sites of the same symmetry implies that two of the elastic constants, c 12 and C44 are 
equal (the Cauchy relation). This is not found experimentally for MgO or BaO, where 
the difference between them is very large MgO (cJ2 = 9.3 x 10n dyn/cm2, C4 4  = 15.7 x 
1011 dyn/cm2) or BaO (c12 = 5.0 x 1011 dyn/cm2, C4 4  = 3.4 x  1011 dyn/cm2). 
Nevertheless, for the purposes of calculating defect parameters (Harding 1990) and 
surface relaxations(Lewis and Catlow 1985b, Lewis 1985c), the approximation has been 
very successful.
In this work we are mostly concerned with the application of atomistic simulation to 
heteroepitaxial interface systems, where inevitably the misfit between the overlaying 
material and substrate will have to be accommodated by either an expansion or a 
contraction of the materials at the interfacial plane. The inclusion of three body terms 
may therefore have a larger effect on the relaxational behaviour and interfacial stability 
than surface relaxation or defect energy calculations as a result of this artificial 
expansion or contraction at the interfacial plane. Three body terms are not however 
included in any of the work in this thesis, however a useful extension to this work would 
be to modify the computer codes such that the three body terms may be included to
13
ascertain what effect (if any) higher order terms have on the interfacial behaviour.
Several types of analytical functions can be employed to model 0 0 ^) and are discussed 
below. It is possible to use numerical potentials, i.e. tabulations of <I> as a function of r. 
Numerical potentials have not been employed in this work, however work by Lawrence 
(1988) examines the relative merits of employing numerical potentials compared to 
analytical potentials in a theoretical treatment of O 2O3 . For the Coulomb term, the r"1 
function is exact, however for other terms, the functions are approximate. The next 
section describes a few of the candidates available which are employed to describe <X>.
2.2.1 Two-body bonded interactions
The simplest, and most widely used function applied to a bonding pair of atoms is the 
bond harmonic function;
0(iij)= l/2K [ari-rj|)-r0] 2  (2.4)
where r0  is the equilibrium bond distance and K is the bond force constant. Functions of 
this type are quite adequate for small deviations from the equilibrium bond distance, 
however the anharmonicity of real systems is not represented in this expression. Greater 
reliability over a wider range of separations can be achieved by using the Morse 
function, which has the form;
<D(ry) = D{ 1 -exp[-P(|rrrj| -rc)])2 (2.5)
where D is the dissociation energy of the bond, r0 the equilibrium bond length and p is a 
variable parameter, which can be determined by spectroscopic data. The Morse potential 
is employed to describe the bonding interactions between atoms of organic molecules in
14
modelling the diffusion of molecules in zeolite frameworks (Titiloye et al. 1989)
2.22  Two-body non-bonded interactions
The most widely used function is the Lennard-Jones potential (employed almost 
exclusively for molecular dynamics simulations) which is of the form;
OO-y) = M in  - fjl) 12 - C/(|r, - ij| ) 6 (2.6)
where the first term represents the Pauli repulsion and the second, the leading dispersion 
term. A and C are variable parameters.
Finally, the potential function employed in this thesis, is the Buckingham potential, in 
which the r ' 12 term of the Lennard-Jones potential is replaced by an exponential 
repulsive term, giving;
^(ry) = Aexp[(-|rr ij|)/p] - C r6 (2.7)
The parameters A,p and C, have to be derived for each material which is discussed later. 
A and p, represent the related ion size and hardness (Busing 1970), and the attractive 
Cr"6 term included to take account of the Van der Waals, dispersive and covalent 
interactions. The Cr' 6 term is occasionally omitted from the potential, with the 
contribution from this term incorporated into the calculation by a suitable adjustment of 
the A parameter.
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2.3 Many Body Terms
2.3.1 Three body bond bending functions
The importance of including many-body terms to simulations is increasingly recognised 
to increase the reliability of such calculations, particularly when modelling partially 
covalent systems such as zeolites and other silicate materials (Titiloye et al. 1989, 
Tschaufeser 1992). In the case of silicates, the expression usually chosen for the 
three-body component is a simple harmonic about the equilibrium tetragonal bond angle, 
given by;
where K is the bond-bending force constant and A0 = 0  - 0 O is the deviation of the bond 
angle from the equilibrium 0 O.
2.3.2 Four body torsional terms
When modelling molecules (especially macromolecules) it is often necessary to include 
a four-body potential which depends on the torsional angle <p. In a system of atoms 1,2,3 
and 4, the torsional angle is defined as the angle subtended by the intersection of planes 
defined by atoms 1,2,3 and 2,3,4 (figure 2.1). Several functions may be used to describe 
the potential, for example;
¥ 2(ri4>rk)==K/2(A0)2 (2.8)
'F3(ri j^,rk,r1) = K[1 ± cos(ncp)] (2.9)
A final step in obtaining a potential model is the derivation of the potential parameters 
which is discussed in section 2.4.




Quartet of atoms illustrating the torsional angle <p in the four body
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model a wide range of systems. However, in ionic solids, the many body term is 
represented by the electronic polarisation, which cannot be neglected. The many body 
effect arises because the magnitude of the polarisation is determined by the electronic 
field of the total crystal. In the next section we discuss the inclusion of ionic polarisation 
in the potential model.
2.3.3 Ionic polarisability
The simplest type of model, the rigid ion model, does not incorporate ionic polarisability. 
Rigid ion models can be applied to defect studies (Gillan and Dixon 1980) if the short 
range parameters are fitted to accurately reproduce the static dielectric constants of the 
material. This type of potential however limits the ability of the model to accurately 
calculate, for example, dynamical lattice properties (Woods et al. 1960) and segregation 
energies (Colboum and Mackrodt 1985). Furthermore the rigid ion model implies the 
high frequency dielectric constant is unity and therefore the model is unable to 
reproduce, for example, the optic modes of the phonon spectrum.
The inclusion of ionic polarisability inevitably increases the number of potential 
parameters required, and the number of degrees of freedom of the system which will 
ultimately reduce the maximum possible calculation size available for limited computer 
resources. These constraints are the major reason that polarisability is usually neglected 
in molecular dynamics or Monte Carlo simulations. For some of the more 
computationally intensive interface calculations in this thesis, a return to the rigid ion 
model is necessitated due to computational resource limitations.
A description of two approaches to model ionic polarisability is now given. First, the 
point polarisable ion model and second, the shell model.
18
2.3.3a Point Polarisable Ion Model
This is the simplest of the two approaches and models the polarisability in terms of a 
point dipole whose magnitude, jx, is proportional to the effective field, E, acting on the 
ions;
p = aE (2.10)
where a  is the ionic polarisability. The key features of this model are firstly the ionic 
polarisability is fixed and secondly, it is computationally inexpensive. For isolated ions 
or small molecules, the model is adequate, however the model can fail badly for ionic 
solids (Lyddane and Herzfield 1958, Faux 1971, Norget 1971). In these systems the 
coupling between the short range repulsion and polarisability is strong, since polarisation 
is a displacement of the valence electrons which will inevitably affect the short range 
interaction between ions. The omission of this coupling results in a poor description of 
the dielectric and defect properties. This coupling and hence the modification of 
polarisability with changes in electric field, is however, adequately described by the shell 
model.
2.3.3b The Shell Model
The shell model is based on the model developed by Dick and Overhauser (1958) and is 
used to reproduce the electronic polarisability in this work. A simple diagrammatic 
illustration is shown in figure 2.2. The ion is represented by two parts, a massless ‘shell’ 
of charge Y, coupled to a core of charge X (in which the mass of the ion is concentrated), 










Figure 2.2 Diagrammatic representation of the shell model (based on the model
developed by Dick and Overhauser (1958)).
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where the polarisability of the free ion is
a i = Yi2/Ki (2.12)
Kj = Iq + with kj > r^ The parameters Y and k are obtained by empirical fitting to 
dielectric data, elastic constants or dispersion curves. Polarisation is described in terms 
of the displacement of the shells relative to the core. The model includes the required 
coupling between these terms and the polarisation because the short-range repulsions are 
generally taken to act between the shells only, The Coulomb forces act between all 
cores and shells except for the core and shell belonging to the same ion. The core 
positions represent the positions of the ionic nuclei, however, no significance should be 
attached to the shell positions or indeed any physical interpretation of the model. The 
commonest is to assume that the shells represent the valence electrons, this interpretation 
is incorrect as many of the fitted shell charges are positive!
The relative merits of the shell model description of polarisability in ionic solids are 
discussed in more detail by Catlow and Mackrodt (1982) and Catlow (1986).
The next step is to obtain values for the variable parameters.
2.4 Potential Parameters
The variable parameters required for the description of the short range potential energy 
terms can be obtained, either by empirically fitting to experimental data, or by 
approximate quantum mechanical calculations (non-empirical) i.e. calculating 
numerically the short range potential energy terms. Empirical potentials must ultimately 
rely on the validity of the analytical forms used for the potential when they are
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extrapolated to interatomic separations that differ substantially from those used in the 
parameterisation. Non-empirical potentials offer the promise of greater reliability, to 
describe the short range potential energy terms for a wide range of interatomic 
separations. This assumes theoretical methods of sufficient accuracy can be developed. 
The major advantage is that they will be more applicable to systems which exhibit 
substantial deviations in interatomic separations, such as in defect calculations where 
interstitial sites can be up to lA closer than the corresponding equilibrium separation. 
Empirical potentials do however perform well in comparison to their non-empirical 
counterparts as the deficiencies in the analytical form of the empirical methods may be 
compensated, in part, by the fitting procedure. A disadvantage empirical methods have 
compared to non-empirical methods is that if no experimental data exists, the potential 
cannot be derived, furthermore the accuracy of the empirical potential can not exceed the 
accuracy of the experimental data. The two ways in which the short range potentials are 
derived are now described.
2.4.1 Empirical Derivation of Short Range Parameters
In this work the analytical term employed to describe the short range potential energy 
terms is the Buckingham expression (2.7).
0(ry) = Aexp[(-|rrrj|)/p] - Cr6 (2.7)
The parameters A, p and C are determined by a least squares fitting routine (figure 2.3) 
to the available experimental data, for example, crystal structure, dielectric and elastic 
properties and phonon frequencies.
The potential parameters used for BaO and MgO in the Ba0(100)//Mg0(100) interface 




1). Difference between observed 








Initial guess of parameters for chosen analytical function
Figure 2.3 Representation of the fitting procedure employed to derive the
empirical potential parameters of the two-body analytical functions.
Short Range Parameters
Ofrij) = Aexp[(-|rrrj|)/p] - Cr6
Interaction A(eV) P (A ) C(eV/A6)
Ba2+-0 2' 905.7 0.3976 0 . 0
Mg2+-0 2‘ 1428.5 0.2945 0 . 0
C^-O2- 22764.3 0.149 27.879





o 2- -3.0 51.836
Table 2.1 Empirical potential parameters for BaO and MgO.
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2.1. To reduce the number of variables, cation-cation interactions (Ba2+-Ba2+, 
Mg2+-Mg2+ and Ba2+-Mg2+) are neglected as a result of insufficient experimental data. 
This does not severely inhibit the accuracy of the potential model as the cation-cation 
interactions are small, particularly at the large interatomic cation-cation distances in the 
MgO and BaO crystals (i.e. lattice parameter x V2). In addition, the repulsion will be 
totally dominated by the Coulombic interaction. The cation-cation distances across the 
interface (Ba2+-Mg2+) however may be smaller than in the bulk crystal (chapter 4) and it 
may therefore be necessary to include this interaction into the calculation.
The potentials employed for SrTi0 3  were derived by Lewis and Catlow (1985c) and 
James (1978) and are given in table 2.2. Lewis and Catlow (1983) potentials are 
employed to model BaTi0 3  and are given in table 2.3. Finally the potentials employed 
for the superconductor YBa2Cu30 6^  were derived by Baetzold (1988) and are given in 
table 2.4.
2.4.2 Non-Empirical Potential Derivation
The potential models employed in this thesis are all empirical and therefore a detailed 
description of non-empirical potential derivations is not given.
Two approaches have been employed to calculate the potential energy terms 
numerically. The first is the "electron gas method" which is based on methods 
developed by Wedepohl (1967) and applied by Gordon and Kim (1972). This method, 
which is described in detail by Harding (1982), has the advantage of being 
computationally inexpensive and is based on the statistical treatment of electrons in an 
atom or ion as a degenerate Fermi gas. The second method is a ‘direct’ calculation based 
on ab-initio molecular orbital methods, usually Hartree-Fock self consistent field 
techniques (Fowler and Madden 1983). The procedure is to represent the interacting
Short Range Parameters
<I>(iij) = Aexp[(-|rrrj|)/p] - Cr6
Interaction A(eV) P(A) C(eV/A6)
Sr2+-0 2' 1400.0 0.35 0 . 0
Sr2+-Ti4+ -------- -------- —
Sr2 +-Sr2+ -------- -------- —
Ti4 +-0 2- 656.74 0.40431 0 . 0
Ti4 +-Ti4+ — — —






Table 2 3. Empirical potential parameters for SrTi03.
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Short Range Parameters
<J>(ry) = Aexp[(-|rrij|)/p] - Cr6
Interaction A(eV) P(A) C(eV/A6)
Ba^-O2' 1214.4 0.3522 8 . 0
Ba2+-Ti4+ ------- ------- -------
Ba2+-Ba2+ ------- ------- -------
Ti4 +-02‘ 877.2 0.38096 9.0
Ti4 +-Ti4+ — — —





o 2- -2.389 18.41
Table 2.3 Empirical potential parameters for BaTi03.
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Short Range Parameters
OO-jj) = Aexp[(-|rrrj|)/p] - Or6
Interaction A(eV) P(A) C(eV/A6)
y3+_Y3+ — — —
Y3 +-Ba2+ — — —
Y3 +-Cu2+ — — —
y 3+-o 2_ 20717.5 0.24203 0.0
Ba2+-Ba2+ 2663.7 0.2588 0.0
Ba2+-Cu2+ 168128.6 0.22873 0.0
Ba2+-0 2' 3115.5 0.33583 0.0
Cu2+-Cu2+ — — —
Cu2+-0 2’ 3799.3 0.24273 0.0
t






o 2- -3.2576 49.8
Table 2.4 Empirical potential parameters for YBa2Cu30 6 5.
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ions, and a few of their close neighbours, quantum mechanically and then to employ an 
array of point charges to represent the remainder of the lattice. The point charges are 
positioned at lattice sites and their charges chosen such that the correct Madelung field 
energy is obtained. The relative positions of the two interacting species is varied and the 
energy calculated at each point to obtain a potential energy surface.
2.5 Summary
In this chapter we have reviewed the various analytical forms that have been employed 
to describe the interatomic interactions in a system. We have shown that pairwise 
interactions alone have been successfully employed to model ionic systems, however for 
systems with a higher degree of covalency, higher order terms must be included. For 
ionic systems, polarisation terms must be included into the calculation, this is 
successfully achieved by implementing the shell model. Finally the two methods of 
deriving the potential parameters are described and the parameters for all the materials 
considered in this thesis are given.
In the next chapter, the computer codes, which employ the potential models described in 






In this chapter we describe the theoretical methods employed in this thesis to calculate 
bulk and planar defect energies, interfacial stability and ionic behaviour of the 
heteroepitaxial interface systems considered in this thesis.
3.2 Calculation of the Bulk Defect Formation Energies.
The bulk defect calculations presented in this thesis are based on the Mott-Littleton 
method (Mott and Littleton 1938) and developed by Lidiard and Norgett (1972) and 
Norgett (1972, 1974) and implemented in the HADES (Harwell Automatic Defect 
Evaluation System) code (Norgett 1972, 1974). For the calculations in this work, its 
successor, the CASCADE (Cray Automatic System for the CAlculation of Defect 
Energies) code (Leslie 1982) was employed.
The approach for calculating the defect energy is to divide the crystal surrounding the 
defect into two regions. An inner region I, where all the ions are allowed to relax 
explicitly and an outer region II, which is treated by a suitable continuum approximation. 
Region II is also subdivided into an inner region Ha and an outer region lib (figure 3.1a). 
Where the region I region Hb interactions are purely Coulombic. The total energy of the 
system E, can be written as;
E = E1(x) + E2 (x©  + E3©  (3 .1 )
in which E i©  is the energy of the inner region, E3©  the energy of the outer region and 
E2(x©, the interaction energy between regions I and II. x are the independent 
coordinates describing the configuration of region I (which are calculated explicitly), £,
Region I
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Region lib ------- ►
Figure 3.1 Two-region strategy used for defect calculations. Region I is the
explicitly relaxed region surrounding the defect. Region Ha is constructed for charged 
defects. Region lib extends to infinity, (a) bulk calculations and (b) surface 
calculations.
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are the displacements in region II and are formally distinguished from x. E3(£) cannot 
be solved exactly because it contains an infinite number of displacements. We assume 
however that the distance between the defect and the innermost ions of region II is 
sufficiently large that we can consider the outer region consists of the perfect crystal, 
with harmonic displacements of the ions arising from the electric field generated by the 
defect. Therefore E3(0  can be represented by a quadratic function of £;
E3(£) = 1/2(£.A.Q (3.2)




+  A . £ = o (3.3)
We thus obtain an expression for E3(£);





for £ = the value of the outer displacements at equilibrium with a given set of 
displacements of the inner region.
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The total energy of the system as a function of Ej(x) and E2(x, Q  can be written;
E = Ex(x)+E2( x , D - ' A '
aE2( x ,D
,  2 ,
(3.5)
The total relaxed energy of the system, E, can be determined by direct minimisation with 
respect to x, the displacements in region I, i.e. dE/dx = 0. This can be done, but, since 
there is no analytical expression for these displacements, it is difficult to apply in view of 
the complicated nature of E as a function of x. An easier method is ensuring the force on 




We now calculate the energy of the defect by considering an explicit two-body 
representation for E, the energy of the perfect lattice;
el = v  'Pij(iRi-Rji) 
i> j
(3.7)
where 'Pjj is some suitable pair potential (chapter 2.2) and R the appropriate lattice 
coordinates. Similarly the energy of the lattice containing the defect is given by;




where r  are the displaced coordinates. The energy of the defect, therefore, is simply 
given as the difference in the lattice energy with and without the defect;
e = y  [  ^ - ^ 1) - ^ ( la - R j i ) ]  0.9)
*> j
The identification of equation (3.1) or (3.5) with equation (3.9) is not as straightforward 
as it appears, whilst Ei is evidently given by;
Ei [ 'I'ijdij - ijl) - ^i/IR i-Rjl) ] (3.10)
i e  I
je l
a simple summation for the outer region is not a adequate description of E3 because it is 
not a quadratic function of the displacements. It can be shown that E3 is given by;
E3 = V  [ 'Ei/lli - Ijl) - 'FijCIRi - Rjl) ] y  [ ^ijdRi - Ijl) - 'FydRj - Rjl) ] (3.11)
i € II ie l
j e II j e n
It contains a contribution which corresponds to a displaced region II with region I ions at 
their perfect lattice sites (i.e. flR* - rjl) where i e l  and j e n. E2 is given by;
[ ‘FijClTi - rj|) - 'FjjdRi - rjl) ] (3.12)
i e I 
jeD
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The final expression for E is therefore;
j e i j € ne
ie l
j e l l
The interactions in region I are purely local and are treated explicitly for the ionic crystal
considered. In the neighbourhood of region I, the interactions between region I and 
region II comprises of both short range and long range terms which can be calculated by 
direct summation. Away from the region I, region II boundary (i.e. region lib), the 
interaction is purely Coulombic. The treatment of this long range region I-region lib 
interaction is via a continuum approximation developed from the classical polarisation 
theory of Mott and Littleton (1938). The contribution to the total energy of the system 
from the region I region lib interactions is given, for cubic systems by;
Where Q is the defect charge, Vm the molar volume, Rj the distance from the defect and 




where a k is the polarisability of the k* sub-lattice. For the more general case of a 
dielectrically anisotropic crystal, E2 can be written as;
j e m
where the sum over all j refers to ions in iegionD and a  and P refer to Cartesian 
coordinates.
The success of this model depends on the majority of the relaxation occurring near to the 
centre of the defect and decreasing rapidly away from the defect. The calculation of 
point defect energies at surfaces and interfaces is now described.
3.3 Calculation of Point Defect Energies at Near interface regions of ionic crystals
The calculation of point defect energies at surfaces or near interface regions of ionic 
crystals can be calculated using the computer code CHAOS (Computer simulation 
HAdes On Surfaces) (Duffy and Tasker 1983a). It is based on the HADES program 
(section 3.2) with necessary modifications (described below) to account for the existence 
of a surface or interface (figure 3.1b). The defect energy is given as the difference in 
energy between the defective lattice and the perfect lattice.
The relaxed structure of the perfect (no defects) relaxed surface or interface is obtained 
from the MIDAS program (section 3.4). The existence of the surface or interface 
necessitates modifications relating to the 2 -dimensional periodicity of the reference 
configuration. In HADES, the Madelung energies are calculated using a 3-dimensional 
Ewald Summation (Ewald 1921) which is inappropriate to surface or interface




calculations. In CHAOS, a two dimensional lattice summation method developed by 
Parry (1975a, 1975b) is employed. The Ewald method for calculating the Madelung 
energies in systems maintaining 3-dimensional periodicity is described in section (3.6) 
and the Parry method which addresses the calculation of the Madelung energies in 
systems maintaining 2-dimensional periodicity is discussed in section 3.6.1
The calculation of the ionic displacements and energy of the continuum is also modified 
as a result of the surface or interface. For HADES, the energy of the continuum is 
calculated (assuming cubic symmetry) by a discrete R 4  summation (equation 3.14) but 
this assumes there is no structural deviation from the perfect crystal structure away from 
the defect (i.e. region II). This is true for three dimensional lattices, however for surface 
or interface calculations, the modification of ionic positions or indeed interplanar 
spacings at the surface or interface regions must be addressed. In CHAOS, the energy is 
calculated by a combination of a discrete sum of planar integrals around the interface for 
all planes in regions I and II defined by the MIDAS code, and a volume integral over the 
remainder of the crystal. The planar integrals therefore take explicit account of the 



















where Rp is the perpendicular distance from the origin and plane p, Mj the Mott-Littleton 
displacement factor for sublattice j, Qj, the total defect charge and x = (Rnb2  - rp2) 1 2^  
(R-cutoff radius).
The response of interface or surface ions, to an electric field, is identical to bulk ions (i.e. 
they have the same Mott-Littleton coefficients). This is clearly an approximation as the 
environment at the surface deviates from the bulk. For ionic materials with little surface 
relaxation such as MgO(lOO) the effect is minimal, however for materials with large 
surface relaxations such as dipolar surfaces and especially interfaces, this approximation 
may not be trivial. CHAOS has been extended to accommodate this effect by calculating 
the Mott-Littleton coefficients for the bulk and surface ions. The modified coefficients 
are then used to determine the displacements and polarisation energies of the ions close 
to the surface or interface. This necessarily increases the computational time and was 
not included in the work in this thesis, it would however provide a useful extension to 
this work to include this effect.
A surface or interface implies a discontinuity in the dielectric constant and therefore the 
energy associated with the defect must also include a contribution from the image 
charged induced as a result of the defect. The image charge induced at the interface 
between two materials of dielectric constants €i and €2 is given by;
9i -  QdeK6! ■ e2)/(el + e2) (3.20)
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where qdef is the charge of the defect and q  > e2. The field due to the image charge must 
be included when calculating the displacements of the ions in region Ila and the 
polarisation energy of region nb. The image charge is induced via the defect a distance 
d/ 2  above the uppermost ion from the top plane of the material containing the defect 
where d is the interplanar spacing. At present the CHAOS program adopts a dielectric 
constant of 1 for the second material and is therefore only directly applicable to free 
surfaces. For defect calculations at interfaces this will obviously introduce inaccuracies 
in the treatment of the continuum polarisation energy and the magnitude of the image 
charge especially for defects at or near the interface region. The size of region I in the 
calculations presented in this thesis was therefore made as large as possible to reduce the 
inaccuracies introduced as a result of the image interaction.
3.4 Calculation of Surface and Interface Behaviour.
The ionic crystal structures near surfaces, twist grain boundaries and heteroepitaxial 
interfaces were modelled using the computer code MIDAS (Tasker 1978) (Minimisation 
for Interfacial Defects And Surfaces). Extended planar defects that maintain two 
dimensional periodicity can also be considered provided that the net charge on the 
crystal is zero. Energies calculated using this code are energies at constant surface area.
The program considers the crystal as a stack of planes periodic in two dimensions (figure 
3.2). The stack is divided into two regions (using a scheme not dissimilar to that 
developed by Norgett in the HADES code). A region I, where the ions are allowed to 
relax independently of each other, and a region n, where the ions are held fixed relative 
to each other. Region II may however move as a whole, enabling the crystal to ‘expand’ 
or ‘contract’. Region II is included to ensure the potential of an ion at the bottom of 
region I is correctly calculated. The top of region I is the free surface (figure 3.2a) 
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Region II
Figure 3.2 Schematic representation of the crystal regions for (a) interface




crystal to be calculated (figure 3.2b). An interface can be created by a vector 
displacement or rotation of block I with respect to block II. If block I is displaced 
relative to block II by a vector within the interfacial plane a stacking fault is produced 
and a vector displacement perpendicular to the interface results in the formation of a 
shear plane. Rotations of block I with respect to block II about an axis perpendicular to 
the interfacial plane results in a twist grain boundary and parallel to the interfacial plane 
a tilt grain boundary is formed. The program also enables two dissimilar crystal 
structures to be placed together enabling a heteroepitaxial interface to be simulated. The 
vector displacements and rotations also apply to these systems enabling the modelling of 
epitaxy.
The surface energy Es, per unit area can be defined as;
Es =
s -k=l
EW '  E(b) 
Area
(3.21)
where the energy is summed over all ions in plane X, b is a bulk plane and E(b) is the bulk 
energy. Where available, this can be compared directly to the experimental determined 
surface energy.
3.5 Energy Minimisation
The real power of static simulation comes from adjustment of the ion positions to a 
minimum energy configuration. An initial configuration is specified for the system, the 
energy E(x) is calculated, using the interatomic potentials, which are a function of all the 
structural variables, x. The structure is then adjusted, using an iterative scheme such that 
the system achieves a minimum energy configuration.
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Minimisation algorithms are classified according to the searching procedure they follow. 
The simplest methods employ the energy function alone and search over all 
configurational space until the minimum is located. This technique is suitable for 
systems with few variables, however for the systems considered in this work they are 
prohibitively slow. Much greater efficiency is achieved using gradient techniques which 
are employed to guide the system down the potential energy surface to a position of 
minimum energy. Figure 3.3 shows diagrammatically a one dimensional potential 
energy surface, where the energy is shown as a function of some structural variable (x)- 
The system runs from the starting configuration (a) to a minimum energy position (b). A 
major problem is the identification of a local minimum (position (b)) instead of a global 
minimum position (position (c)). To ascertain whether a local minimum has been 
identified, the initial structural configuration is altered slightly and the minimisation 
procedure repeated. The final energies of the systems are then compared to check 
whether a lower energy configuration has been identified. For many contemporary 
studies however the global minimum is unlikely to be located especially in this work. 
Indeed high resolution electron microscopy has been employed to show experimentally 
that local (higher energy) structures which deviate from the "average" or "global" energy 
minima structural configurations of many materials especially the high Tc 
superconductors (Amelinckx et al. 1991). Perhaps more fundamentally, surfaces and 
interfaces are metastable compared to the bulk crystals.
Three energy minimisation algorithms are now described
3.5.1 Steepest Descent
In this method the first derivatives of the energy dE/dx with respect to all the structural 
variables x are calculated and are employed to direct the minimisation. The values of 




















Figure 3.3 Energy minimisation with respect to some structural variable (x).
The system runs downhill from the starting point (a) to a local minimum (b) despite the 
presence of a global minimum position (c).
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x(n+l) =  x(n) 4- C<n)s(n) (3.22)
where




and is a numerical constant chosen each iteration to optimise the efficiency of the 
minimisation.
3.5.2 Conjugate Gradients
In this method, the displacement vector uses information on the previous values of 
the gradients to speed the convergence;




g T(n-2)g (n-2) (3 -2 6 )
g(n) are vectors whose components are the derivatives with respect to individual 
coordinates and the superscript, T, indicates the transpose of the vector.
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3.5.3 Newtons Method
The final method considered is based on the Newton method, which employs the second 
derivatives to guide the minimisation to ensure more rapid convergence. The 
minimisation proceeds according to the expression;
x(n+D = x<n> - H<n>.g(n) (3.27)
where the matrix H = W 1, in which the elements Wjj are the second derivatives;
w  * E (3.28)
The improved speed of convergence is easily lost in the extra computational power 
required to calculate and invert the second derivative matrix for each iteration. However 
algorithms are available which enable the second derivative matrix to be updated without 
recalculation and inversion. The algorithms are approximate and it is therefore 
necessary to recalculate H every few iterations. The most widely used of these is the 
Davidson-Fletcher-Powell algorithm (Davidson 1959, Fletcher and Powell, 1963) in 
which the matrix, H, is updated each iteration according to the formula;
(H<n>.Ag<n>) (AgT(n). H<">) (Ax<">. Axt (">)
H(n+1) -  H(n) - — ------     =---   (3.29)
(AgT(n) . H(n). Ag(n)) (AxT(n). Ag(n))
where
A g(n) =  g (n+1) . g ( n) (3.30)
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and
Ax(n> = x(n+1) - x<n) (3.31)
The number of iterations over which H is recalculated is also crucial to the speed of 
minimisation, calculations have shown (chapters 4,5,6 and 7) the optimum iterations 
over which H should be recalculated varies from 5 to 20 for the various systems 
considered, with the minimisation time reduced by up to 50% within this range. There is 
unfortunately no method of determining the optimum number of iterations over which H 
should be recalculated without performing the minimisation.
One major limitation with the Newton method, is the enormous computational memory 
requirement in storing the inverse of the second derivative matrix. The alternative is 
therefore a return to the gradient techniques, which have a much lower memory 
requirement at the expense of computational time required.
The final section in this chapter addresses the calculation of the long range Coulombic 
terms by application of the Ewald method for systems with 3-dimensional periodicity 
and the Parry method for systems with 2-dimensional periodicity. These methods for 
calculating the Coulombic terms enable a substantial reduction in the computational time 
required for the calculations to be made and are inherent in all the static simulation codes 
and therefore the methods deserve a mention.
3.6 Summation of the 3-Dimensional Coulombic Terms
The calculation of the lattice energies of the systems investigated in this thesis include 
contributions from pair potential energy terms only. From equation 2.3, the total 




ij = 1 i J = 1
The first term in equation 3.32 is the long range Coulombic interaction which accounts 
for about 80% of the lattice energy. Computational difficulties arise in summing all 
these terms. The deceptively simple r '1 term is very slow to converge and therefore 
requires a prohibitively large region n. The summation of these terms can however be 
evaluated without such a large region II by using the Ewald summation technique 
(Ewald 1921). This technique is now described.
1/r can be expressed in integral form;
where t is a variable.







exp(-r2t2)dt + —rn exp(-r2t2)dt
J *1
(3.34)
where q is a variable parameter, chosen to optimise the speed of convergence of the 









\ '  —— exp(-G2/4t|).exp(-iG.r) (3.35)
A a  G2
where G is the reciprocal lattice vector and V, the volume of the unit cell. The second 




where erfc(r) is the complimentary error function and is related to the standard error 
function by;
erfc(r) = 1 - erf(r) (3.37)
The total Coulombic contribution to the lattice energy therefore becomes;
QiQj 4k yr-y exp(-G2/4tl)V > MiHj 71





The summation is now rapidly convergent with increasing G and r. The self interaction 
energy terms must be subtracted.
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3.6.1 Summation of the 2-Dimensional Coulomb Terms
The treatment of the Coulombic terms in a two-dimensional lattice is calculated by an 
analogous method, first considered by Parry (1975a, 1975b). The identity (equation 
3 .3 3 ) is again split into two parts; a real space summation and a reciprocal summation. 
The real space contribution is given by equation 3.36 without the self interaction term. 
The reciprocal space summation is different to the 3-dimensional case as there remains a 
G = 0 contribution. In the 3-dimensional case, this term disappears because of the 
charge neutrality of the unit cell. At surfaces the contribution from the Coulombic terms 
are summed on each plane of the crystal and unless the planes are charge neutral, the G 
= 0 term must be included. Furthermore the surface relaxation causes a rumpling effect 
in the surface ions and therefore induces a dipole perpendicular to the surfaces of crystals 
with charge neutral planes such as MgO{l 0 0}. The reciprocal lattice contribution to 
the Coulomb energy is given by;
I2  = - 2exy  )  + - j r  (B+C) exp(iG.a j ) (3.39)
G * 0
Where A is the area of the unit cell, G is the reciprocal lattice vector and
B = exp(G.uij)erfc[(G/2'n) + rjUy] (3.40)
C = exp(-G.Uy)erfc[(G/2r|) -qUy)] (3.41)
ijj is resolved into two components, Ujj perpendicular to the interface and in the 
interfacial plane. 2 ti/tc1/2 is subtracted from equation 3.39 to remove the self interaction 
term and the infinite sums are truncated when a suitable accuracy criterion is met
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3.7 Summary
The development of these methodologies now allow atomistic simulation methods to 
address important problems including the structure and stabilities of interfaces. The aim 
of the following chapters is to establish the methodology for simulating such interfaces. 
However, despite the efficiency of the simulation methods described in this chapter, the 
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4.1 Introduction
The aim of the work in this chapter, is to develop and test the methodology for modelling 
ceramic interfaces, so that future studies can address the problem of modelling thin film 
devices at the atomic level of more commercially viable materials than considered here. 
Many factors such as epitaxial constraints imposed on interfaces with high associated 
misfits, defects and dislocation, ionic interactions across the interface and relaxation, all 
contribute to the stability of the interface and are addressed in this chapter.
Interfaces between materials with high associated misfits are constrained to 
accommodate the misfit resulting in a high strain energy which will destabilise the 
interface. This has led many workers to investigate interfaces with low associated 
misfits (Eibl et al. 1990a, Eibl et al. 1990b, Kwo et al. 1987). Stable interfaces between 
materials which must accommodate a high misfit value have been identified (Tong Lee 
et al. 1989, Li et al. 1989b, Ramesh et al. 1990). However, the inclusion of high defect 
concentrations or dislocations are required to facilitate the stability of these interfaces 
(Tasker and Stoneham 1987, Ramesh et al. 1990, Li et al. 1989b, Mykura et al. 1980). 
The defect concentration may also prove deleterious to the material properties (Allan and 
Mackrodt 1989b, Johnston et al. 1987) and will therefore reduce the commercial viability 
of these materials. The favourable interactions across the interface of oppositely charged 
ions contribute to the stability of the interface, however, similar charged ions in close 
proximity are deleterious to the stability. The removal of these ions together with 
relaxation of the interface will optimise the favourable interactions whilst reducing any 
deleterious interaction from like charged ions. These factors are all ideally suited to 
investigation using computer modelling techniques which can probe the interface at the
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atomic level, and monitor the interfacial behaviour when the system is allowed to relax.
The Ba0(100)//Mg0(100) interface is examined, as a model system, to investigate the 
factors outlined above, which are expected to be conducive to the stability of a 
heteroepitaxial interface. Initially we investigate the bulk and surface properties of BaO 
and MgO (The lattice parameter and structural symmetry of the two materials are 
essential to the epitaxial relationships and resulting structural configuration which will 
be adopted by the Ba0(100)//Mg0(100) interface). We next examine the 
accommodation of misfit strain energy in the BaO overlayer, as a function of BaO thin 
film thickness on the MgO substrate. The effect of neutral (reduced density calculations) 
and charged defects (vacancy formation energies) at the interface regions and their 
influence on interfacial stability is investigated and the results are compared to vacancy 
formation energies calculated for a pure MgO surface (Duffy et aL 1984) to ascertain the 
effect the interface has on defect energies. Finally we investigate the formation of a BaO 
monolayer on an MgO surface built up from sequential additions of neutral BaO units. 
This allows the thin film to form without any constraints imposed on the BaO to 
accommodate a certain configuration.
4.2 Surface Methodology
By far the most stable surface of rocksalt structured solids is the (100). An alternative 
low index surface is the (1 1 1 ) which also has a higher packing arrangement, yet it is 
rarely seen experimentally and then only with substantial reconstruction (Handwerker et 
al. 1988). This section explains (following Tasker (1979)) the absence of many low 
index surfaces by showing them to be unstable.
The formation of a stable surface will occur only if the Madelung sums converge with
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increasing crystal size. This convergence only holds when the crystal is both electrically 
neutral and has no dipole moment perpendicular to the surface (Tasker, 1979). Indeed, 
Bertaut (1958) showed that a dipole moment perpendicular to the surface would lead to 
an infinite surface energy. These surfaces (including rocksalt (111)) are unstable and are 
not observed without substantial reconstruction or adsorption of foreign ions to remove 
the dipole.
The necessity of substantial reconstruction, can be illustrated by considering the 
continuum approximation of the interaction between charged planes;
The electrostatic potential at any plane P, (figure 4.1a) due to two planar sublattices one 
of overall charge +q and the second of charge -q at a perpendicular distance z and (z+5z) 
respectively, reduces to a simple form in the continuum approximation, when z is greater 
than a few interatomic spacings (8 z):
2nqz
V(z) =  -
2 rcq(z+8 z) 2rcq5z (4.1)
A A A
A is the area of the unit cell in the plane. For N sets of planes, the electrostatic potential 
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Figure 4.1 (a) Schematic of two charged planes of a type 3 surface, to explain
the divergence of the potential at any plane in the crystal at an infinite distance from the 
plane, (b) Schematic of three charged planes representing a type 2 surface, to show that 
the potential is zero for large z. (c) Schematic of a type 1 surface, (d) Type 2 surfaces, 
(e) Type 3 surface.
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These types of surfaces are, following Tasker (1979), designated type 3 surfaces and are 
generally unstable.
A second case exists where the crystal is constructed of a neutral block of planes (figure 
4. lb). The potential at any plane P is given by;
27t(2qz) 2rc(q[z-8z]) 2rc(q[z+5z])
V(z) =   -   -------------------  = "  V+'^ Z
A A A
Here the contributions to the potential from the planes in the neutral repeat unit cancel 
and the potential becomes zero at large distances. These surfaces are designated type 2 
surfaces. A final case exists where each plane maintains electroneutrality. These 
surfaces are designated type 1 surfaces and the potential cancels on each plane. This 
also explains why reliable interatomic potentials are critical to our calculations, as the 
relaxation of a surface will result in the formation of a small dipole, the effect of which 
is independent of depth.
These points are illustrated in figures 4.1(c)-(e) showing three types of stacking 
sequences: type 1, type 2 and type 3. Figure 4.1(c), representing a type 1 structure, has 
an equal number of cations and anions, to give crystal planes of overall electroneutrality. 
It has no dipole moment perpendicular to the surface and the potential, equation (4.1) 
cancels for each plane. Additional neutral planes added to the surface, will make no 
contribution to the energy of the ions in the bulk of the crystal. The lattice sums required 
for the Madelung energy to converge at any ion site, require only a few planes either side 
of the site. Examples of this surface include rocksalt (100) and (110) and perovskite 
(100).
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Figure 4.1(d), represents a type 2 structure. Two configurations can be envisaged, 
although only one will be stable. The surface terminating with a single anion plane 
consists of a neutral three plane repeat unit and hence there is no dipole moment 
perpendicular to the surface. Each plane will contribute a term to the potential sum 
which cancels over the three plane repeat unit Addition of further three plane repeat 
units to the surface will again make no contribution to the energy of the ions in the bulk 
of the crystal. This type of surface is similar to a type 1 surface, except that each repeat 
has a finite thickness. In contrast the surface terminating with the cation plane produces 
a dipole moment in the repeat unit perpendicular to the surface. The addition of neutral 
repeat units continue to propagate the dipole an infinite distance into the crystal. The 
Madelung sums cannot be truncated and the summation diverges with increasing crystal 
size to give infinite surface energies. Examples of stable type 2 surfaces are fluorite 
(1 1 1 ) with terminating anion plane.
Figure 4.1(e), represents a type 3 structure. It consists of alternating charged planes 
which introduces a dipole moment perpendicular to the surface. These surfaces are 
unstable and generally not observed in ionic crystals. CoO and UO2  have been observed 
to accommodate type 3 structures however both these substances can support complex 
defect structures (Hall et al. 1985). The rocksalt (111) surface is an example of a type 3 
structure.
4.3 Crystal Structure
Both MgO and BaO exhibit the rocksalt structure of general formula MO, where M is the 
metal cation and with lattice parameters 2 .1 0 A and 2.77A respectively. The lattice is 
face-centred cubic, with each M2+ cation surrounded by six O2' anions in a regular
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octahedral arrangement In MgO, the anion is roughly twice the size of the cation, 
whereas in BaO they are almost the same size.
4.3.1 Surface topography
The potentials employed for modelling the MgO and BaO were those derived by Lewis 
and Catlow (1985c). The calculation of properties that are not included in the fitting 
procedure used to derive the potentials provide a useful test of their reliability. A 
stringent test of these potentials is the modelling of surfaces, as the existence of a surface 
implies the existence of a discontinuity. The oxygen potential will therefore be affected 
by the local environment as, for MgO or BaO, the oxygen coordination changes from six 
to five resulting in a less compressed oxygen wavefunction. This argument suggests that 
surface specific potentials may be necessary.
The calculated surface energy for MgO(lOO) is 1.23 Jm'2. This compares with an 
experimentally determined value of 1.43 Jm"2 (Causer, 1986). The surface energy of 
BaO is calculated to be 0.35 Jm"2. The calculated surface structure of MgO reveals a 3% 
relaxation of the surface ions into the bulk together with a 1 % rumpling (alternate inward 
and outward movement of both types of ions at the surface plane) with magnesium 
displaced into the bulk crystal. Many studies of the relaxation and rumpling of the 
MgO(lOO) surfaces have been performed. A review by Henrich (1985) suggests the 
surface to be very nearly a truncation of the bulk crystal structure, with any relaxation or 
rumpling limited to a few percent of the bulk lattice constant.
The excellent agreement between the calculated and experimentally determined surface 
energies and the correlation between the calculated and observed relaxation and 
rumpling of ions at the surface region, suggests the potentials employed are reliable in
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modelling surfaces. For surface and interface calculations, the ions are in different 
crystal environments from which they were derived and therefore the ability of these 
potentials to accurately model surfaces suggests we can also confidently employ them to 
model interfaces.
4.4 Epitaxial Constraints
To investigate the BaO//MgO interface, we first consider epitaxial constraints to ensure 
lattice periodicity at the interface region.
The non-commensurate relationship between the lattice parameters of BaO (2.77A) and 
MgO (2.10A) leads to a prohibitively large two dimensional unit cell. Following Cotter 
et al. (1988, 1989) epitaxial matching can be achieved by considering the near equality 
between V2 ao(MgO) and a ^ a O )  resulting in a 1% misfit between the two lattices. This 
relationship requires the BaO overlayers to be rotated 45° with respect to the MgO 
substrate. Three distinct configurations arise (Figure 4.2). Firstly with the barium and 
oxygen of the BaO lattice constrained to sit above the magnesium sublattice of the MgO 
crystal surface. Secondly, with the barium and oxygen constrained to sit above the 
oxygen sublattice. Finally with the BaO sited above the interstitial sites of the MgO 
lattice.
The bulk regions of the MgO and BaO lattices forming the interface must exhibit their 
natural lattice parameter as the energy required to compress or expand a real crystal with 
perhaps 108 layers is prohibitive. The two materials must also be in complete 
commensuration (as grain boundaries) at the interface region. With the small size of the 
unit cell it is not possible to accommodate both these criterion. The MgO crystal was 
therefore allowed to exhibit its natural lattice spacing and BaO monolayers were
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•  Magnesium  
O Oxygen  
©  Barium
Figure 4.2 Diagrammatic representation of three configurations of BaO
overlayers on an MgO(lOO) substrate. The BaO is constrained to adopt positions above 
the oxygen sublattice of the MgO, above the magnesium sublattice and also at interstitial 
positions.
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sequentially added to the MgO substrate accommodating the full 7% mismatch. The 
strain energy is therefore intrinsically calculated for every BaO layer added.
The energies of adding successive BaO layers to the MgO substrate can be considered in 
two ways; type A and type B. Type A indicates the feasibility of adding further BaO 
layers to increase the BaO thin film thickness and is given by;
— ^interface(nBaO) " ^interface((n-1 )BaO) (4*4)
where n is the number of BaO layers added to the MgO substrate. Type B depicts the 
stability of the interface as a function of layers and is given by;
E g  =  (Ejnterface(nBaO)“ ^M goV11 (4*5)
The calculated energies of adding BaO monolayers to the MgO substrate are given in 
figure 4.3a for 1-8 BaO layers added to the MgO substrate.
The undulations in figure 4.3a (type A) up to four BaO layers, can be attributed to the 
relaxation of the system leading to the reduction of both the strain imposed on the BaO 
lattice and the unfavourable barium-magnesium interactions across the interface. The 
undulation is clearly dampened by the fifth BaO layer added. This can be attributed to 
the reduction in the freedom the BaO layers have to relax at the interface region because 
of the hindrance from the BaO layers above. The stability of the interface will steadily 
decrease with further layers as the strain energy will not be alleviated by the relaxation. 
One must note that these energies are not absolute interfacial stabilities but indicate the 
relative stabilities of various layers.
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Figure 4.3 Calculated energies of adding successive BaO layers to an MgOi
substrate, (a) Type A and type B. (b) type A relative to pure MgO and pure BaO. The] 
energy values (figure 4.3a) are calculated for 2 BaO units on the MgO (the energy for 2 1 
BaO units in bulk BaO is calculated to be -62.52 eV).
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Figure 4.3b shows the energy of the interface relative to pure MgO and pure BaO. In 
this calculation the energy of a BaO unit (the energy value for a bulk BaO crystal) is 
subtracted from the type B energies. This figure represents the energy required to 
remove the BaO overlayer from the MgO surface for one to eight BaO layers added and 
can therefore be compared directly to experimental results as it illustrates the stability of 
the interface. The results suggest however that the interface is unstable with respect to 
pure BaO and MgO for all BaO layer coverages i.e. the energies are negative. This does 
not preclude that the interface does not exist as the simulation may have located a 
metastable interface and not a global energy minimum. This can be considered 
analogous to purely siliceous zeolites which are metastable structures and are unstable 
with respect to quartz. Another factor which has not been considered is the energy of a 
BaO thin film may be lower than the bulk value. This is addressed in chapter 6 .
The configuration considered in these calculations is with the BaO constrained to sit 
above the magnesium sublattice of the MgO. Configurations with the BaO over the 
magnesium or oxygen sublattices gave similar energies after relaxation (in accordance 
with Cotter et al. (1988, 1989)). However, the distance between the BaO overlayers and 
the MgO substrate is calculated to be 5.4A with BaO accommodating oxygen sublattice 
positions compared to 2 .1  A with the BaO accommodating the magnesium sublattice 
positions. This suggests the instability at the interface, attributed to the anion-anion 
repulsion at the interface, causes the interface to fall apart when BaO lies above the 
oxygen sublattice positions. The configuration with the BaO constrained to occupy the 
sites above the interstitial positions of the MgO lattice gave energies which were lower 
(more unstable) than with the BaO above the magnesium sublattice of the MgO crystal. 
The misfit for all these interfaces is identical therefore the difference in energy must be
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attributed entirely to the favourable interactions and relaxation across the interface.
4.5 Interfacial Defects
The inclusion of defects at the interface is sometimes essential to ensure interfacial 
stability. In simulating the NiO//BaO interface, Tasker and Stoneham (1987) included a 
large number of defects in the NiO, in particular cation vacancies and Ni3+ ions. Tasker 
concluded that the defect concentrations are essential for stabilising the interface, which 
would fall apart if the full stoichiometric oxides were maintained.
There are two main driving forces for defect formation. ' Firstly the image terms 
(Jennings and Jones 1988) will stabilise charged defects near an interface of higher 
dielectric constant (Harding 1990). Second, epitaxial constraints may require additional 
vacancies in the structure (Tasker et al. 1985). The removal of a periodic array of ions at 
the interface will enable good charge matching throughout the interface and reduce the 
energy penalty of bringing like charges together. Early simulation of twist grain 
boundaries in rocksalt structured oxides indicated that boundaries with the twist axis 
oriented along the [0 0 1 ] direction are only barely stable with respect to the free surfaces 
(Wolf 1981, 1982). This is in contrast to (Sun and Balluffi 1982a) who identified stable 
MgO(001) twist grain boundaries experimentally. The discrepancy was later rectified by 
Duffy (1986) who attributed the stability to a reduced density of ions at the boundary 
plane. The restructured interface was calculated to have a lower energy than the 
interface containing the full complement of ions and stable with respect to the free 
surfaces. The vacancies are therefore not defects, since the reduced density is a 
consequence of the lowest energy structure.
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4.5.1 Reduced density calculations
In this section, we examine the effects of reduced interfacial density and interfacial 
defects on the interfacial energy for the BaO//MgO interface, conforming to the V2  
ao(Mg0)= aoCBaO) configuration.
Uncharged BaO and MgO units were removed from the interface to create five different 
interface configurations H1-H5 which are represented diagrammatically in figure 4.4 (for 
type ‘H’ the BaO is constrained to accommodate sites above the magnesium sublattice of 
the MgO substrate and for type ‘O’, the BaO is constrained to accommodate sites above 
the oxygen sublattice of the MgO substrate). Configurations HI and H2 involve the 
removal of BaO units from the interfacial region and H3, H4 and H5 have MgO units 
removed from the interface region. The defect energy is the energy difference between 
the pure and defective interface and is calculated as a function of defect concentration at 
the interface region.
The defect concentration is measured by considering the ratio of BaO to MgO ions at the 
interface. For example, the pure interface (no defects) conforming to the V2 ao(Mg0)= 
ao(BaO) configuration, exhibits a BaO/MgO ratio of 1:2 or 0.5. If an MgO unit were 
removed from the interface region for every unit cell for example type H3, the ratio or 
‘local* interfacial stoichiometry changes to 1:1 or 1.0. Further complications arise when 
one considers the removal of an MgO unit every unit cell by removing a magnesium 
from the first MgO plane at the interface region together with an oxygen ion from the 
second MgO plane, type H4 or type H5. The stoichiometric ratio of BaO to MgO in this 
case is therefore 2:3 or 0.666 as two BaO and MgO planes must be considered either side 
of the interface. The defect energy calculated at a BaO/MgO stoichiometry of 1:2 is the 
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Figure 4.4 Diagrammatic representations of the interface defect configurations.
H1-H5 with BaO constrained to sit above the magnesium sublattice and 0 1 -0 4  with 
BaO constrained to sit above the oxygen sublattice of the MgO substrate.
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Figure 4.5 show the calculated defect energies, as a function of BaO/MgO stoichiometry, 
for defect types HI and H2 (BaO units removed from the interface region). Figure 4.5a 
shows the defect energy, as a function of local BaO/MgO stoichiometry, for defect type 
HI. The figure shows that at a BaO/MgO stoichiometry of 1:3, the defect energy is 
-0.035 eV. At lower defect concentrations, the interface is destabilised with respect to 
the perfect interface, leading to a maximum defect energy at a BaO/MgO stoichiometry 
of 5:11. At infinite defect dilution the defect energy is calculated to be +3.36 eV. A 
negative defect energy at a BaO//MgO ratio of 1:3 suggests that the defects actually 
stabilise the interface. Closer inspection of the relaxation at the interface region reveals 
that the structure is almost identical to the interface with a full density of ions (the 
relaxation results in the density of the ions at the interface region being restored from 
relaxations of ions to the interface region from the bulk of the MgO and BaO crystals). 
This suggests that the minimisation procedure has identified an alternative local energy 
minimum for the perfect (no defects) interfaces even though the initial configuration 
accommodated defects. This argument is strengthened when one considers the defect 
energy is very close to zero (-0.035 eV) and local minima configurations are expected to 
be similar in energy. For the potential models employed in this work to direct the system 
back to the original perfect interface configuration from a very different initial interfacial 
configuration, is a useful result as it shows the adequacy of the minimisation method 
employed in this work. Figure 4.5b shows the calculated defect energies as a function of 
BaO//MgO stoichiometry at the interface region, for defect type H2. The figure shows a 
distinct minimum at a BaO/MgO stoichiometry of 3:8 with an associated defect energy 
o f+0.49 eV.
Figure 4.6 shows the calculated defect energies, as a function of BaO/MgO 
stoichiometry, for defect types H3, H4 and H5 (MgO units removed from the interface
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Figure 4.5 Calculated defect energies as a function of local BaO/MgO
stoichiometry, (a) Defect type HI. (b) Defect type H2. The BaO is constrained to 
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Figure 4.6 Calculated defect energies as a function of local BaO/MgO I
stoichiometry, (a) Defect type H3. (b) Defect type H4. (c) Defect type H5. The BaO is ! 
constrained to accommodate positions above the magnesium sublattice of the MgO i 
substrate.
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region). Figure 4.6a shows the calculated defect energies for defect type H3. A defect 
energy of -0.094 eV is calculated at a BaO/MgO stoichiometry of 0.6. The calculated 
structural configuration of this interface is dissimilar to the perfect interface structure 
(figure 4.7a represents the perfect interface structure and figure 4.7d, the reduced density 
interface with a local stoichiometry of 0 .6 ) and therefore the minimisation has not 
located an alternative local energy configuration for the perfect lattice. A negative 
defect energy suggests that the existence of the defects will enhance the stability of the 
interface. We can therefore conclude that not only do these defects exist at the interface 
region but they must also be an intrinsic part of the low-temperature interface structure.
Figure 4.6b shows the calculated defect energies as a function of local BaO/MgO 
stoichiometry for defect type H4. The figure shows that the defect energy varies almost 
linearly with increasing defect concentration with a minimum defect energy of +2.17 eV 
at infinite dilution. Finally figure 4.6c shows the calculated defect energies for defect 
type H5. This figure shows a maximum defect energy at a BaO/MgO stoichiometry of 
8:15 and an associated defect energy of +3.85 eV and a minimum at a higher defect 
concentration with a BaO/MgO stoichiometry of 1:3 and an associated defect energy of 
+0.94 eV. A defect energy of 2.01 eV is calculated at infinite dilution.
To ascertain the reasons by which the defect energy may be lowered we now consider 
the detailed relaxed structural configurations of three interfaces. Figure 4.7a shows the 
relaxed structure of the perfect interface i.e. with no defects. The minimisation of the 
perfect interface has resulted in the magnesiums relaxing towards the oxygen ions of the 
BaO lattice and away from the barium ions. Identical behaviour was observed from 
similar calculations performed by Cotter et al. (1988, 1989). The driving force 
underlying this behaviour is to maximise the contribution to the interfacial energy from
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Figure 4.7 Diagrammatic representation of the calculated relaxed structures
after relaxation of (a) The perfect full density interface, (b) Type H3 defects with a local 
BaO/MgO stoichiometry of 1:1. (c) type H5 defects with a local BaO/MgO
stoichiometry of 1:3. (d) Type H3 defects with a local BaO/MgO stoichiometry of 3:5. 
Oxygens are coloured red, barium is white and magnesium is purple.
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the attractive Ba^-O2' interactions and minimise the contribution to the interfacial 
energy by the repulsive Mg2+-Ba2+ interactions. Figure 4.7b shows the relaxed interface 
structure for the system containing type H3 defects with a BaO/MgO stoichiometry of 
1:1. The removal of the atoms at the interface, which effectively reduces the density of 
ions at the interface region, has enabled good charge matching across the interface via 
removal of the unfavourable repulsive interaction between barium and magnesium ions. 
Figure 4.7c depicts the relaxed interface including type H5 defects with a BaO/MgO 
stoichiometry of 1:3. The removal of the ions together with the relaxation has again 
enabled good charge matching across the interface. The interface structures shown in 
figure 4.7b and figure 4.7c are however unstable with respect to the relaxed perfect 
interface structure implying that achieving good charge matching across the interface 
and decreasing ion density at the interface region will not necessarily stabilise the 
interface. Figure 4.7d is the relaxed interface structure with a BaO/MgO stoichiometry 
of 3:5. Again good charge matching and reduced ion density at the interface are 
observed. The interface in this case has been stabilised with respect to the perfect 
interface (as the defect energy is negative) and therefore this configuration is expected to 
be a part of the low temperature interface structure.
These calculations involved the BaO constrained to sit above the magnesium sublattice 
of the MgO structure. Further calculations were performed to identify any low energy 
reduced density interfaces, with the BaO above the oxygen sublattice. The reason 
attributed to the lower stability of this interface compared to BaO above the magnesium 
sublattice, is the oxygen-oxygen repulsion at the interface. The reduction of ion density 
at the interface is therefore expected to alleviate this unfavourable interaction by removal 
of one of the oxygens and may increase the interfacial stability. It is therefore justifiable 
in considering this interface further.
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Four configurations were considered 01-04 (Figure 4.4). The calculated stabilities are 
given in figure 4.8a-d respectively. In this case none of the reduced density interfaces 
are stabilised with respect to the interface with a full density of ions. For defect type 03 
(figure 4.8c), the defect energy is calculated to be 0.0 eV at a BaO/MgO stoichiometry of 
1:3. This is attributed to the minimisation again locating a local energy minima for the 
perfect (no defects) interface.
The work in this thesis is primarily to ascertain the factors conducive to the interfacial 
stability and therefore we have not exhaustively considered all possible configurations. 
An exhaustive treatment may indeed identify more reduced energy interfaces which are 
stabilised with respect to the perfect interface (for BaO above the oxygen sublattice of 
the MgO substrate).
4.5.2 Vacancy formation energies
In this section we examine the effect charged defects have on the interface. The 
justification for these calculations is that at temperatures other than absolute zero, the 
materials considered will be defective and the defect chemistry is likely to be modified 
by the presence of a surface or interface (Tasker et al. 1985).
Firstly we calculate oxygen vacancy formation energies in both MgO and BaO, as a 
function of depth relative to the interface. Second we calculate magnesium and barium 
vacancy formation energies as a function of depth from the interface.
The relaxed V2 a^ jCMgO) = a0(BaO) (BaO over Mg sublattice) interface structure is used 
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Figure 4.8 Calculated defect energies as a function of local BaO/MgO
stoichiometry, (a) Defect type 01. (b) Defect type 02. (c) Defect type 03. (d) Defect 
.type 04. The BaO is constrained to accommodate positions above the oxygen sublattice 
of the MgO substrate.
D
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and rumpling at the interface, induces a long range electrostatic potential into the bulk of 
the crystal (Duffy et al. 1984). For a bulk defect, the outer region of the crystal is 
considered to be a polarisable dielectric continuum extending to infinity and the defect 
will be insensitive to this potential. The energies of charged defects calculated by the 
surface methods never tend to the values calculated by bulk methods as the potential is 
of infinite range (Mackrodt 1989a). This leads to a shift in the Madelung field in the 
near interface region, which can be quantified by the expression "qV", where q is the full 
ionic charge of the ion involved and V, the shift in potential. The shift V is dependent on 
the magnitude and displacement of the ions at the interface and hence will be unique to a 
given interface i.e. the shift in potential is the result of a dipole induced by relaxation of 
the surface ions. The calculated vacancy formation energies are therefore adjusted for 
the shift in the Madelung energy.
An extra feature that must be considered is that surfaces or interfaces are associated with 
a dielectric discontinuity at the surface or interface region. The dielectric discontinuity 
at an interface alters the polarisation of the oxide around a charged defect near the 
interface (Stoneham and Tasker 1987). From classical electrostatics, we can calculate 
the energy of a charge near a dielectric interface; For BaO//MgO with dielectric 
constants, €Mg0 and eBa0, then the presence of a charge, Q, in MgO, introduces an 
additional image term in the interfacial energy;
E; Q2image
4zeMgO
(6MgO '  eBao) 
(6Mg0 +  €Ba0)
(4.6)
Where z is the distance of the charge from the boundary. The effect of the image charge
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is to stabilise charged defects approaching the interface from the material with lower 
dielectric constant. Thus from the dielectric constants, i.e. eB a 0  = 34 and € M g 0  = 11, we 
would expect charged defects approaching the interface from MgO to be stabilised. 
However, the detailed atomic structure may modify this result.
4.5.2a Anion Vacancy formation Energies
Figure 4.9 shows the oxygen vacancy formation energy in the BaO//MgO interface as a 
function of depth from the interface. The dotted lines represent oxygen vacancy 
formation energies in bulk BaO (17.3eV) and bulk MgO (25.1eV). MgO oxygen 
vacancies approaching the interface are destabilised by leV whilst BaO oxygen 
vacancies are stabilised by 4eV on approaching the interface. The continuum method 
therefore does not predict the general behaviour of vacancy formation energies as they 
approach the interface (the image charge effect stabilises charged defects approaching 
the interface from the material with lower dielectric constant). Furthermore, for the 
defect to pass through the interface, equation (4.6) gives a spurious divergence. When 
the defect approaches the interface from the material of higher dielectric constant, the 
energy (image charge) goes to plus infinity; when approaching from the material with 
lower dielectric constant, the energy goes to minus infinity. Although we would not 
expect good agreement of image theory at the interface. However, the image theory fails 
for all distances. The reason for the failure of the image theory can be attributed to the 
misfit strain energy and the effect that relaxation has on reducing this strain energy for 
the vacancy formation energies.
4.5.2b Cation Vacancy formation Energies
The vacancy formation energies for barium and magnesium in the BaO//MgO interface 
as a function of depth are given in figure 4.10. As with the oxygen vacancy formation
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Figure 4.9 Oxygen vacancy formation energies as a function of depth in the
near interface region of the Ba0(100)//Mg0(100) interface. A depth of 0 represents the 
interface. Positive depths represent MgO oxygen vacancies and negative depths 
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Figure 4.10 Barium and Magnesium vacancy formation energies as a function o f '
depth in the near interface region of the Ba0(100)//Mg0(100) interface. A depth of 0 
represents the interface.
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energies, the cation vacancy formation energies do not exhibit the behaviour as predicted 
by image theory. Furthermore the figure shows a surprisingly low value for the 
magnesium vacancy formation energy for a magnesium ion 1.5A from the interface 
(point A, figure 4.10). This represents a difference of 4eV compared to removing an 
adjacent magnesium ion (point B). This can be rationalised by considering that the 
removal of a magnesium ion (point A) which has the effect of reducing the unfavourable 
Ba-Mg interaction at the interface, whereas the removal of a magnesium ion (point B), in 
contrast, eliminates the favourable Mg-O interaction. This gives an insight into how the 
detailed atomic structure can substantially modify the behaviour as predicted by the 
continuum method.
Figure 4.11 shows a comparison of the variation of magnesium vacancy formation 
energies with depth for a pure MgO surface (Duffy et al. 1984) compared to the 
BaO//MgO interface. Close to the surface the calculated energies differ significantly 
from the continuum method for the MgO surface vacancy formation energies. However 
a few planes into the solid, the continuum approximation becomes very accurate 
(dielectric constant of a vacuum is 1). The calculated oxygen vacancy formation 
energies in MgO for the BaO//MgO interface appear to converge to the bulk value at a 
slower rate. This may be a consequence of the considerable relaxation at the interface 
causing a longer range modification of the MgO structure than a (100) MgO surface. 
Furthermore as the dielectric constant for BaO is higher than for MgO, the vacancies 
should be stabilised near the interface region and destabilised when in the bulk of the 
MgO. The calculated values however do not show this behaviour even though the 
continuum approximation correctly predicts the behaviour for the pure MgO. This 
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Figure 4.11 Comparison of the oxygen vacancy formation energies at a pure
MgO surface and at the interface region of the Ba0(100)//Mg0(100) interface. The 
empty squares represents the image approximation.
81
4.6 BaO Monolayer Formation
The BaO//MgO interface formation has required the BaO to accommodate a 7% 
deviation from its natural lattice parameter. This requirement is imposed by the 
computer code to ensure periodicity in the interfacial lattice structure. To investigate the 
preferred configuration of a BaO monolayer on an MgO substrate we have allowed the 
monolayer to form from gradual additions of BaO units on the surface. The BaO may 
then adopt the most favourable configuration without being constrained to constant area. 
The BaO units are added to the MgO substrate at zero coverage and therefore simulate 
BaO island formation on the MgO substrate with no interaction from neighbouring 
islands.
Figure 4.12 shows the relaxed structures of one to eight BaO units added to the MgO 
substrate. The initial structures before relaxation were constructed by placing BaO units 
flat on the substrate adopting the ao(BaO) = V2ao(Mg0) configuration. For one BaO unit 
on the MgO substrate, the barium is seen to move away from the surface to reduce the 
unfavourable Ba-Mg interaction. The magnesium directly below the oxygen of the BaO 
unit has migrated out of the surface towards the oxygen resulting in an increased energy 
contribution to the system because of the close proximity of the oppositely charged ions. 
For two BaO units on the surface, the a^BaO) = V2ao(MgO) configuration is still 
apparent after relaxation. The magnesium ions directly below the oxygens of the BaO 
units are again seen to move out of the MgO surface decreasing the Mg-0 distance. The 
barium ions are seen to move away from the magnesium ions over which they are 
constrained to sit driven by the unfavourable Ba-Mg interaction. The relaxational 
behaviour is essentially identical to the relaxation observed for the full coverage of the 
MgO surface by eight BaO layers in figure 4.7a. For three BaO layers the ac(BaO) =
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V2 ao(MgO) relationship is not seen as the BaO units have appeared to move off the MgO 
surface. For four BaO units the BaO has split into two sets of two BaO units. The units 
do not adopt the configuration observed for two BaO units. This may be because the 
interaction between the two units direct the minimisation procedure in locating an 
alternative local energy configuration. With five or more BaO units cluster formation of 
BaO are observed on the MgO substrate. The magnesium is again seen to move out of 
the MgO surface resulting in the close proximity of the magnesium and oxygen ions 
again the driving force for this migration is the increase in stability resulting from the 
favourable Mg-O interaction. For five to eight layers no definite BaO//MgO 
configuration pattern can be observed from the structures also the a0(BaO) = V2a0(MgO) 
configuration is not conserved.
Figure 4.13 shows the calculated energy of adding BaO layers to the MgO substrate . 
The calculated energy of one BaO unit is lower than the energy of a BaO cluster 
containing many BaO units. This suggests than monolayer formation occurs with 
separate BaO units gradually filling the surface layer rather than the formation of small 
islands or clusters. This is based on purely thermodynamic considerations and therefore 
must be treated with caution as kinetic factors must also be considered. Furthermore the 
calculations are at zero coverage and therefore include no contribution from interactions 
from neighbouring BaO ‘islands’. Further calculations to identify the magnitude of these 
interactions are therefore necessary.
4.7 Summary
In this chapter we have investigated the factors influencing the stability of a 
heteroepitaxial interface. The identification of stable (100) MgO and BaO surfaces 
























Figure 4.13 Calculated energies per BaO unit of each relaxed "cluster" of BaO
on an MgO(lOO) substrate for one to eight units.
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Ba0 (1 0 0 )//V2  MgO(lOO) interface. Static simulation calculations predict that the 
interfacial stability will increase with BaO layers added to the MgO substrate reaching a 
maximum stability at 2 BaO monolayers. The epitaxial mismatch is accommodated 
entirely by the added BaO overlayers and therefore the interfacial stability with respect 
to isolated MgO and BaO surfaces is expected to fall with increasing BaO layers. From 
the reduced density calculations performed, we have identified one defect arrangement 
which adopts a lower energy (more stable) than the interface with a full density of ions. 
Therefore the vacancies are not defects in some ideal structure but are identified to be an 
intrinsic part of the low temperature interface configuration.
Vacancy formation energies at the interface reveal a poor correlation to defect energies 
predicted using the continuum method at near interface regions. For large distances from 
the interface the correlation improves but is never as good as for pure surfaces, this is 
attributed to the considerable relaxation at the interface as a result of the strain energy 
introduced into the system to accommodate the misfit between the two materials. The 
continuum method is therefore not a good approximation for interfaces where the 
relaxation at the interface is substantial resulting in a considerable long range 
modification of the BaO and MgO structures. The calculated vacancy formation 
energies of ions in close proximity to like charged ions are low and are therefore 
expected to be the major defects. Finally we have identified that BaO monolayer 
formation occurs on the MgO surface, by the addition of scattered BaO units as opposed 
to island formation assuming the interaction between neighbouring BaO units is not 
deleterious to the stability with increasing coverage.
In the next chapter we extend the range of materials considered to include BaTi03 and 







In this chapter we employ the methodology developed in chapter 4 to investigate the 
more commercially important materials BaTi0 3  and SrTiC^. These materials adopt the 
perovskite type structure and will therefore increase the complexity of the problem 
because the (100) perovskite surfaces terminate with either an MO or a T i0 2  plane.
SrTiOj interfaces are useful systems to study because, as with MgO, single crystals of 
SrTi0 3  are available. Hence experiments similar to those performed by Cotter et al. 
(1988, 1989) on an MgO substrate could easily be reproduced using SrTi0 3 . Thus we 
can provide predictions for tractable experimental studies. This would provide a test for 
the simulation and aid in the experimental interpretation.
We look at four interfaces; BaO interfaced with SrTi03 and BaTi0 3  and MgO interfaced 
with SrTi0 3  and BaTi03. The interfacial stability with increasing overlayer thickness on 
the substrate is calculated for all the interfaces. Vacancy formation energies of oxygen, 
barium, strontium and titanium are calculated at near interface regions for the 
BaO(1 0 0 )//SrTi0 3 (1 0 0 ) interface. The effect of the vacancy formation energies on the 
interfacial stability is examined to elucidate the low temperature defect structure of the 
BaO(100)//SrTi03(100) interface.
We next address the accommodation of misfit, as high values of the misfit were found in 
chapter 4 to be deleterious to the interfacial stability. First, by investigating the 
formation of BaO monolayers on SrTi0 3  by sequential additions of BaO units on the 
substrate surface. This allows the monolayer to form without any constraints on the BaO 
to accommodate a certain configuration to accommodate the misfit. Second, the
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constant interfacial area boundary conditions imposed on interface calculations by the 
MIDAS code are removed. This allows for the interfaced material to adopt its natural 
lattice parameter away from the interface region.
Barium titanate and Strontium titanate are important materials with respect to both 
scientific and commercial applications. Polycrystalline samples of donor doped barium 
titanate may show a dramatic increase in resistivity in the vicinity of the Curie 
temperature, Tc. This behaviour is known as the positive temperature coefficient of 
resistance (PTCR) effect and has been the subject of many extensive experimental and 
theoretical investigations, primarily for its application to thermistor devices (Lewis et al. 
1985a, Lewis and Catlow 1983). The effect of an interface on a barium titanate thin film 
may have severe implications to its PTCR effect as the relaxation expected at the 
interface region may modify the structural configuration of the BaTi03. Strontium 
titanate has been widely used as a substrate for superconducting YBa2Cu30 6 5 thin films 
(Eibl et al. 1990a, Narayan et al. 1989, LeGoues 1988, Chen et al. 1988) as the mismatch 
between the SrTi03 substrate and the superconducting YBa2Cu3C>6^ thin film is only 
*3% compared to the more commonly employed MgO substrate which is associated with 
an * 8 % misfit (Eibl et al. 1990b, Tanaka et al. 1990, Tong Lee et al. 1989, Ramesh et al. 
1990). Understanding the behaviour of these materials as substrates for heteroepitaxial 
interfaces will provide a good starting point for further studies which may evaluate their 
behaviour in real applications.
5.2 Crystal Structure
Both barium titanate and strontium titanate exhibit the calcium titanate or perovskite 
type structure. The composition of a perovskite type structure is AB03, where A and B 
are different metal cations having formal valances of A2+ and B4+. The size of the A 
cation is comparable to the O2* ion and occupies a lattice site that is surrounded by a
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regular array of twelve O2' ions. The smaller B cation resides in an octahedral site, 
surrounded by six O2’ ions. The lattice parameter for BaTi0 3  is 3.89A (Gronsky) and 
3.90A for SrTiC>3 (Narayan et al. 1989). Calculated lattice parameters are 4.14A for 
SrTiC>3 and 3.96A for BaTi03.
Barium titanate becomes ferroelectric at temperatures below the Curie temperature, such 
a transition being accompanied by a distortion from cubic to a lattice with lower 
symmetry. The Ba2+ and Ti4+ are displaced relative to the oxygens, thereby developing a 
dipole moment. This does not drastically alter the ligand environment of the cations, 
however, the dipole moment associated with this distortion will cause the (1 0 0 ) surface 
to adopt a type 3 surface (chapter 4). The resulting surface energy will therefore be 
infinite without substantial reconstruction. The symmetry of the lattice will also increase 
the complexity of interfacing the material. Furthermore, as the calculations performed in 
this work are all at OK which is below the Curie temperature of 120°C, the structural 
changes associated with this transition make interface calculations prohibitively difficult. 
The BaTiC>3 is therefore considered to be cubic at OK. The relaxation and subsequent 
substantial structural modification of the BaTi03 at the interface region justifies this 
approach.
5.2.1 Surface Topography
BaTi03 and SrTiC>3 do not cleave well along any particular plane, but the most common 
surface is the (100). This gives rise to two surface structures, an AO plane and a B02 
plane both of which are non polar and therefore to calculate the surface energy, the 
energy of two blocks, one terminating with the AO plane and the other terminating with 
a B 0 2 plane must be considered. The calculated surface energy of BaTi03 is 1.44 Jm’2, 
the surface terminating with BaO (100) being the more stable in accordance with the 
results of Lewis and Catlow (1985a). The calculated surface energy of SrTi0 3  is 1.32
90
Jm ' 2  with the surface terminating in SrO being more stable.
5.3 Interfacial Stability
From the arguments discussed in chapter 4, the substrate is allowed to exhibit its natural 
lattice parameter with the misfit accommodated entirely by the overlayer. To 
accommodate the misfit, the overlayer must ether be compressed or expanded relative to 
its natural lattice parameter. (If it is compressed a minus sign is designated to the 
percent misfit and a plus sign is designated if the overlayer is expanded).
5.3.1 BaO(100)//SrTi03(100) interface
The calculated lattice parameter of SrTi03 is similar to that of MgO, therefore epitaxial 
matching can be achieved by considering a 45° rotation of the BaO overlayer or a^BaO) 
= V2a0 (SrTi03) resulting in a +6 % lattice mismatch. The BaO overlayer can be 
considered as analogous to the SrO plane. The (100) SrTi03 offers two surfaces to 
interface with the MgO, one terminating with an SrO plane and the other terminating 
with a T i02 plane. Surface energy calculations suggest that the SrTi03 terminating with 
the SrO surface offers a more stable substrate to interface with MgO than the SrO 
terminated surface. However, the interface with BaO over the T i02 terminated SrTi03 is 
calculated to be more stable than over SrO terminated SrTi03. Figure 5.1 represents 
diagrammatically the configuration BaO is constrained to adopt when interfaced with the 
SrTi03 substrate. The BaO is arranged to ensure favourable charge matching across the 
interface i.e. the BaO oxygens are assigned to lay directly above the titanium sublattice. 
Calculations show this arrangement to be energetically more stable than barium 
occupying sites directly above the titanium sublattice.
The calculated energies of sequential additions of BaO to the SrTi03 substrate are given 
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Figure 5.1 Diagrammatic representation of the interfacial configuration, BaO








Type A —a — Type B
Figure 5.2 Calculated energies of sequential BaO layers added to a SrTi0 3
substrate. The energies are for two BaO units. The energy of 2 BaO units in a pure BaO 
crystal is calculated to be -62.52 eV.
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the feasibility of adding further BaO layers to increase the thickness of the thin film and 
type B depicts how stable an interface with n BaO layers would be). Monolayer 
formation is seen to be the most stable interface and almost 2eV more stable with respect 
to bilayer formation. This may be a consequence of the first BaO layer extending the 
perovskite type structure as it is consistent with the perovskite "AO" plane. Further 
additions of BaO layers do not continue the "BO2 " plane arrangement.
5.3.2 BaO(100)//BaTi03(100)
The respective lattice parameters of BaO and BaTi03 conform to the a ^ a O )  = 
V2 a0 (BaTi0 3) relationship necessitating a +1 % mismatch. Calculations predict the most 
stable interface structure to be analogous to BaO on SrTi03 (with BaO over the Ti0 2  
terminated BaTi03) and is shown in figure 5.1. Figure 5.3 represents the variation of 
interfacial stability with BaO overlayers added. The figure is qualitatively similar to 
figure 5.2. However, the stability of a BaO monolayer on BaTi03 is 0.83eV more stable 
than on SrTi03. This can be attributed to the lower mismatch between BaO and BaTi03 
as the resulting loss in strain energy from the system required to accommodate the high 
+6% mismatch for BaO on SrTi03 will be much greater than the loss in strain energy 
resulting from a +1% mismatch for BaO on BaTi03. Relaxation effects should however 
reduce this strain energy especially for monolayer formation where the BaO has more 
relaxational freedom. Comparison of the energies at higher BaO additions, where the 
relief of mismatch strain energy cannot be easily removed by relaxation, should illustrate 
this argument more clearly.
Figure 5.4 shows the energies of successive BaO additions to BaTi03 and SrTi03 
superimposed (figures 5.2 and 5.3 (Type B)) and figure 5.5 shows the difference in these 
values for one to eight layers. The energy difference at 8  layers should be greater than at 
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Figure 5.3 Calculated energies of sequential BaO layers added to an BaTi03
substrate. The energies are for two BaO units. The energy of 2 BaO units in a pure BaO 
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Figure 5.4 Figures 5.2 and 5.3 (type B) superimposed.
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Figure 5.5 Difference in energy for BaO on SrTi03 and BaO on BaTi03
function of BaO layers added.
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is hindered by the layers of BaO above it, or at worst, (no relaxation), a linear 
relationship of energy difference with layers should be observed. Clearly this is not 
evident from the graph where the energy difference is reduced for successive BaO layers. 
An explanation that can account for this observation is a variation of mismatch with BaO 
layers added. It seems apparent from these results that a hypothetical BaO monolayer 
has a lower lattice parameter than bulk BaO as the variation of strain energy with lattice 
parameter is not a linear function (figure 5.6). The variation of energy with lattice 
parameter for BaO (1,2,3 and 6  layers) is shown in figure 5.6. The graph shows the 
optimum lattice parameter of a hypothetical BaO monolayer "in space” to be reduced by 
as much as 7% compared to the bulk value. The energy of the BaO monolayer is also 
lower than the corresponding bulk value. The mismatch for a BaO monolayer on SrTi03 
is therefore higher than initially predicted when considering the bulk BaO lattice 
parameter and the mismatch for monolayer coverage is calculated to be +13% for BaO 
on SrTi03 and +8 % for BaO on BaTi03. The mismatch will reduce to +6 % and +1% 
respectively for bulk BaO interfaces.
5.3.3 MgO(100)//SrTi03(100)
The calculated lattice parameters of MgO and SrTi03 are 4.2A and 4.14A respectively 
resulting in a -1.5% mismatch (assuming bulk MgO lattice parameter). The MgO can 
therefore lay directly on top of the SrTi03. The most stable configuration was calculated 
to be with the MgO laying above the SrTi03 terminating with the T i0 2 plane. Figure 5.7 
shows diagrammatically the interface structure of an MgO monolayer on top of the 
SrTi03 substrate. Figure 5.8 shows the variation of energy with sequential MgO 
additions to the SrTi03 surface. The figure suggests that bilayer formation is least 
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Figure 5.6 Energy of the BaO structural unit as a function of lattice parameter











Figure 5.7 Diagrammatic representation of the interface configuration, MgO
















Figure 5.8 Calculated energies of sequential MgO layers added to a SrTiOj
substrate. The energies are for two MgO units. The energy of 2 MgO units in an MgO 
crystal is calculated to be -82.64eV.
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5.3.4 MgO(100)//BaTi03 (100)
The Mg0//BaTi03 interface is constructed in the same way as the MgO//SrTi03 
interface, with the BaTi03 substrate terminating with the TiC>2 plane (figure 5.7). The 
resulting mismatch from this interface is about -6 % (assuming bulk MgO lattice 
parameter). Figure 5.9 shows the variation of energy with MgO layers added. For this 
interface system the results suggest that MgO monolayer coverage presents the most 
stable interface and bilayer coverage the most unstable interface.
The variation of energy with lattice parameter for MgO (1,2,3 and 6  layers) is shown in 
figure 5.10. The figure shows the optimum lattice parameter for an MgO monolayer "in 
space" to be reduced by 6 % of the bulk value. The mismatch for MgO on BaTi03 is 
therefore about 0% for monolayer coverage and increases to -6 % for bulk coverage. For 
MgO on SrTi03 the initial +4.5% mismatch (monolayer coverage) changes to -1.5% 
mismatch for bulk MgO.
Figure 5.11 shows the energies of successive MgO additions to BaH 03 and SrTi03 
superimposed (figures 5.8 and 5.9 (type B)). Clearly MgO monolayer formation on 
BaTi03 is more stable than on SrTi03. This is surprising considering the mismatch is 
higher for BaO on BaTi03 (assuming bulk MgO lattice parameters) however accounting 
for the "MgO monolayer contraction" the mismatch for MgO on SrTi03 is 4.5% higher 
than on BaTi03. At bilayer formation the stability reverses. Figure 5.10 indicates for 2 
MgO layers the mismatch for MgO on BaTi03 is -3% whereas it is only +1.5% on 
SrTi03.
5.4 Vacancy Formation Energies at the BaO(100)//SrTi03(100) Interface Region
The inclusion of vacancies at the interface region enables good charge matching across 
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Figure 5.9 Calculated energies of sequential MgO layers added to a BaTi03
substrate. The energies are for two MgO units. The energy of 2 MgO units in an MgO 
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Figure 5.10 Energy of the MgO structural unit as a function of lattice parameter
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Figure 5.11 Figures 5.8 and 5.9 (type B) superimposed.
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(which may be deleterious to the interfacial stability) and hence promote the stability of 
the interface. The calculation of vacancy formation energies across the interface region 
will therefore elucidate the low temperature defect structure of the BaO(100)//SrTiO3 
interface.
Figure 5.12 shows the oxygen vacancy formation energies plotted against distance from 
the interface. The dotted line represents oxygen formation energy in bulk BaO and the 
bold solid line, the oxygen vacancy formation energy in bulk SrTi03. The formation of 
an oxygen vacancy is more stable near the interface than in the bulk region for all 
distances for SrTi03 but convergence to the bulk value is very slow suggesting a long 
range structural modification because of the interfacial relaxation. Vacancy formation 
energy in BaO is more stable at short distances from the interface (less than 5A) but at 
7 A it reaches a maximum of 17.8eV before converging to the bulk value. The oxygen 
vacancy formation energies in the BaO block of the BaO//SrTi03 show a marked 
contrast to those in the BaO block in the BaO//MgO interface (figure 4.9).
Figure 5.13 shows barium and strontium vacancy formation energies in the BaO//SrTi03 
near interface region. The strontium vacancy formation energy shows a minimum value 
for strontium removal at the first SrO plane; this may be attributed to the removal of the 
unfavourable Sr-Ba interaction. One may therefore predict that the removal of the first 
barium ion would also eliminate this unfavourable interaction and should be likewise 
reflected in a low vacancy formation energy. The figure shows however that this barium 
vacancy formation energy is a maximum. This result demonstrates the difficulty in 
predicting vacancy formation energies based on local environment as the energy is 
highly dependent on the detailed ionic relaxation around the defect. Furthermore the 
result demonstrates the power and versatility of atomistic simulation techniques.
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Figure 5.12 Oxygen vacancy formation energy in the near interface region of the
BaO(1 0 0 )//SrTi0 3 (1 0 0 ) interface as a function of depth. A depth of 0 represents the 
interface. Positive depths represent BaO oxygen vacancies and negative depths 
represent SrTi0 3  oxygen vacancies. The bold dotted line indicates the bulk oxygen 
vacancy formation energy in SrTi03 and the bold continuous line represents the bulk 
oxygen vacancy formation energy in BaO. The dielectric constants of BaO and SrTi0 3  
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Figure 5.13 Strontium and Barium vacancy formation energies as a function of !
depth in the near interface region of the BaO(1 0 0 )//SrTiC>3 (1 0 0 ) interface. A depth of 0 
represents the interface. The bold dotted line represents the strontium vacancy formation 1 
energy in bulk SrTi03 and the bold continuous line represents the barium vacancy 
formation energy in bulk BaO.
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Figure 5.14 shows titanium vacancy formation energy at the near interface region. The 
formation of a titanium vacancy at the interface region is about lOeV more stable than 
the bulk value.
5.5 BaO Monolayer Formation on SrTi03
In this section, the mechanism by which a monolayer of BaO forms on a SrTi03 
substrate is investigated. 1,2,3 and 4 BaO units are sequentially added to the SrTi03 
surface and the system allowed to relax. The BaO is not constrained to accommodate 
any mismatch as only a maximum of 4 BaO units are added to an infinite SrTi03 
surface. Only four systems were considered as the calculations are very cpu intensive.
The relaxed structures of 1,2,3 and 4 BaO units added to the surface of SrTi03 are 
illustrated diagrammatically in figure 5.15 and the variation of energy, per BaO unit, as a 
function of BaO units added to the SrTi03 surface is given in figure 5.16.
Substantial relaxation is observed for all the systems with the SrTi03 surface atoms 
relaxing out of the surface by more than a lattice spacing. For one BaO unit added, the 
SrTi03 surface oxygens can be observed to relax out of the surface and cluster around 
the added BaO unit The energy of the system predicts this arrangement to be very 
stable compared to the other three systems (figure 5.16). This implies that monolayer 
formation occurs with the formation of individual BaO units on the surface as opposed to 
island or clusters of BaO. The relaxed structures of 2 and 4 BaO units added to the 
surface show strontium to have migrated from the second SrTi03 layer out above the 
surface!
Calculations involving ions undergoing large deviations from their natural lattice 
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Figure 5.14 Titanium vacancy formation energy as a function of depth in the
near interface region of the BaO(100)//SrTi03 (100) interface. A depth of 0 represents i 
the interface. The bold dotted line represents the titanium vacancy formation energy in i 
bulk SrTi03.
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Figure 5.15a Calculated relaxed structures of 1 
SrTiC>3 (100) surface.
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Figure 5.15b Calculated relaxed structures of 3 and 4 BaO units added to a 
SrTiO3 (100) surface.
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Figure 5.16 Calculated energies per BaO unit of each relaxed "cluster" of BaO
on SrTiO3(100) for one to four units.
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success using these types of potential (Lewis and Cadow 1985c). Indeed, the calculated 
results of the MgO surface energies relaxation and rumpling in chapter 4 gave excellent 
correlation to experimental results. The inaccuracies of these calculations are attributed 
to the changes in oxygen polarisability at the surface region because of the strong 
dependence of this parameter on crystal environment The applications of these 
potentials and the result obtained with the systems described here, where clearly the BaO 
units are not in a BaO crystal environment must therefore be treated with a degree of 
caution.
5.6 Removal of Constant Area Constraint
The interfaces simulated thus far, have indicated various factors responsible for interface 
stability such as good charge matching across the interface and reduced ion density at the 
interface, but most important is the deleterious effect straining the overlayer, to 
accommodate the mismatch, has on the interfacial stability.
The constant area constraint imposed by the simulation prevents the mismatch strain 
energy being alleviated by an expansion or contraction of the overlayers to exhibit their 
natural lattice spacings. This will obviously affect the charge matching across the 
interface, but interfacial relaxation and defect formation will optimise this. The problem 
in simulating this effect is the incommensurate lattices could lead to an infinitely large 
unit cell size (however experimental observations of symmetry at the interface suggest 
this is not the case). We can overcome this problem by constructing a (010) surface 
perpendicular to the interface (figure 5.17). The minimisations performed thus far have 
allowed relaxations in the [100] directions. Relaxations in the [010] and [001] directions 
are limited because of the constant area constraint imposed by the MIDAS code to 
ensure periodicity in neighbouring unit cells. The interfacial area can not change and the 
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Figure 5.17 Top: original interface construction constrained to constant 
interfacial area in the [010] and [001] directions. Bottom: modified interface; 
construction enabling relaxation in the [0 1 0 ] direction and hence allowing for an i 
interfacial area change.
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enable relaxation in the [010] direction. Since the interface is now perpendicular to this 
surface, relaxation into or out of the surface will also be associated with an interfacial 
area change. The constant area constrain must still be imposed and results in limited 
relaxation in the [100] and [001] directions. The [001] direction is in the plane of the 
interface and therefore relaxations in the plane of the interface are effectively restricted 
to one dimension. The construction of the new (010) surface also leads to the 
undesirable effect of having the interface region repeated eveiy unit cell resulting in 
interface-interface interactions (for future calculations however this may be a useful 
parameter enabling us to examine edges). This effect will be more pronounced if the 
primitive unit cell is small thereby reducing the distance between neighbouring 
interfaces (figure 5.17). These calculations are therefore very intensive computationally 
and the small size of the primitive unit cell we can effectively model prevents any 
quantitative energy values from being produced especially as we have seen the 
relaxation effects at the interface to be of very long range into the crystals. We can 
however achieve a qualitative observation of how the strain energy induces the 
relaxation to reduce it and the resulting effect at the interface region. In these 
calculations, the accommodation of misfit strain is partitioned between the BaO and 
MgO on the basis of their respective bulk moduli so as to introduce as little strain energy 
into the system as possible. 1.7% of the 7% (bulk) mismatch is therefore assigned to be 
accommodated by the MgO and the remaining 5.3% to the BaO lattice. The MgO is 
constrained to accommodate a 1.7% expansion and the BaO a 5.3% contraction.
Figure 5.18a shows the individual ions within the new unit cell (region 2 is not shown for 
clarity). Figure 5.18b shows the behaviour of the ions at the interface region after partial 
relaxation and figure 5.18c after full relaxation. The relaxation of the magnesium ions 
(in the [100] direction) towards the BaO oxygens and away from the BaO bariums is 
consistent with previous calculations and in accordance with Cotter et al. (1988). This
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Figure 5.18 (a) Pictorial representation of the modified interface construction
with space filling atoms, (b) Behaviour of the ions at the interface region after the 
interface has been partially relaxed, (c) Behaviour of the ions at the interface after full 
relaxation, (d) Behaviour of the ions at the interface region after full relaxation with the 
number of planes explicitly relaxed in the [010] direction increased to 9. (e) As (d) with 




result shows the ions are indeed able to relax in the [1 0 0 ] direction, however the area 
must be conserved and the distance of the unit cell in the [1 0 0 ] direction remains fixed 
allowing little fluctuation in interplanar spacings.
Relieving the constant area constraint results in substantial reconstruction of the 
interface. The top barium ions at the interface region move towards the MgO crystal 
(figure 5.18b) and are finally associated with the MgO crystal together with the top layer 
of oxygens. It appears a "crack" is forming at the interface. The distance between the 
second and third BaO layers (in the [010] direction) is also artificially lengthened by 
approximately 1A as a result of the relaxation. The BaO surface structure away from the 
interface predicts the BaO anions to relax into the bulk and the cations to relax out of the 
surface.
Figures 5.18d and 5.18e represent the same calculations as those above, with the depth 
([0 1 0 ] direction) of the interface increased, enabling more ions in the [0 1 0 ] direction to 
relax explicitly. The figures show the behaviour of the ions at the interface region for 
nine BaO planes after full relaxation. The size of the ions in figure 5.18e have been 
reduced for clarity it is otherwise identical to figure 5.18d. The result of the relaxation is 
expected to reduce the imposed expansion of the BaO lattice and the imposed 
contraction of the MgO lattice as the imposed strain on the system will destabilise the 
interface. It appears however from figures 5.18d and 5.18e that the relaxation has 
resulted in the BaO expanding further as the BaO extends almost half a lattice unit 
higher than the MgO at the surface region. This unexpected result appears to result from 
a change in the BaO structure from plane five to seven from the surface. The structural 
modification appears to have resulted in a local expansion of the BaO crystal to 
accommodate the mismatch. A reduced ion density at the interface is also clearly visible 
from the figure.
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The number of ions that can be accommodated within the computer is limited hence 
figures 5.18d and 5.18e are restricted to five planes perpendicular to the interface to 
maintain the depth of nine BaO planes. The interface-interface interaction is therefore 
more influential to the resulting relaxation behaviour than with 10 BaO planes in the 
[100] direction (as figures 5.18b and c). To accommodate more ions in the interface 
region the BaO and MgO were considered to be rigid ions and therefore allowing the 
number of ions to be doubled.
Figure 5.19a and 5.19b show the behaviour of the ions at the interface region after full 
relaxation for a system with 10 BaO and 10 MgO planes in the [100] direction. As these 
simulations give only qualitative information about the interfacial behaviour, employing 
a rigid ion model is justified. Figure 5.19a is a side view of the interface which is eight 
BaO planes deep, ten planes wide and two planes thick. The characteristic relaxation of 
the magnesium ions towards the BaO anions and away from the BaO cations is clearly 
seen. The "local'' expansion of the BaO at the near interface region (observed in figures 
5.18 d and e) is not apparent in this calculation. To accommodate the misfit strain 
energy, a reasonable contraction of the BaO lattice away from the interface is clearly 
evident. The BaO returns to its natural (bulk) lattice parameter five planes away from 
the interface region, whilst maintaining an artificially expanded lattice parameter at the 
interface. The contraction follows a smooth progression from a +5.3% mismatch at the 
interface (over 8  layers this corresponds to 0.42 of a lattice parameter) to adopting its 
natural lattice parameter. The fifth BaO plane is therefore about half a lattice parameter 
lower than the BaO plane at the interface. The MgO appears to exhibit the same 
behaviour with the MgO planes away from the interface region adopting their natural 
lattice parameter whilst MgO planes at the interface region remaining artificially 
compressed. This relaxation is more subtle than for the BaO and is barely visible in
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Figure 5.19 (a) Behaviour of the ions at the interface region after full relaxation
for a system with 10 BaO and 10 MgO planes in the [100] direction explicitly relaxed, 
(b) Side view of the interface, (c) Behaviour of the ions at the interface region after full 
relaxation for a system with 4 BaO planes explicitly relaxed in the [001] direction. 
Oxygen is coloured red, barium white and magnesium purple.
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5.19a. Figure 5.19b shows a cross section of the interface. The relaxation is much more 
evident in this view and a "sine wave" like behaviour can be seen. The "amplitude" is 
high at the surface region and reduces to almost zero at the bottom layers (deeper into the 
bulk). A return to the natural lattice parameter away from the interface suggests a strain 
gradient, at the interface the lattice parameters of MgO and BaO are artificially 
lengthened or contracted, with the loss in energy, resulting from the strain in the lattices, 
compensated for by the favourable interactions across the interface. Strain gradients 
from interface regions, have also been observed experimentally by Dang and Veillet 
(1990) in epitaxial Co-Cu superlattices.
It must be noted that the surface relaxation of BaO and MgO are an intrinsic part of this 
type of calculation (albeit small compared to the interfacial relaxation) and will also 
contribute to the relaxational behaviour of the system.
Calculations performed thus far, have limited the thickness of the BaO crystal (relaxed 
explicitly) to two planes. To maintain a constant surface area only relaxations 
perpendicular to the surface ([010] direction) are allowed. Increasing the thickness to 
four BaO planes will enable more relaxation in the [001] direction (however 
conservation of surface area will greatly limit this relaxation). Figure 5.19c shows the 
interface with four BaO layers in the [001] direction. The depth of the interface has been 
reduced to four BaO planes to enable the number of ions to be accommodated by the 
computer. The wave-like behaviour of the interface is again clearly evident even with 
the limited depth of the interface. The relaxation parallel to the interface is (as 
predicted) very slight. Without the surface area restriction, the wave-like behaviour 
should be evident in two dimensions i.e. both peipendicular and parallel to the interface.
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5.6.1 BaO Monolayer on MgO
The "removal" of the constant area constraint is now applied to investigate the relaxed 
structure of a BaO monolayer on the MgO substrate. Figure 5.20 shows 
diagrammatically the construction of the BaO monolayer on the MgO substrate with the 
existence of a surface perpendicular to the interface to allow for interfacial area variation 
in one dimension. The BaO monolayer is not constrained by further BaO layers and is 
therefore free to relax in both the [010] and [100] directions. The constant area condition 
continues to constrain the BaO to accommodate the mismatch in the [001] direction. 
Figures 5.21 show three projections (view A, view B, and view C) of the relaxed 
structure of the monolayer interface. Substantial reconstruction occurs at the interface 
region with ionic relaxation visibly extending seven lattice spacings into the bulk of the 
MgO substrate. View A shows the BaO overlayer to be "attached" to the top of the MgO 
substrate. Moving further from the top of the figure the MgO-BaO distance increases to 
4.3A suggesting the BaO has dissociated from the MgO. In view B, magnesium and 
oxygen ions have migrated from the MgO crystal to the top of the BaO monolayer. 
View C suggests a substantial modification of the BaO cubic structure after relaxation to 
an almost hexagonal symmetry. The relaxation perpendicular to the surface allows the 
BaO to accommodate its natural lattice parameter which is evident from figures 5.21 
which show the BaO monolayer to have contracted perpendicular to the surface. The 
boundary conditions imposed on the BaO dictate that it accommodate the mismatch 
parallel to the interface. It appeal's to have achieved this by adopting a less dense 
configuration.
The removal of the constant area constraint was developed using the 
Ba0(100)//Mg0(100) system because both BaO and MgO are relatively simple 
structures. It may equally be applied to model more complex systems however this has 
not been considered as the size of the resulting system would be prohibitively large
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Figure 5.20 Construction of the interface allowing for relaxations in the plane of
the interface [0 1 0 ] direction, for monolayer coverage.
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Figure 5.21 Three projections of the BaO monolayer on MgO after relaxation.





computationally to consider even SrTiC>3 and BaTiOj interfaces. The application of this 
methodology must therefore wait for the inevitable increase in computer size and speed.
5.7 Summary
The most stable perovskite/rocksalt interfaces were those with the perovskite terminating 
with a TiC>2 plane at the interface region. From these results we have established that in 
determining the associated interfacial misfit for the substrate and thin film, the 
‘contracted’ thin film lattice parameter must be considered.
For BaO on SrTi0 3  and BaTi0 3 , the formation of the BaO monolayer was calculated to 
be the most stable. With further BaO additions the stability decreased until a constant 
energy was reached at about eight layers, with a maximum instability at two layers. For 
MgO on SrTi0 3  the interface was most stable for an MgO thin film of eight layers. For 
MgO on BaTi0 3 , MgO monolayer formation was calculated to be the most stable. MgO 
on SrTi03 and BaTi03 showed maximum instabilities for two MgO layers added.
The methodology devised for the removal of the constant area constraint has enabled the 
strain energy imposed on the thin film and substrate to be dissipated by modifications of 
the interfacial area. The computational expense of these type of calculations has 
prevented the simulation of a large primitive unit cell in all three dimensions and 
therefore calculations were performed on a unit cell extended firstly in the [1 0 0 ] 
direction and next in the [0 1 0 ] direction at the expense of shortening the unit cell in the 
other two dimensions. Firstly the size of the cell explicitly relaxed in the [100] direction 
(figure 5.17) was extended. The results suggested the formation of a crack at the 
interface region. Second the size of the cell was increased in the [010] direction with 9 
BaO planes in the [010] direction explicitly relaxed. This is at the expense of shortening 
the number of BaO and MgO planes in the [100] direction and thereby increasing the
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detrimental interface-interface interaction. The relaxation reduced the strain in the 
system by lowering the density of the ions at the interface region with an associated local 
expansion of the BaO crystal. The results presented in this chapter verify that the 
reduction of ionic density at the interface region is a prerequisite for interfacial stability. 
The reduced density of ions at the interface has not been included explicitly in these 
calculations (unlike chapter 4) but are observed to be a consequence of reducing the 
strain energy, imposed by accommodating the mismatch.
Calculations employing the rigid ion model enabled the size of the unit cell to be 
effectively doubled. A unit cell extended in both the [100] and [010] directions was 
considered resulting in a wave-like pattern at the interface region where the BaO and 
MgO returned to their natural lattice spacings five planes away from the interface. The 
planes at the interface remained artificially lengthened (BaO) or compressed (MgO) to 
accommodate the mismatch.
It is undeniable that the misfit strain energy has a profound effect on the interface 
stability and its reduction is a major driving force to modifications of interfacial 
structure. Indeed, lowering the misfit strain energy imposed on the crystals to 
accommodate epitaxial matching, has been seen to increase the interfacial stability in all 
cases. The effects of factors such as relaxation, favourable interactions across the 
interface, formation of defects or dislocations has been seen to modify the stability but 
not to enable an interface of higher mimatch to become more stable than one of lower 
mismatch. If this were true in all cases the interfacial stability could be adjudged on 
purely geometrical grounds and the resulting interfacial misfit. This is investigated in 
the next chapter where interface structures of the same two materials with varying 
mismatch can be constructed using the Near Coincident Site Lattice theory (NCSL).
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Chapter 6
BaO(l 0 0)//MgO(l 0 0) Twist Grain Boundaries
Using a Near Coincidence Site Lattice Theory
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6.1 Introduction
In this chapter we use the near coincidence site lattice theory to construct interfaces with 
lower associated misfits. In conjunction with the minimisation techniques the relative 
stabilities of these interfaces can be calculated to find the most stable interfaces.
Interface structures investigated thus far have involved the overlayer constrained to 
adopt configurations conforming to a^substrate) = a^overlayer) or a^substrate) = 
V2 a0 (overlayer) with an associated misfit of up to 7%. The resulting interfacial stability 
was found (in chapters four and five) to be heavily dependent on the magnitude of this 
mismatch. To increase the interfacial stability, configurations accommodating a much 
lower misfit are considered. The formation of a heteroepitaxial interface with 
configurations with a lower mismatch can be constructed using the Near Coincident Site 
Lattice Theory (NCSL) (Bollmann 1970, Smith and Pond 1976, Grimmer et al. 1974, 
Balluffi et al. 1982, Sutton and Balluffi 1987, Mykura et al. 1980, Gao et al. 1988). This 
theory, based on purely geometrical criteria, has also been applied with success to 
explain the existence of many experimentally observed interfaces (Mykura et al. 1980, 
Gao et al. 1988, Hwang et al. 1990).
We will first discuss the application of the near coincidence site lattice theory for a 
general two dimensional cubic (1 0 0 ) interphase boundary and show the special 
orientations with low associated misfits that can be constructed using this theory. This 
theory is then applied to construct various Mg0(100)//Mg0(100) twist grain boundaries 
and the relative stabilities of these interfaces are calculated using the minimisation 
techniques. The formation of coincident site lattice structures has been observed 
experimentally for these twist grain boundaries (Mykura et al. 1980, Gao et al. 1988,
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Hwang et al. 1990). It is therefore a useful test of both the NCSL theory and the 
simulation techniques.
The near coincidence site lattice theory is next applied to the Ba0(100)//Mg0(100) 
system to investigate the variation of interfacial stability with percent misfit This 
system is of little commercial importance. However it is a relatively simple system and 
is employed in this work as a model system representative of a heteroepitaxial interface 
with an incommensurate relationship. Furthermore the system has been investigated 
experimentally by Cotter et al. (1988, 1989) and therefore valuable comparisons with 
experimental observed interfaces can be made.
The methodology developed in this chapter can then be applied to more complex 
systems such as superconducting devices. This is addressed in chapter 7.
6.1.1 Near Coincident Site Lattice Theory (NCSL)
Near coincidence site lattice theory is a special case of the coincidence site lattice theory 
(CSL). For heteroepitaxial interfaces, the non-commensurate relationship between the 
lattice parameters of the two materials dictate that an exact coincidence cannot be found 
and hence a lattice misfit or near coincidence is introduced.
The full, three dimensional, CSL theory for cubic crystals is given by Grimmer et al. 
(1974). In this section we shall be concerned only with cubic {100} grain boundaries 
and heteroepitaxial interfaces.
We now outline the theory for these simple systems and apply it to the construction of 
new Ba0(100)//Mg0(100) interfaces with low associated misfits.
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Cubic {100} interphase boundaries with lattice parameters and a2, can be considered 
as two-dimensional square lattices. A two-dimensional coincidence site lattice is 
produced by rotating one square lattice with respect to the other about the common [1 0 0 ] 
axis (figure 6.1) until three lattice sites in the two materials are common. Exact 
coincidence, following Mykura et al. (1980), is given by;
(aj/a2) 2  = (m2+n2)/(k2+l2) (6 .1)
Where k,l,m and n are integers. The rotational angle associated with this coincidence 
site lattice to bring the two crystals into exact coincidence is;
0  = tan'^n/m) ± tan_1(l/k) (6 .2 )
The four fold symmetry of the square lattices ensure positive and negative values of 0  
give equivalent interfaces and therefore only values between 0 and 45° need be
considered. The planar reciprocal coincidence density of crystal 1 and 2 are given by
Xip = m2  + n2  (6.3)
X2P = k2  + 12 (6.4)
The subscript p is used to denote a planar two dimensional coincidence (Gao et al. 1988). 
The coincidence density (1/T1p) is the fractional number of ions at the interface (of 
material 1) which are in coincidence with ions of material 2  (i.e. the ions have the same 
(010) and (001) coordinates for cubic {100} boundaries). IP  is also a measure of the 
primitive unit cell size. Exact coincidence only occurs when equation (6.1) is satisfied 
exactly (i.e. for grain boundaries where a^  = a2). However this relationship can never be
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Figure 6.1 The geometry of two cubic lattices (with lattice parameters aj and
a2) forming a near coincident site lattice with associated angle of rotation 0 .
131
satisfied exactly for heteroepitaxial systems because the incommensurate relationship 
between the lattice parameters (for all known lattice parameters) ensures the left hand 
side of the equation is irrational whilst the right hand side is always rational. Equation 
(6 .1) can be satisfied exactly if one or both of the lattice parameters are changed i.e. if 
the crystals are expanded or contracted with respect to their optimum lattice parameter.
The misfit, F, which must therefore be accommodated by this expansion or contraction is 
defined by the deviation from a coincidence condition, and designated a Near 
Coincidence Site Lattice (NCSL). This misfit is given by
F = 2 (M (Z 1P) - a2V(X2P)|) /  (a^X jP) + a2(?IZf)) (6.5)
A low value for the misfit resulting in a small loss in strain energy can always be 
achieved by increasing the size of IP. The size of the resulting primitive unit cell 
however may become prohibitively large, even for modem supercomputers to 
accommodate, and the density of planar coincidence sites, T, (where T  = HIP) low. A 
low value of T  is undesirable since it has been suggested by Brandan et al. (1964) that 
low values of T  are conducive to low interfacial stability. The size of the unit cell which 
we are able to accommodate within the present simulation work is limited and therefore 
we are compelled to ensure the primitive cell size is suitably small ( I p < 50 assuming a 
simple rocksalt type structure). This would result in a high value of T  but it is also likely 
to result in a high value for the misfit, F (Which we have shown in chapters four and five 
to be deleterious to the interfacial stability). A compromise between the value of the 
misfit and primitive unit cell size must therefore be sought.
For monatomic square lattices, all the solutions of equations (6.1) and (6.2) are 
coincidence site solutions. For diatomic square lattices with the NaCl (100) planar
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structure, certain values of hj,k and 1 will also give a coincidence between two positive 
or two negative ions. From Mykura et al. (1980) these are designated ‘anti-coincidence 
orientations’ and they occur when one of X^, X2P is odd and the other is even. The 
NCSL primitive unit cell with anti-coincidence orientations will be assigned ‘p’ in this 
thesis. Mykura et al. also suggest these systems do not give minima in the interfacial 
energy. This can be explained by considering that a P type interface must accommodate 
a coincidence between either two positive or two negative ions and for two like charged 
ions in close proximity, this will inevitable destabilise the interface. However in this 
work we also include ionic relaxation which will enable the like charged ions to move 
away from each other and result in stable P-type interfaces. True coincidence site 
orientations occur when both X ^  and X2P are odd and therefore will have one positive 
ion site and one negative ion site in coincidence per primitive unit cell. These will be 
assigned ‘a ’ in this thesis.
The configuration for the Ba0(100)//Mg0 interface considered in chapters 4 and 5 can 
be described using NCSL theory;
^ P(BaO) =  d 2+ 0 2) = l  
0  = tan‘1(O )±tan1(l) = 45o
The interface is designated anti-coincident and is therefore assigned a p. The NCSL 
description is therefore Xp 1/2 p, 0  = 45° with F = 0.0714 (assuming lattice parameters 
^MgO 4.2, aB a 0  5.53).
The discrepancy between the coefficients of linear expansion of the two materials may 
enable the materials to be in exact coincidence (i.e. misfit = 0 ) at a particular temperature
£ W )= (1 2+12) = 2.
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for a near coincidence site lattice of low misfit, F. The formation of the particular near 
coincidence site lattice at this temperature would (following the arguments of Balluffi et 
al. (1982)) contain less ‘intrinsic* defects (i.e. defects which exist as an integral part of 
the low energy equilibrium boundary structure). This is of great importance to the 
application of these materials to electronic devices where the existence of defects may 
have deleterious effects on the material properties. Indeed in superconductors, defects 
may introduce local scattering potentials and also perturb phonon modes which may be 
crucial for coupling (Allan and Mackrodt 1989b). When the crystals are returned to 
room temperature however, the strain introduced at the interface region may cause the 
interface to crack. This has been observed in our calculations in chapter five (figures 
5.18c) where the BaO and MgO were constrained to accommodate a 7% misfit and then 
allowed to relax to their natural lattice spacings.
6.2 Stability of Mg0(100)//Mg0(100) twist grain boundaries using CSL theory.
Mykura et al. (1980) have performed electron microscope measurements of the angular 
distribution of small, cubic MgO crystals deposited on an MgO (100) substrate and have 
found them to exhibit marked preferred orientations. These orientations conform well to 
those predicted using coincident site lattice theory. Mykura et al. measured the 
frequency of occurrence of MgO cubes as a function of disorientation angle 0  about the 
[100] direction in 1° steps. A high occurrence at a particular disorientation angle is 
synonymous with a high stability of that particular coincident site lattice and associated 
disorientation angle. In this section we use CSL theory to construct various 
Mg0(100)//Mg0(100) twist grain boundaries (Sun and Balluffi 1982a, 1982b) and 
calculate their relative stabilities and relaxed interfacial structures using the 
minimisation techniques. The calculated results are then compared to 
Mg0(100)//Mg0(100) twist grain boundaries, experimentally observed by Mykura et al. 
(1980) This will provide a useful test of the computer simulation techniques combined
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with CSL theory in reproducing the results of Mykura et al.
The size of the resulting primitive unit cell prohibits investigation of coincidence site 
lattices with IP  > 25. Three MgO planes were explicitly relaxed either side of the 
interface for coincidence site lattices of IP -  1,5,13 and 17. Only one MgO plane either 
side of the interface was relaxed explicitly for the IP  = 25 as three planes exceeded the 
available size that could be accommodated within the computer. The results from the 
ZP=25 are therefore less reliable.
The calculated stability is the energy required to cleave the interface and form two 
perfect MgO(lOO) surfaces, per unit area. This is analogous to the calculation of surface 
energies.
6,2.1 Reduced density calculations
The action of placing an MgO(lOO) surface on MgO(lOO) at a specific orientation, 
inevitably results in two like charged ions being in close proximity (one almost directly 
above the other). Therefore, for the calculated Mg0(100)//Mg0(100) twist grain 
boundaries, the ionic density of the interface was reduced to remove these destabilising 
interactions. The procedure followed the results of Duffy (1986) whose calculations on 
Ni0(100)//Ni0(100) twist grain boundaries suggest that a reduction of ion density at the 
interface significantly enhances the stability.
The reduced density calculations involve the removal of a stoichiometric MgO unit from 
each surface unit cell to maintain charge neutrality. The ions to be removed were 
identified by considering the Madelung energies. The Madelung energies of all the ions 
at the interface region before relaxation were calculated and those ions with the most 
positive Madelung energies (i.e. the least stable) removed. The relaxation behaviour can
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modify or even reverse this result as was observed for vacancy formation energies 
calculated at the near interface region for the BaO(100)//SrTi03 (100) in chapter 5 (figure 
5.12 and 5.13). Thus the Madelung energies should be treated only as a guide and might 
not lead to the most stable interface.
The stabilities of the Mg0(100)//Mg0(100) twist grain boundaries after relaxation were 
calculated for all coincidence site lattices for IP  (type a) less than 29 and are given in 
table 6 .1 .
Table 6.1 shows that a reduced ion density at the interface stabilises the interface. As in 
all cases, increased stability is achieved by reducing the ion density, apart from the 
perfect crystal where IP  = 1. Moreover without the defects the interfaces would not 
exist and therefore defects are an integral part of the low temperature grain boundary 
structure. The relative ordering of stability for the various coincident site lattices 
observed experimentally are:
(2? = 1) > (Xp = 5) > (Zp = 13) > (Zp = 25) > (Xp = 17)
These relative stabilities are identical to our calculated results.
6.2.2 Statistical Thermodynamic treatment of energies
The application of a simple statistical thermodynamical treatment of our results can 
provide relative occupational levels of the various coincidence site lattices at any 
temperature on the basis of their relative stabilities. Hence, a direct comparison of the 
occupational levels to the experimentally observed values can be made.
We consider the ‘ground state energy’ to be the perfect bulk MgO crystal ie . the IP  = 1.
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Table 6.1 Calculated stabilities of the MgO(l 0 0)//MgO(l 0 0) twist grain
boundaries for Z p up to 25. With full and reduced densities of ions at the interface 
region.
£P k,l 0
Stability /  Jm' 2
Full density Reduced density
1 1 ,0 0 ° +1.13 —
5 2 , 1 36.87° Unstable +0.45
13 3,2 22.62 Unstable +0.44
17 4,1 28.07 Unstable +0.09
25 4,3 16.25 Unstable +0.43
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The ‘probability function’ of the interfaces IP  = 5,13,17 and 25, with respect to their 
relative energies, is calculated using;
Pi is the degeneracy of the interface (in this case, the same for each interface). AE is the 
energy with respect to the ‘ground state* (AE = E(XP = n) - E(XP = 1)). k is Boltzmanns 
constant and T is the temperature. The occupancy level of a particular interface can be 
calculated, for a given temperature, by dividing the probability function of the interface 
by the probability functions of all the interfaces considered.
The ‘X’ in equation (6.7) represents the summation of the probability functions for all 
the interface energies (not the planar reciprocal coincidence density). The occupancy 
level of the perfect bulk crystal is assigned the same level as the experimentally observed 
value. This automatically gives a value for the temperature and the occupancy levels of 
the other interfaces are calculated using the equations above. Fitting the occupational 
level of the perfect crystal to the results of Mykura et al. (1980) gave a temperature of 
1500K. The occupational levels of the interfaces X? = 1 to 25 are given in figure 6.2. 
The experimental results are included as a comparison. It is clear from the figure that 
there is an excellent correlation between the experimentally determined values and the 
calculated values. No comparison can be made with the interface calculations without 
defects as all of these interfaces were found to be unstable with respect to the pure MgO 
surfaces. The occupancy levels at higher temperatures can easily be calculated using 
equations 6 . 6  and 6.7. These calculations will be useful for assessing the occupational 
levels of the various interfaces after annealing. It has been proposed that the annealing
qj = Pjexp(-AE/kT) (6.6)









Experimental Calculated @ 1500 K
Figure 6.2 Comparison between the experimental and calculated occupation
levels of the MgO(l 0 0)//MgO(l 0 0) twist grain boundaries for Z p up to 25.
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process enables the crystals to rotate and adopt equilibrium orientations (Sautter et al. 
1977). The occupational levels of the higher energy configurations will therefore 
increase with temperature. The application of statistical thermodynamics to obtain 
occupation levels at higher (annealing) temperatures from the calculated interface 
energies is ideally suited to predict this behaviour. The mechanism for rotation 
suggested by Pond and Smith(1977) involves the glide of screw dislocations out of the 
interface. This mechanism implies an ‘activation energy* which will inevitably increase 
the inaccuracies of the calculated occupation levels, which is an equilibrium process.
6.23  Calculated relaxed structures of Mg0(100)//Mg0(100) twist grain boundaries
Figure 6.3 shows the relaxed structures of two of the interfaces including defects. Only 
one MgO layer either side of the interface is shown for clarity. Figure 6.3a is the IP  = 5 
(0  = 36.9°)interface and figure 6.3b the IP  = 13 (0  = 22.6°) interface. The ions in the 
boundary plane restructure to form regular arrays of octagons (which surround the 
defects), hexagons and squares. The restructuring has enabled good charge matching 
across the interface resulting in a more stable structure than the interfaces with no 
defects. These structures have identical configurations to those calculated by Duffy
(1986) for Ni0(100)//Ni0(100) twist grain boundaries.
Similar calculations were performed by Wolf (1985) on MgO twist grain boundaries. 
The relaxed grain boundary energies were calculated for IP  = 1 to 65 and no defects 
were included. The relaxed grain boundary energies were found to increase as a function 
of the twist angle for 0  < 20° (in accordance with the Read-Schottky model (1950)). For 
0  > 20°, the energy was found to be independent of 0  or IP. He concluded that the 
properties of {1 0 0 } twist boundaries are determined by the twist angle and not the value 
of IP. In contrast to the work of Wolf, we find no correlation between the twist angle 0  
and the grain boundary energy. The factors contributing to interfacial stability such as
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Figure 6.3 Graphical representation of the structure of the reduced density 2? =
5 and Xp = 17 MgO(l 0 0)//MgO(l 0 0) twist grain boundaries after relaxation. Only the 
two planes at the boundary plane are shown for clarity.
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relaxation, charge matching across the interface, defects and dislocations and 
accommodation of misfit strain energy (for heteroepitaxial systems) show that stability 
of the grain boundaries can not be derived as a function of twist angle alone.
6.3 Stability of the Ba0(100)//Mg0(100) interfaces using NCSL theory 
In this section we apply the near coincidence site lattice theory to construct various 
Ba0(100)//Mg0(100) heteroepitaxial interfaces and calculate their relative stabilities 
and relaxed structures using the minimisation techniques.
The interfaces predicted using the near coincidence site lattice theory for BaO(lOO) on 
MgO are given in table 6 .2 . These were calculated for a ^ a O )  = 5.53A and a<,(MgO) = 
4.20A. Positive values of F indicate that the BaO overlayer must be expanded to 
accommodate the mismatch and negative values indicate that the BaO overlayer must be 
compressed to accommodate the mismatch.
For BaO monolayer and thin film coverage, the bulk BaO lattice parameter is not 
applicable to determine the near coincidence site lattice as the lattice parameter for a 
BaO monolayer is calculated to be about 7% smaller than for bulk BaO (figure 5.6). The 
‘contracted* lattice parameter must therefore be used. This obviously modifies the misfit 
F derived from using the NCSL theory and also introduces new NCSL*s with low values 
of F. Table 6.3 shows the new NCSL’s with their associated misfits adjusted for the 
changes in BaO lattice parameter for 1,2,3,6 , 8  and 20 BaO layers.
6.3.1 Potential Energy Surfaces
The initial configuration of the near coincidence site lattice can be constructed with the 
overlayer displaced in the plane of the interface ([0 1 0 ], [0 0 1 ] directions) such that one 
ion from the substrate and overlayer are in coincidence to ensure maximum interfacial
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Table 6.2 Interfaces predicted for BaO(l 0 0) on MgO(l 0 0) using a near
coincidence site lattice theory assuming a bulk value for the BaO lattice parameter.
^BaO^MgO k 1 m n 0 Misfit F
1 / 2 P 1 0 1 1 45 +0.0714
5/8 P 1 2 2 2 18.435 +0.0401
5/9 a 2 1 3 0 26.565 +0.0188
8/13 P 2 2 3 2 11.310 +0.0324
9/13 a 3 0 3 2 33.690 -0.0880
9/16 P 3 0 4 0 0 +0.0126
10/17 P 3 1 4 1 4.399,32.471 -0.0098
16/29 P 4 0 5 2 21.801 +0.0223
17/29 a 4 1 5 2 7.765,35.838 -0.0081
25/41 a 4 3 5 4 1.790,14.470 -0.0278
26/45 P 5 1 6 3 15.255,37.875 -0.0008
29/50 P 5 2 7 1 13.671,29.932 -0.0027
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Table 6.3 Predicted % misfit for the BaO(l 0 0)//MgO(l 0 0) interface using a
near coincidence site lattice theory for 1,2,3,6 , 8  and 20 BaO layers on the MgO 
substrate. These values were calculated by incorporating the optimum BaO lattice 
parameter for "n" BaO layers ‘in space’.
^BaO^MgO % Misfit for n Layers
n = 1 = 2 n = 3 n = 6 n = 8 n = 2 0
1 / 2 P +14.3 +1 0 . 2 +9.1 +8 .1 +7.9 +7.5
5/9 a +9.1 +5.0 +3.9 +2 . 8 +2 . 6 +2 . 2
9/16 P +8.5 +4.3 +3.2 +2 . 2 +2 . 0 + 1 .6
10/17 P +6 . 2 +2 .1 +1 .0 -0.03 -0.3 -0.7
8/13 P +4.0 -0 . 2 -1.3 -2.3 -2.5 -2.9
5/8 P +3.2 t o VO -2 . 0 -3.1 -3.3 -3.7
13/20 P + 1 .2 -2.9 -4.0 -5.0 -5.2 -5.6
17/26 P 40.9 -3.2 -4.3 -5.3 -5.5 -5.9




stability. This approach assumes that the interfacial energy is controlled by the ions 
which are in coincidence. As the distance between the two ions in coincidence is smaller 
than non-coincident ions they will contribute more to the interfacial stability than any 
other ionic interaction. For type p interfaces, some ions are in coincidence with like 
charged ions i.e. anti-coincidence orientation (type p). This results in a destabilisation of 
the interface. This can be further complicated because the coincidence of oppositely 
charged ions may contribute less to the interfacial stability than the sum of the 
contributions of all the ions across the interface. This is particularly important for 
interfaces with large primitive unit cell areas (NCSL’s with high Zp) as the ratio of 
coincidence sites to non-coincidence sites (T) decreases. This argument also implies that 
low values of T, are conducive to interfacial stability (assuming a purely geometric 
consideration) as suggested by Brandon et al.(1964). However, Sutton and Balluffi
(1987) find experimental results which violate this proposal In addition Sutton and 
Balluffi found low T  at constant inteiplanar spacing as proposed by Wolf (1985) is 
conducive to interfacial stability for a limited number of cases involving metal/metal and 
oxide/oxide. For metal/oxide interfaces the model fails.
Further effects include the relaxation at the interface which will modify the ion positions 
at the interface to reduce the unfavourable like-charged ion interactions. However, a 
method for reducing the possible starting positions for a minimisation is essential. This 
is achieved by noting that the calculated relaxation remains dependent on the initial 
configuration of the interface primitive unit cell. The most energetically favourable 
initial (unrelaxed) configuration can then be predicted using a ‘potential energy surface\  
This involves calculating the unrelaxed energy of the primitive unit cell with the 
overlayer displaced in the [0 1 0 ] and [0 0 1 ] directions and the unrelaxed energies 
calculated for all displacements. A particular displacement will result in all the 
interactions across the interface being a minimum and therefore locating the most stable
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unrelaxed interface energy. This method essentially calculates and presents graphically 
all the local minima configurations for the unrelaxed interface. It is assumed that 
initiating the relaxation with the primitive unit cell adopting the global unrelaxed energy 
minimum configuration will result in a lower relaxed interface energy than at an 
alternative configuration.
The calculated potential energy surfaces for the 27 = 10/17 p, © = 4.399° and 0  = 
32.471° are shown in figure 6.4a and 6.4b respectively. The figure appears to represent 
the profile of the MgO substrate at the atomic level as it is ‘probed* by the BaO. Figure 
6.4a shows a clearly defined pattern with cubic symmetry whereas figure 6.4b (0  = 
32.471°) the pattern is somewhat distorted. This is attributed to the higher rotational 
angle associated with this interface. The rotational angles are clearly evident from the 
potential energy surfaces. If a line were drawn connecting the ‘circles* in each of the 
figures, the line would be for figure 6.4a, +4.399° from the horizontal and for figure 6.4b, 
-32.471° from the horizontal. The patterns observed in the potential energy surfaces are 
very similar to images obtained using the atomic force microscope (Kotomin et al. 1990, 
Binnig and Quate 1986, Binnig et al. 1987) which can be used to measure forces as small 
as 10'18N resulting in the ability to ‘map’ the surface of a crystal with a resolution of 
2.5A. These calculations are essentially analogous to the probing of surfaces by the 
atomic force microscope.
Figures 6.4a and 6.4b clearly show minimum energy configurations with vector 
displacements in the [0 1 0 ] and [0 0 1 ] directions from which to start the full minimisation. 
The variation of unrelaxed energy with interfacial distance (vector displacement in the 
[100] direction for the 27 = 10/17 p, 0  = 4.399°) is given in figure 6.5 and suggests the 
relaxation should be initiated with the BaO 2.09 A away from the MgO substrate. The 
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Figure 6.4 Calculated potential energy surfaces of the BaO(l 0 0)//MgO(l 0 0)
£P = 10/17 (3 interfaces, (a) © = 4.399°. (b) 0  = 32.471°.
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Figure 6.5 Variation of interfacial energy with BaO(l 0 0)//MgO(l 0 0)
interfacial distance for the Z? = 10/17 p © = 4.399° interface.
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figure. From these calculations the initial configuration of the BaO with respect to the 
MgO substrate with vector displacements in the [100], [010] and [001] directions is 
obtained.
6 .3 . 2  Results
The calculated relaxed interfacial stabilities for the NCSL’s given in table 6.3 for one to 
six BaO overlayers are presented in table 6.4 (the percent misfit is accommodated 
entirely by the BaO overlayer). The interfacial stability is the energy required to cleave 
the interface to form an MgO surface and a BaO thin film (with its natural ‘in space* 
lattice parameter) per unit interfacial area (equation 6 . 8  and figure 6 .6 ).
A E  =  [(EBaO+  E Mgo) " E BaO//MgC>] /  A r e a ^ r fa c e )  (6 .8 )
where AE is the interfacial stability. Negative stabilities indicate that the interface is 
unstable with respect to the pure BaO ‘thin film’ and MgO surface.
Figures 6.7 a-d show the interfacial stabilities of the various NCSL’s as a function of % 
mismatch. For BaO monolayer coverage (figure 6.7a), none of the interfaces are stable 
with a mismatch greater than +3.2 %. It is expected that the interfacial stability should 
increase with decreasing mismatch. The strain energy required to accommodate the 
mismatch will destabilise the interface resulting in a maximum stability at the lowest 
value for the mismatch. Figure 6.7a shows this as the BaO must be expanded (positive 
mismatch) to accommodate the mismatch. However when the BaO overlayer must be 
compressed (negative mismatch), the interfacial stability continues to increase with 
increasing mismatch. The IP  = 13/17a (19.65°) is constrained to accommodate a -6.9% 
mismatch yet the interfacial stability after relaxation is +0.132 Jm"2. This rather 
unexpectedly high result may be explained by considering the effect of the relaxation of
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Table 6.4 Calculated stabilities after relaxation, for the BaO(l 0 0)//MgO(l 0
0) interfaces predicted using a near coincidence site lattice theory for one to six BaO 
layers on the MgO substrate.
^ PBa(/£PMgO Interfacial Stability for n BaO layers /Jm*2
n=l n= 2 n=3 n=4 n=5 n= 6
1 / 2 P -0.46 -0.098 -0.351 -0.349 -0.428 -0.469
5/9 a -0.134 -0.051 -0.006 -0.104 -0.108
9/16 P -0.067 -0.025 -0.028 -0.005 -0.009 +0.003
10/17 P 4.399° -0.040 +0.104 +0.078 +0.117 +0.108 +0.117
10/17 P 32.471° -0.048 +0 . 1 1 0 +0.057 +0.093 +0.087 +0.095
8/13 P -0.026 +0.126 +0.069 +0.079 +0.090 +0.049
5/8 P -0.025 +0.189 +0.116 +0.132 +0.094 +0.075
13/20 P 7.125° +0.038 +0.146 -0.030
13/20 P 29.745° -0.009 +0.114 —
17/26 P 2.726° +0.051
17/26 p 25.346° +0.037
9/13 a +0.068 -0.018 -0.027
13/18 P +0.068 +0.004
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Figure 6.7 Variation of interfacial stability with %misfit for various
BaO( 100)//MgO( 100) interfaces, (c) three BaO overlayers, (d) six BaO overlayers.
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the interface. The relaxation reduces the strain energy in the system by allowing the 
BaO to relax in the [100] direction (perpendicular to the interface). The BaO has 
initially been compressed to accommodate the mismatch and the ‘excess’ BaO relaxes to 
form a ‘partial* second BaO layer on top of the first layer. This type of behaviour is very 
pronounced for one BaO layer on the MgO substrate but for higher layer coverage, the 
reduced freedom of relaxational movement will prevent the BaO from relaxing out of the 
interface region because of BaO layers above.
Figure 6.7b shows two BaO overlayers on the MgO substrate. The most stable interface 
is the IP  = 5/8 p  (0  = 18.435°) which accommodates a -0.9% misfit The IP  = 13/20 P 
(0  = 7.125°) has a higher mismatch at -2.9% but is less stable by 0.043 Jm'2. With one 
BaO layer the stability continues to increase with increasing ‘negative* mismatch. 
However for two layers, the additional BaO layer has restricted the relaxation in the 
[100] direction. For two layers the IP  = 8/13 P(11.310°) has the lowest mismatch at 
-0.2% however it is less stable than the IP  = 5/8 p  (0  = 18.435°) by 0.079 Jm'2. The 
stability cannot therefore be determined purely by considering the percent misfit as other 
factors must contribute to the interfacial stability. The IP  = 5/8 p  (0  = 18.435°) has a 
higher planar density of coincidence sites (T) at constant interplanar spacing than the IP  
= 8/13 p  (0  = 11.310°). This has been suggested by Sutton and Balluffi (1987) to be 
conducive to increased interfacial stability and may, in part, be responsible for the 
increased stability for the I p = 5 / 8  P (0  = 18.435°) interface because of the high density 
of favourable interactions across the interface.
Figure 6.7c shows three BaO layers on the MgO substrate. The IP  = 5/8 p  (0  = 18.435°) 
is again the most stable interface and of the three interfaces found to be stable it must 
also accommodate the highest misfit of the three. This behaviour may still be attributed 
to the high planar density of coincidence sites at constant interplanar spacing associated
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with this interface as the it is higher than the 27 = 8/13 p  (0  = 11.310°) and 27 = 10/17 p  
( 0  = 4.399°) interfaces even considering the high -2% misfit For three BaO layers a 
clear stability maximum can be observed for interfaces with an associated low misfit 
Interfaces with a misfit of more than -4% or more than +3.2% are found to be unstable 
with respect to pure BaO and MgO surface and are therefore not expected to be observed 
experimentally.
Figure 6.7d shows the stability of interfaces with six BaO layers on the MgO substrate. 
The most stable interface is now the 27 = 10/17 p  (0  = 4.399°) which has the lowest 
associated misfit. This interface is now 0.042 Jm' 2  more stable than the 27 = 5/8 p  (0  = 
18.435°).
The only interface of type a  is the 27 = 5/9 a  (0  = 26.565). This interface is not found to 
be stable at any BaO coverage yet it has a relatively low value of T. The reason for the 
instability of this interface must therefore be the high misfit
Figure 6 . 8  shows the variation of interfacial stability of the 27 = 5/8 p  (0  = 18.435°) for 
1-14 BaO layers added. The figure shows a clear maximum at 2 BaO layers added (the 
interface also has the lowest associated mismatch for 2 BaO layers). The interfacial 
stability then decreases with increasing mismatch. The stability can be seen to be 
directly related to the interfacial mismatch (assuming the reduced BaO lattice parameter 
for thin BaO films ‘in space*) apart from one spurious divergence at three BaO layers. 
The interfacial stability of three BaO layers is somewhat surprising considering the 
interface is 0.016 Jm' 2 less stable than with four BaO layers even though with four BaO 
layers the misfit is 1.3% higher. The stability of BaO monolayer coverage is unstable for 
the 27 = 5/8 p  (0  = 18.435°) system and is associated with a +3.2% misfit. For six BaO 



















Figure 6 . 8  Stability of the I?  = 5/8 p (0  = 18.435°) interface as a function of
BaO layers added to the MgO substrate
156
energy lost in expanding the BaO crystal cannot be removed by the relaxation when the 
BaO is expanded. Furthermore the strain energy lost in expanding the crystal is greater 
than the energy lost in compressing it (for a few percent of the BaO equilibrium 
separation the energy gradient is steeper for compression than expansion (figure 5.6)).
Figure 6.9 shows the variation of interfacial stability of the I p = 10/17 p (O = 4.399°) 
and (0  = 32.471°). The stability of the lower angle NCSL is more stable for all BaO 
layers added to the MgO apart from the two BaO layers added, where the 32.471° NCSL 
is more stable by 0.006 Jm"2. Likewise for the IP  = 13/20 p (0  = 7.125°, 0  = 29.745°) 
and IP  = 17/26 P (0  = 2.726°, 0  = 25.346°), for monolayer coverage, the lower angle 
NCSL is the more stable interface. The results of Mykura et al. (1980) for CdO on MgO 
suggest that the frequency of occurrence of a NCSL with two associated angles is higher 
for the higher angle NCSL. It is therefore assumed that the higher angle NCSL is more 
stable than the lower angle NCSL in contrast to our predictions. The resolution of the 
experimental results however may prevent two similar angle NCSL’s from being 
adequately resolved and therefore attributing a higher frequency to an incorrectly 
assigned NCSL.
The results presented here are mainly P-type NCSL i.e. anti-coincident orientations. 
Experimental work by Mykura et al. (1980) has shown these interfaces to be unstable 
(i.e. the P-type interfaces were not observed). In contrast to the work of Mykura et al., 
the computer simulation results presented in this thesis suggest these interfaces are 
indeed stable. The explanation given by Mykura et al. as to why these interfaces should 
be unstable is the instability introduced via like charged ions coming into close 
proximity. However the interfacial energy is comprised of contributions from all ion-ion 
interactions across the interface. The close proximity of two like charges is unlikely to 

















10/17 4.399 deg. ~ a ~  10/17 32.471 deg.
Figure 6.9 Stability of the XP = 10/17 p (0  = 4.399° and 0  = 32.471°)
interfaces as a function of BaO layers added to the MgO substrate.
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relaxation will adjust the positions of the individual ions to reduce these unfavourable 
interactions.
From all the interfaces considered, it appears the interfaces with two BaO overlayers are 
the most stable and the IP  = 5/8 p (0  = 18.435°) with two layers the most stable 
interface identified for Ba0(100)//Mg0(100) (up to six layers) at +0.189 Jm'2. If this is 
true, then the interface becomes more unstable with increasing BaO thickness. This may 
be a consequence of the small size of primitive unit cell the computer can accommodate 
and larger NCSL’s (with lower associated misfits) may result in the identification of a 
more stable interface. Another factor we were not able to address because of the 
computational limitations is the formation of defects at the interface region, which, as 
was shown for Mg0(100)//Mg0(100) twist grain boundaries, are an integral part of the 
low temperature interface structure.
For the Mg0(100)//Mg0(100) twist grain boundaries the occupational levels of the 
various interfaces were calculated using a statistical thermodynamics approach. This 
approach may also be applied for the Ba0(100)//Mg0(100) heteroepitaxial interface to 
ascertain the occupational levels of the various NCSL’s at different annealing 
temperatures. However the variation in misfit associated with a particular NCSL 
changes with increased thin film thickness. The occupation levels thus derived from the 
interfacial stabilities must also be dependent on the number of BaO overlayers the 
interface contains.
6.33  Relaxed interface structures
Figure 6.10 shows the structures of the IP  = 13/20 p (0  = 29.745°) and IP  = 8/13 p (0  = 
11.310°) for BaO monolayer coverage after relaxation. The figures show a projection 
viewing the BaO overlayer with the MgO substrate hidden underneath. The structure of
159
Figure 6.10 Representations of the 27 = 13/20 p (0  = 29.745°) and 27 = 8/13 P
(0  = 11.310°) interfaces after relaxation for a BaO(l 0 0) monolayer on an MgO(l 0 0) 
substrate. Oxygen is coloured red and barium is white.
Zp = 13/20 p (0  = 29.745°)
Ep = 8/13 P (0  = 11.310°)
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the Z 9 = 13/20 P (O = 29.745°) exhibits substantial relaxation of the BaO overlayer, 
resulting in a structure considerably different to the original unrelaxed structure. The 
two-dimensional periodicity is maintained with a short periodic wavelength as 
determined by the NCSL however it is difficult to observe this from the structure. The 
Xp = 8/13 P (0  = 11.310°) exhibits the primitive unit cell periodicity more clearly. Most 
of the relaxation is in the [1 0 0 ] direction, however relaxation in the [0 1 0 ] and [0 0 1 ] 
directions are also observed resulting in a wave-like behaviour in the plane of the 
interface with the wavelength equal the size of the NCSL considered.
Figure 6.11 shows the relaxed structures of the IP  = 17/26 p (0  = 25.346° and 0  = 
2.726°). The two interfaces are identified by the same NCSL but have different angles 
associated with them. The resulting relaxed structures also bear little resemblance to 
each other.
The BaO overlayers in figures 6.10 and 6.11 are not flat but exhibit a wave-like pattern 
in the [100] direction. To accommodate epitaxial matching the BaO must be expanded. 
For the BaO to exhibit this wave like pattern the Ba-0 bond distance must further 
deviate from its equilibrium distance which further reduces the stability. The driving 
force for this relaxation behaviour must therefore be to optimise the interactions across 
the interface region. The interfaces with high planar densities of coincidence sites 
therefore retain an energy advantage over interfaces with low values and are accordingly 
more stable even when accommodating high misfit values.
Figure 6.12 shows the relaxed structure of the Xp = 5/9 a  (0  = 26.565°). The same 
projection of the interface is shown but the ions in the top figure are represented by 
smaller balls. The BaO overlayer appears to form small islands (within the primitive 
unit cell size). These are a consequence of the large (+9.1%) mismatch between the BaO
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Figure 6.11 Representations of the Xp = 17/26 p (0  = 25.346°) and Z 9 = 17/26 p
(0  = 2.726°) interfaces after relaxation for a BaO(l 0 0) monolayer on an MgO(l 0 0) 
substrate. Oxygen is coloured red and barium is white.
I p = 17/26 P (0  = 25.346°)
Xp = 17/26 p (0  = 2.726°)
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Figure 6.12 Diagrammatic representation of the 2? = 5/9 a  (0  = 26.565°) 
interface after relaxation for a BaO(l 0 0) monolayer on an MgO(l 0 0) substrate. 
Oxygen is coloured red barium white and magnesium purple. The size of the coloured 
ball representing the ionic radii is reduced in the top figure for clarity.
AI p = 5/9 a  (0  = 26.565°)
B
£p = 5/9 a  (0  = 26.565°)
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and MgO in this NCSL and the BaO adopts its optimum lattice spacings within these 
islands to increase the interfacial stability. It is expected that the 27 1/2 p (0  = 45°) with 
a 14.3% associated mismatch would behave in a similar manner. In fact almost no 
relaxation is observed in the [010] or [001] directions. This is attributed to the high 
number of favourable interactions across the interface (i.e. high planar density of 
coincidence sites) dominating the relaxation. It must also be noted however that this 
interface is calculated to be unstable with respect to a pure MgO surface and a BaO 
monolayer ‘in space*.
Figure 6.13 shows BaO bilayer coverage on the MgO substrate for the 27 = 10/17 p (0  = 
4.399°) and 27 = 9/13 a  (0  = 33.690°). The top right hand of each figure shows a side 
projection of the primitive unit cell of the interface with reduced ‘ion size* (for reasons 
of clarity). The BaO bilayer in the 27 = 10/17 p (0  = 4.399°) appears to have deviated 
little from the natural BaO cubic structure. This behaviour is typical of all the stable 
NCSL’s with 2 BaO layers (table 6.4). The 27 = 9/13 a  (0  = 33.690°) however shows 
considerable relaxation and rumpling and this interface is unstable. The 27 = 9/13 a  (0  
= 33.690°) is associated with a +6 % misfit To relieve the strain energy imposed on the 
system, the BaO appears to have corrugated in one dimension to reduce the two 
dimensional surface area and accommodate the misfit The relaxational freedom for 
many layers of BaO however would restrict this behaviour.
6.4 Summary
Throughout the history of research on interfaces, workers have looked for a simple 
geometric criterion for high interfacial stability. This work has shown that a simple 
geometrical argument such as near coincidence site lattice theory together with the 
resulting misfit to accommodate epitaxial matching can predict whether an interface is 
likely to be stable or not but the method has very little quantitative predictive power.
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Figure 6.13 Diagrammatic representations of the IP  = 10/17 p (0  = 4.399°) and
IP  = 9/13 a  (0  = 33.690°) interfaces after relaxation for a BaO(l 0 0) bilayer on an 
MgO(l 0 0) substrate. Oxygen is coloured red barium white and magnesium purple. 
The small figures in the top right hand side show the relaxed primitive unit cell. The 
sizes of the balls representing the ionic radii are reduced for clarity.
Zp= 10/17 P(© = 4.399°)
Xp = 9/13 a  (0  = 33.690°)
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Coupled with the computer simulations, this method has yielded good quantitative 
information about the interface stability, structure and mechanisms by which the 
interface is stabilised or destabilised.
This has been prompted by the many complex factors contributing to interfacial stability 
such as charge matching across the interface, accuracy and transferability of interatomic 
potentials, defect formation, reduced ion density at the near interface regions and 
relaxation. These factors can all be examined using the simulation techniques presented 
in this work.
For the Mg0(100)//Mg0(100) twist grain boundaries it accurately predicted the 
occupational levels of the coincidence site lattices in good agreement with experimental 
observations and suggests that defects are an integral part of the low temperature twist 
grain boundary structure.
For the Ba0(100)//Mg0(100) we have found that the interfacial stability is heavily 
dependent on the ^mismatch. For positive misfits the relaxation has led to the formation 
of small BaO islands (however these can only be as large as the primitive unit cell size) 
with Ba-O bond distances adopting their natural lattice spacings within the islands. For 
negative misfits, the BaO overlayer ‘corrugates* to reduce the two dimensional surface 
area to accommodate the misfit. Other factors also contribute to the interfacial stability. 
The EP = 5/8 p (0  = 18.435) was calculated to be more stable than an interface with a 
lower misfit. This is attributed to the high planar density of coincidence lattice sites.
The near coincidence site lattice theory cannot predict an interface with zero misfit for a 
reasonable primitive unit cell size. The relaxational behaviour of thin films enables this 
strain energy to be significantly reduced resulting in a stable interface. For many BaO
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overlayers on an MgO substrate however the resulting strain energy contribution from 
each BaO overlayer will destabilise the interface and the relaxation to reduce this strain 
is inhibited by the many BaO layers. It has been suggested by Balluffi et al. (1982) that 
the misfit at the interface is accommodated by the presence of defects or misfit 
dislocations. A useful extension to this work therefore would be to examine the effect 
misfit dislocations have on the interfacial stability and extend the work to include ‘bulk* 
interfaces.
In the next chapter we extend our investigation to include the superconductor 







The formation of superconducting thin films is fundamental to their application in 
electronic devices (Simon 1991, Larbalestier 1991). Simulation techniques have the 
potential to elucidate the factors which may ultimately be responsible for the 
superconducting properties at the atomic level (Allan et al. 1989). Therefore, these 
techniques may be used to model the effects a substrate will have on the superconducting 
properties. This, in turn, may lead to the identification of the optimum conditions 
required to produce a stable thin film on a suitable substrate, with the superconducting 
properties retained or even enhanced. Although this position has not yet been realised, 
many workers have focused their attentions in deriving potentials for high Tc 
superconductors with much success (Baetzold 1988, Mackrodt 1989b, Zhang and Catlow 
1992). Indeed the calculations have resulted in modelling bond lengths to within 0.03A.
The aim of the work in this chapter is to employ the methodologies developed in 
chapters 4,5 and 6  to investigate the formation of YBa2Cu306 5 thin films on MgO. The 
high Tc superconductor YBa2Cu30 6^  was chosen for our interface studies for various 
reasons. Firstly it represents a more complex oxide than the ceramics considered thus far 
with many YBa2Cu306 5(0 0 1 ) planes with which to terminate the YBa2Cu30 6^  at the 
interface. Secondly the literature on the interfaces considered thus far is scarce whereas 
the literature on this material is extensive and finally several YBa2Cu3 0 6 5 surfaces have 
been observed to terminate the YBa2Cu3C>65 at the interface such as the (001), (100), 
(010) and (110) surfaces. The theoretical studies on this material should therefore 
elucidate many more factors which must be considered in examining interfaces of a 
complex material. We first employ the near coincidence lattice theory to simulate the 
various orientations of the YBa2Cu30 65 (001)//MgO(100) twist boundaries (c-axis of the 
YBa2Cu30 6 5 normal to the MgO(lOO) surface) observed experimentally (Hwang et al.
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1990) which will provide a useful test of the simulation techniques and may also aid in 
the interpretation of the experimental results. We next examine the 
YBa2Cu30 6 5 (100)//MgO(100) and the YBa2Cu30 6^(010)//MgO(100) interfaces (c-axis 
of the YBa2Cu30 6 5 perpendicular to the MgO(lOO) surface) for one to six layers.
These calculations will enable us to compare and contrast the relative stabilities and 
ionic behaviour at the interface region of the YBa2Cu30 6^  thin film when interfaced to 
MgO. Furthermore, YBa2Cu3 0 6 5 offers six planes which may terminate the 
YBa2Cu30 6j  at the YBa2Cu30 6^(001)//MgO(100) interface and the simulation 
techniques are employed to elucidate which YBa2Cu30 6 5 plane will result in the most 
stable interface.
7.1.1 Review
The electrical resistivity of many metals and alloys drops suddenly to zero when the 
material is cooled to a sufficiently low temperature. This phenomenon, called 
superconductivity, was first observed by Onnes (1911). At a critical temperature, Tc, the 
specimen undergoes a transition from a state of normal electrical resistivity to a 
superconducting state.
Superconductivity occurs in many metallic elements of the periodic system and has also 
been observed in alloys and intermetallic compounds. The important development of 
recent years has been the identification of superconductivity in doped ceramic oxides. 
The range of transition temperatures now extends from 0.00IK for Rh, to 125K for 
Tl2Ba2Ca2Cu3O10. The new high temperature superconductors can therefore be operated 
at the temperatures of liquid nitrogen, a cheap and plentiful cryogen, with radical 
implications to the engineering constraints on applications.
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The practical applications of superconductors however, requires not only zero resistivity 
at high temperatures but also that the transport of current is high. The critical current, Jc, 
associated with the superconductor is defined as the maximum current the device may 
carry per unit area of the device.
Many factors can be correlated to the superconducting transition temperature, Tc(Allan 
et al. 1989). However, the limits or even the fundamental interactions that give rise to it 
are, as yet, unknown, although we can identify the molecular features that may enhance 
or inhibit superconductivity. One key component is that the crystal lattices of all 
(known) high Tc superconductors contain planes of a late first row transition metal 
(usually copper) and oxygen atoms sandwiched between layers of other elements 
(Jorgensen 1991). When the material is cooled to below the transition temperature, the 
Cu-O planes provide perfect highways for the electrons to travel. The other elements in 
the crystal lattice can be chosen and arranged to increase or decrease Tc(Allan 1989b) 
often by modifying the electron and hole distributions (Hasegawa et al. 1987).
7.1.1a Experimental Studies
In this review the experimental studies of YBa2Cu3C>7_x on SrTi0 3  and MgO are 
examined to identify the observed structural configurations which can then be 
constructed and examined computationally. The behaviour of the ions at the interface 
region together with the calculated interfacial stabilities may aid the interpretation of the 
experimental results.
The application of the superconductor for electronic devices involves the fabrication of 
high quality thin films. Much interest, both experimental and theoretical, has been 
directed towards the high Tc superconductor YBa2Cu30 7_x or YBCO and the formation 
of high quality YBCO thin films on a suitable substrate resulting in the retention of the
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superconducting YBCO properties (i.e. Tc above 77K (liquid nitrogen temperatures) and 
Jc of the order 107 Acm' 2 at 77K). The ideal substrate for this material would 
presumably be a closely lattice matched substrate such as SrTi0 3  giving a 3% mismatch 
(for YBa2Cu30 7_x a=3.884, b=3.822, c=l 1.675 (LeGoules 1988) and for SrTi03 a=3.90 
(Narayan et al. 1989)) as the results in chapters 3-6 suggest a low interfacial misfit is 
conducive to the stability. The close lattice matching should result in high crystallinity 
and low defect concentration at the interface and hence lead to exemplary 
superconducting properties. This has led many workers to investigate this 
interface(01sson et al. 1991, Kramer et al. 1988, Bakunin et al. 1989, LeGoules 1988, 
Kwo et al. 1987, Chen et al. 1988, Eibl 1990a, Narayan et al. 1989). Most of these 
groups have also investigated the YBa2Cu30 7 _x(1 0 0 )//SrTi0 3(1 0 0 ) and 
YBa2Cu3 0 7 _x(0 1 0 )//SrTi0 3(1 0 0 ) interfaces (with the YBa2Cu30 7.x c-axis parallel to the 
interface). This interface necessitates a much lower misfit and increases the coherence 
length of the thin film. The mismatch is aggravated considerably for YBa2Cu3 0 7 _x 
deposition at higher temperatures owing to the addition of thermal misfit resulting from 
the differences in coefficients of thermal expansions (Narayan et al. 1989) (<xYb c o  =1-5 
x 10' 5 K' 1 and a S rT i0 3  = 1.1 x 10' 5 K 1 ). Narayan et al. (1989) found that the 
dislocations due to the combined effects of misfit and thermal strains propagate into the 
SrTi03 substrate. Furthermore Olsson et al. (1991) found low deposition temperatures 
resulted in lower transition temperatures, broader superconducting transitions and lower 
critical currents. Olsson et al. solved this problem by growing a PrBa2Cu30 7_x template 
and subsequently depositing the YBa2Cu30 7.x at the higher temperature (as there is 
negligible mismatch between PrBa2Cu30 7.x and YBa2Cu30 7.x for 0 - 800K (Olsson et al.
1991)). This led to reproducible, good quality films, with the superconducting properties 
retained. The mismatch was removed solely by the PrBa2Cu3 0 7 _x//SrTi0 3 interface with 
the PrBa2Cu3 0 7 _x accommodating the defects, dislocations and induced low crystallinity 
which is so damaging to the YBa2Cu30 7_x superconducting properties. There are
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however disadvantages with SrTi0 3  as a substrate for YBCO thin films. Firstly it is 
quite expensive and is available only as small wafers. Some of the substrates are 
twinned at room temperature which may result in inhomogeneous YBCO films. Another 
disadvantage with SrTi0 3  is the high dielectric constant and high dielectric loss. Hence 
SrTi0 3  is not a useful substrate for microwave applications (Ravi et al. 1990).
MgO as an alternative substrate does not suffer from the disadvantages of preparation 
and high dielectric constant However, it is less well lattice matched to YBa2Cu3 0 7 _x 
than SrTi03. Therefore MgO is expected to be a worse candidate for a substrate for 
superconducting thin film formation (Eibl et al. 1990a, Ramesh et al. 1990, Hwang et al., 
1990, Tanaka et al. 1990, Matsui et al. 1992) than SrTi03. Many workers have suggested 
that the resulting thin film would be less crystalline (Ramesh et al. 1990) and hence 
harder to reproduce than employing a SrTi0 3  substrate. Indeed Dimos et al. (1988, 
1990) proposed that all high angle grain boundaries (resulting from the poor misfit and 
subsequent polycrystalline nature of the YBa2Cu30 7 _x on MgO (Hwang et al. 1990)) 
would result in many weak links for supercurrents, with the intergrain Jc dropping by a 
factor of 250 across the boundary and an intrinsic limit of 104  A/cm2 at 77K. Yet despite 
these arguments, many authors for example (Berezin et al. 1990, Talvacchio et al. 1989) 
have shown MgO to be a good substrate for the YBCO thin film. Furthermore Hwang et 
al. (1990) have showed YBa2Cu3 0 7.x thin films on MgO to exhibit good 
superconducting transport properties with Tc = 89K and Jcj 7k = 106 A/cm2  comparable 
to using a SrTi03 substrate. Hwang et al. investigated all possible orientational 
relationships between YBa2Cu30 7.x and MgO and compared the experimental results 
with those predicted from a simplified near coincidence site lattice theory. The 
comparison yielded an excellent correlation, with only one predicted orientation which 
was not observed. Hwang et al. suggested that the YBa2Cu30 7.x grains locked into the 
preferred orientations with respect to the substrate have a high probability of forming
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special low energy boundaries among themselves. These special boundaries are free 
from extraneous phases and have a high connectivity of Cu-O-Cu planes and are 
therefore not catastrophic to Tc and Jc. This argument supports the assumption that these 
chains are an integral part of the superconductivity behaviour in accordance with Allan 
and Mackrodt (1989b) who suggest superconductivity may be exhibited by 
one-dimensional Cu-O networks.
The YBa2Cu3 0 7 .x thin film may grow with the c-axis either normal or perpendicular to 
the surface of the MgO substrate. Work by Moeckly et al. (1990) has shown YBa2Cu30 7  
thin films to grow predominantly with the c-axis normal to the plane of the MgO 
substrate. For polycrystalline MgO substrates Tc was measured to be 78K (10-12K 
below that generally obtained with YBa2Cu30 7  films grown oh single MgO crystals 
(Hwang et al. 1990)). Work by Ravi et al. (1990) has shown YBa2Cu30 7.x thin films to 
grow with the c-axis parallel to the surface of the MgO substrate with orientational 
relationships YBa2Cu30 7.x(100)//MgO(100), YBa2Cu30 7.x(010)//MgO(100) and
YBa2Cu30 7 _x(1 1 0 )//MgO(1 0 0 ). The relative stabilities of the interfaces with either the 
c-axis of the YBa2Cu30 7 _x parallel or normal to the interface can not be deduced from 
the experimental observations of the interfaces. However computer simulation can be 
employed to ascertain the relative stabilities of the YBa2Cu3 0 7 _x//MgO interfaces and 
therefore provides a powerful tool to compliment the experimental observations.
Experimental observations of YBa2Cu3C>7 thin films grown on single MgO crystals have 
suggested the misfit to be accommodated by the formation of dislocations (Q. Li et al. 
1989) defects (Eibl et al. 1990b, Fujiwara et al. 1990) and polycrystalline mosaic 
structures (Ramesh et al. 1990). These factors may contribute to the deterioration of the 
superconducting properties. However Ramesh observed the formation of a periodic 
array of interfacial dislocations (to accommodate the misfit) was not observed to extend
174
beyond the first unit cell along the c-direction (YBa2Cu3 0 7 _x(0 0 1 )//MgO(1 0 0 ) interface).
In summary, high quality YBa2Cu30 7 .x thin films may be grown on both SrTi03 and 
MgO substrates with the c-axis of the YBa2Cu30 7.x either parallel or perpendicular to 
the substrate. The misfit is accommodated by interfacial dislocations extending no 
further than the first YBa2Cu3 0 7 _x unit cell resulting in the retention of the YBa2Cu3 0 7 _x 
superconducting properties
7.1.1b Theoretical Studies
The interest in high-Tc superconductors has prompted many workers to focus their 
attentions in researching these materials using atomistic simulation (Allan and Mackrodt 
1989b, Allan et al. 1989a, Baetzold 1988, Baetzold 1990, Baetzold 1991, Kenway et al. 
1991, Islam and Baetzold 1989, Islam 1990, Islam and Ananthamohan 1991, Mackrodt 
1989b, Zhang and Catlow 1992). The simulation techniques offer an approach to 
investigate some of the important features of the high Tc superconductors that is highly 
specific, versatile and predictive. This section illustrates this by reviewing some of the 
simulation work that has been carried out on high Tc materials.
The calculations on the superconductors using atomistic simulation have mostly been 
performed at OK. At this temperature the superconductor is metallic. The application of 
metal potentials would therefore seem more appropriate, yet the excellent correlation 
between calculated and theoretically determined structural configurations advocate 
continuing with these potentials. Indeed empirical two body potentials together with the 
available codes have fitted the YBa2Cu30 7 to within 0.03A for the major bonds 
(Baetzold 1988). The excellent correlation may be attributed to the material properties 
of the superconductor being continuous through the transition temperature.
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Most of the atomistic simulation work has been directed towards bulk properties. 
Baetzold (1988, 1990, 1991) investigated ionic and electronic defects in YBa2Cu30 7 and 
YBa2Cu30 6^  concluded that oxygen 0(1) ions (figure 7.1) are most easily removed from 
the crystal in accordance with neutron diffraction studies (Beno et al. 1987, Jorgensen et 
al. 1990) on oxygen deficient samples. The removal of this oxygen results in a 
shortening of the Cu(l)-0(4) bond length which is associated with a decrease in the 
superconducting transition temperature. The variation of Tc with oxygen stoichiometry 
in various high Tc superconductors has been measured experimentally by many authors 
(Shafer et al. 1987, Cava et al. 1990, Veal et al. 1989). Work by Jorgensen et al. (1990) 
on the variation of Tc with 5 for YBa2Cu30 7^  suggests that various structural parameters 
that vary with 5 can be correlated to Tc in the YBa2Cu30 7_g system. Moreover, some 
authors have attempted to establish similar correlations for chemically substituted 
systems. Miceli et al. (1988), for example, have postulated that Tc is a simple function 
of the Cu(l)-0(4) bond length for oxygen deficient and Co-doped (Cu(l) site) 
YBa2Cu30 7_g. Atomistic simulation studies by Islam and Baetzold (1989) has also 
shown a trend towards decreasing Tc with increasing M2+-0(4) (where M=Fe, Co, Ni, 
Cu and Zn) and decreasing Cu(l)-0(4) bond distances. This suggests a critical 
Cu(l)-0(4) bond length for superconducting behaviour. However, Jorgensen et al. 
(1990) argue that the number of systems that have been reported is too small to suggest 
that the Cu(l)-0(4) bond distance can be exploited as a probe for Tc. Furthermore, data 
for Nd1+xBa2_xCu30 7_5 suggest (Jorgensen et al. 1990) that Cu-O bond lengths are not 
suitable probes of Tc in this system. This may be a consequence of ‘average’ as opposed 
to ‘local’ identification of bond lengths; In many compounds of the type 
Y1.xMxBa2Cu30 7_5, YBa2_xMxCu30 7_§, and YBa2Cu3.xMx0 7.§ increased doping, M, 
leads to a transition to average tetragonal symmetry (superconductivity is observed to 
disappear at the orthorhombic-tetragonal transition (Jorgensen et al. 1990)). However 












Diagrammatic representation of the YBa2Cu30 7 structure indicating
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al. 1988). This suggests that no correlation exists between symmetry and 
superconductivity. However, more detailed studies have elucidated the ‘local’ symmetry 
to be orthorhombic (Hiroi et al. 1988) and the tetragonal symmetry observed is the 
‘average* structure. Recent atomistic simulation work by Zhang and Catlow (1992) on 
YBa2Cu4Og link Tc with the Cu(2)-Cu(2) separation, and furthermore, they suggest 
correlations with other structural parameters may also be valid.
To establish whether certain structural parameters may be employed as Tc probes, local 
structural determinations are more suitable to investigate this effect, such as atomistic 
simulation. Moreover, atomistic simulation provides an excellent tool to investigate the 
‘local’ symmetry of the system and also provides a relatively easy and inexpensive 
method by which the defect and dopant ion concentrations may be adjusted to optimise 
Tc. This is provided that the link between defect concentrations and Tc can be clearly 
established.
7.2 Crystal Structure of Orthorhombic YBa2Cu30 6>5
The structure of YBa2Cu30 6 5 ^as been determined to be orthorhombic with space group 
symmetry Pmmm by neutron diffraction (Miraglia et al. 1987, Jorgensen et al. 1990). 
The structure is essentially identical to that of YBa2Cu30 7  (figure 7.1) with a 50% 
depletion of oxygen from the 0(1) positions (Blumberg et al. 1989, Baetzold 1991, 
Kondo 1990). The 50% depletion of the 0(1) oxygen positions gives rise to many 
oxygen filling permutations suggesting supercell formation with the thermodynamically 
more stable configuration predominating (Zhang et al. 1990, Muller et al. 1990, Shaked 
et al. 1989). This has been shown by Nakazawa and Ishikawa (1989) to occur for 
YBa2Cu3 0 6+5  by careful heat treatment. Electron diffraction and high resolution 
electron microscopy studies by Zandbergen et al. (1987) on YBa2Cu30 6^  showed the [1 
0 0] zone diffraction pattern exhibits weak extra spots at positions 1/2 0 0 and 0 1/2 0,
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suggesting a doubling of the and/or bQ lattice parameters in one or two directions. For
specimens made under more carefully controlled conditions, the YBa2Cu3 0 6 5  oxygen 
superstructure is much better ordered (Takabatake et al. 1988, Amelinckx et al. 1990) 
and exhibits a or "orthorhombic II" structure. Kondo (1990) has shown that the 
ordering of the 0(1) oxygens, resulting in the orthorhombic n  YBa2Cu30 6^  structure, 
can be explained in terms of the long range Coulomb interaction between the oxygen 
ions, the ionization potential of the copper and the electron affinity of oxygen. Figure
7.2 shows diagrammatically the structure of the YBa2Cu30 6^  orthorhombic II structure, 
the copper Cu02 planes, and Cu02 chains are shown at the bottom of figure 7.1. The 
Cu02 planes are considered to be the conduction layers and the Cu02 chains, charge 
reservoir layers (Jorgensen 1991).
7.2.1 Calculated Orthorhombic II YBa2Cu30 6#5 Crystal Structure
The structure of YBa2Cu30 6 5 was calculated using the potentials of Baetzold (1988) 
derived for YBa2Cu30 7. The YBa2Cu30 6 5 structure was constructed considering a basis 
of 25 ions with one oxygen removed from the 0(1) position in accordance with the 
experimental results (figure 7.3) to reproduce the orthorhombic n  structure. Assigning 
formal charges to YBa2Cu30 7, does not result in electroneutrality and therefore Baetzold 
assigned partial charges to the 0(1) and 0(4) sites. For YBa2Cu30 6 5, the unit cell 
maintains electroneutrality with formal charges. The calculated bond lengths for 
YBa2Cu30 6 5 are given in table 7.1. Experimentally determined bond lengths (Miraglia 
et al. 1987, Jorgensen et al. 1990) are given as a comparison together with recent work 
by Baetzold (1991) showing calculated YBa2Cu3 0 6 5 bond lengths using potentials 
derived specifically for this structure.
The fit to the experimental data is less accurate for YBa2Cu30 6 5 than for YBa2Cu30 7 
(Baetzold 1988). This is expected because of the nonequivalent Cu(l) ions resulting in
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Figure 7.2 Diagrammatic representation of the orthorhombic II YBa2Cu306 5
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Figure 7.3 Representation of the YBa2Cu30 6 5 unit cell structure employed for
the calculations in this thesis.
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BOND Calc. Average Exp. Baetzold Average
Ba-0(4) 2.70 2.83 2.77 2.77 2 . 6 8 2.78 2.73
Ba-0(2) 2.99 2.99 2.99 2.93 2.91 2.91 2.91
Ba-0(3) 2.93 3.02 2.98 2.90 2.85 2.91 2 . 8 8
Ba-O(l) 3.03 3.03 2.96 2.92 2.92
Y-0(2) 2.40 2.40 2.40 2.40 2.39 2.41 2.40
Y-0(3) 2.39 2.41 2.40 2.41 2.44 2.29 2.37
Cu(l)-0(4) 2.04 1.79 1.91 1.80 1.89 2.06 1.98
• Cu(l)-0(1) 1.93 1.93 1.94 1.93 1.93
Cu(2)-0(4) 2.34 2.73 2.54 2.43 2.50 2.14 2.32
Cu(2)-0(2) 1.95 1.92 1.94 1.94 1.90 1.92 1.91
Cu(2)-0(3) 1.95 1.94 1.95 1.95 1.94 1.95 1.95
a/ 2 3.84 3.85 3.80
b 3.86 3.87 3.87
c 1 2 . 2 1 11.75 11.71
Table 7.1 Calculated YBa2Qi3 0 6 5 bond lengths employing potentials derived
for YBa2Cu3C>7 by Baetzold (1988) and including full ionic charges, compared to 
experimentally determined values (Miraglia et al. 1987). YBa2Cu30 6^  bond lengths 
calculated by Baetzold (1991) are also given as a comparison. These bond lengths were 
calculated using potentials derived specifically for YBa2Cu30 6 5  and include partial 
charges. Bond lengths are in Angstroms.
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two calculated lengths for all bonds except Ba-0(4) and Cu(l)-0(1). The calculated 
bond lengths agree well with experimentally determined values. The poorest structural 
agreement comes from the c parameter which is overestimated by 4%. The calculations 
by Baetzold however achieve a much higher accuracy (0.3%). This may be a 
consequence of the partial charges assigned by Baetzold, to the oxygen ions to provide 
0 . 2  holes per CuC>2 unit in the plane, in accordance with experimental studies for 
YBa2Cu30 7 (Wang 1987).
Figure 7.4(a) shows the calculated structure of YBa2Cu30 6^ . Figure 7.4(b) shows the 
YBa2Cu30 6 5 structure depicted by a stick model. The Cu02 planes, with copper 
coordinated to five oxygens, and the Cu02 chains with copper coordinated to four 
oxygens are clearly visible in the figure. The two Cu02 planes are separated by an 
yttrium plane and are connected to the Cu02 chains by the apical oxygen of the five 
coordinated copper Cu(2). Unlike the YBa2Cu30 7 structure, the Cu02 chains alternate 
between adjacent Cu(l) ions because of the 50% filling of the 0(1) positions. A most 
striking feature is the 0.8A displacement of the barium ions towards the Cu02 planes. 
Furthermore, the Ba-0(l-4) bond distances are calculated to be higher than the 
experimentally determined values suggesting that we have identified an alternative ‘local 
minima* structure.
7.3 Surface Topography
The YBa2Cu30 6 5 (001) surface can be cut six ways resulting in either BaO, Cu02, 
yttrium, Cu02, BaO or CuOx planes terminating the surface (figure 7.5). However all 
these surfaces are, following Tasker (1979), type 3 surfaces and are therefore, unstable 
(see chapter 4.2). A stable type 2 surface may be constructed if the YBa2Cu30 6 5 is cut 
at the yttrium plane and 50% of the yttrium removed from the surface and repositioned at 
the bottom of the crystal to form a neutral repeat unit (figure 7.6). This is the only (001)
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Figure 7.4a Diagrammatic representation of the calculated relaxed structure of
orthorhombic II YBa2Cu3 0 6 5. Oxygen is coloured red, barium is white, yttrium is 
yellow and copper, blue.
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Figure 7.4b Diagrammatic representation of the calculated relaxed structure of 
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Figure 7.6 Diagrammatic representation of the YBa2Cu30 6 5 (001) surface,
constructed to give a type II surface (Tasker 1979).
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surface which could be identified to be constructed of neutral repeat units and therefore 
stable. The calculated surface energy of the yttrium terminated surface is 10.51 Jm' 2 
before relaxation and 1.54 Jm' 2 after relaxation. The surface energy after relaxation is 
expected to be lower than this value as the calculated surface energy had not converged 
with the size of cell explicidy relaxed. This value however represents the largest cell 
that could be accommodated within our available computer resources and required 
27,000 Cray XMP cpu seconds to minimise. A difference of 8.97 Jm ' 2 between the 
relaxed and unrelaxed YBa2Cu30 6^  surface energies clearly demonstrates an enormous 
surface relaxation required to minimise the forces in the system. This is a consequence 
of the YBa2Cu306 5 unrelaxed surface being terminated by Y3+ ions.
Figure 7.7 shows the unrelaxed (top) and relaxed (bottom) structures of the YBa2Cu30 6 5  
(001) surface, terminated at yttrium. The substantial relaxation is, primarily, to reduce 
the effect of terminating the YBa2Cu30 6 5 surface with a highly charged plane. The 
copper Cu(2) and oxygens 0(2) and 0(3) from the Cu02 plane have migrated from the 
second plane to terminate the YBa2Cu30 6 5 with a neutral Cu02 plane instead of the 
original, highly charged, Y3+ plane resulting in substantial stabilisation of the surface. 
The Y3+ ions are, after the surface relaxation, more than 2A below the top copper oxygen 
plane. Oxygen ions from as far as the fifth YBa2Cu30 6 5 plane have migrated over 2A 
towards the surface. However, the Cu02 plane 6  appears to exhibit little relaxation 
compared to the unrelaxed structure and by plane 7 the structure is consistent with the 
bulk YBa2Cu30 6 5 structure.
The first experimental study on the surface of YBa2Cu30 7  was performed by Van De 
Leemput et al. (1988) who, examined the (001) surface of an YBa2Cu30 7 single crystal, 
with a scanning tunnelling electron microscope in air. On this surface they found that 
the orthorhombic crystal structure extends to the surface. The microscopic structure at
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Figure 7.7 Calculated YBa2Cu30 6j  surface structures; (a) before relaxation;
(b) after relaxation. Oxygen is coloured red, yttrium is yellow, copper is blue and 
barium, white.





Figure 7.8 shows diagrammatically YBa2Cu30 7 cleaved at three places to give six 
distinct surfaces. The repeat unit of each surface is shown in the figure. This is 
assuming the copper ions are all in the Cu2+ charge state and that the hole is uniformly 
distributed on the oxygen ions sites 0(1) and 0(4). This assignment, employed by 
Baetzold (1988) to model YBa2Cu3 0 7 , is consistent with photoemission experiments 
which show no Cu3+ ground state ions (Horn et al. 1987) and quantum-mechanical 
cluster calculations (Baetzold 1988) which show equivalent Cu site populations and 
more hole population on O sites 1 and 4 than 2 and 3 in the ground state. The two stable 
(type 2) surfaces are terminated with BaO and CuO. This may perhaps explain the 
barium plane terminating the YBa2Cu3 0 7 found experimentally (Bursill and Fan 1988) 
as cleavage of the YBa2Cu3(> 7  crystal to form a type 2 surface must result in the 
formation of a BaO surface. An YBa2Cu3 0 7  (001) surface terminating with an yttrium 
or Cu02 plane results in a type 3 surface and such surfaces are therefore not expected to 
be observed experimentally. Alternative assignations of ionic charges may result in 
YBa2Cu30 7 surfaces being assigned either ‘stable’ type 2 or ‘unstable’ type 3 incorrectly 
and therefore the assignation of ionic charges for theoretical calculations is critical to 
surface calculations. The same argument can also be applied to the theoretical treatment 
of interfaces.
7.4 Alternative YBa2Cu30 6>5 Structures
The structure of YBa2Cu30g 5 has been elucidated to be orthorhombic II with space 
group symmetry Pmmm. Near coincidence site lattice theory can predict interface 
construction for orthorhombic systems grown on a cubic substrate (Kern 1989, Lamagna 
et al. 1992). However, the size of the cell required to accommodate this interface is, as 
yet, too large to consider computationally. The main aim of this chapter is to attempt to 
























































Figure 7.8 Diagrammatic representation of the two possible type II surfaces
(Tasker 1979) of YBa2Cu3 0 7 . To the left of the figure the bulk YBa2Cu3 0 7  planes are 
shown with three possible cleavage planes to give six different YBa2Cu30 7  surface 
terminations. Cleavage along "(a)" results in two dipolar type 3 surfaces which 
terminate with Cu02 and BaO. The number to the right of each plane represents the 
effective charge on each plane following the assignation of Baetzold (1988). Cleavage 
along "(b)" gives the two stable type 2 surfaces which terminate with a BaO and a CuO 
plane. Finally cleavage along "(c)" results in the formation of two further dipolar (type 
3) surfaces which terminate with a Cu02 and an yttrium plane.
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theory. To enable the accommodation of the primitive unit cell within the computer 
resources we have available, the YBa2Cu30 6 5 must exhibit tetragonal, rather than 
orthorhombic II symmetry. Extensive work by Kenway (1991) shows that the material 
properties of tetragonal and orthorhombic symmetries are similar and therefore provides 
some justification for this approach.
Two alternative YBa2Cu3C>6 5 structures have been constructed which adopt a tetragonal 
symmetry, these are designated type A and type B. The structure of the hypothetical 
YBa2Cu30 6 5  structure, types A and B, are shown in figure 7.9 and 7.10 respectively. 
Type A is constructed with the oxygen 0(1) positions from alternate C u(l)0(l) planes 
empty or full (figure 7.9) as opposed to 50% 0(1) coverage on every Cu( 1)0(1) plane. 
Type B is constructed with the type A 0(4) oxygens used to fill the 0(1) and 0(5) 
positions (figure 7.10).
The same potentials, used to derive the crystal structure of orthorhombic II 
YBa2Cu30 6^ , were employed for YBa2Cu30 6 5 structural types A and B, again using full 
ionic charges. The calculated energy of the unit cell of the YBa2Cu30 6^  type A 
structure is -523.78 eV and type B, -523.83 eV. This compares to -524.82 eV for the 
YBa2Cu3 0 g5 orthorhombic II structure. The 0.02% difference is fairly low and 
therefore it may be possible to synthesise these structures. Furthermore, the structure of 
the YBa2Cu3Og 5 was elucidated by neutron diffraction (Miraglia et al. 1987, Jorgensen 
et al. 1990), which generally, only determines the average structure and may therefore 
exhibit local structural deviations from the average orthorhombic II structure. Indeed, 
several workers have identified deviations from the materials average structural 
configurations; a few are outlined below.
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Figure 7.9 Diagrammatic representation of YBa2Cu30 6 5 type A structure
indicating ion site notation. To the left of the figure is the primitive unit cell. Note 
nonequivalent ions may be similarly labelled to ensure consistency with most 
experimental work which ascertains only the average structural configuration as 
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Figure 7.10 Diagrammatic representation of YBa2Cu30 65 type B structure 
indicating ion site notation. To the left of the figure the primitive unit cell is shown.
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means of electron diffraction and high resolution electron microscopy (Zandbergen et al.
1987). This work by Zandbergen et al. also led to the identification of the orthorhombic 
II structure of YBa2Cu30 63. High resolution electron microscopy has also been used to 
identify stacking defects such as double CuO layers in YBa2Cu30 7_g (Zandbergen et al.
1988). Indeed Fischer et al. (1989) have prepared crystals in which systematically all 
CuO layers are doubled, leading to an ideal composition YBa2Cu4 0g (this material has 
also been studied theoretically by Zhang and Catlow (1992)). It has also been possible to 
produce crystals in which single and double CuO layers alternate regularly 
corresponding to an ideal composition Y2Ba4 Cu7 0 15 (Hewat et al. 1990) or l-2-31/2. A 
recent review by Amelinckx et al. (1991) examines the electron microscopy work that 
has been performed to identify local rather than average structural configurations in 
elucidating various superstructures, stacking defects and growth twins. This work 
further suggests that it may indeed be possible to synthesise the type A and B 
YBa2Cu30 6 5 structures.
The calculated relaxed structures of type A and type B are shown in figures 7.11 and 
7.12 respectively. Figure 7.11a shows three representations of the YBa2Cu3 0 6 5 type A 
structure. The left structure is a stick representation with the Cu02 chains and Cu02 
planes outlined in blue. The Cu02 chains do not alternate between adjacent Cu(l) ions 
(as in orthorhombic II YBa2Cu30 6 5) as all the 0(1) positions are full. This results in a 
plane of copper Cu(l) ions with the Cu(l) ions coordinated to two oxygens. This is 
clearly evident from the ball and stick representation in the centre figure 7.11(a). To the 
right of figure 7.11(a) only the copper coordination is represented with the atom 
positions removed. From this figure it can be seen that the copper planes are comprised 
of Cu(2) ions coordinated to five oxygens, and Cu(2) ions coordinated to four oxygens to 
give the characteristic Cu02 planes observed in the YBa2Cu30 6 5  orthorhombic II 
structure. The four coordinated Cu(2), is a consequence of the large Cu(2)-0(4) distance
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Figure 7.11 Calculated relaxed structural configuration of type A, YBa2Cu30 6^ .
A(i) Stick representation of the structure showing the Cu02 planes and Cu02 chains 
(coloured blue). A(ii) Ball and stick representation of the structure, oxygen is coloured 
red, barium is white yttrium is yellow and copper, blue. A(iii) Cu02 chains and planes 
only, including additional Cu02 planes resulting from the original modification of the 
orthorhombic II structure to give the hypothetical type A YBa2Cu30 6^  structure. (B) 
Enlarged view of the Cu02 planes connected to the Cu02 chains.
Type A
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Figure 7.12 Calculated relaxed structural configuration of type B, YBa2Cu30 6^ .
A(i) stick representation of the structure showing the CuC>2 planes and CuC>2 chains 
(coloured blue). A(ii) ball and stick representation of the structure. Oxygen is coloured 
red, barium is white, yttrium is yellow and copper, blue. A(iii) Q 1O2  chains and planes 
only including additional G 1O2 planes resulting from the original modification of the 
orthorhombic II structure to give the hypothetical type B YBa2Cu3 0 6 5 structure.
Type B
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resulting from the minimisation procedure. Figure 7.11b shows an enlarged section of 
the structure with the size of the ions reduced to ensure clarity of the Cu02 chains and 
Cu02 planes.
Figure 7.12 shows three representations of the YBa2Cu30 6^  type B structure. Again the 
Cu02 chains do not alternate as the 0(1) positions are full. In this structure the five 
coordinated copper Cu02 planes are separated by three Cu02 planes where the copper is 
coordinated to only four oxygens. Other variations in structural details from the 
YBa2Cu30 6j  orthorhombic II structure include Cu02 planes sandwiched between a 
plane of yttrium and a plane of barium and a further Cu02 plane sandwiched between 
two barium planes. In each of these planes the copper is coordinated to four oxygens.
Table 7.2 gives the bond lengths of the ions in the type A and B structures compared to 
experimentally determined values for orthorhombic II YBa2Cu30 6 5 (Miraglia et al. 
1987). The calculated bond lengths for type A and type B are still in good agreement 
with the experimental results. The Cu(2)-0(1) bond length, however, is higher than the 
experimentally determined value for the type A structure and lower for type B. Similarly 
the c parameter is larger than the experimental studies suggest for type A and lower for 
type B. This is to be expected for the type B structure because the 0(4) oxygens were 
used to accommodate the 0(4) and 0(5) sites.
The structures A and B do not exhibit the doubling of the a*, parameter (as the 
orthorhombic II structure) to accommodate the 50% 0(1) depletion in the primitive unit 
cell and therefore the size of the interface primitive unit cell predicted using the near 
coincidence site lattice theory for structures A and B will be smaller and more easily 
accommodated within the computer resources available.
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BOND Type A Average Exp. Type B Average
Ba-0(4) 2.74 2.97 2.90 2.77 2.76 2.76
Ba-0(2) 3.09 2.84 2.97 2.93 3.09 2.83 2.96
Ba-0(3) 3.10 2.84 2.97 2.90 3.11 2.83 2.97
Ba-O(l) 2.85 2.85 2.96 2.85 2.81 2.83
Y-0(2) 2.31 2.49 2.40 2.40 2.32 2.48 2.40
Y-0(3) 2.31 2.50 2.41 2.41 2.31 2.49 2.40
Cu(l)-0(4) 1.99 1.80
1.80
1.86 1.80 1.98 1.98
Cu(l)-0(1) 1.94 1.94 1.94 1.94 1.95 1.95
Cu(2)-0(4) 3.43 1.96 2.70 2.43 1.95 1.95
Cu(2)-0(2) 2.02 1.95 1.99 1.94 2,03 1.97 2.00
Cu(2)-0(3) 2.02 1.95 1.99 1.95 2.03 1.97 2.00
a 3.88 3.85 3.92
b 3.87 3.87 3.91
c 12.36 (c/2) 11.75 11.40 (c/2)
Table 7.2 Calculated YZ^C^Og j bond lengths for the hypothetical
YBa2Cu30 6 5 structural types A and B compared to experimentally determined values 




The YBa2Cu30 6 5  type A structure can be cleaved along the (001) plane to give two 
surfaces. One terminating with a CuO plane, and the other terminating with a BaO 
plane. The repeat unit contains no dipole moment and therefore the surfaces are 
expected to be stable. An YBa2Cu30 6 5 type A surface, cleaved along the (001) plane, 
terminating with an yttrium plane will have a dipole in the repeat unit and is therefore 
expected to be unstable Similarly the YBa2Cu30 g5 type B structure can be cleaved 
along the (001) plane to form two surfaces, one terminating with a BaO plane and the 
other, a CuO plane. Surfaces terminating with yttrium are expected to be unstable.
The surface energy of the BaO/CuO terminated YBa2Cu30 6j  type A (001) surfaces is 
calculated to be 1.25 Jm' 2 before relaxation and 0.69 Jm*2 after relaxation. For 
BaO/CuO terminated YBa2Cu30 6 5 type B (001) surfaces an unrelaxed value of 1.25 
Jm*2  and relaxed value of 0.93 Jm*2 is calculated. The unrelaxed surface energies of 
YBa2Cu30 6 5 types A and B, are much lower than the yttrium terminated YBa2Cu30 6^  
orthorhombic II (001) surface energy (10.51 Jm*2). This is attributed to the lone Y3+ ions 
terminating the YBa2Cu30 6 5 orthorhombic II surface. The orthorhombic II relaxed 
surface energy is also higher than the YBa2Cu30 6 5 type A and B structures. This may, 
however, be a consequence of the non-convergence of region size for the orthorhombic II 
surface energy calculation.
7.5 Near Coincidence Site Lattice Theory of the YBa2Cu30 6^ (001)//MgO(100) 
interfaces.
Various orientations of YBa2Cu30 7_x grains in polycrystalline films prepared on (001) 
MgO substrates have been observed to agree well with the prediction of a simplified 
theory of near coincidence site lattice between YBa2Cu30 7.x and MgO (Ravi et al. 1990, 
Ramesh et al. 1990). In this section we employ a near coincidence site lattice theory to
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construct YBa2Cu3 0 6^(0 0 1 )//MgO(1 0 0 ) interfaces and the simulation techniques are 
then employed to calculate the relaxed interface structures and stabilities to compare 
with the experimentally determined values.
The a and b lattice parameters of YBa2Cu30 65, type A structure are 3.88A and 3.89A 
respectively. For the YBa2Cu3 0 6 5(0 0 1 )//MgO(1 0 0 ) interfaces predicted using a near 
coincidence site lattice theory, YBa2Cu3 0 6 .5  was considered to have a two dimensional 
square lattice of parameter 3.885A. Similarly for YBa2Qi3 0 6 5 , type B, the a and b 
lattice parameters are calculated to be 3.92A and 3.91 A respectively and therefore, a two 
dimensional square lattice of parameter 3.915A was chosen. Table 7.3 shows the 
interfaces predicted for YBa2Cu3C>6 5(001)//MgO(100) (type A and B) using near 
coincidence site lattice theory. The bulk lattice parameters of types A and B are 
employed as the unit cells of the type A and B structures are many layers thick and 
therefore the contraction of one unit cell ‘in space’ is expected to be negligible. Table
7.3 lists all the near coincidence site lattices for YBa2Cu3 0 7 _x//Mg0  observed 
experimentally and is therefore not a complete list.
Three YBa2Cu3 0 g5 (001 )//MgO( 100) systems were investigated computationally: 
£ pYBCo£PMgO = 1/1 a  (0  = 0°), 2 pYBCo£PMgO = 5/4 P (0  = 26.565°) and XPYBco^PMgO 
= 20/17 P (0  = 12.529°). The MgO substrate is constrained to accommodate its natural 
lattice parameter and the YBa2Cu30 6 .5  is therefore required to accommodate the full 
misfit. The interfaces were considered with one YBa2Cu3 0 6 5 unit cell on the MgO(lOO) 
surface. We first consider the £ pybco (type A)^PMgO = 1/1 a  (0  = 0°) interface. This 
interface can be constructed with the YBa2Cu30 6j(001) plane terminating with either 
CuO, Cu02, Y, BaO, or Cu at the YBa2Cu30 6 5//Mg0 interface. Construction of the 
system with Y, Cu or Cu02 at the interface results in a dipole moment in the 
YBa2Cu30 6 5 which is expected to destabilise the interface and therefore only interfaces
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^ PYBCO^PMgO k 1 m n 0 Misfit/%  
Type A Type B
1/1 a 1 0 1 0 0 +8.05 +7.02
5/4 P 2 1 2 0 26.565 -3.10 -4.13
9/8 P 3 0 2 2 45 +2.16 +1.14
10/9 P 3 1 3 0 18.435 +2.79 +1.76
16/13 P 4 0 3 2 33.690 -2.33 -3.35
20/17 P 2 4 1 4 12.529,40.601* -0.07 -1.10
25/20 P 3 4 2 4 10.305 -3.10 -4.13
29/25 a 2 5 3 4 15.068*, 31.329 +0.63 +0.39
29/25 a 5 2 5 0 21.801 +0.63 +0.39
* Denotes not observed experimentally so far.
Table 7.3 Near coincidence site lattices (NCSL) for the Yl^CusOg 5
(001)//MgO(100) interfaces calculated for YBa2Cu30 6 .5 structural types A and B 
assuming lattice parameters of 3.875A and 3.915A respectively.
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with BaO or CuO at the interface were considered. For BaO at the interface, two 
arrangements can be envisaged. Firstly, with the BaO over the magnesium sublattice of 
the MgO, or alternatively, with the BaO over the oxygen sublattice of the MgO. 
Calculations suggest the interface is more stable with the BaO over the magnesium 
sublattice in accordance with the BaO//MgO interface calculations in chapter 4. 
Similarly when CuO terminates YBa2Cu30 6 5  at the YBa2Cu30 6y/MgO interface, the 
copper can adopt positions above the oxygens of the MgO substrate with the oxygens of 
the CuO plane directly above the magnesiums of the MgO substrate. Alternatively, the 
copper may be positioned above the magnesiums and the oxygen of the CuO plane adopt 
positions above the oxygen of the MgO substrate. The latter configuration results in 
unfavourable cation-cation and anion-anion interactions and is therefore expected to be 
unstable. Similarly for the YBa2Cu30 6 5 type B structure, the YBa2Cu30 6^  BaO and 
CuO planes at the interface enable the interface to be constructed with no dipole 
perpendicular to the interface. Again the interface is calculated to be more stable with 
the BaO accommodating sites above the magnesium sublattice, or for CuO at the 
interface, a greater stability is attained with the copper above the oxygen sublattice of the 
MgO. Table 7.4 shows the interfacial energies, in Jm'2, of the 
YBa2Cu30 6 5(001)//Mg0(100), £ pYBCo/^MgO = V ia (O = 0°), type A and B interfaces 
with CuO and BaO planes terminating the YBa2Cu30 6 5 at the interface. The interfacial 
energies represent the energy required to cleave the interface to form a pure MgO surface 
and an YBa2Cu30 6 5 monolayer thin film ‘in space* per unit interfacial area (see 
equation 6 . 8  and figure 6 .6 ).
The calculated stabilities for these interfaces (table 7.4) are all negative indicating that 
the interface is unstable with respect to an MgO(lOO) surface and an YBa2Cu30 6 5 thin 
film ‘in space*. The results do not however imply that the interface .can not exist. 
Indeed YBa2Cu30 6 5 is not thermodynamically stable with respect to its constituents as
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YBa2Cu30 6j  
Structural Type
Interfacial Stability /Jm'2 
Initial Final
Interfacial 
YBa2Cu30 6j  Plane
Type A -4.00 -2.21 BaO
Type A -2.73 -0.71 CuO
TypeB -3.59 -2.02 BaO
Type B -2.28 -0.51 CuO
Table 7.4 Calculated interfacial energies of the YBa2Cu3 0 6 5
(001)//MgO(100), Xp = 1/1 a  (0  = 0°) interfaces for YBa2Cu30 6j  structural types A and 
B with CuO and BaO planes terminating the YBa2Cu30 6 5 at the interface region.
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the reaction
2 YBa2Cu30 6^  = Y2BaCu0 5  + 3BaCu02 + 2CuO (7.1)
becomes favourable (Garzon and Raistrick 1991, Lazarev et al. 1991) below 1073K. 
Indeed, Sleight (1991) suggests there to be adequate data to conclude that any 
RBa2Cu3 0 7  superconductors are not thermodynamically stable at any temperature or 
pressure. The calculated results therefore provide a useful comparison between various 
interfacial structural configurations. The configuration with a CuO plane terminating the 
YBa2Cu30 6^  at the interface region is calculated to be more stable than with a BaO 
termination, for both structural types A and B. For YBa2Cu3 0 6j  structure type A, the 
interface is 1.50 Jm' 2 more stable with a CuO plane terminating the YBa2Cu30 6^  at the 
interface as opposed to a BaO plane and for type B, the interface is 1.51 Jm' 2  more stable 
with a CuO plane terminating the YBa2Cu30 6 5 at the interface as opposed to a BaO 
plane.
Figure 7.13 shows the relaxed structures of the IP  = 1/1 a  (0  = 0°) (type A) 
YBa2Cu30 6^(001)//MgO(100) interfaces. Figure 7.13a shows the relaxed interface 
structure with the BaO plane terminating the YBa2Cu30 6 5 at the interface. The barium 
and oxygen ions from the BaO plane are constrained to accommodate positions directly 
above the magnesium sublattice of the MgO substrate. Figure 7.13b shows the relaxed 
interface structure with the CuO plane terminating the YBa2Cu306 5 at the interface. 
The copper ions of the CuO plane are constrained to accommodate positions directly 
above oxygen ions from the MgO substrate and the oxygen ions of the CuO plane are 
constrained to accommodate positions directly above the magnesium ions of the MgO 
substrate. To the left of each figure (7.13(a) and (b)), the unit cell is displayed.
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Figure 7.13 Calculated relaxed YBa2Cu30 6^ (001)//MgO(100), 27 = 1/1 a  (0  =
0o) type A interface structures, (a) BaO plane terminating the YBa2Cu30 65 at the 
interface region, (b) CuO plane terminating the YBa2Cu30 65 at the interface region. 




For both interfaces, there is little observable relaxation within the YBa2Cu30 6^  thin film 
however figure 7.13a shows substantial relaxation of the top MgO layer, with the 
magnesium ions directly below the oxygens from the YBa2Cu3 0 6 . 5  BaO plane, displaced 
0.3A, perpendicular to the interface, towards the oxygen and therefore decreasing the 
magnesium-oxygen distance across the interface. The magnesium ions directly below 
the bariums from the YBa2Cu30 6^  BaO plane, are displaced 0.16A, perpendicular to the 
interface, away from the barium ions resulting in an increase in the magnesium-barium 
distance. This relaxational behaviour is qualitatively similar to the behaviour observed 
for the BaO//MgO interface in chapter 4 and is a consequence of the minimisation 
procedure, maximising the favourable cation-anion interactions (magnesium-oxygen) 
and minimising the unfavourable cation-cation interactions (barium-magnesium) across 
the interface region. A similar type of behaviour is observed for the system with 
YBa2Cu30 6^  terminated with CuO at the interface (figure 7.13b). In this figure the 
MgO oxygens at the interface region directly below the copper ions from the 
YBa2 Cu3 0 6^  are displaced 0.48A towards the copper ions and the magnesium ions 
directly below the YBa2Cu3 0 6 5  oxygens are displaced 0.29A towards the oxygens 
enhancing the favourable cation-anion interactions.
Figure 7.14a,b shows the relaxed structures of the X? = 1/1 a  (0  = 0°) (type B) 
YBa2Cu30 6^(001)//MgO(100) interfaces. Figure 7.14a shows the YBa2Cu3 0 6 5 thin 
film terminating with the CuO plane at the interface and figure 7.14b shows the 
YBa2Cu3 0 6 5 thin film terminating with the BaO plane at the interface. Similar 
relaxational behaviour to figures 7.13a,b is observed with substantial ion displacements 
at the interface region resulting in the enhancement of the favourable cation-anion 
interactions. In both figures 7.13a,b and 7.14a,b the relaxation is observed to extend to 
the third MgO layer from the interface.
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Figure 7.14 Calculated relaxed YBa2Cu30 6^  (001 )//MgO( 100), IP  = 1/1 a  (0  =
0°) type B interface structures, (a) CuO plane terminating the YBa2Cu3 0 6 5 at the 
interface region, (b) BaO plane terminating the YBa2Cu306 5 at the interface region. 
Oxygen is coloured red, barium is white, yttrium is yellow, copper is blue and 
magnesium is purple.
Mg gt>
Zp = 1/1 a  ( 0  = 0°) CuO (Type B)
I p = 1/1 a  (© = 0°) BaO (Type B)
B
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Thus far we have only considered the relaxational behaviour of the MgO substrate yet 
the modification of the YBa2Cu30 6^  structure as a result of interfacing with the MgO 
substrate is of paramount importance to the superconducting properties of the material. 
Indeed, small changes in bond lengths have serious implications to the Tc of the material 
(Miceli et al. 1988, Islam and Baetzold 1989, Zhang and Catlow 1992). The structural 
modifications of the YBa2Cu30 6^  as a result of the relaxation are not apparent from 
inspection of the structure and therefore the relaxation of the YBa2Cu30 6 5 is monitored 
by inspection of the bond lengths. Table 7.5 shows the calculated YBa2Cu30 6 5  (type A) 
bond lengths for the pure structure, compared to bond lengths calculated for the structure 
when interfaced to MgO (for both the BaO and CuO planes terminating the YBa2Cu30 6^  
at the interface). From table 7.5 it can be seen that the largest modification in bond 
length is +10% for the Ba-0(4) bond (the bond length has increased) with the 
YBa2Cu30 6^  terminated with CuO at the interface. This result is somewhat surprising 
since the largest change in Ba-0(4) bond length was expected to be the Ba-0(4) bond at 
the interface when the YBa2Cu30 6 5 is terminated with BaO at the interface. However 
this bond length has been modified by only 5%. Furthermore the 10% change in 
Ba-0(4) bond length is not from the first BaO plane adjacent to the interface, but the 
second BaO plane i.e. 6  planes from the interface (figure 7.13b). The Cu(l)-0(4) bond 
length (suggested to be an indication of Tc associated with the material (Miceli et al. 
1988, Islam and Baetzold 1989, Zhang and Catlow 1992)) has been reduced by 8.7% as a 
consequence of the interface. This reduction is exactly the same for the YBa2Cu30 6 5 
terminated with either BaO or CuO at the interface. This again is a surprising result 
since the Cu(l)-0(4) bond is observed at the surface for the BaO terminated interface 
(figure 7.13a) and directly at the interface for the CuO terminated interface (figure 
7.13b). Furthermore the changes in bond lengths for most of the bonds appear to be 
independent of whether the interface was constructed with the CuO or BaO plane 
terminating the YBa2Cu30 6 5 at the interface region. This result suggests the reduction
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BOND Pure YBa2Cu30 6^ Interfaced YBa2Cu30 6>5 
CuO Plane BaO Plane
Ba-0(4) 2.74 2.97 2.93 3.27 2.93 3.11
Ba-0(2) 3.09 2.84 3.17 2.91 3.14 2 . 8 8
Ba-0(3) 3.10 2.84 3.18 2.87 3.14 2 . 8 8
Ba-O(l) 2.85 2.90 2.90
Y-0(2) 2.31 2.49 2.38 2.60 2.37 2.58
Y-0(3) 2.31 2.50 2.37 2.59 2.37 2.58
Cu(l)-0(4) 1.99 1.80 1.83 1.80 1.83 1.80
1.80 1.80 1.80
Cu(l)-0(1) 1.94 2.08 2.08
Cu(2)-0(4) 3.43 1.96 3.16 1 . 8 6 3.15 1.89
Cu(2)-0(2) 2 . 0 2 1.95 2.13 2.07 2.15 2.07
Cu(2)-0(3) 2 . 0 2 1.95 2.14 2 . 0 1 2.15 2.07
Table 7.5 Calculated YBa2Cu30 6 5 structural type A bond lengths in the
YBa2Cu30 6^ (001 )//MgO( 100), £ p = 1/1 a  (0  = 0°) interface with CuO and BaO planes 
terminating the YBa2Cu30 6 5 at the interface region. The calculated bond lengths for 
pure YBa2Cu30 6 5  type A are also given as a comparison. Bond lengths are in 
Angstroms.
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of the strain energy introduced into the YBa2Cu30 6 5 is the major driving force in the 
relaxational behaviour as each plane, whether terminating the YBa2Cu3 0 6 ^ at the 
interface or surface plane, is associated with the same strain to accommodate the misfit 
Furthermore the ionic relaxation attributed to the interface would result in the 
modification of ions near the interface region. This suggests that a modification of the 
structural configuration of the YBa2Cu30 6 5, such as changes in bond lengths, may be 
induced by choosing a suitable substrate and interfacial configuration with associated 
misfit Furthermore it may be possible to predict a structural configuration which 
maximises Tc. This argument is however very speculative and much more work is 
required to monitor the effect of the misfit on Tc.
The second system studied is the 27 = 5/4 p (0  = 26.565°). Two interfaces were 
considered for both structural types A and B, firstly with the CuO plane terminating the 
YBa2Cu30 6j  at the interface and second with the BaO plane terminating the 
YBa2Cu30 6 5  at the interface. Table 7.6 gives the energies of the relaxed interfaces 
relative to the relaxed surface energy of the MgO surface and the YBa2Cu30 6^  thin film 
‘in space*. An energy of +0.16 Jm' 2 is calculated for the 27 = 5/4 p (0  = 26.565°) CuO 
(type A) suggesting that the interface is stable with respect to a pure MgO surface and 
YBa2Cu30 6 5 thin film ‘in space*. Again the interfaces with the CuO planes terminating 
the YBa2Cu30 6 5 are calculated to be more stable than with BaO terminating the 
YBa2Cu3 0 g>5 at the interface. Figure 7.15 a shows the relaxed 27 = 5/4 p (0  = 26.565°) 
CuO (type B) interface structure, to the left of the figure is the interface primitive unit 
cell and the right of the figure shows an extended portion of the interface. The 
interfacial relaxation has resulted in substantial modification of both the MgO substrate 
and the YBa2Cu30 6 5 thin film structures. Rumpling of the CuO and BaO planes at the 
interface is clearly evident from the figure. The CuO plane sandwiched between two 
barium planes exhibits a rumpling of the oxygen ions with amplitude 0.9A. This is a
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YBa2Cu3 0 6 5 
Structural Type
Interfacial Stability /Jm' 2 
Initial Final
Interfacial 
YBa2Cu30 6 5 Plane
Type A -2.31 -0.82 BaO
Type A -2.31 +0.16 CuO
TypeB -2.95 -1.29 BaO
TypeB -2 . 8 8
o1 CuO
Table 7.6 Calculated interfacial energies of the
YBa2Cu30 6 5 (001)//Mg0(100), = 5/4 p (0  = 26.565°) interfaces for YBa2Cu3 0 6^
structural types A and B with CuO and BaO planes terminating the YBa2Cu30 6 5 at the 
interface region.
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Figure 7.15 Calculated relaxed YBa2Cu30 6 5 (001)//MgO(100), 2? = 5/4 p (0  =
26.565°) interfaces, (a) YBa2Cu30g^ type B structure with CuO terminating the 
YBa2Cu30 6 5 at the interface region, (b) YBa2Cu30 6 5  type A structure with BaO 
terminating the YBa2Cu30 6 5  at the interface region.
Ep = 5/4 ( 0  = 26.565°) CuO (T ypeB )
gggm
W~ J_ ^  ^
Zp = 5/4 ( 0  = 26.565°) BaO (Type A)
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rather surprising observation since the CuO plane is the seventh plane from the interface 
and no other plane further than two planes from the interface appears to have deviated 
far from the pure relaxed YBa2Cu306 5 (type B) structure.
Figure 7.15b shows the relaxed structure of the Ep = 5/4 P (0  = 26.565°) BaO (type A) 
interface. The stability of this interfacial configuration is -0.82 Jm' 2 and the figure 
shows that the YBa2Cu30 6 5  thin film has moved about 2A away from the MgO surface. 
This observation strengthens the argument that the CuO plane offers the best surface 
with which to interface to the MgO.
The YBa2Cu30 6 ^(001)//MgO(100) interfaces investigated thus far have required the 
YBa2Cu30 6^  thin film to be expanded by 8.05 and 7.02% for the L p = 1/la 
configuration for YBa2Cu30 6^  structural types A and B respectively, and compressed by 
3.10 and 4.13% for the L p = 5/4p configuration. From the work in chapter 6 , these high 
values of the misfit are expected to severely destabilise the interface compared to an 
interface of much lower misfit. The next interface considered is the IP  = 20/17p (0  = 
12.529°) CuO (type A) which has a very low associated misfit of -0.07%. Only one 
calculation on this interface has been performed because of the enormous size of the 
primitive unit cell resulting from this configuration. Following the results of chapter 6 , 
the lower angle associated with the near coincidence site lattice was chosen on the basis 
that the lower angle near coincidence site lattices are more stable. Furthermore the Ep = 
20/17p (0  = 40.601°) system has not yet been observed experimentally (Hwang et al. 
1990, Ravi et al. 1990) which may imply that the interface is more unstable than 
alternative configurations. The CuO plane was chosen to terminate the YBa2Cu3 0 6 5 at 
the interface as the results of the L p = 1/1 and Ep = 5/4 interfaces suggest termination 
with this plane to be more stable than terminating the YBa2Cu30 6 5 with the BaO plane 
at the interface. Finally the MgO and YBa2Cu30 6j  structures were considered
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employing the rigid ion model to further reduce the resulting primitive cell size and 
therefore enabling the system to be adequately accommodated by the computer resources 
available.
The calculated unrelaxed and relaxed interfacial energies of the IP  = 20/17P (0  = 
12.529°) CuO (type A) interface are -0.40 Jm' 2 and 40.55 Jm' 2 respectively. This is 0.39 
Jm ' 2 more stable than the I p = 5/4p (0  = 26.565°) CuO (type A) interface, furthermore 
the stability is expected to be increased with the inclusion of ionic polarisability into the 
calculation. In accordance with the results of chapter 6 , the calculated energies of the 
YB a2Cu30 6^  (001 )//MgO( 100) interfaces are more stable for low associated misfits.
Figure 7.16a-c shows the relaxed structure of the YBa2Cu30 6^(001)//MgO(100), IP  = 
20/17 P (0  = 12.529°) interface with the CuO plane terminating the YBa2Cu30 6j  at the 
interface. Figure 7.16a shows the primitive unit cell, figure 7.16b shows the 
YBa2Cu30 6^  (CuO) plane on the MgO substrate with the rest of the YBa2Cu30 6 5 
structure removed for clarity. The oxygens from the CuO plane are coloured light brown 
as opposed to red. Figure 7.16c is a view of the interface looking down the c-axis of the 
YBa2Cu30 6 j ,  again the oxygens of the CuO plane are coloured light brown and the rest 
of the YBa2Cu30 6 5 removed for clarity. The relaxational behaviour has resulted in an 
alignment of the CuO chains with the MgO enabling excellent charge matching across 
the interface, indeed every copper ion is almost directly aligned with an oxygen from the 
MgO substrate and every oxygen from the CuO chains is aligned with a magnesium ion 
from the MgO substrate. Figure 7.16a shows for each unit cell one copper is directly 
above a magnesium ion. The removal of this unfavourable cation-cation interaction is 
therefore expected to further stabilise the interface. The MgO surface in figure 7.16a 
also appears to corrugate on relaxation. The magnesium and oxygen ions below the CuO 
chains are displaced, relative to the MgO substrate, by 0.15A perpendicular towards the
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Figure 7.16 Calculated relaxed YBa2Cu3 0 6^(0 0 1 )//MgO(1 0 0 ), IP  = 20/17p (0
= 12.529°) type A interface with CuO terminating the YBa2Cu3 0 6 5 at the interface 
region, (a) Primitive unit cell of the interface, (b) View looking down at the interface 
with only the CuO plane shown, (c) View normal to the interface with only the CuO 
plane shown. For clarity the size of the balls representing the ions has been reduced. 
Oxygen is coloured red, barium is white, yttrium is yellow, copper, blue and magnesium 
purple.
BCuO (Type A)
Xp = 20/17 (3
(0 = 1 2 .5 2 9 ° )
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interface whereas those MgO ions not directly below a CuO chain are displaced by 
0.15A into the MgO crystal. However, the relaxation is not limited to displacements of 
ions perpendicular to the interface as figure 7.16c exhibits relaxation of magnesium and 
oxygen ions parallel to the interface. The surface MgO bond distances vary by up to 
50% to enhance the charge matching across the interface region, giving the appearance 
of small MgO ‘islands’ at the top of the MgO substrate. Figure 7.17 includes a 
schematic representation of this behaviour showing the virtually isolated islands of MgO.
7.6 YBa2Cu30 6^ (100)//MgO(100) and YBa2Cu30 7_x(010)//MgO(100) Interfaces.
The YBa2Cu30 6y/M g0 interfaces considered thus far have maintained the c-axis of the 
YBa2Cu30 6j  thin film perpendicular to the MgO(lOO) surface. This interface has been 
observed experimentally by Ramesh et al. (1990) with the 8 % misfit (assuming the IP  = 
1 /1  configuration) accommodated by the formation of a periodic array of interfacial 
dislocations. The large misfit between the two lattices has prompted workers to 
investigate the YBa2Cu30 7 .x(100)//MgO(100) or YBa2Cu30 7 .x(010)//MgO(100) 
interfaces which are associated with a much lower misfit (Hwang et al. 1990, Ravi et al. 
1990) with the c-axis of the YBa2Cu30 6 5 parallel to the MgO(lOO) surface.
In this section we consider the YBa2Cu30 6 5//Mg0 interface, constructed with the c-axis 
of the YBa2Cu3 0 6 5 parallel to the MgO(lOO) surface; specifically the 
YBa2Cu30 7_x(100)//MgO(100) and YBa2Cu30 7_x(010)//MgO(100) interfaces for 
YBa2Cu30 6 5 type A structures.
YBa2 Cu3 0 6 5 (type A) is calculated to have lattice parameters a = 3.88 A, b = 3.87 A, c = 
24.72 A and MgO a = b = c = 4.2A. The interface can be constructed with the 
YBa2Cu30 6^  (100) on the MgO(lOO) surface with the near coincidence vectors being 
YBa2Cu30 6 5[1 0 0] and MgO[ 6  0 0] i.e. 1 YBa2Cu30 6 5 unit matches with 6  MgO units
Figure 7.17 Representation of the top MgO layer terminating the MgO at the
YBa2Cu30 6 5(001 )//MgO( 100) IP = 20/17 (3 (0 = 12.529°) interface, (a) shows the 
individual ions of the MgO plane and (b) idealised representation of the MgO "islands".
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resulting in a lattice misfit of +8.05% in the YBa2Cu30 6 5 a-axis ([1 0 0] direction) and 
+1.92% in the YBa2Cu30 6 5  c-axis([0 0 1] direction). The YBa2Cu30 6 5 (100) may 
terminate with (Cu, O) or (Y, Ba, O) ions at the interface which are hereafter referred to 
as the CuO plane and the YBaO plane respectively. Figure 7.18a shows 
diagrammatically, the YBa2Cu30 6^ ( 100)//MgO(6 0 0) arrangement with CuO ions 
terminating the YBa2Cu30 6 5 at the interface.
The YBa2Cu3O6 5(010)//MgO( 100) interface is also investigated; the construction of this 
interface is identical to the YBa2Cu30 6^(100)//MgO(100) interface. Figure 7.18b shows 
the YBa2Cu30 6 ^(010)//MgO(100) interface with the CuO plane terminating the 
YBa2 Cu30 6 5 at the interface. The relaxation may be initiated with the YBa2Cu30 6^  
positioned with vector displacement (x,0 ,z) relative to the MgO(lOO) surface for the 
YB a2Cu30 6^(010)//MgO( 100) interface and vector displacement (0,y,z) for the 
YBa2Cu30 6 j(100)//MgO(100) interface. If these initial configurations lead to different 
interfacial structures and energies (resulting from local energy minima) this interface 
then presents the simulator with a formidable task. One solution is to calculate a 
potential energy surface (chapter 6 ) to elucidate the minimum unrelaxed energy and 
initiate the relaxation from that point. The YBa2Cu30 6 5  may also be displaced 
perpendicular to the interface requiring several potential energy surfaces to be 
calculated. The calculation of a potential energy surface is very expensive 
computationally. Furthermore the identification of an unrelaxed global minima does not 
necessarily ensure the identification of a relaxed global minima and, therefore, the 
YBa2Cu3 0 6 5 was positioned by inspection ensuring good charge matching i.e. 
optimising cation-anion interactions across the interface. A further point to note is the 
YBa2Cu30 6^(100) or YBa2Cu30 6 5(0 1 0 ) thin film on the MgO(lOO) surface is dipolar. 
However because the film, for 1 YBa2Cu30 6 5 layer (1 YBa2Cu30 6 5 unit cell) is only 2 
atomic layers thick, the relaxation is expected to reduce this dipole resulting in a stable
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Figure 7.18 Diagrammatic representation of; (a) YBa2Cu30 6.5
(I00)//Mg0(100). (b) YBa2Cu30 6.5(010)//MgO(100). For (YBa2Cu30 65 type A)
interfaces with CuO ions terminating the YBa2Cu306 5 at the interface region.
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interface. Because of the difficulty in minimising these interfaces together with the large 
primitive unit cell size, a rigid ion approach was employed.
Table 7.7 shows the calculated unrelaxed and relaxed energies of the 
YBa2Cu30 6 5 (100)//MgO(100) and YBa2Cu3O6 5 (010)//MgO( 100) interfaces with CuO 
or YBaO planes terminating the YBa2Cu30 6 5 at the interface region, for 1 YBa2Cu30 6 5  
layer on the MgO surface. The calculated energies represent the energy of the interface 
relative to the energy of the MgO surface and the YBa2Cu30 6 5( 1 0 0 ) or 
YBa2Cu30 6^(010) thin films ‘in space’. The relaxed energy values suggest the 
YBa2Cu30 6 ^(100)//MgO(100) interface is more stable than the 
YBa2Cu30 6^(010)//MgO( 100) interface independent of whether the YBa2Cu30 6 5 is 
terminated with a CuO or YBaO plane at the interface region. Furthermore the 
YBa2Cu30 6^(100)//MgO(100) interface is more stable when terminated with a CuO 
plane at the interface. The unrelaxed energy values however suggest the interfaces with 
a CuO plane terminating the YBa2Cu30 6 5 at the interface are more stable than with a 
YBaO plane terminating the YBa2Cu30 6^  at the interface for both 
YBa2Cu30 6 >5 (100)//MgO(100) and YBa2Cu30 6 3 (010)//MgO(100) with the 
YBa2Cu30 6 5 (1 0 0 )//Mg0 (1 0 0 ) interface the most stable.
Figure 7.19a,b shows the unrelaxed and relaxed structures of the 
YBa2Cu30 6 ^(010)//MgO(100) interface structures with a CuO plane terminating the 
YBa2Cu30 6 5  at the interface (figure 7.19a) and a YBaO plane terminating the 
YBa2Cu30 6 3  at the interface (figure 7.19b). Figures 7.19a,b exhibit substantial 
structural modifications of the YBa2Cu3 0 6 5 structure after relaxation with ionic 
displacements of up to 3.6A! The relaxation is so substantial for the 
YBa2Cu3O6 5 (010)//MgO( 100) interface with YBaO terminating the YBa2Cu30 6 5 at the 




Interfacial ions Energy /  Jm ' 2 
Initial Final
(1 0 0 ) CuO +0.56 +1.17
( 1 0 0 ) YBaO -2.92 +1.03
(0 1 0 ) CuO +0.37 +0.82
(0 1 0 ) YBaO -3.12 +0 . 1 2
Table 7.7 Calculated interfacial energies of the YB a2Cu30 65(100)//MgO( 100)
and YBa2 Cu30 6 5 (010)//MgO(100) interfaces for YBa2Cu30 6 5  structural type A, with 
CuO and YBaO ions terminating the YBa2Cu30 6 5 at the interface region.
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Figure 7.19 Unrelaxed and relaxed structures of the 
YBa2Cu30 6 5 (010)//MgO(100) interface with 1 YBa2Cu30 6^  (type A) layer on the 
surface, (a) CuO ions terminating the YBa2Cu30 6^  at the interface region, (b) YBaO 
ions terminating the YBa2Cu30 6 5 at the interface region. Oxygen is coloured red, 
barium is white, yttrium is yellow, copper, blue and magnesium purple.
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original YBa2Cu3 0 6 . 5  (tyPe A) structure with the YBa2Qi3 0 6 5  thin film exhibiting a 
wave-like configuration on the MgO substrate. This relaxational behaviour is 
reminiscent of the relaxational behaviour observed in the Ba0(100)//Mg0(100) interface 
in chapter 6 , where the overlaying thin film must be compressed to accommodate the 
misfit and the strain energy was alleviated by the corrugation of the thin film to reduce 
the interfacial area. This is not however an explanation of the YBa2Cu3 0 6^  thin film 
behaviour as the YBa2Cu30 6 5 was artificially expanded to accommodate the misfit The 
driving force for the relaxational behaviour and substantial structural modifications is 
probably the reduction of the dipole moment For the YBa2Cu30 6 5 (100) interface with a 
CuO plane at the interface, the relaxation was calculated to have reduced the dipole in 
the system by 85% to increase the stability of the interface. The relaxation will never 
remove the dipole totally. Indeed for surface relaxations a dipole moment is introduced 
because of the rumpling of the surface ions.
7.6.1 YBa2Cu30 6>5//M g0 Multilayers
In this section we examine the effect of increasing the YBa2Cu30 6 5 thin film thickness 
on the interfacial energies and ionic relaxation of the YBa2Cu3 0 6 5 (1 0 0 )//MgO(1 0 0 ) and 
YBa2Cu30 6^(010)//MgO( 100) interfaces. The most stable monolayer interfaces with 
the YBa2Cu30 6 5 c-axis parallel to the MgO(lOO) surface, require the YBa2Cu3 0 6 5 to be 
terminated with a CuO plane at the interface region. It was therefore assumed that 
terminating the YBa2Cu30 6 5 with a CuO plane at the interface will result in the most 
stable multi-layer YBa2Cu30 6 5//Mg0 interfaces. Indeed, if the thin film is grown from 
a monolayer, the calculations show that the CuO will always terminate the YBa2Cu3 0 6 5 
at the interface.
The stability of the YBa2Cu30 6^(100)//MgO(100) and YBa2Cu30 6>5 (010)//MgO(100) 
interfaces with a CuO plane terminating the YBa2Cu30 6 5  at the interface were
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calculated for 1 to 6  Y I^Q ^O g 5 layers. The energy of these interfaces relative to the 
energy of a pure MgO surface and an YBa2Cu30 6 5  thin film ‘in space* is given in figure 
7.20 for the YBa2Cu30 6^  (100)//MgO( 100) (1 to 6  layers) and figure 7.21 for the 
YBa2Cu30 6 5 (010)//Mg0(100) (1 to 5 layers) interfaces.
From figure 7.20, YBa2Cu30 6 .5 (1 0 0 ) monolayer coverage of the MgO(lOO) substrate 
appears to result in the most stable interface, with increased layers the stability decreases 
to reach a minimum at 3 layers. Increasing the thin film thickness further results in a 
sharp increase in stability attaining a further maximum at 5 layers. Figure 7.21 shows 
that YBa2Cu3 0 6 ^(0 1 0 ) monolayer coverage is calculated to be the most stable interface, 
with increased layers the interfacial stability decreases steadily with 5 YBa2Cu30 6^  
layers the most unstable. This behaviour is expected because the thin film has a dipole 
associated with it which will destabilise the interface. For one YBa2Cu30 6 5 layer the 
relaxational freedom of the ions enable this dipole to be much reduced, however for 
further layers the relaxation is inhibited by the further addition of YBa2Cu30 6 5 layers 
providing a constraint to the relaxation.
The calculated interfacial energies of these interfaces are relative to the relaxed energy 
of the YBa2Cu3 0 g 5 (1 0 0 ) or YBa2Cu30 6 5 (010) thin film ‘in space*. The relaxed 
structural configuration and energy of this hypothetical thin film ‘in space’ is heavily 
dependent on the initial (unrelaxed starting configuration) YBa2Cu3 0 6 5 structure with 
many ‘local* relaxed minima (with energies varying by as much as 1 %) identified with 
slightly modified unrelaxed starting configurations. The question of which local minima 
should be employed to ascertain the energy of the interface then arises as the resulting 
interfacial energy may vary by up to 50% depending on which ‘local’ energy value of the 
YBa2Cu3 0 6 5 thin film is employed. Furthermore the initial configuration of the 



















Relaxed —o — Unrelaxed
Figure 7.20 Variation of YBa2Cu30 6 5(1 0 0 )//MgO(1 0 0 ) (YBa2Cu306 5 type A)
interface energy as a function of YBa2Cu30 6^  thin film thickness with CuO ions 

















Relaxed o — Unrelaxed
Figure 7.21 Variation of YBa2Cu3 0 6 5 (0 1 0 )//MgO(1 0 0 ) (YBa2Cu3 0 6 5  type A)
interface energy as a function of YBa2Cu30 6 5  thin film thickness with CuO ions 
terminating the YBa2Cu3 0 $ 5 at the interface region.
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interfacial energies must therefore be treated with some caution.
Figure 7.22a,b shows the unrelaxed (7.22a) and relaxed (7.22b) structures of the 
YBa2Cu30 6^(100)//MgO(100) interfaces with 3 YBa2Cu30 6^  layers. The copper Cu(l) 
and oxygen 0(4) ions have migrated from the top CuO(lOO) plane to the surface YBaO 
plane leaving channels through the YBa2Cu306.s in the [0 1 0] direction. Figure 7.22c,d 
shows the unrelaxed (7.22c) and relaxed (7.22d) structures of the 
YBa2Cu30 6 ^(010)//MgO(100) interfaces with 5 YBa2Cu30 6^  layers. The relaxational 
behaviour of this interface has resulted in the YBa2Cu30 6 5 surface appearing wave-like.
7.7 Summary
The major objective of this chapter is not to characterise the YBa2Cu30 6 5 //Mg0 
interfaces explicitly, but to ascertain the factors conducive to interfacial stability and to 
develop a method which will enable a complex interface to be constructed and examined 
theoretically. The YBa2Cu30 6 5 //Mg0 system was chosen to be a model system 
representative of a complex heteroepitaxial ceramic interface in an attempt to elucidate 
factors, conducive to the interfacial stability, which may not have been identified by 
examining the more simple systems considered in the previous chapters.
The near coincidence site lattice theory was employed to investigate the 
YBa2Cu3 0 6 5 (0()l)//MgO(100) interfaces and has enabled the interfacial stability of the 
various interfaces, observed experimentally (Ravi et al. 1990, Hwang et al. 1990), to be 
calculated. Furthermore the calculations have shown the YBa2Cu30 6 5 (001)//MgO(100) 
interface to exhibit maximum stability if the YBa2Cu30 6^  is terminated with the CuO 
plane at the interface. The YBa2Cu30 6 5(0 0 1 )//MgO(1 0 0 ) interfacial stabilities are 
calculated to increase with decreasing misfit in accordance with the results in chapter 6 , 
with the XP = 20/17 p (O = 12.529°) with the lowest associated misfit of -0.07%
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Figure 7.22 (a, b) Unrelaxed and relaxed structures of the
YBa2Cu30 6^ (100)//MgO(100) interface with 3 YBa2Cu30 6^  (type A) layers on the 
surface and CuO ions terminating the YBa2Cu30 6^  at the interface region, (c, d) 
Unrelaxed and relaxed structures of the YBa2Cu306 5(010)//MgO(100) interface with 5 
YBa2Cu30 6^  (type A) layers on the surface and CuO ions terminating the YBa2Cu30 6^  
at the interface region. Oxygen is coloured red, barium is white, yttrium is yellow, 
copper, blue and magnesium purple.
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exhibiting the highest interfacial stability of +0.55 Jm'2.
The ionic relaxation of the Y l^Ci^O gs when interfaced to the MgO for the 
YBa2Cu3 0 6 5(001)//MgO(100) interfaces show deviations from the perfect YBa2Cu30 6 5 
crystal structure with bond length modifications of up to 10% with serious implications 
to the superconducting properties of the material including Tc (Miceli et al. 1988, Islam 
and Baetzold 1989, Zhang and Catlow 1992). However experimental work by Ramesh 
et al. (1990) suggests thin film growth beyond the first unit cell (12A) occurs without 
any influence of the lattice mismatch.
The reduction in symmetry for the more complex oxide YBa2Cu30 6^ , compared to BaO, 
results in more surfaces which may be interfaced to the substrate material. 
YBa2Cu30 6^ (100) and YBa2Cu30 65(010) surfaces provide alternative faces with which 
to interface to a substrate and have been observed experimentally. These interfaces can 
be investigated theoretically. However a dipole, normal to the interface, is associated 
with these interfaces. The resulting relaxed interfacial structures exhibit substantial 
modification of the YBa2Cu30 6^  thin film as the relaxation reduces the dipole by up to 
85%. The effect of multiple YBa2Cu3 0 6 5 layers inhibits this relaxation and as a 
consequence the interfacial stability is reduced as a result of the dipole (see chapter 4).
The initial, unrelaxed, interfacial configuration was found to be critical to the relaxed 
structural configuration, with respect to both the interfacial stability and the ionic 
relaxation, with many local minima located with only slight modifications in the initial 
structural configuration. These local minima will inevitably arise when one considers 
these more complex systems and will increase the difficulty in the interpretation of the 




The Metal - Oxide Interface
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8.1 Introduction
The work presented in this thesis thus far, has been concerned with interfaces between 
two oxide materials. In this final chapter we consider a theoretical treatment of an 
interface between a metal and an oxide. Indeed the metal - oxide interface is probably 
more technologically important than the interface between two oxide materials. For 
example in catalysis, a metal may be supported by a high surface area oxide and the 
catalytic properties influenced by the so-called strong metal support interaction. 
Corrosion of metals depends on the stability of the growing oxide film on the metal 
substrate and the diffusion of ions along the metal - oxide interface. The metal - oxide 
interface also has extensive applications in the electronics and semiconductor industries. 
However the theoretical treatment of metal - oxide interfaces has inevitably lagged 
behind that of interfaces within a single class of materials such as oxides. In this thesis 
we have developed, at an atomistic level, models which predict the structure and 
properties of oxide interfaces between two dissimilar oxides and have elucidated the 
factors that determine the interfacial stability. Such a treatment of the metal - oxide 
interfaces would be of great value. However modelling these interfaces provides the 
simulator with a formidable task. The models that describe the interactions in either the 
metal or the oxide are fundamentally different from and inappropriate to the other 
material. In an ionic material, the potential model consists of a Coulombic contribution 
with repulsive short range potentials and the shell model to describe the ionic 
polarisability. In contrast, metals can be described by a simple pair potential and a 
volume dependent term. However, the interaction between the two materials has not 
been understood well enough to derive simple potentials which include the essential 
physics of the bonding across the metal - oxide interface.
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In this thesis we employ the image charge theory to describe the long range interactions 
across the metal - oxide interface. To ascertain the position of the image plane, the 
BaO//MgO interface is considered and the image plane position adjusted until the 
Coulombic interactions are equal to the image terms. The advantage of this approach is 
that the image charge theory can be compared directly with atomistic simulation. Image 
theory is then employed to describe the long range attractive interaction between a metal 
and an oxide material. Modifications to the image interactions are introduced into the 
calculations to help screen the image terms. The Ag//MgO and Au//MgO interfaces are 
then modelled using the modified image terms. The approach is tested by examining the 
metal-oxide interfaces and comparing with the experimental metal-oxide interface 
contact angle.
8.1.1 Contact Angles and the Wetting by Liquid Metals
The driving force for formation of a metal-oxide interface is the yield in energy when 
intimate contact is established between the metal and the oxide surface. The simplest 
description of the physical interaction between a metal and a oxide is the work of 
adhesion W ^. Specifically, when clean, defect free surfaces are brought together, 
energy is released in accordance with the Dupr6 equation:
Wad — " ^mo (8.1)
where cr0 and om are the surface energies of the oxide and metal respectively and a mo 
represents the interfacial energy. From the interfacial energies it is possible to calculate 
a wetting angle of the metal on the oxide.
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The wetting angle (0) is given by;
cos© = (o„ - crmo)/0 m (8.2)
The measurement of the contact angle between the oxide and the metal can be performed 
experimentally and therefore useful comparisons may be made with the calculated 
contact angles.
First however a model is required to simulate the interface; A complete quantum 
mechanical description would be appropriate, however the computer time required is 
extensive. Instead, the fundamental characteristics of the metal - oxide interfaces are 
examined to identify the dominant physical processes that contribute to the adhesion.
One of the most striking features of the metal - oxide interface is the dielectric 
discontinuity between the two materials; Whilst the metal has an almost infinite 
dielectric constant, the typical dielectric constant of the oxide is around 10. 
Furthermore, the oxide material may have a high degree of ionic bonding and can 
therefore support charged defects and impurities. A leading attractive interaction 




If we consider an interface between two materials of dielectric constants €j and e2, then 
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(8.3)
Where r is the distance from the boundary or image plane. From equation (8.3) we can 
see that if region 2 is a metal (e2 = °°) then the additional term lowers the boundary 
energy and is attractive. If we consider a free surface (e2 = 1), then the additional term is 
repulsive and destabilises the surface.
If we consider an ionic or partly ionic material being brought up to a metal surface, there 
are two sources of image interaction. Firsdy, the ionic charges of the ionic material will 
gain stabilisation through the proximity of the metal. Secondly, there will be additional 
attraction if charged defects or impurities are near the ionic surface. This phenomena 
was observed in the calculations presented in chapter 4, where the image charge 
contribution enhanced the interfacial stability when charged defects approach the 
interface from the material with the lower dielectric constant
At large distances, the image interaction gives a good representation of the attractive 
interaction. Indeed the description is accurate down to about 2A although the position of 
the image plane presents problems (Finnis 1992). In the next section, the BaO//MgO 
interface is employed to identify the position of the image plane.
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8.3 Image Plane Position
To ascertain the position of the image plane, the BaO//MgO interface was considered 
with the Coulombic contribution to the interfacial energy across the interface replaced by 
image terms. (The introduction of image interactions was facilitated by a modification 
of the MIDAS codes). The position of the image plane can thus be identified when the 
image terms are exactly equal to the Coulombic contribution.
For these calculations the BaO is considered only as a dielectric continuum and therefore 
the short range potentials within the BaO are neglected (the short range repulsive 
interactions between the BaO and MgO ions across the interface are included to balance 
the image interactions). The Coulombic contribution to the interfacial energy is obtained 
by positioning an image plane above the MgO surface and calculating the interactions of 
the magnesium and oxygen ions with their images. The position of the image plane can 
then be adjusted until the image terms exactly match the Coulombic contribution from 
the full atomistic simulation. Two locations of the image plane were considered. The 
plane was placed, first, equidistant from the termination of the two materials at the 
interface and second on the first plane of BaO ions (figure 8.1). Table 8.1 shows the 
unrelaxed and relaxed energies of the image calculations compared to the standard 
calculation with the Coulombic terms describing the contribution to the interfacial 
energy across the interface. The calculations were performed for two interfacial 
configurations, (i) with the BaO over the magnesium sublattice of the MgO and (ii) with 
the BaO over the oxygen sublattice of the MgO. Tmagehalf is with the image plane 
half way between the surfaces of the MgO and the BaO at the interface and ‘imagetop’ is 
with the image plane located on the first plane of the BaO block (figure 8.1).
The energies clearly indicate that the image terms provide the best representation of the
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Figure 8.1 Diagrammatic representation of the location of the image plane.
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Table 8.1 Comparison between the unrelaxed and relaxed interface energies
using the classical image approach and a full atomistic calculation. The BaO is 
considered to be a dielectric continuum.
Over Magnesium Sublattice Over Oxygen Sublattice
Unrelaxed Relaxed Unrelaxed Relaxed
Full
Atomistic
-242.06 -247.66 -243.93 -247.81
imagehalf -246.69 — -245.50 —
Imagetop -242.24 -247.83 -244.15 -247.83
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Coulombic interactions when the image plane is located at the ‘imagetop* position and 
give an excellent representation of the Coulombic terms. Positioning of the image plane 
at the ‘imagehalf position results in a poor representation of the Coulombic interactions 
with the interface energy before minimisation incorrectly calculated by up to 4.7eV (for 
the BaO above the magnesium sublattice of the MgO substrate). Furthermore the 
minimisation was unsuccessful. This is because the repulsive forces are much weaker 
than the image terms with the image plane in the ‘imagehalf position and are therefore 
unable to balance the strong image interactions. The image terms therefore dominate the 
relaxation and the BaO block is forced into the surface of the MgO crystal!
A major limitation of employing the method of images to replace the Coulombic 
interaction can be seen when one considers the detailed atomic relaxation of the ions at 
the interface region. For the ‘full atomistic* calculation, after relaxation, the magnesium 
ions are displaced towards the oxygens of the BaO lattice at the interface region, with the 
driving force for this behaviour being the Coulombic interaction between the positive 
charge on the magnesium and the negative charge on the oxygen. When the Coulombic 
terms are replaced by image interactions, there is no such association between the 
magnesium ions and the oxygen ions of the BaO lattice and therefore the relaxation is 
driven by the repulsive short range interaction between these two ions and subsequently 
the magnesium ions are displaced away from the oxygen ions of the BaO lattice. This 
argument can be applied to all such ionic relaxations across the interface region, where, 
although the interfacial energy is very similar, the ionic relaxation at the interface is very 
different. The good correlation between the full atomistic and the ‘image* calculations 
may therefore be fortuitous and therefore further systems must be considered to ascertain 
whether this image plane position is reproducible for alternative systems.
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The next system considered was the Ba0 //SrTi0 3  interface. Again for this interface, the 
BaO was considered to be a dielectric discontinuity and the image charges induced into 
the BaO from the SrTi0 3  were employed to describe the long range attractive 
interactions across the interface. With the image plane located at the ‘imagehalf* 
position, the image interactions again proved too attractive to be balanced by the 
repulsive forces. However, with the image plane located at the ‘imagetop* position, the 
image contribution gives an excellent representation of the Coulombic interactions with 
a discrepancy of only 0.2eV or 0.03% after relaxation.
A further problem one must address is whether the image interaction is attractive or 
repulsive. For BaO on MgO, as BaO has the higher dielectric constant, the interaction 
(equation 8.1) is attractive, similarly for BaO on SrTi0 3  the image interaction is 
attractive. However if one considers MgO on BaO where the images from BaO are 
induced into the MgO lattice, the image interaction is repulsive and should destabilise 
the interface. A similar calculation was therefore performed where the MgO is 
considered to be the dielectric continuum and the images from the BaO are employed to 
describe the long range contribution to the interfacial energy and the interfacial energies 
are given in table 8.2. The results from this table indicates that the image interaction 
remains a good representation of the Coulombic terms however from equation 8.1 the 
image interactions should destabilise the interface as the dielectric constant of BaO is 
greater than MgO. On closer inspection, the interface energies are all higher (more 
unstable) with the image contribution than with the normal Coulombic contribution, both 
before and after relaxation. Inspection of the detailed atomic structures of the interface 
reveals that the distance between the BaO and MgO has increased substantially from 
2.4A to 5.0A for both interfaces whether BaO is over the magnesium or oxygen 
sublattice of the MgO lattice. Furthermore at this distance, the image interaction is
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Table 8.2 Comparison between the unrelaxed and relaxed interface energies
using the classical image approach and a full atomistic calculation. The MgO is 
considered to be a dielectric continuum.
Over Magnesium Sublattice Over Oxygen Sublattice
Unrelaxed Relaxed Unrelaxed Relaxed
Full
Atomistic
-309.1 -312.4 -308.7 -312.5
Imagetop -308.9 -312.1 -308.6 -312.0
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actually slightly attractive. This can be explained by considering the sum of the 
contribution of the four neighbouring image charges with the ion in question is greater 
that the repulsive interaction between the ion and its own image (figure 8.2). The 
slightly attractive image terms therefore prevents the two crystals from dissociating from 
each other and balances the short range repulsive terms which are also very small at this 
distance. The primary reason for addressing image interactions is their application to the 
metal - oxide interaction. As the metal will always have a higher dielectric constant than 
the support oxide material, the image interaction will always be attractive. However the 
above argument suggests that if the metal is further than a certain distance away from the 
oxide surface, the sum of the image contributions from neighbouring ions may indeed be 
repulsive, although this distance will obviously be dependent on the structure of the 
oxide material.
8.4 The Metal - Metal Oxide Interface
In this section we employ the image charge interactions to describe the long range 
attractive interactions between the metal and the metal oxide. The success of the image 
terms in correctly representing the Coulombic contribution to the interfacial energy 
suggests that the position of the image plane should be located at the bottom plane of the 
metal ions with the interactions between the ions of the oxide material and the induced 
image charges in the metal images of the oxide material providing the leading attractive 
terms in the interfacial energy.
The first metal - oxide interface considered is the Ag(100)//Mg0(100). The silver is 
considered to be a dielectric continuum and therefore interatomic potentials for the silver 
are neglected. The short range repulsive interactions across the interface are derived by 
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Figure 8.2 Diagrammatic representation of the interaction of barium with
images from adjacent oxygen ions.
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Table 8.3 Short range repulsive interatomic potential parameters fitted to a
Buckingham form (Harding 1991).
Species A(eV) P(A) C(eV/A6)
Ag(0) - Mg(2+) 1045.7 0.33952 0.00
Ag(0) - 0(2-) 1419.3 0.34788 0.00
Ofry) = Aexp[(-|r;-ij|)/p] - Cr6
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is the epitaxial configuration of the silver on the MgO. Because of the near equality of 
the lattice vectors of MgO and silver (4.2 and 4.085A respectively), the silver ions can be 
positioned either over the oxygen or magnesium sublattice of the MgO substrate or 
alternatively at the interstitial positions.
The relaxation of the silver - MgO interface was unsuccessful as the repulsive 
interactions between the silver and the MgO were much stronger than the image 
interactions and the silver ions were displaced from the MgO surface until the interfacial 
distance was greater than the short range potential cutoff. This result suggests that the 
location of the image plane is wrong and our initial assumption that the image plane 
position can be transferred from the image calculations performed on the BaO//MgO 
interface is incorrect. A further calculation was performed with the image plane located 
at the ‘imagehalfi position. In this case the image interactions were much too strong to 
balance the repulsive interactions and the silver ions collapsed into the MgO surface. It 
may be possible to identify an image plane position where the very delicate balance 
between the short range repulsive forces and the image forces are balanced. However 
we now turn to the limitations of the classical image theory in an attempt to elucidate 
whether the image interactions can be modified to reduce this fine balance and produce a 
more robust method for investigating metal - oxide interfaces.
8.4.1 Limitations of the Classical Image Charge Theory
From classical image theory, a charge q a distance zD from the surface of the metal 
induces a charge distribution of the form
p(r) = z0q/2jt(Zo2 + r2)3/2 (8.4)
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on the metal surface. Here r is the distance parallel to the surface. Such a charge 
distribution results in a potential of the form
at a site (r,z).
This description is accurate for large values of Zq, however as the charge approaches near 
to the metal surface (small z j ,  the classical image potential diverges to -©°. This cannot 
be true as the potential energy inside a conductor V0 is finite and the potential energy 
function should saturate to this value, as the charge passes into the metal (figure 8.3). 
The value of VQ is given by Lang and Kohn (1970) as
Where Ef is the Fermi energy of the metal and W is the work function of the specific 
metal surface.
Recent work by Duffy, Harding and Stoneham (1992) on the modelling of metal/oxide 
interfaces addresses this problem and they remove the divergence in the classical image 
potential by suppressing fluctuations of the induced charge density which have 
wavelengths longer than the Fermi wavevector. The potential V(r,z) at a site (r,z) of a 
charge distribution, induced by a charge q at (z^O), with all Fourier components with 
wave vector greater than the Fermi wavevector (Kf), in the direction parallel to the 
interface, eliminated is given by Duffy et al. (1992) as;
V(r,z) = -q/fr2 + (z„ + z)2)1/2 (8.5)
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Figure 8.3 Comparison between the classical image potential and the screened
image potential.
0 ,1 n , » , {exp[-Kf(z, + ircos(J))]} V(r,z) = -q/Cr2 + z,2)1/2 + (q/2rc)   _  d<j>
J [z* + ircos<t>]
(8.4)
Here z' = z + z<, and zQ is the perpendicular distance between the charge and interface. 
This expression reduces to the classical form for large Kf. This integral reduces the 
magnitude of the potential and acts as an effective screening term. In addition it 
eliminates the divergence of the r = 0, z' = 0 case.
The potential for the case where short wavelength fluctuations are eliminated in both the 
perpendicular and parallel directions has also been calculated. The resulting potential 
takes the form of a 3-dimensional integral which cannot be written in the form of the 
classical result with a correction, however the integral can be calculated numerically 
(Duffy etal. 1992).
In this thesis we adopt a much simpler method to screen the image interaction such that 
the potential does not diverge when a charge approaches very close to a metal surface. 
To achieve this the image plane is never allowed to approach so close to the MgO such 
that the image interaction is greater than Vc (figure 8.3). This effectively introduces a 
cutoff into the image interaction which screen the image interactions.
The minimum distance that image plane can approach the MgO substrate can be 
calculated for the Ag(100)//Mg0(100) interface as follows from equation 8.4. The 
Fermi energy for silver is 5.48 eV and the work function for the (100) surface of silver is 
4.64 eV (Kittel 1989). The inner potential of the metal (V0) is then 10.12 eV and from 
equation 8.3, the minimum distance the image plane must be from the top of the MgO
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surface is calculated to be 0.7114 A.
From the work by Duffy e t al. (1992) a further complication arises; the initial 
calculations of the short range interactions were performed within the electron gas 
approximation. This was found by Duffy et. al. to be unsatisfactory as the potential was 
too repulsive. The reason for this failure is discussed by Wood and Pyper (1981). The 
electron gas method, since it only uses the density, includes certain interactions between 
orbitals which are forbidden by the symmetry of the wavefimctions. More accurate 
Dirac-Fock methods developed by Wood and Pyper (1986) were therefore employed by 
Duffy e t  al. For the work in this thesis we have also employed these more accurate 
short range interactions.
In the next section we employ the modified image interaction (with the cutoff to screen 
the image interactions) and also the more accurate short range interactions which were 
derived by Duffy et. al. (1992) for silver and gold, to investigate the Ag//MgO and 
Au//MgO interfaces. The relevant potential parameters are given in table 8.4.
8.4.2 The Ag(l 0 0)//MgO(l 0 0) interface
For the Ag(l 0 0)//MgO(l 0 0) interface, three configurations can be envisaged. Firstly 
with the silver over the magnesium ions of the MgO, second with the silver over the 
oxygen ions, and third with the silver accommodating interstitial positions between the 
oxygen and magnesium ions. The relaxed structures and energies of the Ag(l 0 
0)//MgO(l 0 0) interfaces were calculated for all three positions for a number of different 
initial interfacial separations. The results of these calculations are summarised in table 
8.5. The result of the silver accommodating interstitial positions is not given as the 
relaxation resulted in a migration of the silver ions to positions above the oxygen
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Table 8.4 Short range interatomic potential parameters derived using
Dirac-Fock methods by Harding (1991).
Species A(eV) P(A) C(eV/A6)
Ag(0) - 0(2-) 21612.51 0.23996 375.73
Au(0) - 0(2-) 9030.42 0.2789 444.28
Ag(0) - Mg(2+) 553.465 0.39413 0.00
Au(0) - Mg(2+) 2026.92 0.31769 0.00
d>(rij) = Aexp[(-|ri-rj|) /p ] -a -6 
V0(Ag)= 10.12 eV 
V0(Au) = 10.12 eV
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Table 8.5 Calculated work of adhesion, interfacial separation and contact
angles for the Ag(l 0 0)//MgO(l 0 0) and Au(l 0 0)//MgO(l 0 0) interfaces.




Separation /  A
Contact Angle
Over Oxygen 2.1 2.20 126°
Interstitial — — —
Over Magnesium 1.0 2.45 84°




Separation /  A
Contact Angle
Over Oxygen 2.2 2.29 130°
Interstitial 1.9 2.26 117°
Over Magnesium 1.5 2.44 102°
a Mgo(i oo) =1.16 Jm'2 (calculated) 
a Ag(i oo)= 1-^9 Jm'2 (Wawra 1975) 
a Au(i oo)= 1*63 Jm"2 (Ercolessi 1987)
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ions of the MgO.
The results suggest that the most stable configuration is with the silver over the oxygen 
positions, in accordance with the results of Schonberger and Anderson (1992) who 
calculated energies of the MgO(100)//Ag interface using a linearized Muffin Tin Orbital 
Method. These detailed electronic calculations give predictions about the electronic 
density of states at the interface, in addition to the detailed geometry and interfacial 
energies. Furthermore our calculated value of the wetting angle (126°) is in excellent 
agreement with the measured value of 139° (Kingery 1976).
8.43  The Au(100)//Mg0(100) interface
As with the Ag(100)//Mg0(100) interfaces, three configurations were considered for the 
Au(100)//Mg0(100) interfaces. The results are given in table 8.5.
The most stable configuration is with the gold ions accommodating positions above the 
oxygen sublattice of the MgO. For this configuration the interfacial distance is 2.29A 
with a contact angle of 130°, therefore showing a similarity with the Ag(100)//Mg0(100) 
interface. This is not surprising since the image terms for the two interfaces are identical 
and the short range potentials are comparable.
8.4.4 The Au(110)//MgO(110) Interface
There are several interfacial configurations the Au(110)//MgO(110) can adopt, four of 
these are illustrated in figure 8.4. These four systems were relaxed and the results are 
summarised in table 8.6. The contact angles for all these systems were calculated to be 
less than 90° and therefore the metal is not expected to spread over the surface of the 
MgO therefore suggesting island formation.
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Table 8.6 Calculated work of adhesion, interfacial separation and contact
angles after relaxation, for the Au(l 1 0)//MgO(l 1 0) interface for four initial 
configurations (figure 8.4).






Separation /  A
A (Over Magnesium) 2.9 1.69
B (Over Oxygen) 2.1 2.14
C (Over Oxygen) 1.5 1.87
D (Over Magnesium) 1.2 2.29
a MgO(i 1 0) = 2.94 Jm*2 (calculated) 












Figure 8.4 Four configurations of the Au(l 1 0)//MgO(l 1 0) interface. Gold is
represented by the large patterned balls, magnesium ions are the small filled balls and 
oxygens are the open balls.
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The interfacial stability for the Au(110)//MgO(110) interface is calculated to be 2.9 Jm*2, 
with an interfacial separation of 1.69A. This compares to 2.2 Jm*2 for the 
Au(100)//Mg0(100) interface with an interfacial separation of 2.29 A ,  suggesting the 
(110) interfaces are more tightly bound than the (100) interfaces in accordance with the 
work of Duffy et al. (1992)
8.4.5 The A u(lll)//M gO (lll) Interface
The A u(lll)//M gO (lll) interface is much more difficult to simulate than the (100) or 
(110) interfaces as the M gO (lll) is a dipolar or type 3 surface (see chapter 4). To 
enable the (111) interface to be modelled, the dipole in the repeat unit perpendicular to 
the surface was removed by transferring half the magnesium ions from the top of the 
MgO surface to the bottom surface of the crystal (figure 8.5). The interface was then 
constructed by placing the gold on top of the M gO (lll) surface. For the
A u(lll)//M gO (lll) interface various interfacial configurations can be constructed, 
however the minimisation persisted in locating a certain configuration from whatever 
starting or initial configuration was imposed on the interface.
Figure 8.6 shows diagrammatically the relaxed structure of the A u(lll)//M gO (lll) 
interface. Figure 8.6a is a side view of the interface and figure 8.6b is a view looking 
normal to the interface (only 1 gold layer is shown in this view for clarity).
The interfacial stability of the A u(lll)//M gO (lll) interface was calculated to be 1.81 
Jm*2 with an interfacial separation Of 2.06 A .  The surface energy of the M gO (lll) was 
calculated to be 4.01 Jm*2 (a0) and the surface energy of the A u(lll) is given by 
Ercolessi et al. (1987) as 1.44 Jm*2 (am). From this data the contact angle is calculated to
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Dipole *0
Mg + - - Mg - - Mg2+ - - Mg2+
O2"- - O2-- - O2- - - O2- 
Mg2+ - - Mg2+ - - Mg2+ - - Mg2+ 
o 2 - - O2 - - O2 - - O2-
Mg2+ - - Mg2+ - - Mg2+ - - Mg2+ 
O2-- - O2 - - O2' - - o 2-
Dipole = 0
Mg2+ - - Mg2+
O2-- - O2-- - O2- - - O2- 
Mg2+ - - Mg2+ - - Mg2+ - - Mg2+
O2*- - o2 - - o2- - - o2-
Mg2+ - - Mg2+ - - Mg2+ - - Mg2+ 
O2-- - o2 - - O2 - - O2' 
Mg2+ - - Mg2+
Figure 8 ^  MgO(l 11) surfaces with half the magnesium ions transferred from
the surface magnesium plane to the bottom of the crystal enabling the formation of a 
stable type 2 surface (Tasker 1979).
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be less than 90° and therefore the metal is not expected to spread over the surface of the 
MgO.
8.5 Summary
In summary we have shown that the image terms provide an excellent representation of 
the long range Coulombic interactions across the interface for oxide - oxide interfaces if 
the image plane is located at the first atomic plane of the second material. The detailed 
ionic displacements of ions at the interface are not however correctly described when the 
image terms are employed to replace the Coulombic terms. This is perhaps not too 
surprising as we have discarded detail of the atomic arrangements and moved to a 
continuum approach.
In simulating the metal - oxide interface, the repulsive interactions between the metal 
and the oxide are too strong for the image terms to balance, when the image plane is 
located at the first atomic plane of the second material. Positioning of the image plane 
equidistance between the termination of the two materials at the interface regions results 
in the image interactions being too strong to be balanced by the repulsive interactions 
between the metal and the oxide and the metal ions are observed to relax into the surface 
of the MgO substrate.
A solution to this problem was obtained by introducing modified image terms. This was 
facilitated by ensuring that the maximum image term is equal to the inner potential of the 
metal, which can be calculated as the sum of the Fermi energy of the metal and the work 
function of the specific metal plane which is to be interfaced. This effectively screens 
the image terms and the image terms can be balanced by the repulsive interactions 
between the metal and the oxide.
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The calculated contact angle for the Ag(100)//Mg0(100) interface using the modified 
image terms is found to be in excellent agreement with the experimentally observed 
value. Furthermore the most stable configuration is found to be with the silver over the 





This thesis has been concerned with the application of atomistic computer simulation to 
the study of heteroepitaxial interfaces. The primary aim has been to develop a procedure 
such that any two oxides can be routinely examined using the simulation techniques 
available.
In chapter 4, the BaO//MgO interface was considered as a model system representative 
of a heteroepitaxial interface. The defect calculations on this interface showed that the 
vacancies are not defects in some ideal structure, but are identified as an integral part of 
the low temperature interface configuration.
In chapter 5, interfaces between materials adopting the perovskite structure were 
considered. Unlike the rocksalt {001} surfaces, the perovskite {001} surfaces offer two 
planes which may terminate the crystal at the interface. The calculations on SrTi03 and 
BaTiC>3 showed that the interfaces with the Ti02 plane terminating the crystal at the 
interface region resulted in the most stable interfaces.
The interfacial stability was found to depend heavily on the misfit between the two 
materials determined from the bulk lattice parameters of the two materials. For a 
monolayer in ‘free space’, the material adopts a lower lattice parameter than in the bulk 
material therefore for thin film interfaces, the ‘contracted’ lattice parameter of the 
material as opposed to the bulk lattice parameter must be considered to calculate the 
misfit between the two materials. Furthermore, the substrate material must exhibit its 
natural bulk lattice parameter with the overlayer accommodating the full misfit For 
bulk interfaces, the accommodation of the misfit is associated with a local expansion and 
contraction of the two materials. Far from the interface into the bulk crystals, the 
materials adopt their natural lattice parameter and therefore a strain gradient is
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introduced into the interface system. This has also been observed experimentally for the 
Co-Cu interfaces. The discrepancy between the coefficients of linear expansion of the 
two materials may enable a perfect match (no misfit) at a certain temperature. However 
the calculations have shown that cracks may form on returning to a lower temperature.
In chapter 6, a coincidence site lattice theory is employed, to identify alternative 
interfacial configurations, based purely on geometrical considerations. This theory, 
coupled with the atomistic simulation techniques, has enabled accurate predictions of the 
occupation levels for Mg0(100)//Mg0(100) twist grain boundaries. Defects were found 
to stabilise these interfaces, giving further evidence that defects are an integral part of 
the low temperature interface structure.
Near coincidence site lattice theory was employed to investigate the BaO thin film 
formation on an MgO(l 0 0) substrate. For interfaces with a positive misfit (the BaO 
must be expanded), the BaO was seen to form islands on the MgO surface, with the BaO 
adopting its natural lattice spacing within these islands. For interfaces with negative 
misfits (BaO artificially compressed to accommodate the misfit), the BaO overlayer was 
observed to corrugate, facilitating a reduction in the 2-dimensional surface area (from 
which it would naturally adopt), to accommodate the misfit strain energy.
The value of the misfit was found to almost dominate the resulting stability of the 
interface, with interfaces with low misfits being the most stable. This suggests that the 
interfacial stability may be predicted on purely geometrical criterion. However, at very 
low misfits < 2%, other factors contribute to the stability, such as relaxation and ionic 
interactions at the interface. High planar densities of coincidence sites (Xp) and low 
rotational angles were also observed to be conducive to the interfacial stability. 
However, these factors are a consequence of the ionic positions at the interface and are
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therefore treated explicitly within the atomistic simulation.
In chapter 7, a superconducting thin film of Y l^CusO gj was interfaced to an MgO 
substrate. The effect of the relaxation was to modify several Ba-O and Cu-O bond 
lengths in the YBa2Cu30 6 5 with severe implications to the superconducting properties of 
the material.
Finally in chapter 8, we have found that the image terms provide an excellent 
representation of the long range Coulombic interactions within the oxide-oxide interface. 
For the metal-oxide interface, the image terms are too strong to balance the repulsive 
forces across the interface and therefore the image terms were screened. This screening 
was facilitated by ensuring that the maximum image term is smaller or equal to the sum 
of the Fermi energy and work function of the metal. The application of this modified 
image term enabled an excellent agreement between the calculated and experimentally 
measured value of the contact angle between the Ag(100)//Mg0(100) interface.
To conclude, the work described in this thesis shows that computer simulation can be 
successfully employed to study interfaces at the atomic level of both the oxide-oxide and 
metal-oxide interfaces. Furthermore the work has enabled a systematic investigation of 
simulating the interface between two oxide materials to be made. This procedure is 
detailed in figure Cl and briefly outlined below.
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(1) TWO MATERIALS: Obtain potential models for the two materials to be interfaced, 
to correctly describe their crystal properties.
(2) OVERLAYER CONTRACTION: for thin film interfaces with n overlayers on the 
substrate material, calculate the lattice contraction of the overlayer for a block of n 
layers.
(3) NCSL THEORY: Using the bulk lattice parameter of the substrate and the 
contracted lattice parameter of the overlaying materials, calculate and construct 
interfaces using a near coincidence site lattice theory. The misfit must be fully 
accommodated by the overlaying material only.
(4) POTENTIAL ENERGY SURFACES: Calculate the potential energy surface of the 
overlayer on the substrate to ascertain the starting configuration prior to relaxation.
(5) MINIMISATION: Perform a full energy minimisation on the interface to obtain the 
interfacial stability for n overlayers.
DEFECTS/REDUCED DENSITY: Include defects to identify whether the interfacial 
stability is increased and repeat procedural from step 4.
(6) N+l LAYERS: Increase the thickness of the thin film to obtain the interfacial 













Figure C l Systematic procedure outlining the various steps to investigate the
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