The accidents caused by roof pressure seriously restrict the improvement of mines and threaten production safety. At present, most coal mine pressure forecasting methods still rely on expert experience and engineering analogies. Artificial neural network prediction technology has been widely used in coal mines. This new approach can predict the surface pressure on the roof, which is of great significance in coal mine production safety. In this paper, the mining pressure mechanism of coal seam roofs is summarized and studied, and 60 sets of initial pressure data from multiple working surfaces in the Datong mining area are collected for gray correlation analysis. Finally, 12 parameters are selected as the input parameters of the model. Suitable back propagation (BP) and GA(genetic algorithm)-BP initial roof pressure prediction models are established for the Datong mining area and trained with MATLAB programming. By comparing the training results, we found that the optimized GA-BP model has a larger determination coefficient, smaller error, and greater stability. The research shows that the prediction method based on the GA-BP neural network model is relatively reliable and has broad engineering application prospects as an auxiliary decision-making tool for coal mine production safety. Appl. Sci. 2019, 9, 4159 2 of 15 weighting of the coal mine roof is mainly affected by the geological conditions and mining parameters, and the relationship between them is nonlinear for the same or similar mining geological conditions and mining parameters, we can make use of artificial neural network technology in terms of the analysis of the measured training data for one mining area to predict another one.
Introduction
Roof accidents are one of the main disasters during coal mining, which seriously restricts the yield of mines and threatens the safety of production [1] . The most direct cause of roof accidents is excessive roof pressure on the working face, which leads to roof caving, sheet walls, roof support collapse, and impact ground pressure [2, 3] . Therefore, improving roof pressure monitoring and prediction is an effective method to reduce roof accidents, and so is of great significance in coal mine production safety. In the process of roof pressure monitoring and prediction, it is very important to calculate the strength and interval of the first weighting. The first weighting indicates that the working face support forces generally increase when the roof of the coal mine face collapses for the first time. At present, there are two methods to determine the first weighting strength and interval. One is the estimation method, which is calculated according to the existing mine pressure research results and uses an empirical formula. Due to the numerous and complex factors affecting the first weighting, various estimation methods are used in different conditions, but they are not sufficiently accurate. Another method is practical measurement, which determines the first weighting strength and interval of the adjacent working face according to the measured data of the mined working face [4] [5] [6] . How to determine the strength and interval more accurately is an urgent problem to be solved in production. Because the first
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Fundamentals of the BP Neural Network
The BP neural network is a multilayer feedforward neural network trained in accordance with the error backpropagation algorithm. The three-layer network structure based on the BP algorithm includes an input layer, a hidden layer, and an output layer, which are composed of neurons. The input layer is responsible for receiving and transmitting the external information. The middle layer is responsible for information processing and transformation. The output layer outputs the results of the information processing. In the neural network process, information is transmitted from the input layer to the output layer (information is transmitted forward) through the hidden layer. If the current output is the same as expected, the training ends. Otherwise, the error is fed back into the network (error backpropagation). By calculating the error signal of the output and expectation in reverse, according to the original connection path, new weights and threshold values of each layer are obtained and propagated to the input layer one by one. The memory training of the neural network refers to the repeated alternating of information forward propagation and error backpropagation. When the global error of the network is less than the given error value, the convergence of the network and the corresponding stable weights can be obtained, and the learning stops. The flowchart of the BP neural network algorithm is shown in Figure 1 [19] [20] [21] . The general steps of the BP neural network model construction include sample selection, sample data normalization, and model establishment.
Selection of the Sample Data
The accuracy and reliability of the first weighting prediction depend on the understanding of the roof pressure theory. Before mining, the coal seam is balanced with the strata in all directions. After excavating the cut hole, the rock will be deformed due to the destruction of the original stress balance, and a new stress balance will be generated, resulting in the formation of a temporarily balanced rock loosening circle above the roof. The roof weighting refers to the pressure of the hydraulic support supporting the circle. Two main factors affect the roof pressure of the working face: the geological conditions and mining process parameters. The geological conditions mainly include the lithology and thickness of the direct roof and basic roof of the working face, the inclination, and the depth of coal seam and other parameters. The mining technological parameters mainly include the support pattern, the length, width, and mining height of the working face, and the advance speed [22] [23] [24] [25] [26] .
There is a nondeterministic relationship between the first weighting and the various influencing factors in the coal mine roof, and the influence degree of each factor on the output results is also different. Too many input parameters will affect the speed of the neural network training and bring about some difficulties in data acquisition. Therefore, a correlation analysis of various factors is needed to select the appropriate sample parameters. The gray correlation analysis method is adopted in this paper to analyze the relationships between various factors, which applies to nonlinear problems with complex structures and can be used to conduct a quantitative comparative analysis of a series of dynamic data [27] . The initial sample input parameters chosen are the depth and dip of the coal seam and their varying rates, the length and width of the working face, the thickness of the coal seam, main roof and immediate roof, mining height, advance speed, and roof condition. The output parameters are selected as the initial pressure and periodic pressure. Because the data for the mining height, dip, and coal thickness are only average values and are changing, a simple average value cannot reflect the change of the values, so this paper introduces the rate of change of the mining height ∆S, the rate of change of the dip ∆β, and the rate of change of the coal thickness ∆M.
where S 1 , S 2 , and S are the minimum, maximum, and average values, respectively, of the buried depth;β 1 , β 2 , and β are the minimum, maximum, and average values, respectively, of the coal seam pitch; and M 1 , M 2 , and M are the minimum, maximum, and average values, respectively, of the coal thickness. Table 1 represents a portion of the original data.
Because the dimensions and orders of magnitude of each input parameter are different, the input parameters must be dimensionless before conducting the gray correlation analysis [28] , and the formula used is Equation (4):
where x i (k) is the kth dimensionless value of the ith input parameter, x i (k) is the kth value of the ith input parameter, and m is the total of the ith input parameter. The following formulas are used to analyze the gray correlation degree:
where ξ i (k) is the relative difference between the comparison curve x i and the reference curve x 0 at time k, and γ i is the correlation degree of x i . Table 2 shows the correlation degree table of the first weighting and related influencing factors. By analyzing the correlation degree of the factors in the above table, it can be concluded that, apart from the working face length, which has little impact on the mine pressure, the other factors have a significant impact. Therefore, the width of the working face, mining height, advance speed, roof condition of the coal seam, burial depth, thickness and dip of the coal seam, change rate of the inclination angle, burial depth and coal thickness, direct top thickness, and thickness of the main roof are selected as the input parameters for the model training and prediction. The first weighting strength and interval are taken as the output values of the training and prediction of the neural network model.
Model Parameters
According to the relevant theoretical research on the BP neural network and roof pressure of the working face, we determine the BP neural network model parameters in this paper, including the number of hidden layers, number of hidden layer neurons, initial weights, activation function, expected error, learning rate, and learning times.
(1) The number of hidden layers Robert Hecht-Nielson proved that a three-layer BP neural network containing only one hidden layer can perform any nonlinear mapping, which can be a mapping from the n dimension to the m dimension. Therefore, the BP neural network prediction model established in this paper is a three-layer BP neural network with only a single hidden layer.
(2) The number of hidden layer neurons The suitable empirical formula for a BP neural network with a single hidden layer to determine the number of neurons in the hidden layer is shown as follows:
where p and q represent the number of nodes in the input layer and output layer, respectively, and a is a constant whose value range is (1, 10) . According to the above analysis of the gray correlation degree, the number of input data characteristic values is 12, and the number of output results is 1. Therefore, z = √ 12 + 1 + 1 ≈ 5, and the initial number of neurons in the hidden layer of the BP neural network model established in this paper is 5. After repeated tests, the graph of the relationship between the number of hidden layer nodes and absolute relative errors is shown in Figure 2 . The absolute relative error can be obtained from formula 10. It can be seen from the figure that when the number of hidden layer nodes reaches 15, the network output error is minimized.
where ϕ is the absolute relative error; y and y represent the measured results and training results, respectively. (3) The initial weights
To avoid the saturation region of the activation function, the weighted sum output value will be near to 0 as much as possible, which can increase the weight adjustment range. Therefore, the initial connection weights are usually random numbers between (−1,1) or (0,2), so that the network will not be greatly affected.
(4) The activation function
The activation function of the hidden layer in this paper is the tansig function, which is found in the MATLAB toolbox, whose value range is (−1,1), which also conforms to the normalized data falling between (−1,1). The output layer selects the purelin function from the MATLAB toolbox, which is linear to increase the value range of the output value. The tansig function is shown below:
where e is the base of the natural log function.
(5) The learning rate According to practical experience, the value range of the learning rate in the BP neural network model is generally between 0.01 and 0.08. In this paper, based on the sample data collected at present, it is concluded by repeated training that when the learning rate is adopted, the performance of the established roof pressure prediction model based on the BP neural network is better.
(6) The expected error
In this paper, the mean square error function is selected in the construction of the BP neural network, and the formula is as follows:
where m represents the number of neurons in the output layer, p is the number of samples, y pj is the true value, and y pj represents the output value of each training iteration.
Training Results of the BP Model
It can be seen from the above analysis that the number of nodes in the input layer of the model is 12. The input parameters are the inclined length of the working face, advance speed, roof condition of the coal seam, mining height, coal thickness, change rate of the inclination angle, direct top thickness, basic top thickness, burial depth, change rate of the burial depth, coal thickness change rate, and coal seam inclination angle; through repeated tests in this paper, the number of nodes in the hidden layer of the model was determined to be 15; and according to the requirements, the number of nodes in the output layer of the model is set to 1. Sixty sets of data collected from the Datong mining area were selected to establish the model, among which 50 sets were used as training samples and 10 sets were used as prediction samples. The BP neural network model is trained and evaluated by predicting the initial compressive strength and periodic compressive strength of the roof. MATLAB is used in this paper to train the sample data and validate the model. Due to the instability of the BP neural network, the results of each training session are different, so the pressure of the initial weighting and periodic weighting are taken as the target output for 30 training sessions, and the optimal training results are selected as the model obtained by training.
(1) The first roof weighting strength Figure 3 shows the comparison between the predicted value and the real value of the first roof weighting strength predicted by the BP prediction model, which is the best result of the curve fitting between the predicted value and true value in 30 training sessions, with a maximum determination coefficient of 0.8807. The determination coefficient is derived from Equation (13) [29] . The larger the determination coefficient, the better the fit is.
where N is the number of predicted samples, y i is the predicted value, y i is the true value, and R 2 is the determinant. (2) Predicting the first roof weighting interval Figure 4 shows the comparison between the predicted value and the real value of the first roof weighting interval predicted by the BP prediction model, which is the best result of the curve fitting between the predicted value and true value in 30 training sessions, with a maximum determination coefficient of 0.8756. It can be concluded from the above diagram that, although the BP neural network model can predict the first weighting strength and first weighting interval of the coal mine roof, the training determination coefficient is small, which indicates that this model is not stable and has a large error. Therefore, this prediction model needs to be optimized.
BP Prediction Model of First Weighting Based on the Genetic Algorithm (GA)
It is necessary to optimize the BP neural network because the volatility of the network is relatively large and it is easy to fall into a locally optimal solution. GA is a domain-independent problem-solving technique, which encodes the problem into a chromosome composed of genes and generates a chromosome representing the solution to the problem through a continuous process of selecting, crossing, and mutating the chromosome. The GA operates on the chromosome code and isolates the characteristics of the problem itself, so it has wide adaptability. At the same time, since the algorithm operates in parallel from multiple initial points, the search process is free from convergence to a local extremum. The GA implements the search process through groups, making it different from a single-point search and easy to parallelize, thus improving the efficiency of the algorithm [30, 31] . Therefore, this paper uses a genetic algorithm to optimize the BP network and establish a GA-BP network model. The operational flow of the GA-BP algorithm is shown in Figure 5 .
The optimization of the BP neural network by GA mainly includes determining the structure of the BP neural network and optimizing the weights, thresholds, training, and prediction of the model. Since the optimization of the genetic algorithm is the initial weight and threshold of the BP neural network, as long as we know the topological structure of a neural network, we can determine the number of optimization parameters of the genetic algorithm, to determine the coding length of population individuals. The process of genetic algorithm includes the population initialization, fitness function, selection operator, crossover operator, and mutation operator [32, 33] . (1) Population initialization Through individual binary coding, each individual is represented by a binary string. The network structure of this paper is 12-15-1, so the number of weights and thresholds is listed in Table 3 . Table 3 . The number of weights and thresholds. (2) Fitness function
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In this paper, to make the residual difference between the predicted and actual value as small as possible, the sum of the absolute errors between the predicted and actual value of the predicted sample is selected as the output of the objective function.
where n is the number of network output nodes, y i is the predicted value, and y i is the true value.
(
3) Operator selection
Random ergodic sampling is adopted as the selection operator. A roulette wheel is used to select a pair of individuals; the two individuals compete and the one with the highest fitness is selected.
where n is the number of individuals in the population, F i is the fitness function value of the ith individual, and p i is the probability that the ith individual will be chosen.
(4) Crossover operator
The simplest single-point crossover is adopted as the crossover operator. In the individual code string, only one intersection point is randomly selected, and the coding parts of two pairs of individuals are exchanged at that point.
(5) Mutation operator
The mutation operator produces some mutated genes with a certain probability, and the mutated genes are selected randomly. If the selected gene code is 1, it becomes 0; otherwise, it becomes 1. Table 4 shows the parameters of the genetic algorithm. 
Results and Discussion
The improved GA-BP model is trained and used to predict the initial compressive strength and interval of the working face roof, and then the predicted results are compared with the predicted results obtained by the BP model above, as shown in Figures 6 and 7 .
Comparison of the First Roof Weighting Strength
It can be seen from Figure 6 that the GA-BP model is used to train and predict the initial compressive strength results with a smaller error than that of the BP model, and the GA-BP model has a larger and more stable determination coefficient during the 30 training sessions. The iteration times in Table 5 refers to the number of iterations when the model converges. The iteration times of the GA-BP model and BP model are 21 and 47, respectively, which indicates that the GA-BP model has a faster convergence rate. These results show that the optimized model can better predict the initial compressive strength. 
Comparison of the First Roof Weighting Interval
It can be seen from Figure 7 that the GA-BP model is used to train and predict the results of the first weighting interval with a smaller error than the BP model, and the GA-BP model has a larger and more stable determination coefficient during the 30 training sessions. It can be seen from Table 6 that the iteration times of the GA-BP model and BP model are 25 and 53 respectively. This indicates that the GA-BP model has a faster convergence rate. These results indicate that the optimized model can better predict the initial compressive interval. 
Conclusions
In this paper, we used 60 data points from the Datong mining area for the model training and verification, and established a GA-BP model that is suitable for the Datong mining area to calculate the initial pressure strength and a step distance of the roof. The following conclusions can be obtained:
1.
A lot of influencing factors can be determined in the course of prediction of the first weighting of the working face roof utilizing artificial neural network methods, which can map the complicated nonlinear relation between them.
2.
The gray correlation degree is used to calculate the relational degrees between the first weighting of the working face roof and various influencing factors in the Datong mining area. The input parameters of the BP prediction model include the width of the working face, mining height, advance speed, roof condition of the coal seam, burial depth, thickness and dip of the coal seam, change rate of the inclination angle, burial depth, coal thickness, direct top thickness, and thickness of the main roof.
3.
Compared with traditional BP, the BP-GA model has stronger robustness, is available for parallel global searching, and can improve the accuracy of prediction results and the stability of the prediction model.
4.
We can extend this method of calculating the initial compression strength and step distance to other mining areas. As long as we can collect enough input parameter data, we can train a prediction model that is suitable for each mining area.
