Efficient and fair allocation of multiple types of resources is a crucial objective in a cloud/distributed computing cluster. Users may have diverse resource needs. Furthermore, diversity in server properties/capabilities may mean that only a subset of servers may be usable by a given user. In platforms with such heterogeneity, we identify important limitations in existing multi-resource fair allocation mechanisms, notably Dominant Resource Fairness and its follow-up work. To overcome such limitations, we propose a new server-based approach; each server allocates resources by maximizing a per-server utility function. We propose a specific class of utility functions which, when appropriately parameterized, adjusts the trade-off between efficiency and fairness, and captures a variety of fairness measures (such as our recently proposed Per-Server Dominant Share Fairness). We establish conditions for the proposed mechanism to satisfy certain properties that are generally deemed desirable, e.g., envy-freeness, sharing incentive, bottleneck fairness, and Pareto optimality. To implement our resource allocation mechanism, we develop an iterative algorithm which is shown to be globally convergent. Subsequently, we show how the proposed mechanism could be implemented in a distributed fashion. Finally, we carry out extensive trace-driven simulations to show the enhanced performance of our proposed mechanism over the existing ones.
INTRODUCTION
C LOUD computing has become increasingly popular as it provides a cost-effective alternative to proprietary high performance computing systems. As the workloads to datacenters housing cloud computing platforms are intensively growing, developing an efficient and fair allocation mechanism which guarantees quality-of-service for different workloads has become increasingly important. Efficient and fair resource allocation in such a shared computing system is particularly challenging because of (a) the presence of multiple types of resources, (b) diversity in the workloads' needs for these resources, (c) heterogeneity in the resource capacities of servers, and (d) placement constraints on which servers may be used by a workload. In the following four paragraphs we briefly elaborate on each of these complexities.
The multi-resource needs of cloud workloads imply that conventional single-resource oriented notions of fairness are inadequate [1] . Dominant Resource Fairness (DRF) is the first allocation mechanism which describes a notion of fairness for allocating multiple types of resources for a single server system. Using DRF users receive a fair share of their dominant resource [1] . Of all the resources requested by the user (for every unit of work called a task), its dominant resource is the one with the highest demand when demands are expressed as fractions of the overall resource capacities. DRF is shown to achieve several properties that are commonly considered desirable from a multi-resource fair allocation mechanism.
Heterogeneity of workloads' resource demands is another complexity which results in a trade-off between efficiency and fairness. Specifically, heterogeneity of users' demands may preclude some resources from being fully utilized. Hence, the DRF allocation may result in a poor resource utilization even when there is only one server [2] , [3] , [4] . To address this issue, [2] proposed to allocate resources by applying the so-called a-proportional fairness (instead of max-min fairness [5] ) on dominant shares. The proposed mechanism, when appropriately parameterized, adjusts the trade-off between efficiency and fairness. However, it is applicable only to a single server/resource-pool.
In the case of multiple heterogeneous servers, there are several studies investigating/extending DRF allocation when there is no placement constraint [6] , [7] , [8] . In all of these works, fairness is defined in terms of a global metric, a scalar parameter defined in terms of different resources across all servers. E.g., [7] presents an extension to DRF where the dominant resource for each user is identified as if all resources were concatenated at one server, and subsequently the resources are allocated by applying max-min fairness on the dominant shares. Since such a global metric may not perfectly capture the impact of server heterogeneity, such approaches may lead to an inefficient resource utilization (see Section 2.2 for further discussions and Section 2.3 for an illustrative example). Moreover, such mechanisms may not be readily implementable in a distributed fashion [9] , as each server needs information on the available resources over all servers. Such information may not be available at each server, especially in a cloud computing environment where the resource capacities (and even activity of servers) might be churning.
There are limited works in the literature investigating multi-resource fair allocation in the presence of user placement constraints [10] , [11] . In this case, it is yet unclear how to globally identify the dominant resource as well as the dominant share for different users, as each one may have access only to a subset of servers. Work in [11] presents an extension to DRF identifying the user share by ignoring placement constraints and applying a similar approach as in an unconstrained setting. We show that this approach may not achieve fairness in the specific case that one of the resources serves as a bottleneck (see Section 2.2).
In [12] we proposed a multi-resource fair allocation mechanism, called Per-Server Dominant Share Fairness (PS-DSF), which is applicable to heterogeneous servers in the presence of placement constraints. The intuition behind PS-DSF is to capture the impact of server heterogeneity by measuring the total allocated resources to each user explicitly from the perspective of each server. Specifically, PS-DSF identifies a virtual dominant share (VDS) for each user with respect to each server (as opposed to a single system-wide dominant share in DRF). The VDS for user n with respect to server i is defined as the ratio of x n -the total number of tasks allocated to user n-over the number of tasks executable by user n when monopolizing server i. Then the resources at each server are allocated by applying max-min fairness on VDS (see Section 2.3 for a detailed discussion). This approach is amenable to a distributed implementation. It results in an enhanced performance over the existing mechanisms, and satisfies certain properties essential for fair allocation of resources [12] .
Contributions
In this paper, we build upon and generalize our proposed PS-DSF allocation mechanism [12] to capture the trade-off between efficiency and fairness. We concisely summarize our contributions.
We propose a new server-based formulation (which includes PS-DSF as a special case) to allocate resources while capturing server heterogeneity. The new formulation can be viewed as a concave game among different servers, where each server allocates resources by maximizing a per-server utility function (Section 3.1). We study a specific class of utility functions which results in an extension of a-proportional fairness on VDS. We show how the resulting allocation, which we call aPF-VDS, captures the trade-off between efficiency and fairness by adjusting the parameter a. We show that aPF-VDS satisfies bottleneck fairness, envy-freeness and sharing incentive properties (as defined in Section 2.1) for a ! 1, and Pareto optimality for a ¼ 1 (Sections 3.2 and 3.3).
We develop a (centralized) convergent algorithm to implement our proposed mechanism. Towards this, we introduce an equivalent formulation for which we derive an iterative solution (Sections 4 and 5.1). We propose a simple heuristic to develop a distributed implementation for our resource allocation mechanism (Section 5.2). We carry-out extensive simulations, driven by realworld traces, to show the enhanced performance of our proposed mechanism (Section 6).
Related Work
Resource Allocation with a Game-Theoretic Approach. There are several works in the literature which study the resource allocation problem in a cloud computing environment with a game-theoretic approach [13] , [14] , [15] , [16] , [17] , [18] . Among these, [13] , [14] , [15] are limited to a single-resource setting, while [16] , [17] , [18] consider a multi-resource environment. In these studies, the multi-resource allocation problem is formulated as a game, where each server strives to maximize a per-server utility function. The utility function at each server is defined as the summation of resource utilization, minus the variance of a fairness-related metric for different users. The work in [16] aims at minimizing the variance of global dominant shares for different users. However, since it chooses DRF as the underlying notion of fairness, it has the same limitations as DRF for heterogeneous servers (see Section 2.2 for a discussion of such limitations). In [17] , [18] , a two-stage mechanism is proposed wherein each user is initially assigned to a server/coalition-of-servers. Then, each server/coalition-of-servers strives to minimize the variance of the local dominant shares for the assigned users, while maximizing the resource utilization. Such a local implementation of DRF, however, may not satisfy bottleneck fairness in the whole system. Moreover, these works need to solve an extensive form game with a huge strategy set space [16] , [18] , which may not be implementable in a distributed fashion.
Single-Resource Fair Scheduling. There are some recent works investigating max-min fair scheduling for one type of resource while respecting placement constraints [19] , [20] , [21] , [22] , [23] . A deadline-aware scheduler is also proposed in [24] which assign CPU cores to different users in a way that their deadlines are met in a fair manner. These singleresource schedulers could be useful in a multi-resource setting when one of the resources (e.g., CPU) is dominantly requested by all users. Otherwise, they might result in a poor resource utilization [1] , [19] .
MODEL AND BACKGROUND WORK
Consider a set K of K heterogeneous servers/resourcepools 1 each containing M types of resources. We denote by c i;r ! 0, the capacity (i.e., amount) of resource r ð1; 2; . . . ; MÞ on server i. We make the reasonable assumption that all resources on each server are arbitrarily divisible among the users running on it. Let N denote the set of N active users. Let f n > 0 denote the weight associated with user n. The weights reflect the priority of users with respect to each other. Let d n ¼ ½d n;r denote the per task demand vector for user n 2 N , i.e., the amount of each resource required for executing one task for user n. Let x n;i 2 R þ denote the number of tasks that are allocated to user n from server i. Assuming linearly proportionate resource-needs, 2 x n;i d n ¼ ½x n;i d n;r gives the amounts of different resources demanded by user n from server i.
Due to heterogeneity of users and servers, each user may be restricted to get service only from a subset of servers. For example, users may not run tasks on servers which lack some required resources. Furthermore, each user may have some special hardware/software requirements (e.g., public IP address, a particular kernel version, GPU, etc.) which further restrict the set of servers that the user's tasks may run on. Let N i 6 ¼ ; denote the set of eligible users for server i. The placement constraints imply that x n;i ¼ 0; n = 2 N i ; 8i. Such constraints are referred to as hard placement-constraints. Softconstraints, such as data-locality, are another type of constraints which describe preferences of each user over different servers [19] . Implementing soft-constraints, however, is out of the scope of this paper, but will be considered in future work.
For instance, consider the example in Fig. 1 , where three types of resources, CPU, RAM, and network bandwidth are available over two servers in the amounts of c 1 ¼[12 cores, 4 GB, 75 Mb/s] and c 2 ¼[8 cores, 16 GB, 0 Mb/s], where no communication bandwidth is available over the second server; four users with their own demand vectors are also shown in the figure. In this example, the first two users require network bandwidth for execution of their tasks, so they are not eligible to run tasks on the second server. However, the last two users may run tasks on both servers.
Dominant Resource Fairness
Multi-resource fair allocation was originally studied in [1] under the assumption that all resources are aggregated at one resource-pool. Specifically, let c r denote the total capacity of resource r. Let a n ¼ ½a n;r denote the amounts of different resources allocated to user n under some allocation mechanism. The utilization of user n of its allocated resources, U n ða n Þ, is defined as the number of tasks, x n , which could be executed using a n , that is U n ða n Þ , x n ¼ min r a n;r d n;r :
In [1] the following properties are deemed desirable for a multi-resource allocation mechanism.
Sharing incentive: Each user is able to run more tasks compared to a uniform allocation where each user n is allocated a f n = P m f m fraction of each resource. Envy freeness: A user should not prefer the allocation vector of another user when adjusted according to their weights, i.e., it should hold that U n ða n Þ ! U n ð f n f m a m Þ for all n; m. Bottleneck fairness: If there is one resource which is dominantly requested by every user, then the allocation satisfies max-min fairness for that resource. Pareto optimality: It should not be possible to increase the number of tasks x n for any user n, without decreasing x m for some other user(s). Strategy proofness: Users should not be able to increase their utilization by erroneously declaring their resource demands. The reader is referred to [1] or [25] for further details. Sharing incentive provides some sort of performance isolation, as it guarantees a minimum utilization for each user irrespective of the demands of the other users. Envy freeness embodies the notion of fairness. Bottleneck fairness describes a necessary condition which applies to a specific case that one resource is dominantly requested by every user, so that a single-resource notion of fairness is applicable. These three properties are essential to achieve fairness. So, we refer to them as essential fairness-related properties. Pareto optimality is a benchmark for maximizing system utilization. Finally, strategy proofness prevents users from gaming the allocation mechanism. In our view these properties are applicable mainly for private settings. In public settings, users pay explicit costs for their usage or allocations and the provider's goal is to maximize its profits subject to allocation guarantees for users. Even for private clouds, strategy proofness would only be necessary in settings where users act selfishly. In many private settings, users are cooperative and here strategy proofness is not needed. In view of this, we will not consider strategy proofness.
DRF is the first multi-resource allocation mechanism satisfying all the above properties. Specifically, for every user n, the Dominant Resource (DR) is defined as [1] rðnÞ :¼ arg max r d n;r =c r ;
(2) that is, the resource whose greatest portion is required for execution of one task for user n. The fraction of the DR that is allocated to user n is defined as its dominant share s n :¼ a n;rðnÞ c rðnÞ :
Without loss of generality, we may restrict ourselves to nonwasteful allocations, i.e., a n ¼ x n d n ; 8n. Hence, an allocation fx n g is feasible when X n x n d n;r c r ; 8r: (4) Fig. 1 . A heterogeneous multi-resource system with two servers and four equally weighted users.
2.
The assumption of linearly proportionate resource needs is admittedly an idealization. We are following convention set by DRF and used by follow up works. Definition 1. An allocation fx n g satisfies DRF, if it is feasible and the weighted dominant share for each user, s n =f n cannot be increased while maintaining feasibility without decreasing s m for some user m with s m =f m s n =f n [1] .
DRF is a restatement of max-min fairness in terms of dominant shares. What make it appealing are the desirable properties which are satisfied by this allocation mechanism.
Existing Challenges with Heterogeneous Servers and Placement Constraints
In case of heterogeneous servers (whether there are any placement constraints or not), a natural approach to extend DRF is to identify a system-wide dominant resource for each user, as if all resources were concatenated within a single virtual server. Specifically, let c r :¼ P i c i;r denote the total capacity of resource r within such a virtual server. Then, one may identify the dominant resource for each user n according to (2) . Furthermore, the global dominant share for user n is given by
where x n is the total number of tasks that are allocated to user n from different servers, that is x n :¼ P i x n;i . As in Definition 1, one may find an allocation fx n;i g which satisfies max-min fairness in terms of the global dominant shares [7] . Such an allocation, referred to as DRFH (DRF for Heterogeneous servers [7] ), is shown to achieve Pareto optimality and envy freeness. However, it fails to provide sharing incentive [7] . We believe that the definition of bottleneck fairness employed by DRFH (with respect to a single virtual server that aggregates all resources) is also controversial. Specifically, if all users have the same dominant resource (with respect to the above mentioned virtual server), then DRFH satisfies max-min fairness with respect to such a resource [7] . In case of heterogeneous servers with placement constraints, however, one may consider other conditions under which a resource serves as a bottleneck.
Definition 2.
A resource r is said to be a bottleneck if for every server i d n;r c i;r ! d n;r c i;r ; 8r; n 2 N i :
If there exists a bottleneck resource, then the allocation should satisfy max-min fairness with respect to that resource.
Unfortunately, DRFH does not satisfy bottleneck fairness in the sense of Definition 2. To appreciate this shortcoming of the DRFH mechanism, consider the example in Fig. 1 , where the second resource (RAM) is dominantly requested by eligible users at each server. According to Definition 2, RAM is identified as the bottleneck resource in this example. To allocate the RAM resources in a fair manner, each user should be allocated x 1 ¼ x 1;1 ¼ 2 (i.e., two tasks from the first server),
respectively. (This allocation results from our proposed PS-DSF allocation mechanism [12] ). On the other hand, the DRFH mechanism would instead identify network bandwidth as the dominant resource for the first two users and RAM as the dominant resource for the last two users. To achieve max-min fairness in terms of dominant shares, the DRFH mechanism allocates x 1 ¼ x 2 ¼ 3 and x 3 ¼ x 4 ¼ 8 tasks to each user. Under such an allocation, the RAM resources are not allocated in a fair manner to the first two users.
Yet another extension of DRF, which applies to heterogeneous servers in the presence of placement constraints, is TSF [11] . As in [11] , we let g n;i denote the number of tasks that user n may execute when monopolizing server i (i.e., when n is the only user). Let g n :¼ P i g n;i be defined as the number of tasks executable for user n when monopolizing all servers as if there were no placement constraints. An allocation is said to satisfy Task Share Fairness (TSF), when x n =g n satisfies max-min fairness [11] . When there is only one server, then x n =g n results in the dominant share for each user n. In such a case, TSF reduces to DRF. In case of heterogeneous servers with placement constraints, TSF is shown to satisfy Pareto optimality, envy freeness and sharing incentive properties [11] . However, we show by example that this mechanism may not satisfy bottleneck fairness (neither in the sense of Definition 2, nor in the conventional sense based on considering a single virtual server introduced above [12] ).
For instance, consider again the example in Fig. 1 , where the second resource is identified as a bottleneck according to Definition 2. The number of tasks that each user may run in the whole cluster is g 1 ¼ 4, g 2 ¼ 12, and g 3 ¼ g 4 ¼ 4 þ 16 ¼ 20 tasks, respectively. Hence, each user is allocated
according to the TSF mechanism, which differs from the fair allocation in this example.
Per-Server Dominant Share Fairness (PS-DSF)
In this section, we describe PS-DSF which we introduced in [12] . PS-DSF is an extension to DRF which is applicable for heterogeneous servers in the presence of placement constraints. The core idea of this mechanism is to introduce a "virtual dominant share" for every user, with respect to each server. Towards this, we first identify the dominant resource for every user n with respect to each server i, rðn; iÞ :¼ arg max r d n;r c i;r :
Let g n;i denote the number of tasks which could be executed by user n 2 N i when monopolizes server i, g n;i :¼ min r c i;r d n;r ¼ c i;rðn;iÞ d n;rðn;iÞ ; n 2 N i :
It is assumed that g n;i > 0 for all n 2 N i . We set g n;
Definition 3. The Virtual Dominant Share for user n 2 N i with respect to server i, s n;i , is defined as
where x n ¼ P j2K x n;j is the total number of tasks that are allocated to user n from every server j 2 K.
We have the following conditions on an allocation, x :¼ fx n;i 2 R þ j n 2 N ; i 2 Kg, to be feasible: X n2N i x n;i d n;r c i;r ; 8i; r: (10)
Definition 4. An allocation x satisfies PS-DSF, if it is feasible and the allocated tasks to each user, x n cannot be increased (while maintaining feasibility) without decreasing x m;i for some user m and server i with s m;i =f m s n;i =f n .
Intuitively, s n;i gives a measure of the total allocated resources to user n from the perspective of server i. In particular, s n;i gives the normalized share of the dominant resource for user n with respect to server i which should be allocated to it as if x n tasks were allocated resources solely from server i (see the right hand side of (9)). The reader may note that s n;i could be possibly greater than 1, as some tasks might be allocated to user n from other servers. According to PS-DSF, the available resources at each server i are allocated by applying (weighted) max-min fairness on fs n;i g. It can be seen that PS-DSF reduces to DRF when there is only one server.
To gain more intuition, consider again the example in Fig. 1 , but this time let d 4 ¼ ½1; 0:5; 0. In this case, each user may run g 1;1 ¼ 4, g 2;1 ¼ 12, g 3;1 ¼ 4, g 4;1 ¼ 8 tasks when monopolizing server 1. The third and the fourth users each may run g 3;2 ¼ 16 and g 4;2 ¼ 8 tasks when monopolizing server 2. In order to satisfy PS-DSF, each user should be allocated
for each user with respect to the first server is s 1;1 ¼ s 2;1 ¼ 0:5, s 3;1 ¼ 8=3 and s 4;1 ¼ 2=3. Also, the VDS for user 3 and 4 with respect to the second server is s 3;2 ¼ s 4;2 ¼ 2=3.
The reader can verify that for each server i the allocated tasks to any user may not be increased without decreasing the allocated tasks to another user with a less or equal VDS.
Intuitively, the RAM resources are dominantly requested by eligible users of the first server in this example. To achieve per-server dominant share fairness, the first server strives to allocate the RAM resources in a fair manner. Towards this, the last two users are not allocated resources from the first server, since there exists enough RAM for them over the second server. On the other hand, the second server identifies RAM as the dominant resource for User 3 and CPU as the dominant resource for User 4. To achieve PS-DSF, the second server needs to balance the respective dominant shares for User 3 and User 4. The resulting PS-DSF allocation is shown in Fig. 2 . The DRFH and TSF allocations for this example are also illustrated in Fig. 2 . Besides its desirable performance in terms of fairness, the PS-DSF allocation is observed to be more efficient in utilizing different resources compared to the DRFH and TSF mechanisms. Table 1 compares essential sharing properties which are satisfied under different allocation mechanisms [12] . The reader may note that PS-DSF does not satisfy Pareto optimality in general. It is worth noting that Pareto optimality may not also be satisfied in other works, e.g., [17] , [18] , which aim at developing a distributed implementation for DRFH. PS-DSF not only is amenable to distributed implementation (as we show in [12] ), but also may lead to more efficient utilization of resources compared to the DRFH and TSF mechanisms [12] (as also can be observed in Fig. 2 , or in the trace-driven simulations in Section 6). The intuitive reason for this is that each of the DRFH and TSF allocation mechanisms allocates resources based on a global metric. Since a global metric throws away information about the actual distribution of resources across servers, approaches based on it may not perfectly capture the impact of server heterogeneity, and therefore may lead to an inefficient resource utilization in heterogeneous settings.
In summary, PS-DSF has been shown to satisfy the essential fairness-related properties, i.e., envy-freeness, sharing incentive and bottleneck fairness, has been observed to offer highly efficient utilization of resources, and is amenable to distributed implementation [12] . 
As already discussed, in most of the existing multi-resource allocation mechanisms, fairness is defined in terms of a global metric, a scalar parameter defined for each user in terms of different resources across all servers. Such mechanisms may not succeed in satisfying all the essential fairness-related properties (c.f. Section 2.2), may not readily be implementable in a distributed fashion, and may lead to inefficient resource utilization. In this section, we propose a new formulation for multi-resource allocation problem which is based on a per-server metric (as opposed to a global metric) for different users, so that server heterogeneity is captured. The proposed allocation mechanism is built upon our proposed PS-DSF allocation mechanism [12] , which was briefly described in the previous section. It generalizes PS-DSF in order to address the trade-off between efficiency and fairness. Furthermore, it inherits all the properties that are satisfied by PS-DSF.
Problem Formulation
As defined in Section 2.3, the VDS is a per-server metric which gives a measure of the allocated resources to each user from the perspective of each server. According to PS-DSF, the available resources at each server are allocated by applying maxmin fairness on VDS. In order to address the trade-off between efficiency and fairness, we may choose to allocate resources at each server by applying the so-called a-proportional fairness [26] on VDS. To this end, we propose a general formulation, where each server i strives to maximize a "per-server utility function". Specifically, each server i tries to find an allocation x i :¼ ½x n;i which solves the following problem. 3 Problem 1. For every server i
Subject to : X n2N i x n;i d n;r c i;r ; 8r;
(13)
where x n ¼ P j x n;j , and g i ðÁÞ, as can be also seen in [26] , is a scalar function, which is twice-differentiable, strictly concave, and increasing.
Definition 5.
An allocation x is said to be feasible if it satisfies the feasibility conditions in (13) , (14) , and (15) for all servers.
In Section 3.2, we will present specific choices for g i ðÁÞ, which capture the trade-off between efficiency and fairness, and span a variety of allocations, including the so-called proportional fair allocation, and the PS-DSF allocation. Solving Problem 1 concurrently over different servers is a game, where each server strives to maximize its-own utility. In fact, Problem 1 describes a concave game whose players are different servers. It is well-known that a Nash Equilibrium 4 (NE) always exists for such a concave game [27] . Further discussions on the structure of the solution set (Nash equilibriums), and some conditions governing uniqueness of the solution, are provided in our technical report (see Section 4.4 of [28] ).
a-Proportional Fairness on Virtual Dominant Shares
At the optimal solution(s) to Problem 1, not all capacity constraints may be active. In fact, there exist trade-offs between efficiency and fairness, which depend on the specific choice of g i ðÁÞ.
To capture the trade-off between efficiency and fairness, one may choose g i ðÁÞ from the class of a-fair utility functions [26] . Specifically, we choose g i ðzÞ such that g 0 i ðzÞ ¼ z Àa , for some fixed parameter a. For this class of utility functions, the optimal solution to Problem 1 satisfies an extension of a-proportional fairness in terms of virtual dominant shares, which we call "a-Proportional Fairness on VDS", or in short aPF-VDS. Definition 6. A feasible allocation, x, satisfies aPF-VDS, if for every feasible allocation y, and for every server i X n2N i ðy n;i À x n;i Þ=g n;ĩ s a n;i 0;
(16) wheres n;i :¼ s n;i =f n ¼ x n =g n;i f n is the weighted VDS for user n with respect to server i. The proof is given in the appendix, which can be found on the Computer Society Digital Library at http://doi. ieeecomputersociety.org/10.1109/TPDS.2018.2841915. The following theorem, again proven in the appendix, describes how aPF-VDS is related to other notions of fairness.
Theorem 2. The aPF-VDS allocation is weighted proportionally fair 5 for a ¼ 1, and approaches a PS-DSF allocation as a ! 1.
Consider again the example in Fig. 1 , but let d 4 ¼ ½1; 0:5; 0. In this example, aPF-VDS results in the same allocation at server 1, for every a > 0. In particular, the aPF-VDS allocation coincides with a PS-DSF allocation at server 1, for every a > 0. The reason is that RAM is dominantly requested by eligible users of the first server (see Corollary 1). The aPF-VDS allocation for server 2 is depicted in Fig. 3 , for a ¼ 1 (proportional fair allocation), a ¼ 3, and a ¼ 1 (PS-DSF allocation). Intuitively, the allocation becomes more strict on providing fairness (balancing the VDS for different users) when a increases. Getting more 3 . The utility of each server, as defined by (12), depends on its-own allocation/action, x i , as well as actions taken by other servers, x Ài :¼ fx j j j 6 ¼ ig. This is the standard notation used in the context of game theory.
A feasible allocation ðx Ã
i ; x Ã Ài Þ is a Nash Equilibrium if no unilateral deviation in action by any single server/player is profitable for that server. That is, 8i; 8 (feasible)
5. An allocation, x, is weighted proportionally fair if it is feasible, and if for any other feasible allocation, y, the weighted summation of proportional changes is not positive, i.e., P n f n y n Àxn xn 0 (see [29] ). strict on fairness, the aPF-VDS mechanism allocates more resources to User 4 for greater values of a, even though it may not utilize the second resource in an efficient manner. This shows how the a-PF-VDS mechanism may adjust the tradeoff between efficiency and fairness.
The Properties of the aPF-VDS Allocation Mechanism
In this section, we investigate different properties which are satisfied by the aPF-VDS mechanism. 6 In case of heterogeneous servers with placement constraints, we need to extend the notion of sharing incentive property. The notion of bottleneck fairness has been extended by Definition 2.
Other properties, Pareto optimality and envy freeness follow the same definitions as described in Section 2. To generalize the sharing incentive property, consider a uniform allocation, where a fraction f n = P m f m of the available resources over each server (whether this server is eligible or not) is allocated to each user n. An allocation is said to satisfy sharing incentive, when each user is able to run more tasks compared to such a uniform allocation.
Theorem 3. The aPF-VDS allocation mechanism satisfies envyfreeness and sharing incentive properties for every a ! 1. It also satisfies Pareto optimality for a ¼ 1.
The proof appears in the appendix, available in the online supplemental material. In case that all resources are integrated at one server, [2] has proposed an allocation mechanism which applies a-proportional Fairness on Dominant Shares (FDS). It can be observed that aPF-VDS reduces to a-proportional FDS when there exists only one server. In [2] it is shown that sharing incentive and envy freeness properties are not necessarily satisfied under a-proportional FDS when a < 1. Hence, aPF-VDS may also violate sharing incentive and/or envy freeness properties for a < 1.
The last property that we consider in this section is bottleneck fairness. According to Definition 2, a resource is considered as a bottleneck in the whole system if it is dominantly requested by eligible users at each server. For the resulting allocation of Problem 1, we may show bottleneck fairness in a more general sense. Specifically, assume that there exists one resource rðiÞ at each server i for which the inequality in (6) is satisfied when substituting r with rðiÞ. We refer to rðiÞ as the bottleneck resource at server i. The proof appears in our technical report [28] . Under the conditions in Theorem 4, different allocations which result from Problem 1 for different g i ðÁÞ satisfy PS-DSF. This implies that the resulting allocation from Problem 1 satisfies max-min fairness with respect to the bottleneck resource at each server [12] . The following corollary follows directly from the proof of Theorem 4. Corollary 1. If there exists a bottleneck resource at server i, then the resulting allocation from Problem 1 satisfies max-min fairness with respect to the bottleneck resource at this server.
TOWARDS A SOLUTION TO PROBLEM 1: AN EQUIVALENT FORMULATION
In this section, we reformulate Problem 1 as a nonlinear complementary problem. This equivalent formulation forms the basis to develop an iterative algorithm to solve this problem in the next section.
Formulation as a Non-Linear Complementary Problem
For Problem 1 describing a concave game, it is well known that x is a solution (Nash equilibrium) if and only if there exists a set of multipliers, and n, such that KKT conditions are satisfied 7 [30] 0 i;r ? c i;r À X n2N i x n;i d n;r 0 @ 1 A ! 0; 8r; i;
0 n n;i ? x n;i ! 0; n 2 N i ; 8i;
@L i ðx; ; nÞ @x n;i ¼ 0; n 2 N i ; 8i;
where, L i ðx; ; nÞ is the Lagrangian function for the local problem at server i,
The first order optimality condition in (19) implies that 1 g n;i g 0 i x n f n g n;i ! À X r i;r d n;r þ n n;i ¼ 0; n 2 N i ; 8i: (21) We may solve the system of KKT conditions in (17), (18) , and (19) for n n;i , and reach the following simplified set of conditions:
0 x n;i ? f n;i ðx; i Þ ! 0; n 2 N i ; 8i; Fig. 3 . An illustration of how the aPF-VDS allocation mechanism can be parameterized (via a) to capture the tradeoff between efficiency and fairness.
6. In our technical report we consider an extension to aPF-VDS where different servers may follow different objectives, e.g., using a different a i at each server. All of the properties that we study in this section could be shown for such an extension [28] . where, f i;r ðx i Þ :¼ c i;r À X n2N i x n;i d n;r ;
(24) f n;i ðx; i Þ :¼ X r i;r d n;r À 1 g n;i g 0 i x n f n g n;i ! :
The problem of finding ðx; Þ, such that the complementary conditions in (22) and (23) are satisfied, is known as a Nonlinear Complementary Problem (NCP). A brief introduction to this family of problems is given in our technical report (see Section 4.2 of [28] ).
A Constrained Merit Function
In order to solve the NCP described by (22) and (23), we may confine the feasible region such that (22) is satisfied. Furthermore, we may define a constrained merit function, Cðx; Þ ! 0, which is minimized (over the confined feasible region) if and only if (23) is established. Problem 2 below follows this approach. Lemma 1. ðx; Þ is a solution to the NCP described by (22) and (23), if and only if it is a solution to the following problem. 
i;r ! 0; r 2 R i ðxÞ; 8i;
i;r ¼ 0; r = 2 R i ðxÞ; 8i:
where, R i ðxÞ :¼ fr j P n2N i x n;i d n;r ¼ c i;r g denotes the set of saturated resources at server i under the allocation x, and the function c : R 2 7 ! R is defined as [31] cða; bÞ ,
A sketch of the proof. The constraints in (27) (23) is satisfied for all n 2 N i ; 8i. t u
The following theorem, proven in the appendix, available in the online supplemental material, suggests how to find global minima for Problem 2. 
ITERATIVE SOLUTION AND DISTRIBUTED IMPLEMENTATION
In this section, we first develop an iterative (centralized) algorithm that is globally convergent to an optimal solution (Nash equilibrium) to Problem 1. Next, we will propose a simple heuristic to solve this problem in a distributed fashion.
Centralized Solution
As discussed in Section 4, x is a solution to Problem 1, if and only if there exists a set of multipliers such that ðx; Þ is a solution to Problem 2. According to Theorem 5, in order to find a solution to Problem 2, we may employ an iterative descent algorithm which converges to a stationary point where rCðx; Þ ¼ 0. In the following, we propose an iterative algorithm inspired by projected-gradient method. Initially, we begin with a feasible point, ðx 1 ; 1 Þ, which satisfies (27) , (28) , and (29) . Then, in each iteration h ! 1, we update ðx h ; h Þ such that Cðx hþ1 ; hþ1 Þ is decreased compared to Cðx h ; h Þ, while ðx hþ1 ; hþ1 Þ remains feasible. Specifically, let R h i denote the set of saturated resources at server i under the allocation x h ,
The opposite of gradient, ÀrCðx h ; h Þ, is a descent direction. However, by moving x h in the direction of Àr x Cðx h ; h Þ, the capacity constraint would be violated for resource
where d r :¼ ½d n;r NÂ1 , and r x i C is the gradient of C with respect to x i . So, the moving direction should be chosen in a way that the capacity constraints are not violated for any resource r 2 R h i . Furthermore, to reach a feasible point satisfying (29) , we need to preserve equality for the capacity constraints corresponding to resources r 2 R h i with h i;r > 0. Hence, we choose the moving direction for updating x h i , ðv h x Þ i , as the projection of Àr x i Cðx h ; h Þ onto 
where, ½v þ z ¼ v if z > 0, and otherwise ½v þ z ¼ maxfv; 0g. Finally, we update
where, the step size h h is chosen such that Cðx hþ1 ; hþ1 Þ À Cðx h ; h Þ < 0; (38) X n2N i x hþ1 n;i d n;r c i;r ; 8r; i; (39) hþ1 i;r ! 0; 8r; i:
The algorithm terminates when the moving direction v h ¼ ½v h x ; v h satisfies kv h k < , for some arbitrary > 0. The above described algorithm, referred to as Per-Server Multi-resource Fair Allocation (PS-MFA) algorithm has been summarized in Algorithm 1.
Algorithm 1. PS-MFA Algorithm
Initially, begin with a feasible point ðx 1 ; 1 Þ satisfying (27), (28) , and (29) . Then, in each iteration h ! 1, take the following steps.
1) Choose the moving direction for x i , as the projection of
where V i is given by (33) . 2) Choose the moving direction for i;r according to (35) .
3) Choose the step size, h h , sufficiently small, so that the conditions in (38), (39), and (40) are satisfied.
, is a strictly descent direction, unless kv h k ¼ 0.
The proof appears in the appendix, available in the online supplemental material. To further analyze the convergence point of the PS-MFA algorithm, we need to make one of the following assumptions. Assumption 1 requires that the algorithm terminates at a non-degenerate point, where i;r > 0 for every r 2 R i . Assumption 2 does not restrict the solution, but it gently restricts the model. In particular, it holds when all users demand all types of resources, and there exists one user n = 2 N i for each server i. Proof. The facts that C is lower bounded and v h is a descent direction imply that the algorithm converges/terminates. When the algorithm terminates, kv h k ! 0, and therefore r x C ¼ 0 (see Lemma 3). This in turn implies that cðx n;i ; f n;i ðx; i ÞÞ ¼ 0; 8n; i (see the proof of Theorem 5), and therefore rC ¼ 0. t u According to Theorems 5 and 6, the sequence of allocations fx h g generated by the PS-MFA algorithm globally converges to an optimal solution to Problem 1 under either of Assumptions 1 or 2.
Distributed Implementation
The PS-MFA algorithm, as described by Algorithm 1, may run in parallel on different servers, where each server iteratively updates its own allocation parameters, ðx i ; i Þ. However, to find the gradient vector at each server i, one needs to know the allocation parameters at the other servers. To achieve an efficient distributed implementation, we propose a simple heuristic algorithm which directly applies to the NCP in (22) , and (23) . First, assume that the Lagrange multipliers f i;r g, are known, so that the complementary conditions in (22) are satisfied. Starting with a feasible allocation x 1 , in each iteration h ! 1, we may update x h n;i in the following direction:
The step size, k i > 0, is chosen independently by each server. According to (42) and (43), x h n;i is decreased if it is positive and f n;i ðx h ; i Þ > 0. Otherwise, it will be increased when f n;i ðx h ; i Þ < 0. The above dynamic converges/terminates when the complementary conditions in (23) are satisfied. The only issue is to find the Lagrange multipliers. As also can be seen in [29] , the Lagrange multipliers could be approximated by
where a better approximation is achieved when " ! 0. 9 The major advantage of the above dynamic is that the allocation at each server could be updated based on the local information on the available resources at each server, without any knowledge of the available resources at other servers. The only information that each server requires is the total number of tasks that are allocated to eligible users, which is assumed to be updated whenever an update is made by any of the servers. The convergence of such a heuristic algorithm is shown through numerical experiments in the next section.
TRACE DRIVEN SIMULATION
In this section we evaluate the performance of the aPF-VDS allocation mechanism through several experiments driven by real-world traces. Among the publicly available traces, Google cluster-usage data-set is the most extensive one which reports the resource usage for different tasks of different users (Google engineers and services) running on a 9 . This is equivalent to relaxing the capacity constraint in (13) for every resource r, and adding a quadratic barrier function, P m x m;i d m;r À À c i;r þ "Þ 2 =2" 2 , to the objective function in (12) .
cluster of 12,000 servers over a period of one month. The resource usage for each task has been measured at 1 second intervals, however, its average value is reported in the dataset with a period of 5 minutes. If a task is terminated during the five minutes period, its resource usage is reported over a shorter interval. Specifically, the data-set is given in a table format where each row reports the start and the end of each measurement period (which is typically 5 minutes), the job ID and task index, and finally the usage of CPU and RAM for the specified task. The reader may refer to [32] for further details. Despite the detailed information that is provided by this data-set, it does not report the usage of other resources such as network/IO bandwidth. Available traces involving diverse types of resources are provided by Bitbrain IT services incorporation. This data are taken from cloud services offered to users with business-critical workloads [33] . In particular, this data-set reports the resource usage (of CPU, RAM, network and storage bandwidth) for different virtual machines each giving service to one of the 1,250 users. Again, the measurements have been reported every 5 minutes over a period of 4 months. There are only a few other traces which are publicly available (such as those from Yahoo or Facebook). However, we do not use such traces herein as they do not provide the information that we need on the usage of different resources. In particular, some of them provide information only on the usage of a single resource (e.g., CUP). Furthermore, some of them pertain to specific processing tasks, such as Map-reduce, which may not represent the input to a real world data-center [33] .
Experimental Setup
For our experiments driven by Google traces, we consider a cluster consisting of four different classes of servers (120 servers in total as specified in Table 2) , where the configuration of servers are drawn from the distribution of Google cluster servers [32] . For the input workload, we randomly sample 2 percent of users from the Google traces, so that the cluster is heavily loaded (since we have used only 1 percent of the Google cluster servers). The jobs for different users belong to 4 different scheduling classes (specified in a table for different jobs), where the last two classes are more latency sensitive. We classify users/jobs 10 into two different groups, U 1 and U 2 , where the users in U 1 are less latency sensitive. Servers in classes A and B are assumed to be public (available to all users), while classes C and D are only available to delay sensitive users, U 2 .
To do experiments with the Bitbrain data-set, first we need to choose a set of servers from which the resources are allocated to different users. For this purpose, we find the overall amount of each resource that is used by active users at different instants of time, so we provide enough capacity of each resource to meet the maximum overall usage. Based on the available data [33] , users demand resources to meet their maximum usage. Hence, the overall demands might be more than the overall resource usages at any instant of time. Given the required resource capacities, we assume that CPU and RAM resources are provided by three types of servers, where there are 75 servers of type 1 with 4 GHz of CPU and 12 GBytes of RAM, 100 servers of type 2 with 8 GHz of CPU and 8 GBytes of RAM, and 75 servers of type 3 with 16 GHz of CPU and 4 GBytes of RAM. We further assume that servers are distributed over 3 different locations as shown in Fig. 4 . Each type of servers at each location is connected to a storage device and also is equipped with a network connection (see Fig. 4 ). It is assumed that users are uniformly distributed over different locations. Each user may get service from the servers at the same, or nearby cluster location.
Adjusting the Resource Utilization
As discussed in Section 3.2 and shown in the example of Fig. 3 , the resource utilization improves as the parameter a in the aPF-VDS mechanism gets smaller. In this section we further investigate this effect when applying this mechanism to real-world workloads. 10. While each user in practice may submit several jobs at the same time, for the sake of simplicity in presentation we assume that each user only submits one job. So, we may use the terms "jobs" or "users" interchangeably.
In the Bitbrain workload, users become active/incactive with a relatively low rate. So, the resources could be allocated to different users/virtual-machines in a semi-static manner. In this case, we do several experiments for different sets of active users chosen at random instants of time. In particular, for each set of active users we find the aPF-VDS allocation for a ¼ 1, a ¼ 3 and a ¼ 1. In case of a ¼ 1 and a ¼ 3 we employ the distributed iterative algorithm proposed in Section 5.2. For a ¼ 1, we use the customized algorithm proposed in [12] to implement PS-DSF. The latter is also available open-source at [34] , where it is prototyped for cluster scheduling with Apache-Mesos. Fig. 5 shows the average processing time to find the PS-DSF allocation and the aPF-VDS allocation for the computing cluster of Fig. 4 , and for an expanded cluster where the number of users and servers are doubled. It can be observed that the convergence time for the distributed iterative algorithm of Section 5.2 increases as a gets larger. Such an overhead (which is less than 1 second in a cluster with thousands of users) is acceptable for modest values of a, especially in a semi-static setting where the same allocation can be used for at least a few minutes. For the case a ¼ 1, the customized PS-DSF allocation algorithm offers much less processing time (around 0.03 second), which remains in the same range even for the expanded cluster.
In Fig. 6 we report the overall resource utilization that is achieved on average over different servers and over 100 runs, for different variants of aPF-VDS. As expected, the aPF-VDS results in a greater utilization of different resources for smaller values of a. In this experiment, the improvement in utilization could be significant as a ranges from 1 to 1 (e.g., the utilization is increased by 47 percent for the third resource in Fig. 6 ).
For the Google workload, we allocate resources in a semidynamic manner. In particular, consider the computing cluster described in Table 2 , where 2 percent of users from the Google traces are randomly chosen as the input workload. In such a setting, we decide to (re)allocate resources from the servers to demanding jobs (at least) every 5 minutes. Specifically, given the resource usage for different tasks of each job by the Google traces, we may find the demand vector for each job (at the beginning of each 5 minutes interval) as the summation of the resource usage for different tasks (different tasks of the same job usually have proportional demands [32] ). Given the total demand for each job, d n ¼ ½d n;r , we define an execution quantum for job n as a block of resources in the amount ofd n :¼ d n =max r d m;r that is allocated to job n for 1 second. Accordingly, job n demands q n :¼ 300 max r d m;r execution quanta for the next 5 minutes interval. We use the normalized demand vectors, fd n g, as the input to the aPF-VDS mechanism in order to find the number of tasks that are allocated to each job under this mechanism. Given the allocated tasks to each job, the completion time for job n is given by q n =x n . If a job leaves the system during the 5 minutes period, the released resources are reallocated among the remaining jobs.
The number of execution quanta demanded by different jobs, and also their activity duration, span a quite wide range. Our observations over an interval of 24 hours show that around 38 percent of jobs are completed within a 5 min period, while 16 percent of them are active more than 24 hours. Moreover, we observe that 53 percent of jobs demand less than 10 execution quanta, while 5 percent of them require more then 10,000 quanta (see Fig. 8 in [28] for further details). The variety and existence of such intensive jobs necessitate an efficient and fair resource allocation mechanism, which prevents intensive jobs Fig. 4 (serving the Bitbrain workload) and over 100 runs, for different variants of aPF-VDS: a ¼ 1 (proportional fairness), a ¼ 3, a ¼ 1 (PS-DSF). The 95 percent confidence interval is shown at the top of each bar. Fig. 7 . The overall resource utilization (averaged over different servers) that is achieved by the aPF-VDS mechanism when: a ¼ 1, a ¼ 3, a ¼ 1 (PS-DSF allocation). To get a better view, a moving average with a window size of 1 hour is applied to all plots.
starving others, and at the same time results in an efficient resource utilization. Fig. 7 compares the overall resource utilization (averaged over different servers) that is achieved by different variants of the aPF-VDS mechanism (a ¼ 1; 3, and 1) over an interval of 24 hours. Again, it can be observed that the proportional fair allocation (a ¼ 1) results in a greater resource utilization, while the PS-DSF allocation (a ¼ 1) is less efficient compared to other variants. This experiment strongly confirms the impact of a on adjusting the resource utilization, since the same observation is made for all allocations found every 5 minutes for different sets of active users over a 24 hour interval.
It is worth noting that the achieved increase in utilization for smaller values of a comes at the price of compromising on fairness. Intuitively, PS-DSF strives to balance the (weighted) VDS for all users with x n;i > 0, at each server i. Specifically, the PS-DSF allocation results ins n;i ¼ min msm;i , for all users with x n;i > 0; 8i, provided that d n;r > 0; 8n; r. For an arbitrary allocation x, we define D n ðxÞ :¼ X i x n;i x ns n;i À min msm;i min msm;i ;
as a measure for deviation of each user n from the fair allocation (given by PS-DSF). For the PS-DSF allocation, D n ðxÞ ¼ 0 for all users. In Fig. 8 we report the average deviation, P n f n D n ðxÞ= P n f n , and also the maximum deviation among different users, max n D n ðxÞ, for the experiment with Google traces. It can be observed that a larger deviation from the fair allocation is experienced for smaller values of a. This in turn results in variations in the quality of service (e.g., perquantum delay) experienced by different jobs. In Fig. 9 we report the average per-quantum delay and its standard deviation which are experienced by short-duration jobs (those requiring less than one execution quantum) under different variants of the aPF-VDS mechanism. Again a larger variability is experienced for smaller values of a.
Comparison with Existing Mechanisms
In this section, we compare our proposed mechanism in terms of resource utilization against the known-proposed multi-resource fair allocation mechanisms, which briefly described in Section 2.2. Specifically, we compare the PS-DSF mechanism (which is the least efficient variant of aPF-VDS), against the DRFH and TSF allocation mechanisms (which all are applicable to heterogeneous servers in the presence of placement constraints). First, consider the computing cluster of Fig. 4 feeded by the Bitbrain workload. We employ each of the aforementioned mechanisms to allocate resources of the servers in Fig. 4 to different sets of active users chosen at random instants of time. The overall utilization that is achieved by of each of these mechanisms for different resources, is shown in Fig. 10 , when averaged over different servers and over 100 runs. It can be observed that the PS-DSF allocation mechanism outperforms the two other mechanisms in terms of the achieved utilization for different resources. In particular, the resource utilization is enhanced by the PS-DSF mechanism for up to 20 percent for some resources. We make similar observations with the Google traces. Specifically, consider again the computing cluster described in Table 2 , where 2 percent of jobs in the Google traces are randomly chosen as the input workload. We employ each of the PS-DSF, DRFH and TSF allocation mechanisms to allocate resources of the specified servers in Table 2 to demanding jobs over an interval of 24 hours. Fig. 11 compares the overall resource utilization (averaged over different servers) that is achieved by different allocation mechanisms. It can be observed that PS-DSF is again more efficient in utilizing different resources, compared to the DRFH and TSF allocation mechanisms, while the achieved Fig. 8 . The average and the maximum deviation (from the fair allocation) among different users, c.f. (45), under different variants of the aPF-VDS mechanism implemented on the Google cluster. The 95 percent confidence interval for each graph is shown in the figure. Fig. 9 . The average and the standard deviation of the per-quantum delay experienced by the users, under different variants of the aPF-VDS allocation mechanism implemented on the Google cluster. resource utilization by DRFH and TSF mechanisms is almost the same. 11 The overall resource utilization that is achieved on average over the 24 hour period is shown in Fig. 12 for different allocation mechanisms. The resource utilization over the last two classes of servers is also shown in Fig. 12 . It can be observed that the PS-DSF allocation improves the resource utilization over the last two classes of servers more significantly.
Intuitively, the PS-DSF allocation mechanism allocates resources at each server based on the per-server virtual dominant shares. So, at each server it gives more priority to users which may run more tasks (c.f. (9)). Hence, one may expect that the PS-DSF allocation mechanism results in a greater resource utilization compared to the DRFH and TSF mechanisms, especially when the resources are heterogeneously distributed over different servers. That is the reason why a more significant increase in utilization is achieved by the PS-DSF allocation over the last two classes of servers, where the resources are more heterogeneously distributed (the available resources over the first two classes of servers in Table 2 are almost proportional to the overall resource capacities). This is also consistent with our observation in the first experiment (with the Bitbrain workload), where the variety of resources along with the heterogeneity of servers results in a significant outperformance by the PS-DSF mechanism.
CONCLUSION
We studied efficient and fair allocation of multiple types of resources in an environment of heterogeneous servers in the presence of placement constraints. We identified potential limitations in the existing multi-resource fair allocation mechanisms, DRF and its follow up work, when used in such environments. In certain occasions, they may not succeed in satisfying all of the essential fairness-related properties, may not be readily implementable in a distributed fashion, and may lead to inefficient resource utilization. We proposed a new server-based approach to efficiently allocate resources while capturing server heterogeneity. We showed how our proposed aPF-VDS mechanism could be parameterized (by a) to adjust the trade-off between efficiency and fairness. The aPF-VDS mechanism was shown to satisfy all of the essential fairness-related properties, i.e., sharing incentive, envy-freeness and bottleneck fairness, for every a ! 1, and Pareto optimality for the case a ¼ 1. The adaptation to distributed implementation usually comes at the price of degrading the performance. Our proposed mechanism not only is amenable to distributed implementation, but also results in an enhanced resource utilization compared to the existing mechanisms. We carried out extensive simulations, driven by real-world traces, to demonstrate the performance improvements of our resource allocation mechanism. Fig. 11 . The overall resource utilization (averaged over different servers of the Google cluster) that is achieved by different allocation mechanisms during an interval of 24 hours. To get a better view, a moving average with a window size of 1 hour is applied to all plots. 11. DRFH is just the extension of DRF for multiple heterogeneous servers. There are also other mechanisms, such as those in [18] , which approximate DRFH. As their utilization is the same as, or inferior to the DRFH allocation, we do not consider them herein.
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