Coherence and normalisation-by-evaluation for bicategorical cartesian closed structure by Fiore, Marcelo & Saville, Philip
  
 
 
 
Edinburgh Research Explorer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Coherence and normalisation-by-evaluation for bicategorical
cartesian closed structure
Citation for published version:
Fiore, M & Saville, P 2020, Coherence and normalisation-by-evaluation for bicategorical cartesian closed
structure. in LICS '20: Proceedings of the 35th Annual ACM/IEEE Symposium on Logic in Computer
Science. ACM, New York, pp. 425–439, Thirty-Fifth Annual ACM/IEEE Symposium on Logic in Computer
Science, Saarbrücken, Germany, 8/07/20. https://doi.org/10.1145/3373718.3394769
Digital Object Identifier (DOI):
10.1145/3373718.3394769
Link:
Link to publication record in Edinburgh Research Explorer
Document Version:
Peer reviewed version
Published In:
LICS '20: Proceedings of the 35th Annual ACM/IEEE Symposium on Logic in Computer Science
General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.
Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.
Download date: 22. Sep. 2020
Coherence and normalisation-by-evaluation
for bicategorical cartesian closed structure
Marcelo Fiore
Department of Computer Science and Technology
University of Cambridge
Cambridge, UK
marcelo.fiore@cl.cam.ac.uk
Philip Saville
School of Informatics
University of Edinburgh
Edinburgh, UK
philip.saville@ed.ac.uk
Abstract
Wepresent two proofs of coherence for cartesian closed bicat-
egories. Precisely, we show that in the free cartesian closed
bicategory on a set of objects there is at most one structural
2-cell between any parallel pair of 1-cells. We thereby reduce
the difficulty of constructing structure in arbitrary cartesian
closed bicategories to the level of 1-dimensional category
theory. Our first proof follows a traditional approach using
the Yoneda lemma. For the second proof, we adapt Fiore’s
categorical analysis of normalisation-by-evaluation for the
simply-typed lambda calculus. Modulo the construction of
suitable bicategorical structures, the argument is not signif-
icantly more complex than its 1-categorical counterpart. It
also opens the way for further proofs of coherence using
(adaptations of) tools from categorical semantics.
CCSConcepts: •Theory of computation→Categorical
semantics; Type theory.
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1 Introduction
Consider a pair of spans (A← X → B) and (B ← Y → C) in
a category with finite limits. By analogy with the category of
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sets and functions, these could be thought of as relations (or
tables) A ⇝ B and B ⇝ C . How should the composite (or
join) A ⇝ C be defined? A natural construction is to take
the pullback of the cospan (X → B ← Y ) and use the as-
sociated projection maps. Because limits are unique only
up to (unique) isomorphism, this definition does not satisfy
the categorical unit and associativity laws. However, such
laws do hold up to specified isomorphisms which satisfy
coherence axioms. The resulting structure is a bicategory.
Bicategories appear widely in mathematics and theoretical
computer science, arising for instance in algebra [11, 72],
semantics of computation [17, 40, 58], datatype models [1,
21], categorical logic [27, 37], and categorical algebra [28,
29, 36]. They also provide a natural setting for the study of
many categorical concepts (e.g. [70]).
Calculating in bicategories is significantly more onerous
than in either a category or a 2-category. Consider, for in-
stance, the bicategorical version of a (co)monoid, called a
pseudo-(co)monoid [23]. To give a pseudo-monoid on an ob-
ject M in a bicategory with finite products (×, 1) one must
provide 1-cells (1 −→ M ←− M ×M) together with invertible
2-cells witnessing the usual categorical monoid laws. These
must in turn satisfy coherence axioms corresponding to the
triangle and pentagon axioms of a monoidal category. (In-
deed, a pseudo-monoid in the 2-category Cat—which has
products given by the usual product of categories—is exactly
a monoidal category.) As in the categorical setting, every
objectM in a bicategory with finite products has a canonical
pseudo-comonoid structure (1 !←− M ∆−→ M ×M). One may
construct the witnessing 2-cells by proving the correspond-
ing 1-categorical result and observing that each equality
corresponds to a composite of 2-cells. However, the diffi-
culty comes with checking the coherence axioms. Because
the witnessing 2-cells are composites defined using univer-
sal properties, these checks entail a series of long diagram
chases. So not only is there more to check but, further, the
checks themselves are a significant undertaking.
1.1 Coherence
One way to reduce the burden of checking coherence axioms
is to prove a coherence theorem. The most famous example
is Mac Lane’s coherence theorem for monoidal categories,
together with its pithy slogan all diagrams commute [54, 55].
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Other notable examples include the coherence theorems for
symmetric monoidal categories [47], indexed categories [56],
and tricategories (weak 3-categories) [41, 43].
The case of monoidal categories might lead one to suggest
that coherence is a simple matter: one ‘only’ needs to prove
the commutativity of every diagram constructed using just
structural data. Even at the level of symmetric monoidal
categories, however, this is not the case, and one must take
care to classify exactly which class of diagrams is coher-
ent (see e.g. [55, Chapter XI]).
It is alsoworth remarking that theword ‘coherence’ is used
in more than one way. For what might be called Mac Lane-
style coherence, one isolates a class of diagrams and proves
that every diagram of this class commutes. Syntactic proofs
of coherence generally make this explicit (e.g. [55]). For
coherence-by-strictification, on the other hand, one shows
that every instance of the weak structure is equivalent to a
strict version: for example, that every bicategory is biequiva-
lent to a 2-category. In all cases that we know of, coherence-
by-strictification entails Mac Lane-style coherence. However,
the proof requires a non-trivial argument (see e.g. [51, §2.4]
or Section 3 below).
In this paper we provide two proofs of a Mac Lane-style
coherence theorem for cartesian closed bicategories; that is,
for bicategories equipped with bicategorical products and
exponentials, which may be thought of as cartesian closed
categories ‘up to isomorphism’. Examples include the bicat-
egories of generalised species [27] and cartesian distribu-
tors [29], bicategories of concurrent games [60], and bicat-
egories of operads [37]. Precisely, we show the following
result.
Theorem 1.1. Let B be any set and σ , τ : t ⇒ t ′ be a parallel
pair of 2-cells in the free cartesian closed bicategory on B. Then
σ = τ .
In other words, in the free cartesian closed bicategory on
a set, any two pasting diagrams with the same domain and
codomain are equal. This settles a conjecture put forward
by Ouaknine [59]. In the context of our [32] it establishes
that, modulo the equational theory of cartesian closed bicat-
egories, there is at most one rewrite between any two terms
in the type theory Λ×,→ps for cartesian closed bicategories on
a set of base types.
1.2 Coherence as normalisation
Our first proof of Theorem 1.1 (Section 3) follows the pattern
for such results laid out by [41, 43, 47, 63]. Our second proof,
by contrast, is novel. Using the ‘internal language’ Λ×,→ps for
cartesian closed bicategories presented in [32], we reduce
the problem of coherence to a normalisation problem for
Λ×,→ps , which we solve using semantic methods.
This ‘denotational semantics’ approach to coherence, which
we outline in Section 4, is guided by two principles. First, to
leverage the close connection between Λ×,→ps and the simply-
typed lambda calculus (STLC), see Proposition 4.3. The reduc-
tion behaviour of the STLC is well-understood (see e.g. [39])
and we wish to make use of this. Second, to work with ab-
stract properties so far as possible. This allows us to translate
smoothly between categorical arguments and their bicate-
gorical counterparts, and so provide a proof for which each
step is guided by categorical understanding.
Our proof uses a version of the normalisation-by-evaluation
(NbE) technique. First introduced by Berger and Schwicht-
enberg [12] for the STLC, normalisation-by-evaluation has
become a standard tool for tackling normalisation prob-
lems and has been extended to a number of richer calculi
(see e.g. [2, 5, 7, 8, 69]). Following our second principle,
we proceed in the vein of categorical reconstructions of
NbE (e.g. [6, 18, 20, 24]). Specifically, our argument closely
follows that of [24], which is particularly amenable to bicat-
egorical generalisation.
1.3 Bicategorical structure via categorical proofs
As Theorem 1.1 establishes the uniqueness of structural
2-cells in any cartesian closed bicategory, one obtains the
following loosely-stated principle as a corollary.
To show that a pseudo structure may be constructed in
any cartesian closed bicategory, it suffices to show that its
categorical counterpart—that is, the version in which one
only considers the 1-cells—may be constructed in any
cartesian closed category (equivalently, in the STLC).
Indeed, consider a structure definable in any cartesian closed
category. Such a definition is witnessed by an STLC term.We
shall show in Section 4.1.1 that this STLC term corresponds to
a 1-cell in a free cartesian closed bicategory and, moreover,
that the βη-equalities it satisfies correspond to invertible
2-cells. Theorem 1.1 then entails that any coherence axioms
on these 2-cells must hold. It follows that, when it comes
to constructing structure in an arbitrary cartesian closed
bicategory, one may work completely 1-categorically.
This principle applies to an aforementioned example: to
show that every object in a bicategory with finite products
has a canonical pseudo-comonoid structure it suffices to
invoke the corresponding fact in cartesian categories. For
an example in the cartesian closed setting, one may con-
sider a typed version of Statman’s BAD-algebras [68]. For
any object D in a cartesian closed category, set B1 to be
the endo-exponential [D =▷D] and let Bn+1 := [Bn =▷Bn]
(BAD-algebras arise in the context of reflexive objects D 
[D =▷D]). Then B1 has a canonical monoid structure and,
inductively, each Bn has n monoid structures related by dis-
tributive laws. In particular, B2 is an nsr-object in the sense
of [31]. Attempting to reconstruct this bicategorically, with-
out coherence, is a serious undertaking; with Theorem 1.1 in
hand it becomes an exercise in categorical or type-theoretic
reasoning.
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1.4 Contributions and further work
We have three main contributions, each of which suggests
further avenues for exploration.
First, Theorem 1.1 drastically reduces the difficulty of con-
structing structure in an arbitrary cartesian closed bicategory.
This will have applications in the development of a theory of
opetopic structures [26] in the cartesian closed bicategories
of generalised species [27] and cartesian distributors [29], as
well as in the study of the equational theory of rewriting in
the STLC [32, 33].
Second, the NbE strategy is of interest in its own right.
Unlike other coherence proofs, which are generally wholly
syntactic (e.g. [35, 46, 74]) or wholly semantic (e.g. [63, 64]),
ours combines syntax—providing a concrete handle on the
problem—with the powerful tools of categorical semantics. It
is therefore amiddle way between the intricacies of rewriting
theory or proof theory and the abstract sophistication of
two-dimensional category theory. Indeed, once the expected
bicategorical universal properties have been established, the
argument is no more difficult than its categorical counterpart.
Moreover, the wide range of categorical treatments of NbE
suggests the approach may be applicable to other coherence
problems. Possible examples include bicategories with finite
coproducts (corresponding to type-theoretic sum types) or
locally cartesian closed bicategories (corresponding to type-
theoretic dependent sum and product types).
Finally, we build the framework for future applications.
The bicategorical glueing construction developed for this
proof has already been put to use in the study of the equa-
tional theory of rewriting [33]. More broadly, this paper
initiates the study of the ‘bicategorical semantics’ of simple
type theories, and of the application of categorical normalisa-
tion arguments to coherence. We see this as a stepping stone
in the study of the connections between higher categories,
type theories, coherence, and normalisation.
2 Cartesian closed bicategories
We recall the basic theory of bicategories, including the defi-
nition of cartesian closure. A summary of the key definitions
is in [51]; for a more extensive introduction see e.g. [11, 13].
2.1 Bicategories
Bicategories axiomatise categorical structures in which the
associativity and unit laws of composition hold up to coher-
ent isomorphism.
Definition 2.1 ([11]). A bicategory B consists of
• A class of objects ob(B),
• For everyX ,Y ∈ ob(B) a hom-category (B(X ,Y ), •, id)
with objects 1-cells f : X → Y and morphisms 2-cells
α : f ⇒ f ′ : X → Y ; composition of 2-cells is called
vertical composition,
• For every X ,Y ,Z ∈ ob(B) an identity functor IdX :
1→ B(X ,X ) (for 1 = {∗} the terminal category) and
a horizontal composition functor
◦X ,Y ,Z : B(Y ,Z ) × B(X ,Y ) → B(X ,Z ),
• Structural isomorphisms
ah,д,f : (h ◦ д) ◦ f ⇒ h ◦ (д ◦ f ) :W → Z
lf : IdX ◦ f ⇒ f :W → X
rд : д ◦ IdX ⇒ д : X → Y
for every f :W → X , д : X → Y and h : Y → Z , nat-
ural in each of their arguments and satisfying axioms
analogous to those for monoidal categories
(
note that
we identify IdX with IdX (∗)
)
.
When α : f ⇒ f ′ : X → Y and β : д ⇒ д′ : Y → Z , one
writes д ◦ α and β ◦ f for idд ◦ α and β ◦ idf , respectively
(the so-called whiskering operations).
Example 2.2. 1. Every bicategory B has an opposite bi-
category Bop in which just the 1-cells are reversed: one
defines Bop(X ,Y ) := B(Y ,X ) for all X ,Y ∈ ob(B).
2. Every 2-category is a bicategory in which the struc-
tural isomorphisms are all the identity.
3. For any category C with pullbacks there exists a bi-
category of spans over C [11]. The objects are those of
C, 1-cells A ⇝ B are spans A ← X → B, and 2-cells
(A ← X → B) ⇒ (A ← X ′ → B) are morphisms
X → X ′making the expected diagram commute. Com-
position is defined using pullback.
4. The bicategory Prof of profunctors (or distributors [11])
has objects categories. The hom-category Prof(A,B)
is the functor category Fun(Bop × A, Set). The identity
on A is the hom-functor A(−,=) and composition is
defined using left Kan extension (see e.g. [13]).
Morphisms of bicategories are called pseudofunctors (or
homomorphisms) [11]. These are mappings on objects, 1-cells
and 2-cells that preserve horizontal composition up to iso-
morphism. Vertical composition is preserved strictly.
Definition 2.3. A pseudofunctor (F ,ϕF ,ψ F ) : B → C be-
tween bicategories B and C consists of
• A mapping F0 : ob(B) → ob(C),
• A functor FX ,Y : B(X ,Y ) → C(F0X , F0Y ) for every
X ,Y ∈ ob(B) (we drop the subscripts when they are
clear from context),
• An invertible 2-cell ψ FX : IdFX ⇒ F (IdX ) for every
X ∈ ob(B),
• An invertible 2-cell ϕFf ,д : F (f ) ◦ F (д) ⇒ F (f ◦ д) for
every f : Y → Z and д : X → Y , natural in f and д,
subject to three coherence laws. A pseudofunctor F for which
ψ F andϕF are both the identity is called strict; whenB and C
are 2-categories, a strict pseudofunctor B → C is precisely
a 2-functor.
For a property P , a bicategory B (resp. pseudofunctor F ) is
called locally P whenever P holds for each category B(X ,Y )
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(resp. functor FX ,Y ). In particular, a bicategory B is called
locally small if each B(X ,Y ) is small.
Notation 2.1. We write Cat for the 2-category of small cat-
egories.
Example 2.4. 1. A monoidal category is equivalently
a one-object bicategory; a monoidal functor is equiv-
alently a pseudofunctor between one-object bicate-
gories.
2. For a locally small bicategory B and X ∈ ob(B) there
exists the representable pseudofunctor YX : Bop → Cat
defined by YX := B(−,X ). The 2-cells ϕY and ψ Y are
structural isomorphisms.
For every pair of bicategories B and C there exists a bicat-
egory Hom(B, C) of pseudofunctors, pseudonatural transfor-
mations and modifications (see e.g. [51]). One may think of
a pseudonatural transformation (k, k) : F ⇒ G as a family
of 1-cells kX : FX → GX together with coherent isomor-
phisms kf : kY ◦ F f ⇒ Gf ◦ kX witnessing naturality. If C
is a 2-category, so is Hom(B, C). In particular, for every bi-
category B there exists a 2-category Hom(Bop,Cat), which
one may think of as a bicategorical version of the presheaf
construction.
Notation 2.2. To avoid size issues we adopt the convention
that whenever we write Hom(B,Cat) the bicategory B is
small.
The appropriate notion of equivalence between bicate-
gories is biequivalence. A biequivalence B ≃ C consists of
a pair of pseudofunctors F : B ⇆ C : G together with
equivalences FG ≃ idC and GF ≃ idB in Hom(C, C) and
Hom(B,B) respectively. (Equivalences in an arbitrary bicat-
egory are defined by analogy with equivalences of categories,
see e.g. [52, p. 28].) Every biequivalence is locally an equiva-
lence, hence locally fully-faithful.
2.2 Cartesian closed bicategories
A cartesian closed bicategory is a bicategory equipped with
finite products defined as bicategorical limits (bilimits [71]),
and exponentials defined as a bicategorical right adjoint (bi-
adjoint [42]) to every pseudofunctor (−) × A. We state the
definitions as biuniversal arrows [34, Chapter 9] (c.f. [27, 32]).
To avoid confusion with the ‘cartesian bicategories’ of
Carboni and Walters [14, 16] we call a bicategory with finite
products an fp-bicategory.
Definition 2.5. An fp-bicategory (B,Πn(−)) is a bicategory
B equipped with the following data for A1, . . . ,An ∈ ob(B)
(n ∈ N) and k = 1, . . . ,n:
1. A chosen object
∏
n(A1, . . . ,An),
2. Chosen projections πk :
∏
n(A1, . . . ,An) → Ak ,
3. For every X ∈ ob(B) an adjoint equivalence
B(X ,∏n(A1, . . . ,An)) ∏ni=1 B(X ,Ai )
(π1◦−, ...,πn◦−)
⊣ ≃
⟨−, ...,=⟩
(1)
defined by a choice of universal arrows (e.g. [55]) with
components ϖ(i)f1, ...,fn : πi ◦ ⟨f1, . . . , fn⟩

=⇒ fi for i =
1, . . . ,n.
We call the right adjoint ⟨−, . . . ,=⟩ the n-ary tupling.
An fp-bicategory has strict products if every equivalence (1)
is an isomorphism. When the underlying bicategory is a
2-category, one recovers the 2-categorical (Cat-enriched)
definition of finite products.
Remark 2.1. Throughout we shall assume that the unary
product
∏
1(−) is the identity, i.e. that
∏
1(A) = A, πA1 = IdA,⟨f ⟩ = f and ϖf = lf : Id ◦ f ⇒ f .
Example 2.6. The bicategory of spans over a lextensive cat-
egory [15] has finite biproducts (that is, finite bicategorical
products which coincide with finite bicategorical coprod-
ucts) [49, Theorem 6.2]. Biproduct structure is defined using
the coproduct structure of the underlying category (c.f. the
biproduct structure of the category of relations).
Notation 2.3. Weadopt standard categorical notationwhere
possible. For instance, we writeA×B for∏2(A,B) and f ×д
(resp. τ × σ ) for the pseudofunctorial action of the product
on 1-cells (resp. 2-cells).
Definition 2.7. A cartesian closed bicategory or cc-bicategory
is an fp-bicategory (B,Πn(−)) equipped with the following
data for every A,B ∈ ob(B):
1. A chosen object (A=▷B),
2. A specified 1-cell evalA,B : (A=▷B) ×A→ B,
3. For every X ∈ ob(B), an adjoint equivalence
B(X ,A=▷B) B(X ×A,B)
evalA,B◦(−×A)
⊣ ≃
λ
(2)
specified by a choice of universal arrows
εf : evalA,B ◦ (λ f ×A) =⇒ f .
We call the functor λ(−) currying and refer to λ f as the
currying of f .
A cc-bicategory is strictly cartesian closed if it has strict
products and every equivalence (2) is an isomorphism. When
the underlying bicategory is a 2-category, one recovers the
definition of Cat-enriched cartesian closed categories, which
we call 2-cc 2-categories; the prototypical example isCatwith
its familiar cartesian closed structure.
Notation 2.4. As for products, we adopt standard categori-
cal notation such as f =▷д (resp. α =▷ β) where possible.
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Cartesian closed bicategories were first studied by
Makkai [57], who introduced a cartesian closed bicategory of
categories, ‘anafunctors’, and natural transformations. Other
examples include the bicategory of generalised species [27],
bicategories of operads [36], and bicategories of concurrent
games [60].
By the general theory of biuniversal arrows, one may
rephrase the preceding definitions in a style mirroring the
‘hom-set’ definition of categorical products and exponentials
(see [34]). For every fp-bicategory (B,Πn(−)) one obtains
pseudonatural equivalences B (X ,∏ni=1Ai ) ≃∏ni=1 B(X ,Ai )
(for X ,A1, . . . ,An ∈ ob(B) and n ∈ N) and for every cc-
bicategory (B,Πn(−),=▷) one obtains pseudonatural equiv-
alences B(X ,A=▷B) ≃ B(X ×A,B) (for X ,A,B ∈ ob(B)).
It is helpful to think of cc-bicategories as cartesian closed
categories ‘up to isomorphism’. Here we sketch the intu-
ition; Proposition 4.3 makes the idea precise. To construct
cc-bicategorical structure one takes the simply-typed lambda
calculus (equivalently, cartesian closed structure) and re-
places βη-equalities with invertible rewrites witnessing the
reduction. For products, the η-law f = ⟨π1 ◦ f , . . . , πn ◦ f ⟩
and β-law πi ◦ ⟨f1, . . . , fn⟩ = fi are respectively replaced
by natural isomorphisms f

=⇒ ⟨π1 ◦ f , . . . , πn ◦ f ⟩ and
πi ◦ ⟨f1, . . . , fn⟩ =⇒ fi (i = 1, . . . ,n) given by the unit
and counit of the adjunction (1). The triangle laws of an
adjunction then express natural equalities: for instance, if
one η-expands then β-reduces, the composite rewrite is the
identity. A similar story holds for exponentials.
It is well-known that any presheaf category is cartesian
closed (see e.g. [9]). This fact lifts to bicategories.
Lemma 2.8 ([66, Chapter 6]). For any small bicategoryB the
2-category Hom(Bop,Cat) has all bilimits, given pointwise,
and admits a cartesian closed structure with exponentials
[P,Q](−) := Hom(Bop,Cat)(Y(−) × P,Q).
2.3 Cartesian closed pseudofunctors
A cartesian closed functor preserves products and exponen-
tials up to isomorphism. Its bicategorical counterpart pre-
serves products and exponentials up to equivalence.
Notation 2.5. We write A• for a finite sequence A1, . . . ,An
(n ∈ N).
Definition 2.9. An fp-pseudofunctor (F , q×) : (B,Πn(−)) →
(C,Πn(−)) is a pseudofunctor F : B → C equipped with
specified equivalences
⟨Fπ1, . . . , Fπn⟩ : F
(∏n
i=1Ai
)
⇆
∏n
i=1(FAi ) : q×A•
for every A1, . . . ,An ∈ ob(B) (n ∈ N).
Definition 2.10. A cc-pseudofunctor
(F , q×, q=▷) : (B,Πn(−),=▷) → (C,Πn(−),=▷)
is an fp-pseudofunctor (F , q×) equipped with specified equiv-
alences sA,B : F (A=▷B) ⇆ (FA=▷ FB) : q=▷A,B for every
A,B ∈ ob(B), where sA,B : F (A=▷B) → (FA=▷ FB) is the
currying of F (evalA,B ) ◦ q×A=▷B,A.
Representable pseudofunctors and right biadjoints pre-
serve all bilimits and so canonically extend to fp-pseudofunctors.
As in the categorical setting, it follows from this and Lemma 2.8
that for any fp-bicategory (B,Πn(−)) and X ∈ ob(B) the ex-
ponential [YX ,Q] in Hom(Bop,Cat) may be given (up to
equivalence) by Q(− × X ).
3 Coherence via the Yoneda embedding
In this section we use the Yoneda embedding to prove
coherence-by-strictification for cc-bicategories and then show
how to upgrade it to a Mac Lane-style coherence result. The
argument follows the tradition of such proofs for bicate-
gories [63], monoidal categories [47], and tricategories [41,
43]. We use two ingredients. First, the fact that for any
2-category C the 2-category [C,Cat] of 2-functors, 2-natural
transformations and modifications is strictly cartesian closed.
Since [C,Cat] is the Cat-enriched functor category, this fol-
lows from abstract enriched category theory (see e.g. [22,
Example 5.2]). Second, a slight extension of Power’s proof
of coherence for bicategories with finite bilimits [63, Theo-
rem 4.1].
Proposition 3.1. Every cartesian closed bicategory is biequiv-
alent to a 2-cc 2-category.
Proof. Let (B,Πn(−),=▷) be any cc-bicategory. By Power’s
result one may assume without loss of generality that B
is a 2-category with strict products and pseudo (bicategori-
cal) exponentials. It therefore admits a 2-categorical Yoneda
embedding Y : B ↪→ [Bop,Cat]. Let B denote the closure
of Y(ob(B)) under equivalences and factor the Yoneda em-
bedding as B i−→ B j−→ [Bop,Cat], for j the inclusion. B is
a 2-category and, by the 2-categorical Yoneda lemma, i is a
biequivalence.
It remains to show that B admits a cartesian closed struc-
ture: we mimic Power’s approach. For any P,Q ∈ ob(B) the
strict exponential (jP =▷ jQ) exists in [Bop,Cat]. By defini-
tion of B there exist B,C ∈ ob(B) such that P ≃ YB and
Q ≃ YC . Then, (jP =▷ jQ) ≃ (YB =▷YC) ≃ Y(B =▷C) and the
exponential (jP =▷ jQ) is in B, as required. □
As intimated in Section 1.1, the preceding result does not
in itself entail Theorem 1.1. A further argument is required.
This relies on three elements: that every biequivalence is
locally faithful, and the two points of the following lemma.
Notation 3.1. For any set B, let B˜ denote the set generated
by the following grammar (where B ∈ B and n ∈ N):
X1, . . . ,Xn,X ,Y ::= B | ∏ni=1Xi | X =▷Y
If C is a cc-bicategory, every set map B→ C extends canon-
ically to a map B˜→ C via the cc-structure.
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Lemma 3.2. For any set B there exists a cc-bicategory F (B)
and a mapping η : B˜→ F(B) such that
1. For any cc-bicategory (C,Πn(−),=▷) and set map h :
B˜ → C canonically extending a map B → C there
exists a cc-pseudofunctor h# : F (B) → C such that
h# ◦ η = h.
2. If F : F (B) → C is a cc-pseudofunctor satisfying F ◦η =
h, then F ≃ h#.
Proof. One defines F (B) by a syntactic construction: add
formal products and exponentials, and quotient by the equa-
tional theory generated by the axioms of a cc-bicategory.
(Compare Mac Lane’s construction of the free monoidal cate-
gory [55, §VII.2]; for full details see [66, Lemma 5.2.19].) □
We callF (B) the free cc-bicategory onB.With this in hand,
one may derive the Mac Lane-style form of coherence. The
strategy is reminiscent of that employed by Čubrić et al. for
proving normalisation of the simply-typed lambda calcu-
lus [20]. We first construct two suitable cc-pseudofunctors
from the free cc-bicategory to a 2-cc 2-category. We then
use their equivalence, provided by universality, to show that
there is at most one 2-cell between parallel 1-cells.
First proof of Theorem 1.1. For any set of base types B let H :
F (B) → F (B) denote the biequivalence of Proposition 3.1.
Every biequivalence extends canonically to a cc-pseudofunctor
(see e.g. [66, Chapter 2]), so from Lemma 3.2 one obtains an
equivalence (k, k) : H ≃−→ (H0 ◦ η)#. This amounts to an equiv-
alence kA : HA
≃−→ (H0 ◦ η)#(A) for every A ∈ ob(F (B)) and
an invertible 2-cell kt : kA ◦Ht ⇒ (H0 ◦ η)#(t) ◦kX for every
t : X → A in F (B), subject to two coherence axioms and
natural in the sense that the following diagram commutes
for any σ : t ⇒ t ′:
kA ◦ H (t) kA ◦ H (t ′)
(H0 ◦ η)#(t) ◦ kX (H0 ◦ η)#(t ′) ◦ kX
kt 
kA◦Hσ
kt ′
(H0◦η)#(σ )◦kX
(3)
Inducting over the definition of (−)#, the strictness of F (B)
entails that (H0 ◦ η)#(σ ) is the identity. Using this together
with the fact that kA in an equivalence, say with pseudo-
inverse k⋆A, one may extend (3) to the diagram
Ht Ht ′
k⋆A ◦ (kA ◦ H (t)) k⋆A ◦ (kA ◦ H (t ′))
k⋆A ◦
((H0 ◦ η)#(t) ◦ kX ) k⋆A ◦ ((H0 ◦ η)#(t ′) ◦ kX )

Hσ

k⋆A◦kt 
k⋆A◦(kA◦H (σ ))
k⋆A◦kt ′
(4)
It follows that Hσ is equal to a composite that depends only
on t and t ′ (namely, the anti-clockwise route around this
diagram, inverting the right-hand column) and hence that
for any σ , τ : t ⇒ t ′ one must have Hσ = Hτ . Since H is
locally faithful, σ = τ . □
4 Coherence via bicategorical NbE
It is well-known that the naïve strategy for proving strong
normalisation of the simply-typed lambda calculus—by struc-
tural induction on terms—fails because an application t (u)
may contain redexes that do not occur in either t or u. One
classical solution, originally due to Tait [73], is to strengthen
the inductive hypothesis using reducibility predicates. This
approach was refined by Girard [38], who introduced the
notion of neutral terms. These can be viewed as the obstruc-
tions to the normalisation proof: they are the terms whose
formation may introduce new redexes.
NbE provides an alternative strategy. Loosely speaking,
one constructs a model with enough intensional information
to pass back and forth between syntax and semantics. One
may then quote morphisms to normal terms in the syntax
and unquote neutral terms to morphisms in the semantics
(these operations are also known as reify and reflect). Overall,
one thereby inductively defines a mapping from neutral to
normal terms.
In what follows we adapt the categorical analysis of NbE
presented in [24]. Sections 4.1–4.4 set the stage. In Section 4.1
we summarise the type theory for cc-bicategories Λ×,→ps , re-
lating it to the STLC. In Section 4.2 we recall the description
of type-theoretic syntax as presheaves (c.f. [30]) and, in Sec-
tion 4.3, extend it to describe syntax as Cat-valued pseud-
ofunctors. In Section 4.4 we introduce and present the key
properties of the bicategorical glueing construction. Together
with the semantic interpretation, this is used in Section 4.5
to ‘glue’ together syntax and semantics as objects in the
glueing bicategory. Finally, in Section 4.6, we complete the
NbE argument.
The proof we are about to give is longer and more intricate
than the Yoneda-embedding proof presented in Section 3, so
it is worth justifying this effort.
First, one may be able to refine the NbE proof—for instance
by considering semantic models with additional intensional
information (c.f. [20])—to extract further syntactic informa-
tion, such as a normal-form result for rewrites.
Second, the NbE argument may be more extensible. From
the perspective of theoretical computer science one would
like to consider bicategorical structures as versions of cat-
egorical structures which track reductions. The structures
of interest therefore include, for instance, coproducts (that
is, sum types), dependent types, and notions of initial al-
gebra (c.f. [61]). However, because these structures are not
generally preserved by the Yoneda pseudofunctor, it is not
clear how a Yoneda-embedding argument could be extended
to cover such cases. By contrast, and as indicated in Sec-
tion 1.2, the normalisation-by-evaluation strategy has been
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extended in one form or another to cover all of these struc-
tures (see e.g. [3, 5, 7, 10]). This suggests that versions of the
strategy we are about to present may be available where a
Yoneda-embedding argument is not.
4.1 A type theory for cartesian closed bicategories
We shall apply our normalisation-by-evaluation argument
to an ‘internal language’ for cartesian closed bicategories,
namely the type theory Λ×,→ps of [32]. In this section we
outline its key properties.
Λ×,→ps is 2-dimensional in the style of [44, 45]: it consists
of types, terms and rewrites between terms. Thus, as well as
the usual judgment Γ ⊢ t : A to indicate “t is a term of type
A in context Γ”, one has the judgement Γ ⊢ τ : t ⇒ t ′ : A to
indicate “τ is a rewrite from t to t ′, each of typeA, in context
Γ”. Rewrites are subject to an equational theory ≡with judge-
ments Γ ⊢ σ ≡ τ : t ⇒ t ′ : A. The up-to-isomorphism nature
of bicategorical composition is modelled by an explicit sub-
stitution operation, with distinguished invertible rewrites
corresponding to the structural isomorphisms a, l and r. For
example, for every term (x : A ⊢ t : B) one may explicitly
substitute x for x to obtain the term (x : A ⊢ t{x 7→ x} : B).
These terms are not equal; they are related by the invertible
rewrite (x : A ⊢ ιt : t ⇒ t{x 7→ x} : B) corresponding to r.
One obtains a syntactic cc-bicategory S(B) by mirroring
the usual construction of a syntactic model for the simply-
typed lambda calculus (c.f. [62]). The objects are contexts and
1-cells Γ → (yj : Bj )j=1, ...,m are m-tuples of terms
(Γ ⊢ tj : Bj )j=1, ...,m modulo α-equivalence. Similarly, 2-cells
arem-tuples of rewrites modulo α-equivalence and the equa-
tional theory.
4.1.1 Semantic interpretation. The semantics of Λ×,→ps
extends the Lambek-style semantics for the STLC (c.f. [44,
45, 67]). For any cc-bicategory (C,Πn(−),=▷), set of base
types B and set map h : B˜→ C canonically extending a map
B→ C, there exists a semantic interpretation hJ−K assigning
a product
∏n
i=1 hJAiK to every context Γ := (xi : Ai )i=1, ...,n ,
a 1-cell hJΓ ⊢ t : AK : ∏ni=1hJAiK → hJAK to every term
Γ ⊢ t : A, and a 2-cell hJΓ ⊢ τ : t ⇒ t ′ : AK : hJΓ ⊢ t : AK ⇒
hJΓ ⊢ t ′ : AK to every rewrite Γ ⊢ τ : t ⇒ t ′ : A. One thereby
obtains a cc-pseudofunctor hJ−K : S(B) → C satisfying
hJ−K ◦ ι = h, for ι : B˜ ↪→ S(B) the canonical map including
B˜ in S(B).
The semantic interpretation witnesses S(B) as the free cc-
bicategory onB in a suitably bicategorical sense. For example,
S(B) is canonically biequivalent to the free cc-bicategory of
Lemma 3.2, in the sense that the cc-pseudofunctors
J : F (B) ⇆ S(B) : K extending the respective inclusions
B˜ ↪→ S(B) and B˜ ↪→ F(B) form a biequivalence. This justi-
fies calling Λ×,→ps an ‘internal language’ for cc-bicategories.
The proof of Theorem 1.1 therefore reduces to proving
the following theorem, in which we write Λ×,→ps (B) for the
type theory with base types B.
Theorem 4.1. For any set of base types B and any rewrites
(Γ ⊢ σ : t ⇒ t ′ : B) and (Γ ⊢ τ : t ⇒ t ′ : B) in Λ×,→ps (B), the
judgement (Γ ⊢ σ ≡ τ : t ⇒ t ′ : B) is derivable in Λ×,→ps (B).
Proof of Theorem 1.1 from Theorem 4.1. The argument is sim-
ilar to the proof in Section 3. If σ , τ : f ⇒ f ′ are parallel
2-cells in the free cc-bicategory F (B) then, by Theorem 4.1,
one has Jσ ≡ Jτ in S(B). Since J is a biequivalence, hence
locally fully-faithful, it follows that σ = τ . □
To prove Theorem 4.1 we shall require the following prop-
erty of S(B), which corresponds to the statement that the
endofunctor canonically extending the inclusion of types
into the syntactic model of the STLC is isomorphic to the
identity.
Proposition 4.2. For any set of base types B, the cc-pseudo-
functor ιJ−K : S(B) → S(B) extending the inclusion ι :
B˜ ↪→ S(B) is equivalent to the identity. Hence, ιJ−K is a biequiv-
alence.
Proof. By Lemma 3.2, J ≃ ιJ−K ◦ J : F (B) → S(B). Since J
and K form a biequivalence, one then has idS(B) ≃ J ◦ K ≃
(ιJ−K ◦ J) ◦K ≃ ιJ−K ◦ (J ◦K) ≃ ιJ−K ◦ idS(B), as required. □
4.1.2 Λ×,→ps as STLC ‘up to isomorphism’. The rewrites
of Λ×,→ps may be viewed as constructive witnesses to βη-
equalities in the simply-typed lambda calculus, as follows.
Let B be any set of base types, A ∈ B˜ be any type, and Γ
be any context. Write Λ×,→(B) for the set of STLC terms
with base types B, modulo α-equivalence, and Λ×,→(B)(Γ;A)
for the subset of terms of typeA in context Γ. Similarly, write
Λ×,→ps (B) for the set ofΛ×,→ps (B)-terms,moduloα-equivalence,
andΛ×,→ps (B)(Γ;A) for the subset of terms of typeA in context
Γ
(
so Λ×,→ps (B)(Γ;A) = ob(S(B)(Γ, (x : A)))
)
. Finally, write
ΓA for the equivalence relation on Λ
×,→
ps (B)(Γ;A) defined by
t ΓA t
′ if and only if there exists a (necessarily invertible)
rewrite τ such that Γ ⊢ τ : t ⇒ t ′ : A.
Proposition 4.3. For any set of base types B, type A ∈ B˜,
and context Γ, there exist inductively-defined mapsL− MΓA : Λ×,→(B)(Γ;A)⇆ Λ×,→ps (B)(Γ;A) : ⟨−⟩ΓA
inducing a bijection
Λ×,→(B)(Γ;A) / =βη  Λ×,→ps (B)(Γ;A) / ΓA
betweenΛ×,→-termsmodulo βη-equality andΛ×,→ps -termsmod-
ulo rewriting.
Intuitively, L− MΓA embeds STLC terms into Λ×,→ps , while
⟨−⟩ΓA ‘evaluates’ explicit substitutions into actual substitu-
tions (c.f. [65, Definition 11]). For example, for the term
Γ ⊢ t{x 7→ u} : B obtained by explicitly substituting a term
Γ ⊢ u : A for a variable x in t , one recursively evaluates
and performs the usual STLC capture-avoiding substitution:
⟨t{x 7→ u}⟩ΓB = ⟨t⟩Γ,x :AB
[⟨u⟩ΓA/x ] . These operations will al-
low us to import facts about the STLC into our bicategorical
proof of coherence.
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4.2 Syntax as presheaves
In the tradition of algebraic type theory (e.g. [25]), the cate-
gory of presheaves over an appropriate category of contexts
provides a semantic universe for the study of abstract syn-
tax [30]. In this section we recapitulate this analysis; in the
next we extend it to the bicategorical setting.
4.2.1 A category of contexts. For any set of base types
B, let ConB˜ denote the category of contexts over B˜. This has
objects contexts with ith variable xi (for some enumeration
of variables {xi }1≤i ∈N) and morphisms context renamings: a
morphism r : (xi : Ai )i=1, ...,n → (x j : Bj )j=1, ...,m is a map
r : {1, . . . ,n} → {1, . . . ,m} such thatAi = Br (i) for all i . The
coproduct structure is given by context concatenation and
the unit is the empty context. Abstractly,ConB˜ is (isomorphic
to) the free strict cocartesian category on B˜.
We denote the universal embedding of B˜ into ConB˜ by [−];
thus, [−] coerces the type A into the unary context (x1 : A),
and the coproduct Γ + [A] is the weakening of Γ by a fresh
variable of type A. The notation is chosen to suggest a list of
length one.
4.2.2 Presheaves over ConB˜. The syntax of the simply-
typed lambda calculus with base types B is described by
families of covariant presheaves over ConB˜. For any type
A ∈ B˜, the set of terms-in-context defines a presheaf L(−;A)
by L(Γ;A) := {t | Γ ⊢ t : A} / =α . The functorial action is
given by renaming: for a context renaming r one employs the
admissibility of renaming in the STLC to define L(r ;A)(t) :=
t[xr (i)/xi ].
The Yoneda embedding y yields a presheaf of variables: for
any type A ∈ B˜ and context Γ one identifies ConB˜(Γ; [A])
with the set of variable projections, giving a presheaf V(−;A)
defined by V(Γ;A) = y([A]) = {x | Γ ⊢ x : A}. The well-
known fact that [yA,Q]  Q(−×A) in any presheaf category
over a cartesian category corresponds to the observation
that the exponential presheaf [yA, L(−;B)]  L(−+[A];B)
consists of terms of type B in a context extended by a fresh
variable of typeA (note that, since ConB˜ is strict cocartesian,
its opposite category is strict cartesian).
For the purposes of NbE, two further families of presheaves
are of particular importance. These are the presheaves of
neutral and (long-βη) normal terms, characterised by the
families of judgements Γ ⊢M t : A and Γ ⊢N t : A (respec-
tively) of Figure 1 (see e.g. [39, Chapter 4]). We maintain our
convention of using n-ary products.
Since the sets of neutral and normal terms are invariant
under renaming, for every type A ∈ B˜ one now has four
presheaves ConB˜ → Set, defined at Γ ∈ ConB˜ as follows:
L(Γ;A) := {t | Γ ⊢ t : A} / =α
V(Γ;A) := y[A] = {x | Γ ⊢ x : A} / =α
M(Γ;A) := {t | Γ ⊢M t : A} / =α
N(Γ;A) := {t | Γ ⊢N t : A} / =α
(5)
var
x1 : A1, . . . , xn : An ⊢M xi : Ai
Γ ⊢M t :∏ni=1Ai projk (k = 1, . . . , n)
Γ ⊢M πk (t) : Ak
Γ ⊢M t : X =▷Y Γ ⊢N u : X app
Γ ⊢M t (u) : Y
Γ ⊢N ti : Ai (i = 1, . . . ,n) tuple
Γ ⊢N ⟨t1, . . . , tn⟩ :∏ni=1Ai
Γ, x : X ⊢N t : Y lam
Γ ⊢N λx .t : X =▷Y
Γ ⊢M t : B inc (B a base type)
Γ ⊢N t : B
Figure 1. Neutral and normal terms in the STLC.
Each rule of Figure 1 defines a morphism on these indexed
families of presheaves, as shown below. The mappings are
just the operations on terms. In each case naturality follows
from the definition of themeta-operation of capture-avoiding
substitution, in particular the fact that substitution passes
through the various constructors and respects α-equivalence.
var(−;Ai ) : V(−;Ai ) ⇒ M(−;Ai )
projk (−;A•) : M
(−;∏ni=1Ai ) ⇒ M(−;Ak ) (1 ≤ k ≤ n)
app(−;A,B) : M(−;X =▷Y ) × N(−;X ) ⇒ M(−;Y )
tup(−;A•) :∏ni=1N(−;Ai ) ⇒ N(−;∏ni=1Ai )
lam(−;X ,Y ) : N( − +[X ];Y ) ⇒ N(−;X =▷Y )
inc
(−;B) : M(−;B) ⇒ N(−;B) (B ∈ B)
(6)
4.3 Syntax as pseudofunctors
In this section we deal with two questions. First, how does
one translate the presheaves and natural transformations
of (5) and (6) into bicategorical constructions? Second, how
does one define neutral and normal terms in Λ×,→ps ? We shall
answer these questions in amanner that allows us to leverage
properties of the STLC and elements of the NbE proof in [24].
4.3.1 From categories to locally discrete bicategories.
Because the contexts ofΛ×,→ps are exactly the same as those of
the STLC, we may describe its syntax by presheaves over the
category of contexts ConB˜. To place this within the bicate-
gorical setting, we treat ConB˜ as a locally discrete bicategory.
To help us track whether we mean a set, a set treated as a dis-
crete category, or a set treated as a locally discrete bicategory,
we introduce the following notation.
Notation 4.1.
1. For a set S , write ∂S for the discrete category with
objects the elements of S . Similarly, write ∂ f for the
discrete functor ∂S → ∂S ′ induced by the set map
f : S → S ′.
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2. a. For a category C, write dC for the locally discrete
2-categorywith objects those ofC and hom-categories
(dC)(X ,Y ) := ∂(C(X ,Y )).
b. Write dF for the locally discrete 2-functor dC→ dD
induced from the functor F : C → D by setting
(dF )X := FX and (dF )X ,Y := ∂
(
FX ,Y
)
.
c. Write dµ for the locally discrete 2-natural transfor-
mation dF ⇒ dG induced from the natural transfor-
mation µ : F ⇒ G : C→ D by setting (dµ)C := µC .
The d(−) construction will be our main technical tool
for constructing (degenerate) bicategorical structure from
categorical data. The next lemma collects together some of its
important properties. The proofs are not especially difficult,
but stating all the details precisely takes some care. We write
Fun(C,D) for the functor category from C to D.
Lemma 4.4. Let C and D be categories. Then:
1. (dC)op = d(Cop).
2. There exists an isomorphism of 2-categories d
(
Fun(C,D))
 Hom(dC, dD).
3. There exists an injective-on-objects, locally isomorphic
2-functor ι : d
(
Fun(C, Set)) ↪→ Hom(dC,Cat), which
induces a commutative diagram
d
(
Fun(Cop, Set)) Hom(dCop,Cat)
dC
ι
dy
Y
In particular, Y(C) = dy(C) for all C ∈ ob(C).
4. If C is cartesian (resp. cartesian closed) as a 1-category,
then dC has finite products (resp. is cartesian closed) as
a 2-category.
Hence, the category of contexts gives rise to a locally dis-
crete bicategory of contexts dConB˜, whose opposite canoni-
cally admits fp-structure. The universal property characteris-
ing ConB˜
op as the free cartesian category on B˜ becomes the
following weak universal property among fp-bicategories:
because bicategorical products are unique only up to equiva-
lence, one cannot hope for uniqueness on the nose.
Lemma 4.5. For any set of base types B, any cc-bicategory
(X,Πn(−),=▷), and any set map s : B˜ → X canonically
extending a map B → X, there exists an fp-pseudofunctor
(s, q×) : dConB˜op → X making the following commute:
dConB˜
op
B˜ X
B
s[−]
s
Remark 4.1. As in the 1-categorical case, s coincides with
the semantic interpretation sJ−K (arising from the cc-structure
of X and the set map s) on contexts and renamings.
4.3.2 Syntax as pseudofunctors. By Lemma 4.4, every
presheafConB˜ → Set induces a pseudofunctor dConB˜ → Cat.
We now use Proposition 4.3 to define correlates of the
presheaves (5) and natural transformations (6) for Λ×,→ps . For
every A ∈ B˜ one obtains four presheaves ConB˜ → Set, de-
fined as follows:
L(Γ;A) := {L t MΓA | t ∈ L(Γ;A)}
V(Γ;A) := {L t MΓA | t ∈ V(Γ;A)}
M(Γ;A) := {L t MΓA | t ∈ M(Γ;A)}
N(Γ;A) := {L t MΓA | t ∈ N(Γ;A)}
(7)
Where K(−;A) ∈ {V(−;A),M(−;A),N(−;A), L(−;A)} and
K(−;A) ∈ {V(−;A),M(−;A),N(−;A),L(−;A)} denotes the
image of K(−;A) under L− M, the functorial action on a con-
text renaming r : Γ → ∆ is K(r ;A)(L t MΓA) := L t[xr (i)/xi ] M∆A.
This formulation has two benefits. First, it gives a reason-
able notion of neutral and normal terms in Λ×,→ps without
having to consider the normalisation behaviour of terms in
a 2-dimensional type theory with explicit substitutions. Sec-
ond, it allows us to use many of the details of [24]. For exam-
ple, since the map L− MΓA is an injection for every type A ∈ B˜
and context Γ, every L− M(=)A defines a natural isomorphism
KA ⇒ KA. Composing with the natural transformations
of (6), one obtains the following natural transformations:
var(−;Ai ) : V(−;Ai ) ⇒ M(−;Ai )
projk (−;A•) :M
(−;∏ni=1Ai ) ⇒M(−;Ak ) (1 ≤ k ≤ n)
app(−;X ,Y ) :M(−;X =▷Y ) × N(−;X ) ⇒ M(−;Y )
tup(−;A•) :∏ni=1N(−;Ai ) ⇒ N (−;∏ni=1Ai )
lam(−;X ,Y ) : N ( − +[X ];Y ) ⇒ N(−;X =▷Y )
inc(−;B) :M(−;B) ⇒ N(−;B) (B ∈ B)
(8)
4.4 Bicategorical glueing
The glueing of bicategories along a pseudofunctor is defined
by analogy with the categorical construction (see e.g. [19]).
Here we merely provide an outline; for details, see [33, 66].
Definition 4.6.
1. Let F : A → C andG : B → C be pseudofunctors be-
tween bicategories. The comma bicategory (F ↓ G) has
objects triples (A ∈ ob(A), f : FA → GB,B ∈ ob(B)).
The 1-cells (A, f ,B) → (A′, f ′,B′) are triples (p,α,q),
where p : A→ A′ and q : B → B′ are 1-cells and α is
an invertible 2-cell α : f ′ ◦ Fp ⇒ Gq ◦ f . The 2-cells
(p,α,q) ⇒ (p ′,α ′,q′) are pairs of 2-cells (σ : p ⇒ p ′,
τ : q ⇒ q′) satisfying the following cylinder condition:
f ′ ◦ F (p) f ′ ◦ F (p ′)
G(q) ◦ f G(q′) ◦ f
α
f ′◦F (σ )
α ′
G(τ )◦f
(9)
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Identities and horizontal composition are given by the
following pasting diagrams.
FA FA
GB GB
f
F IdA
f

f

G IdB
FA FA′ FA′′
GB GB′ GB′′
F (r◦p)
α⇐
Fp
f
ϕF

β⇐
Fr
f ′ f ′′
G(s◦q)
Gq
ϕG

Gs
Vertical composition, the identity 2-cell, and the struc-
tural isomorphisms are given component-wise.
2. The glueing bicategory gl(J) of bicategories B and
C along a pseudofunctor J : B → C is the comma
bicategory (idC ↓ J).
Notation 4.2. We denote the evident projection pseudofunc-
tor by π : gl(J) → B.
We adopt the terminology of [24]. For any pseudofunctor
J : B → X one obtains the relative hom-pseudofunctor
⟨J⟩ : X → Hom(Bop,Cat) by setting ⟨J⟩X := X(J(−),X )
on objects, and likewise on 1-cells and 2-cells.
We call the glueing bicategory gl(⟨J⟩) associated to a rel-
ative hom-pseudofunctor the bicategory of B-intensional
Kripke relations of arity J. This may be viewed as an in-
tensional, bicategorical, version of the category of Kripke
relations (c.f. [4, 24]). Indeed, an object in this bicategory con-
sists of a pseudofunctor P : Bop → Cat together with a cho-
sen object X ∈ ob(X) and a pseudonatural transformation
(k, k) : P ⇒ X(J(−),X ). In Section 4.3 we shall instantiate
P with syntax and (k, k) with semantic interpretation.
The relative hom-pseudofunctor preserves all bilimits that
exist in its domain and, for any pseudofunctor J : B → X,
there exists a pseudonatural transformation
(l, l) : Y⇒ ⟨J⟩ ◦ J : B → Hom(Bop,Cat) (10)
given by the functorial action of J on hom-categories. One
may therefore define the following.
Definition 4.7. For any pseudofunctor J : B → X, define
the extended Yoneda pseudofunctor Y : B → gl(⟨J⟩) by set-
ting YB :=
(
YB, (l, l)(−,B),JB
)
, Yf := (Yf , (ϕJ−,f )−1,Jf ), and
Y(τ : f ⇒ f ′ : B → B′) := (Yτ ,Jτ ). The cylinder condition
holds by the naturality of ϕJ, and the 2-cells ϕY andψ Y are
(ϕY,ϕF ) and (ψ Y,ψ F ), respectively.
For cartesian closed categories B and C it is well-known
that, if F : B → C is a product-preserving functor and C
has pullbacks, then the glueing category gl(F ) is cartesian
closed with forgetful functor gl(F ) → B strictly cartesian
closed (e.g. [19, 50, 53]). This lifts to the bicategorical setting.
Definition 4.8 (e.g. [48]). A pullback of (X1 → X0 ← X2)
in a bicategory B is a bilimit (see e.g. [71]) for the strict
pseudofunctor X : (1 → 0 ← 2) → B determined by the
cospan.
Theorem4.9 ([33, 66]). Let (B,Πn(−),=▷) and (C,Πn(−),=▷)
be cc-bicategories and assume that C has pullbacks. Then for
any fp-pseudofunctor (J, q×) : B → C the glueing bicat-
egory gl(J) is cartesian closed with forgetful pseudofunctor
π : gl(J) → B strictly cartesian closed (in the sense of [32,
Definition VIII.3]).
The proof is similar to the categorical construction (e.g. [53,
Proposition 2]). For a family of objects (Ci , ci ,Bi )i=1, ...,n the
n-ary product
∏n
i=1(Ci , ci ,Bi ) is the tuple(∏n
i=1Ci , q×B• ◦
∏n
i=1ci ,
∏n
i=1Bi
)
(11)
For C := (C, c,B) and C ′ := (C ′, c ′,B′) in gl(J) the expo-
nential C =▷C ′ is the left-hand vertical leg of the following
pullback diagram, in which sB,B′ is the exponential trans-
pose of J(evalB,B′) ◦ q×B =▷B′,B and the unlabelled arrow is
λ
(
evalJB,JB′ ◦ ((JB =▷JB′) × c)
)
:
C ⊃ C ′ (C =▷C ′)
J(B =▷B′) (JB =▷JB′) (C =▷JB′)
ωc ,c′⇐
⌜
pc ,c′
qc ,c′
λ(c ′◦evalC ,C′ )
λ(evalJB ,JB′ ◦ ((JB =▷JB′) × c)) ◦ sB ,B′
sB ,B′
Together, Lemma 2.8 and Theorem 4.9 entail the following.
Corollary 4.10. For any cc-bicategory (X,Πn(−),=▷) and
any pseudofunctor J : B → X the bicategory gl(⟨J⟩) of
B-intensional Kripke relations of arity J admits a cartesian
closed structure with forgetful pseudofunctor gl(⟨J⟩) → X
strictly cartesian closed.
Just as one may explicitly describe exponentiating by a
representable in a presheaf category or in the 2-category
Hom(Bop,Cat), so one may describe exponentiating by an
‘extended representable’ in the glueing bicategory. We only
need the result for when B is a 2-category.
Proposition 4.11 (c.f. [24, p. 8]). For any small 2-category
B with bicategorical products and exponentials (Πn(−),=▷),
cc-bicategory (X,Πn(−),=▷) and fp-pseudofunctor (J, q×) :
B → X, the exponential YB =▷(K, (k, k),X ) in gl(⟨J⟩)may be
given explicitly by the following composite in Hom(Bop,Cat):
[YB,K] [YB,(k,k)]−−−−−−−→ [YB, ⟨J⟩X ] uB ,X−−−→ ⟨J⟩(JB =▷X )
Here uB,X is the equivalence [YB, ⟨J⟩X ] ≃ X
(
J(−),JB =▷X )
obtained by composing the equivalences arising from (1) the
identification of (⟨J⟩X )(−×B) as [YB, ⟨J⟩X ]; (2) the fact that
J preserves products; (3) the definition of exponentials.
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4.5 Glueing syntax and semantics
We now ‘glue’ the syntactic data from Section 4.3 to the
semantic interpretation of Section 4.1.1 to construct data in
the bicategory of intensional Kripke relations.
Fix a cc-bicategory (X,Πn(−),=▷) and consider an inter-
pretation B → X of base types in X with canonical exten-
sion s : B˜→ X. By Lemma 4.5 and Remark 4.1, this further
extends to an fp-pseudofunctor s : dConB˜
op → X that co-
incides with the semantic interpretation sJ−K on contexts.
We show that the syntax and semantics of Λ×,→ps determine
objects in the glueing bicategory gl
(⟨s⟩) , and that the typing
rules determine 1-cells.
4.5.1 From terms to glued objects. The key observation
is that the interpretation of Λ×,→ps -terms is pseudonatural.
(Note that, since s is contravariant, the compositeX(s(−),X )
= X(sJ−K,X ) is covariant.)
Lemma 4.12. For every set of base types B and every A ∈ B˜
the semantic interpretation sJ−K : S(B) → X forms the
components of a pseudonatural transformation (sJ−K, sJ−K) :
dL(−;A) ⇒ X (sJ−K, sJAK) : dConB˜ → Cat.
The preceding construction restricts to neutral and normal
terms, giving pseudonatural transformations
dM(−;A)
(sJ−K,sJ−K)
M
==========⇒ X (sJ−K, sJAK)
dN(−;A)
(sJ−K,sJ−K)
N
==========⇒ X (sJ−K, sJAK)
One thereby obtains the following glued objects in gl
(⟨s⟩)
for every type A ∈ B˜:
µA :=
(
dM(−;A), (sJ−K, sJ−K)M , sJAK)
ηA :=
(
dN(−;A), (sJ−K, sJ−K)N , sJAK) (12)
Finally, for variables, one takes
νA := Y([A]) =
(
dV(−;A), (l, l)(−,A), sJAK)
for (l, l)(−,A) the pseudonatural transformation of (10).
4.5.2 From rules to glued 1-cells. We now lift the natu-
ral transformations of (8)—viewed as locally discrete pseudo-
natural transformations—to morphisms in gl
(⟨s⟩) . For the
lambda abstraction case we will use the following observa-
tion. By Lemma 4.4(3), for types X ,Y ∈ B˜ one has
[dV(−;X ), dN(−;Y )] = [d(y[X ]), dN(−;Y )]
= [Y[X ], dN(−;Y )]
≃ dN(−+[X ];Y )
and so one obtains a composite LX ,Y as follows:
[dV(−;X ), dN(−;Y )] dN(−;X =▷Y )
dN(−+[X ];Y )
≃
LX ,Y
dlam(−;X ,Y )
(13)
Proposition 4.13 (c.f. [24, Propositions 7 & 8]). For any set
of base types B, base type B ∈ B and types A,A1, . . . ,An,
X ,Y ∈ B˜ (n ∈ N), one obtains the following 1-cells in gl(⟨s⟩) :
1. var :=
(
dvar(−;Ai ), , IdsJAi K) : νAi → µAi .
2. proj
k
:=
(
dprojk (−;A•), id, πk
)
: µ(∏i Ai ) → µAk (for
k = 1, . . . ,n).
3. app :=
(
dapp(−;X ,Y ), id, evalsJX K,sJY K)
: µX =▷Y × ηX → µY .
4. tup :=
(
dtup(−;A•), , IdsJ∏i Ai K)
:
∏n
i=1 ηAi → η(∏i Ai ).
5. lam := (LX ,Y , , IdsJX K=▷sJY K) : (νX =▷ηY ) −→ ηX =▷Y
for LX ,Y defined in (13).
6. inc :=
(
inc(−;B), , IdsJBK) : µB −→ ηB .
In each case,  denotes a structural isomorphism or composite
of such.
4.6 Normalisation-by-evaluation
We are now in a position to prove Theorem 4.1. For any
cc-bicategory (X,Πn(−),=▷) and set map s as in the preced-
ing section, consider the set map s˜ : B → gl(⟨s⟩) sending
a base type B to the glued object µB of (12). This induces
an interpretation s˜J−K : S(B) → gl(⟨s⟩) . Let us introduce
notation for the components of this interpretation. Since
the forgetful functor π : gl
(⟨s⟩) → X strictly preserves the
cc-bicategorical structure (Theorem 4.9), the final compo-
nent coincides with sJ−K.
On a type A ∈ B˜, write s˜JAK := (GA,γA, sJAK). On terms,
write s˜JΓ ⊢ t : AK := (s ′JΓ ⊢ t : AK,σJΓ ⊢ t : AK, sJΓ ⊢ t : AK).
For Γ := (xi : Ai )i=1, ...,n this is represented pictorially by the
following diagram in Hom(dConB˜op,Cat):∏n
i=1GAi GA
∏n
i=1X
(
sJ−K, sJAiK)
X (sJ−K,∏ni=1 sJAiK)) X (sJ−K, sJAK)
σ JΓ⊢t :AK⇐

∏n
i=1 γAi
s ′JΓ⊢t :AK
γA
⟨−, ...,=⟩
sJΓ⊢t :AK◦(−)
(14)
(The left-hand column arises from the fp-structure (11) of
the glueing bicategory.) Finally, on rewrites, denote the two
components of the 2-cell s˜JΓ ⊢ τ : t ⇒ t ′ : AK by
s ′JΓ ⊢ τ : t ⇒ t ′ : AK : s ′JΓ ⊢ t : AK ⇒ s ′JΓ ⊢ t ′ : AK
sJΓ ⊢ τ : t ⇒ t ′ : AK : sJΓ ⊢ t : AK ⇒ sJΓ ⊢ t ′ : AK
By definition of the glueing bicategory, these 2-cells satisfy
the cylinder condition (9).
We now use Proposition 4.13 to define 1-cells unquoteA :
µA → s˜JAK and quoteA : s˜JAK → ηA by induction on types.
On a base type B we take
unquoteB := IdµB : µB → µB = s˜JBK
quoteB := inc−1 : s˜JBK → ηB
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∏n
i=1 dM(−;Ai )
∏n
i=1GAi GA dN(−;A)
∏n
i=1X(sJ−K, sJAiK) ∏ni=1X (sJ−K, sJAiK)
X (sJ−K,∏ni=1sJAiK) X(sJ−K, sJAK) X(sJ−K, sJAK)
fuse−1 •∏ni=1 uAi • fuse⇐

∏n
i=1 sJ−K
∏n
i=1 ûAi
σ JΓ⊢t :AK⇐

∏n
i=1 γAi
s ′JΓ⊢t ′:AK
s ′JΓ⊢t :AK
s′Jτ K
⇑
γA
q̂A
qA⇐

sJ−K
∏n
i=1 X(sJ−K,uAi )

Id∏i X(sJ−K,sJAi K) ⟨−, ...,=⟩
sJΓ⊢t :AK◦(−)
sJΓ⊢t ′:AK◦(−)
sJτ K◦(−)
⇓
X(sJ−K,qA)

IdX(sJ−K,sJAK)
Figure 2. Bicategorical normalisation-by-evaluation (c.f. [24, p. 9]).
Tt := sJ−K ◦ q̂A ◦ s ′JΓ ⊢ t : AK ◦∏ni=1ûAi sJΓ ⊢ t : AK ◦ ⟨−, . . . ,=⟩ ◦∏ni=1 sJ−K =: Bt
X(sJ−K,qA) ◦ γA ◦ s ′JΓ ⊢ t : AK ◦∏ni=1ûAi sJΓ ⊢ t : AK ◦ ⟨−, . . . ,=⟩ ◦ IdX(sJ−K,uAi ) ◦∏ni=1 sJ−K
IdX(sJ−K,sJAK) ◦ γA ◦ s ′JΓ ⊢ t : AK ◦∏ni=1ûAi sJΓ ⊢ t : AK ◦ ⟨−, . . . ,=⟩ ◦∏ni=1X(sJ−K,uAi ) ◦∏ni=1 sJ−K
γA ◦ s ′JΓ ⊢ t : AK ◦∏ni=1ûAi sJΓ ⊢ t : AK ◦ ⟨−, . . . ,=⟩ ◦∏ni=1 (X(sJ−K,uAi ) ◦ sJ−K)
sJΓ ⊢ t : AK ◦ ⟨−, . . . ,=⟩ ◦∏ni=1 γAi ◦∏ni=1ûAi sJΓ ⊢ t : AK ◦ ⟨−, . . . ,=⟩ ◦∏ni=1(γAi ◦ ûAi )
κt
qA◦s ′JΓ⊢t :AK◦∏ni=1 ûAi 




σ JΓ⊢t :AK◦∏ni=1 ûAi 
sJΓ⊢t :AK◦⟨−, ...,=⟩◦fuse−1
sJΓ⊢t :AK◦⟨−, ...,=⟩◦fuse
sJΓ⊢t :AK◦⟨−, ...,=⟩◦∏ni=1 uAi
Figure 3. The definition of κt .
Tt Tt ′
Bt Bt ′
sJ−K◦q̂A◦s ′JΓ⊢τ :t⇒t ′:AK◦∏ni=1 ûAi
κt  κt ′
sJΓ⊢τ :t⇒t ′:AK◦⟨−, ...,=⟩◦∏ni=1 sJ−K
(a) Relating sJΓ ⊢ τ : t ⇒ t ′ : τ K and s ′JΓ ⊢ τ : t ⇒ t ′ : τ K.
Tt (Γ)
(
x1, . . . , xn
)
Tt ′(Γ)
(
x1, . . . , xn
)
sJΓ ⊢ t : AK ◦ ⟨π1, . . . , πn⟩ sJΓ ⊢ t ′ : AK ◦ ⟨π1, . . . , πn⟩
sJΓ ⊢ t : AK sJΓ ⊢ t ′ : AK
κt  κt ′
sJΓ⊢τ :t⇒t ′:AK◦⟨π1, ...,πn ⟩
 
sJΓ⊢τ :t⇒t ′:AK
(b) Expressing sJΓ ⊢ τ : t ⇒ t ′ : AK as a composite independent of τ .
Figure 4. The proof of Proposition 4.15. Here Tt := sJ−K ◦ q̂A ◦ s ′JΓ ⊢ t : AK ◦∏ni=1ûAi is the clockwise route around Figure 2
(along the top) and Bt := sJΓ ⊢ t : AK ◦ ⟨−, . . . ,=⟩ ◦∏ni=1 sJ−K is the anticlockwise route around Figure 2 (along the bottom).
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On a product type
∏n
i=1Ai , unquote(∏i Ai ) is the n-ary tu-
pling of the composite
µ(∏i Ai ) projk−−−→ µAk unquoteAk−−−−−−−−→ s˜JAk K (k = 1, . . . ,n)
and quote(∏i Ai ) is∏n
i=1s˜JAiK ∏ni=1 quoteAi−−−−−−−−−−→∏ni=1ηAi tup−−→ η(∏i Ai )
For exponential types, unquoteX =▷Y is the currying of
µX =▷Y×s˜JX K µX =▷Y ×quoteX−−−−−−−−−−−→ µX =▷Y×ηX app−−→ µY unquoteY−−−−−−−→ s˜JY K
and quoteX =▷Y is the composite
(s˜JX K=▷ s˜JY K) → νX =▷ηY lam−−→ ηX =▷Y
where the first arrow is the currying of(
quoteY ◦ evals˜JX K,s˜JY K)
◦ (((s˜JX K=▷ s˜JY K) × unquoteX ) ◦ ((s˜JX K=▷ s˜JY K) × var) )
Write unquoteA := (ûA,uA,uA) and quoteA := (q̂A,qA,qA),
so that π (unquoteA) = uA and π (quoteA) = qA. The follow-
ing is then a straightforward induction using the structural
isomorphisms arising from the cartesian closed structure of
gl
(⟨s⟩) .
Lemma 4.14. For every type A ∈ B˜, there exist natural iso-
morphisms uA  IdsJAK and qA  IdsJAK.
We now argue similarly to our first proof of Theorem 1.1.
For Γ := (xi : Ai )i=1, ...,n and any rewrite Γ ⊢ τ : t ⇒ t ′ : A
we shall construct a diagram relating sJΓ ⊢ τ : t ⇒ t ′ : AK
and s ′JΓ ⊢ τ : t ⇒ t ′ : AK (Figure 4a), then observe this dia-
gram degenerates so thatwemay express sJΓ ⊢ τ : t ⇒ t ′ : AK
as a composite of 2-cells which do not depend on τ (Fig-
ure 4b).
We start our construction of Figure 4a by using the 1-cells
unquote and quote. Together with the isomorphisms of the
preceding lemma and the structural isomorphisms IdsJAK ◦
f  f , these give rise to the following two diagrams for
every type A ∈ B˜:
dM(−;A) GA
X (sJ−K, sJAK) X (sJ−K, sJAK)
uA⇐sJ−K
ûA
γA

IdX(sJ−K,sJAK)
X(sJ−K,uA)
GA dN(−;A)
X (sJ−K, sJAK) X (sJ−K, sJAK)γA
qA⇐
q̂A
sJ−K
X(sJ−K,qA)

IdX(sJ−K,sJAK)
Pasting
∏n
i=1uAi and qA with the 2-cell σJΓ ⊢ t : AK of (14)
and the isomorphism fuse :
∏n
i=1 дi◦
∏n
i=1 fi

=⇒∏ni=1(дi ◦ fi )
arising from the pseudo-functoriality of
∏n
i=1(−), one ob-
tains Figure 2. Now let κt be the (invertible) composite of
all the 2-cells in Figure 2 that are independent of τ : namely,
qA, σJΓ ⊢ t : AK, fuse−1 •∏ni=1 uAi • fuse and the structural
isomorphisms. This is defined explicitly by Figure 3. Since
sJΓ ⊢ τ : t ⇒ t ′ : AK and s ′JΓ ⊢ τ : t ⇒ t ′ : AK are related
by the cylinder condition, κt satisfies Figure 4a, in which we
writeTt for the clockwise composite around Figure 2 (follow-
ing s ′JΓ ⊢ t : AK along the top) and Bt for the anticlockwise
composite around Figure 2 (following sJΓ ⊢ t : AK◦(−) along
the bottom).
We now construct Figure 4b from Figure 4a. SinceN(−;A)
is locally discrete, the top horizontal arrow of Figure 4a is
the identity 2-cell. Hence, recalling that Γ := (xi : Ai )i=1, ...,n
and since Lxi MΓAi = xi , we have
Tt (Γ)(x1, . . . , xn) = Tt ′(Γ)(x1, . . . , xn)
while, moreover, one calculates that
Bt (Γ)(x1, . . . , xn) = sJΓ ⊢ t : AK ◦ ⟨π1, . . . , πn⟩
Bt ′(Γ)(x1, . . . , xn) = sJΓ ⊢ t ′ : AK ◦ ⟨π1, . . . , πn⟩
One therefore obtains the top square of Figure 4b by in-
stantiating Figure 4a at Γ and evaluating at (x1, . . . , xn). The
bottom square of Figure 4b is obtained by composing with
the canonical isomorphism f ◦ ⟨π1, . . . , πn⟩ =⇒ f
(
c.f. dia-
gram (4)
)
. Since each morphism in Figure 4b is invertible,
it follows that sJΓ ⊢ τ : t ⇒ t ′ : AK is equal to the clockwise
route around this diagram (with the morphisms in the left-
hand column inverted). This 2-cell depends only on the con-
text Γ, the type A, and the terms t and t ′, therefore any pair
of parallel rewrites must be interpreted by the same 2-cell.
Proposition 4.15. For any set of base types B, cc-bicategory
(X,Πn(−),=▷), set map s : B → X, and parallel pair of
rewrites Γ ⊢ τ : t ⇒ t ′ : A and Γ ⊢ τ ′ : t ⇒ t ′ : A in Λ×,→ps ,
sJΓ ⊢ τ : t ⇒ t ′ : AK = sJΓ ⊢ τ ′ : t ⇒ t ′ : AK (15)
We can finally prove Theorem 4.1.
Proof of Theorem 4.1. Instantiate (15) for the inclusion ι :
B ↪→ S(B), and apply the local faithfulness of ιJ−K (Proposi-
tion 4.2). □
Since S(B) is biequivalent to the free cc-bicategory on
B (Section 4.1.1), this completes the second proof of Theo-
rem 1.1.
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