Applications of almgren-pitts min-max theory by Sarquis Aiex Marini Ferreira, Nicolau
Applications of Almgren-Pitts Min-max Theory
Nicolau Sarquis Aiex Marini Ferreira
A thesis presented for the degree of
Doctor of Philosophy of Imperial College
and the
Diploma of Imperial College
Department of Mathematics
Imperial College London
United Kingdom
13th May 2016

Copyright
This text is being distributed in an “open source”fashion, under the GNU Free
Documentation License (GFDL), much in the manner that open source software
like the Linux operating system is distributed. This confers certain rights on
you, the reader, but also carries certain restrictions that limit your ability to
restrict the rights of others. More information about how the open source model
operates both in general and in this particular instance can be found in the text
of the GNU Free Documentation License (GFDL).
2
Acknowledgements
I thank my adviser Andre´ Neves for his continuous support throughout the
development of this thesis and for all his teachings in the past years. None of
this would be possible without his help. I have learned a lot from him and
hopefully I will continue learning.
I am thankful to Fernando Marques for comments and corrections on the
results contained in this work, as well as Ben Sharp for continually helping
me improving my results and useful conversations during his stay at Imperial
College.
I would also like to thank my colleagues Lars, Charles and Martin for their
friendship as well as everyone else that made these PhD years more pleasant.
A special thanks to Celso and Lucas that, on top of many conversations that
improved this material, were very kind to help me revise it.
I wish to thank Conselho Nacional de Desenvolvimento Cient´ıfico e Tec-
nolo´gico (CNPq-Brasil) for fully funding my studies at Imperial College London.
3
Abstract
We develop an application of Almgren-Pitts min-max theory to the study of
minimal hypersurfaces in dimension 3 ≤ m + 1 ≤ 7 as well as computing the k-
width of the round 2-sphere for k = 1, . . . ,8. We show that the space of minimal
hypersurfaces is non-compact for an analytic metric of positive curvature and
construct a min-max unstable closed geodesic in S2 with multiplicity 2.
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Chapter 1
Introduction
This thesis is concerned with the study of minimal hypersurfaces and closed
geodesics, that is, critical points to the area and length functional respectively.
More specifically we want to understand the space of such objects that can be
obtained via the min-max procedure developed by F. Almgren [4] and J. Pitts
[33]. In both cases the approach is by using techniques of geometric measure
theory and geometric analysis.
The geometric invariant that will play an important role is the width of a
manifold which has a variational definition and it corresponds to critical values
of the area or length functional. Inspired by Morse theory we want to use these
functionals to obtain information on the topology of the space of hypersurfaces
or curves. We use Lusternik-Schnirelmann theory techniques to also study the
topology of the space of critical points.
In the following sections we will provide an overview of the above mentioned
objects and techniques and explain the main results in this work.
1.1 Minimal Surfaces
Minimal surfaces are very important objects in geometry and have applications
to many areas of mathematics such as calculus of variations, partial differential
equations and general relativity. The first non-trivial example of a minimal
surface was given by L. Euler in 1744 in R3 as the revolution of the catenary
curve on the plane. In 1760 J. L. Lagrange [19] formulated the minimal surface
equation for graphs of functions defined on a domain of R2 as part of his work
on calculus of variations. Later J. B. Meusnier showed that this is equivalent to
the vanishing of the mean curvature of the graph.
We are interested in finding minimal submanifolds and studying the space of
solutions. For that reason it will be convenient to use the variational definition.
We say that an immersion F ∶ Σ →M is miminal if for any variation Ft ∶ Σ →M
with F0 = F that preserves the boundary (if ∂Σ ≠ ∅) we have ddt t=0volk(Ft(Σ)) =
0, where volk denotes the k-dimensional volume induced by the metric g. In
case Σ is non-compact we also require Ft
Σ /K = F0 Σ /K for some compact set
K ⊂ Σ.
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This definition is related to the mean curvature by the first variation formula
d
dt t=0volk(Ft(Σ)) = ∫Σ g(HΣ,X)dvolΣ +∫∂Σ g(ν∂Σ,X)dvol∂Σ
where X is the vectorfield given by X(q) = ∂
∂t t=0F (q, t) along Σ and ν∂Σ is the
outward normal vectorfield of ∂Σ inside Σ (if ∂Σ ≠ ∅).
Our approach is inspired by Morse theory and min-max theory, which are in
principle variational methods. In general we cannot expect to find non-trivial
minimisers of area on the class of surfaces, so we are actually interested in
finding critical points of higher index.
For a more complete survey on the history and theory of minimal surfaces,
we suggest [32] by R. Osserman and [28] by W. H. Meeks III and J. Pe´rez.
1.2 Closed Geodesics
A geodesic is a curve that is locally length minimising. A closed geodesic can be
defined as a 1-dimensional immersed minimal submanifold. As before, we are
interested in the variational approach, so we define an unparametrized closed
geodesic as a critical point of the length functional on the space of absolutely
continuous closed curves on a Riemannian manifold (M,g). A parametrized
closed geodesic is a critical point of the energy function, which forces the curve
to be parametrized proportional to the arc-length.
The existence of closed geodesics is related to periodic solutions of physical
systems, such as the n-body problem. To our knowledge H. Poincare´ [34] in
1905 was the first to propose the existence of closed geodesics. He claimed that
any convex 2-sphere admits a closed geodesic without self-intersections. In 1927
G. D. Birkhoff [6] proved that any metric on Sn admits at least one closed
geodesic. This was later extended to any closed Riemannian manifold by L. A.
Lusternik and A. I. Fet [22] in 1951.
In the particular case of S2 Birkhoff’s proof uses a family of closed curves
parametrized by RP 1 that correspond to parallel circles in the round 2-sphere.
This family represents a non-trivial homotopy class in the space of loops. Fol-
lowing a min-max approach, similiar to a “mountain-pass lemma”, one then
minimises the maximal length among all families that are homotopic to the
parallel circles. Then, using a curve shortening process one can prove that this
min-max value is actually attained by a closed geodesic.
Figure 1.1: Sweepout of a 2-sphere
In 1929 Lusternik and L. G. Schnirelmann [23] observed that Birkhoff’s
family parametrized by S1 is actually the restriction of a family of closed curves
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parametrized by RP 3 that corresponds to all circles in S2 (intersections with
affine planes). This 3-parameter family in fact detects non-trivial topology, in
the space of loops, of dimensions 1, 2 and 3 simultaneously. A similar process to
Birkhoff’s can be used to prove the existence of 3 distinct simple closed geodesics
(without self-intersection). By distinct we mean that one is not a covering of the
other. Their result is optimal because a 2-dimensional ellipsoid with unequal
axis has exactly 3 simple closed geodesics.
Their proof relies on finding three critical values each of which correspond to
a closed geodesic. If two such values are equal they have a topological argument
to show the existence of infinitely many critical points at that level set. To
derive a contradiction they suppose there are only finitely many critical points
and follow the ideas of Morse theory. In the generic case there is an injective
correspondence between non-trivial topology and critical values. In this case
there are two non-trivial families detecting the same critical value which con-
tradicts the heuristics suggested by Morse theory. From these ideas the authors
came up with what is now known as Lusternik-Schnirelmann category, which is
a topological invariant that gives a lower bound on the number of critical points
for smooth functions. We will explain this in further detail in section 1.4, it will
play an important role in one of our main results.
When the values are distinct then the critical points have different length.
However, if two critical values are related by a rational multiple it could hap-
pen that the corresponding critical points are coverings of the same geodesic.
At this step there was a gap in their proof that was later solved by different
mathematicians independently (see for instance [39]).
The works of J. Franks [14] in 1992 and V. Bangert [5] in 1993 prove that any
metric on the 2-sphere has infinitely many closed geodesics (see also a quantita-
tive result by N. Hingston [18]). However, we would like to point out that their
proof relies on the theory of 2-dimensional dynamical systems and exploits the
dynamics of the geodesic flow. To our knowledge, there is no purely variational
proof of this fact and it would be interesting to know if these geodesics can also
be obtained by a min-max procedure.
For further reading on this subject we recommend a survey by A. Oancea
[31].
1.3 Geometric Measure Theory
In our applications we will be interested in finding stationary solutions of a vari-
ational problem. To be more specific we want to find critical points for area.
First we must make rigorous the notion of space of all objects that we are work-
ing with and also what we mean by “area” in this setting. For simplicity we say
“area” to refer to volume or length of any geometric object of positive codimen-
sion, for example the volume of a hypersurface or the length of a curve. Here we
explain how geometric measure theory generalizes the notion of submanifolds
and why this approach is useful for variational problems in geometry.
For motivation let us consider the Plateau problem, that is, the problem of
finding a surface of least area with fixed boundary in R3. For instance, say we
fix the boundary to be a simple closed curve. We could choose our space of
surfaces to be an appropriate Sobolev space of maps of a disk into R3 and take
the functional to be the usual area. A priori this would be a good approach
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but it is too restrictive as we are limiting ourselves to finding a topological disk.
For example, we could have a simple closed curve whose solution to the Plateau
problem is a torus with a disk removed and this cannot be obtained as limit of
disks. If we want to find solutions to arbitrary boundary conditions we must
allow change of topological type.
Figure 1.2: Solution to Plateau problem is not a disk
As another example, take two parallel circles of the same length. The first
approach would be to find a minimal annulus. In fact, we can always find a
catenoidal neck for this given boundary. However, if the circles are sufficiently
far apart then the annular solution is a degeneration of pinching necks whose
image is the union of two disks and a line segment. In this case, even though
we want to allow such degenerations, we also want to find smooth solutions so
this object should be identified to the union of two disks.
Figure 1.3: Annulus degeneration
These examples suggest that we must include singular objects to allow
change of topological structure. The two properties that we must keep in mind
are compactness (as seen in the first example) and regularity (as represented in
the second example). So one must be careful when enlarging the space of all
objects.
In 1960 H. Federer and W. H. Fleming [11] introduced the concept of rec-
tifiable currents following the ideas of deRham [9], that is, distributions on the
space of differential forms. A k-dimensional rectifiable current on a manifold
M is a distribution on the space of differential k-forms such that its support
defines a k-rectifiable set. A k-rectifiable set is simply a countable union of
k-dimensional C1 submanifolds except for a set of Hk measure zero. That is,
a rectifiable set has a tangent space Hk-almost everywhere, which allows us to
define an integration theory. This space comes naturally with a boundary oper-
ator, dual to the differential on k-forms that is used to make precise the Plateau
problem for example.
This generalizes the notion of submanifolds in the following sense. Let Σ ⊂M
be a k-dimensional oriented smooth submanifold of M and let ξ be the k-
vectorfield that defines the pointwise orientation of the tangent space of Σ. We
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define the current
TΣ(η) = ∫
Σ
ηx(ξx)dvolΣ,
for any k-form η on M .
The general example of a rectifiable current is very similar. Let R ⊂ M be
a k-rectifiable set, ξ be a Hk-locally integrable k-vectorfield and θ ∶ R → R aHk-locally integrable function and define
TR,ξ,θ(η) = ∫
R
θ(x)ηx(ξx)dHkx,
for any k-form η on M . We could have chosen θ to take values on Z and have
an integer coefficient current.
The first topology to consider is the weak* induced by duality. This would
give us a compactness theorem by Banach-Alaoglu, but one must first show that
rectifiable currents are closed under weak* convergence. The notion of area is
given by the mass norm, defined as
M(T ) = sup{T (η) ∶ ∥η∥ ≤ 1},
where ∥η∥ denotes the L2-norm of η as a differential form, induced by the Rie-
mannian metric. This norm induces a distance between two currents T1, T2 as
M(T1 − T2) and it induces a second topology that is stronger than the weak*.
It was also introduced the notion of flat distance that defines a third topology
weaker than the weak*. The flat distance between two currents T1, T2 is the least
area of the (k+1)-dimensional current whose boundary is T1 −T2. Consider the
codimension 1 case, take two hypersurfaces M1 and M2, the flat distance is the
least volume of the open sets whose boundary is M1 ∪M2.
T1
T2
T1
T2
T1
T2
(a) (b) (c)
Figure 1.4: (a): M(T1 − T2)≪ 1; (b) T1 and T2 are weak*-close but the mass
distance is strictly positive M(T1 − T2) > M(T2); (c) flat distance is small but
T1 and T2 are not weak* close because their masses are very different
The flat norm was first introduced by Whitney [44], he also defined the
“sharp norm”. He used the notation ♭ and ♯ respectively, hence the chosen
nomenclature.
Finally, the space of integral flat chains is simply the closure under the flat
distance of the set of currents {TR,ξ,θ}, as in the general example, where θ takes
value in Z.
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The advantage of the flat distance is that the boundary operator is con-
tinuous which is not true for the mass topology. Besides, the mass is lower
semicontinuous, that is, the mass can only decrease under flat convergence. In
particular that is not an issue if one is trying to find minimizers of area such
as in the Plateau problem. Moreover, there is a compactness theorem for flat
chains T such that both T and its boundary have bounded mass.
In the end we were able to expand the space of all objects without losing
its core properties, but it adds the need for a regularity theory since we have
introduced many singularities. For example, the space of flat chains of maximal
dimension is isometric to the space of L1-functions. This shows that flat chains
can be very singular. Since we are interested in unoriented surfaces, we remark
that it is possible to define flat chains modulo 2 from the above definition. This
is essentially the same as before, but ignoring orientation and multiplicity.
We want to find critical points for the mass functional. Our motivation is to
exploit the topology of the space of objects, in this case, currents. In 1962 F. J.
Almgren [2] studied the topology of the space of integral flat cycles, that is, flat
chains with no boundary, denoted by Zk(M). He showed that the homotopy
groups pil(Zk(M),0) centered at the zero cycle are isomorphic to Hl+k(M). He
did it for integer coefficients but it works in the same way for flat cycles modulo
2.
In the codimension 1 case this means that Zm(Mm+1;Z2) has the same
homotopy groups as RP∞. In particular they have isomorphic cohomology
ring, which is
H∗ (Zm(M);Z2) = Z2[λ],
the space of polynomials with coefficients modulo 2 and generator λ ∈H1(Zm).
We can compare this to Lusternik-Schnirelmann’s result. What they did was
to find a family that realizes the inclusion RP 3 ↪ Z1(S2) ≃ RP∞ and detects
the first three non-trivial cohomology classes, λ, λ2 and λ3.
Almgren also introduced the concept of varifolds, rectifiable varifolds and
integral varifolds [4, 3]. Integral varifolds of dimension k are essentially a finite
union (or a formal sum) of k-dimensional submanifolds counted with multiplic-
ity. In fact we consider the measure that is defined by integration of Hk over a
submanifold and consider the closure under weak convergence of measures.
It is not clear how to define the boundary of a varifold. However, the advan-
tage is that we can define a first variation of varifolds, which allows us to define
stationary varifolds, that is, those whose first variation of area vanishes. When
the varifold is given by a surface, then its first variation coincides with the usual
first variation formula of area. Thus, a stationary varifold with smooth support
is a minimal surface (with possible multiplicity and self intersection).
The reason why varifolds are important is because, unlike the Plateau prob-
lem, we are not interested in finding minimizers of the area functional, so loss
of mass becomes an issue. In fact we want to find critical points of higher index
and in order to overcome the loss of mass we consider limits in the varifold sense
and allow multiplicity. At the same time, the space of varifolds is a cone inside
a larger vectorspace, so it does not have a topology as rich as the space of cycles
mod2. For that reason Almgren used them both together (what he called VZ
spaces). We will explain this further in a later section.
For a historical overview on the development of Geometric Measure Theory
we suggest an unpublished survey by Fleming [12].
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1.4 Lusternik-Schnirelmann Category
Lusternik and Schnirelmann in 1934 [24] defined a topological invariant for man-
ifolds called category. Their goal was to provide a lower bound on the number
of critical points of any smooth function based on the topology of the domain.
Later R. H. Fox reformulated their definition [13] and established relations with
invariants from algebraic topology. For example, he showed that the category
is bounded from below by the order of any element in the cohomology ring of a
manifold.
As we have already mentioned, Almgren showed that the cohomology ring
of the space of flat cycles mod 2 is isomorphic to polynomial rings with Z2
coefficients. In this case every element has infinite order, so, inspired by Fox’s
result, its category should also be infinite. That is, it indicates the existence of
infinitely many critical points if we could define smooth functions in that space.
In any case, these critical points would be flat cycles so there would still remain
the problem of regularity.
The Lusternik-Schnirelmann category is defined as the least number of con-
tractible sets necessary to cover a manifold M and we denote it by LS(M). It
turns out that any smooth function must have at least this number of critical
points.
To understand this, let us compare it to Morse theory. With a Morse function
we use the structure around critical points to decompose the manifold into a
CW complex, which establishes a relation with its topological structure. Each
critical point corresponds to a cell in this complex, which is related to the
homology of the manifold. Viewing this relation in reverse, for each homology
class there corresponds at least one critical point.
Now, for an arbitrary smooth function f there is no Morse lemma but we
still have a decomposition based on the category. We stratify the manifold
according to the increasing category of subsets of the form f−1(−∞, x). It turns
out that whenever we pass from one strata to the next it corresponds to a critical
value of f . In other words, let a < b be real numbers, if LS(f−1(−∞, a)) <LS(f−1(−∞, b)) then there must be a critical value c ∈ (a, b). Whether this
critical value corresponds to a finite number of isolated critical points or not
depends on the value LS(f−1(−∞, c−ε))−LS(f−1(−∞, c+ε)) for arbitrary ε > 0.
If the difference is greater than 1 then there must be infinitely many critical
points at that level set (in fact it has to be more than just an accumulating
sequence). They proved that either there are as many critical values as the
category of the ambient space or there exists one critical value whose level set
has infinitely many critical points.
An important part of our work is trying to adapt their idea in a setting. We
will be working with the mass functional which is not even continuous in the
flat topology. Besides, the space of cycles is not a manifold so it is impossible
to apply their results directly.
For a complete reference on this subject see [8].
1.5 Almgren-Pitts Min-max Theory
In [4] Almgren showed the existence of stationary integral varifolds of any di-
mension on arbitrary manifolds. The rough idea was to find a non-trivial family
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of cycles and apply a “mountain pass lemma” on its homotopy class. To do
that he introduced the F-metric on Zk(M) whose topology is equivalent to
the weak* topology. This corresponds to simultaneous convergence in the flat
topology and in the varifold sense.
Let us explain the precise statement and briefly how to prove it. Given a
closed manifold M and an F-continuous map F ∶ IN → Zk(M), with IN being
the N -dimensional unit cube for some N > 0, satisfying
sup
t∈IN M(F (t)) > sups∈∂IN M(F (s))
then there exists a stationary integral k-varifold V such that its mass is
∥V ∥(M) = inf
G∈[F ] supt∈IN M(G(t)),
where [F ] denotes the homotopy class of F in the F-topology.
First, we observe that the existence of a non-trivial family of cycles is given
by the isomorphisms pim+1−k(Zk(M),{0}) ≃ Hm+1(M ;Z2), where m + 1 is the
dimension of the manifold. However, this isomorphism is defined for flat topol-
ogy and Almgren overcame this issue by using sequences of discrete maps that
approximate an F-continuous map. Nevertheless, for simplicity let us assume
that we have map F ∶ Im+1−k → Zk(M ;F) continuous in the F-topology such
that ∂Im+1−k is mapped onto zero cycles and sup{M(F (t)) ∶ t ∈ Im+1−k} > 0
and denote
L[F ] = inf
G∈[F ] supt∈IN M(G(t)).
Take a sequence {Fi}i∈N of F-continuous maps homotopic to F and ti ∈
Im+1−k such that M(Fi(ti)) = sup{M(Fi(t)) ∶ t ∈ Im+1−k} , put Vi = ∣Fi(ti)∣
its associated varifolds and call it a min-max sequence. Now, we would like to
apply the compactness therem for integral varifolds to obtain V as a limit of the
associated varifolds such that ∥V ∥(M) = L[F ]. However, it is not always true
that V will be stationary so we must first apply a pull-tight procedure which
plays a role analogous to the gradient flow in Morse theory.
The pull-tight map decreases the mass of a varifold proportional to its dis-
tance to the set of all stationary varifolds. That is, if V is not stationary then
neither are Vi for large i (because the space of stationary varifolds is closed)
and after applying the pull-tight map we would be able to decrease the mass of
all Vi by a uniform amount. So, if this was the case for any choice of Fi and ti
then we would have a contradiction because it would decrease the value L[F ]
by a uniform amount. Finally this shows that it is possible to choose Fi and ti
so that its limit in the varifold sense is a stationary integral varifold.
It was only later that J. T. Pitts (see [33]) improved Almgren’s result and
showed that, in the codimension 1 case, it is possible to find a varifold V whose
support is given by a smooth embedded minimal hypersurface when the ambient
dimension is 3 ≤ m + 1 ≤ 6. Pitts introduced the concept of almost minimising,
showed that V can be chosen to satisfies that property and then proved regu-
larity for such varifolds.
A varifold V is said to be almost minimising on an open set U if every 1-
parameter perturbation of V with support in U that decreases area at the end
point must increase area in the interior. This means that when V is not almost
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minimising on an open set, then it is possible to locally decrease area. If no
accumulation point satisfy this property then he shows that it is possible to re-
duce the area of the min-max sequence by a uniform amount, thus contradicting
the definition of L[F ].
The regularity comes from the fact that almost minimising varifolds are
locally stable almost everywhere. Pitts proved that when 3 ≤ m + 1 ≤ 6 the
points where V is not stable are finite and isolated and it is a well known
fact that isolated singularities are removable for minimal hypersurfaces. This
regularity result was later extended to dimension 7 by R. Schoen and L. Simon
in [35]. They also showed that in any dimension the singular set has Hausdorff
codimension at least 7.
Sweepouts and width
In order to show the existence of more than one minimal hypersurface one
could try to find non-trivial families of cycles that represent distinct homotopy
classes and apply Almgren-Pitts min-max procedure to find a stationary integral
varifold for each class. Even though the support of these varifolds are smooth
embedded minimal hypersurfaces they come with multiplicity so they could all
very well have the same support thus not providing any new solution. In some
cases this idea works as it was recently used to prove the existence of infinitely
many minimal hypersurfaces under positive Ricci by F. C. Marques and A. Neves
[25] as well as in the case of a non-compact ambient space by R. Montezuma
[29]. From now on we only consider the codimension 1 case.
Firstly one must find non-trivial flat continuous families of cycles. This will
come from the isomorphism H∗(Zm(M);Z2) = Z2[λ]. Let X ⊂ IN be a cubical
subcomplex for some N ∈ N, we say that a flat continuous map F is a p-sweepout
if 0 ≠ F ∗(λp) ∈Hp(X;Z2), where λp denotes the p-th cup power. The geometric
meaning of this definition is that for any choice of p disjoint open sets of M there
exists a cycle F (x) that divides each of them in half. Roughly speaking it means
that for any choice of p points in M there exists a cycle F (x) that goes through
each point. Topologically it means that it defines a non-trivial homology class
of dimension p.
Figure 1.5: Cycle on a 3-sweepout
Even though it produces an infinite number of non-trivial families of cycles,
we are unable to apply Pitts’ result because these are only flat continuous and
not F-continuous. Marques and Neves in [26] overcame this by discretizing the
family into a sequence of discrete maps onto Zm(M) as Almgren and Pitts
did, then they interpolated these discrete maps to obtain a mass continuous
family (in particular F-continuous), similar to the construction of the Almgren
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isomorphism in [2]. To be precise, given a flat continuous map F ∶X → Zm(M)
with no concentration of mass, they produce a mass continuous map F˜ ∶ X˜ →Zm(M ;M) such that L[F˜ ] ≤ L[F ], where X˜ ⊂ X is a possibly smaller cubical
subcomplex. The hypothesis of no concentration of mass means that we must
avoid currents that are “Dirac like” such that mass is accumulated in points.
Now that we have F-continuous families F ∶ X → Zm(M ;F) we can apply
Pitts’ result to obtain a stationary integral varifold whose support is a smooth
embedded minimal hypersurface, but they could all have the same support.
Denote by Pp(M) the set of all p-sweepouts F ∶ X → Zm(M) with no concen-
tration of mass, where X ⊂ IN is any cubical subcomplex for any N ∈ N. We
define the p-width of a manifold as
ωp(M) = inf
F ∈Pp(M) sup{M(F (x)) ∶ x ∈ dmn(F )},
where dmn(F ) denotes the domain of F . Ideally the width corresponds to the
critical values of the mass functional that can be detected by sweepouts. Since
the variational definition of the eigenvalues of the Laplacian is similar to the
definition of the width, it was suggested by M. Gromov [15] that the latter
should be considered as a non-linear spectrum for the area.
It was shown by Gromov and later extended by L. Guth (see [16]) that the
width has sub-linear growth. To be precise, they showed that there exist positive
constants c and C depending only on m + 1 = dim(M) such that
cp
1
m+1 ≤ ωp(M) ≤ Cp 1m+1 .
The lower bound comes from the fact that any p-sweepout must divide any
choice of p disjoint balls in half, then one applies an isoperimetric inequality for
each ball. The upper bound is obtained by constructing a sweepout of small
mass, which is possible because we are working with coefficients mod 2. The idea
is to take a sweepout and deform it onto a triangulation of the manifold causing
overlapping cycles to cancel each other and reduce mass. This can be done
except for a small set of cycles passing near the centres of the triangulation’s
cells. However, the set of exceptional cycles can be made very small so we can
still control its mass.
Finally we have all the tools to prove the existence of more minimal hy-
persurfaces. Suppose for simplicity that we have only one embedded minimal
hypersurface Σ in M . It follows from Pitts’ result that for each p ∈ N there exist
a stationary integral varifold Vp with smooth embedded minimal support and∥Vp∥(M) = ωp. By uniqueness we must have Vp = np∣Σ∣ for some np ∈ N and
ωp = npvol(Σ).
Now there are two cases, either there exists p such that ωp = ωp+1 or ωp < ωp+1
for all p ∈ N. In the first case it is possible to prove the existence of infinitely
many minimal hypersurfaces with a topological argument similar to Lusternik
and Schnirelmann’s. The second case implies that the multiplicity {np}p∈N is
strictly increasing. Since these are integer numbers, it contradicts the fact
that ωp has sub-linear growth. That is, we must have at least two minimal
hypersurfaces.
The argument doesn’t work if one only assumes the existence of finitely many
minimal surfaces because there is no contradiction in the second case. Say you
have two disjoint minimal hypersurfaces such that the area of the second one
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is an irrational multiple of the first. Then, each Vp could correspond to integer
combinations of these and still have sub-linear growing mass. Nevertheless,
Marques and Neves further observed that when the metric has positive Ricci
curvature then any two minimal hypersurfaces must intersect. Since the support
of Vp must be embedded it must be a multiple of a single minimal surface. In this
case the same argument as above works and the authors showed the existence
of infinitely many smooth embedded minimal hypersurfaces for manifolds with
positive Ricci curvature and dimension 3 ≤m + 1 ≤ 7.
From their proof it follows that the hypersurfaces they obtain when the width
is strictly increasing have distinct area so they correspond to distinct minimal
hypersurfaces. However, in the equality case they obtain infinitely many mini-
mal hypersurfaces with the same area. A priori they could all correspond to the
same hypersurface under an ambient rigid motion, as is the case of the equators
in Sn.
More recently Marques and Neves also gave an estimate on the index of these
hypersurfaces (see [27]). They showed that if V is obtained from a p-parameter
family of cycles then Index(supp(V )) ≤ p. For a bumpy metric it is expected
the index to be equal to the number of parameters. With that in mind they
conjectured that the unstable component of the support of V obtained by this
min-max procedure must have multiplicity one.
The main results of this thesis are related to these two problems. The first
shows that there are distinct minimal hypersurfaces even in the equality case, at
least when the metric is analytic which includes the round spheres. The second
result is an example in which unstable closed geodesics appear with multiplicity
as min-max critical points. The conjecture is only for hypersurfaces and we will
explain in the following section why the case of curves is different from higher
dimensions.
1.6 Main Results
In this section we describe in details the two main results in this thesis.
Min-max hypersurfaces
The first result is about the existence of minimal hypersurfaces on manifolds
with positive Ricci curvature and the behaviour of min-max hypersurfaces. By
a min-max hypersurface we mean a smooth embedded hypersurface that is ob-
tained by the Almgren-Pitts method for some family of cycles. At least when
the Riemannian metric is analytic we were able to obtain a result showing the
existence of non-isometric minimal hypersurfaces. The main theorem is the
following.
Main Theorem A. Let (Mm+1, g) be a closed Riemannian manifold of dimen-
sion 3 ≤m+1 ≤ 7 with Ric(g) > 0. If the metric g is analytic the spaceM(M,g)
of all min-max hypersurfaces is non-compact with respect to one-sheeted smooth
graphical convergence.
Together with Marques-Neves’ result and B. Sharp’s compactness theorem
[36] this implies the existence of a sequence of embedded minimal hypersurfaces{Σn}n∈N such that Index(Σn) + area(Σn) → ∞ which means that they cannot
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be the same hypersurface under an ambient isometry. In particular this implies
the round metric on Sm+1 with 3 ≤m + 1 ≤ 7 has infinitely many non-isometric
minimal hypersurfaces, which was previously not known. In the case of S3 this is
a well known fact, for example, H. B. Lawson [20] constructed minimal surfaces
of arbitrary genus.
If instead of assuming analyticity we take g to be bumpy with respect to
minimal immersions (which was recently shown to be a generic set of metrics
by B. White [43]) then we show that the width must be strictly increasing, as
one would expect. This allow us again to extract a sequence {Σn}n∈N satisfying
Index(Σn) + area(Σn)→∞.
Before giving an idea of the proof let us explain the statement. We defineM(M,g) as the set of all varifolds V that are obtained by Almgren-Pitts min-
max procedure for some homotopy class defined by any F-continuous function
F ∶ X → Zm(M) defined on any cubical subcomplex X ⊂ IN and arbitrary
N ∈ N. We say that a sequence of embedded hypersurfaces {Ni}i∈N converges
to N∞ graphically and smoothly with k-sheets if for every compact set Ω ⊂ N∞
and arbitrarily large i, there exist smooth functions ui
1, . . . , ui
k ∶ Ω → R such
that Ni ∩U is the union of the exponential graph of {uil}l=1,...,k in the normal
direction, where U is a neighbourhood of Ω in M .
Idea of proof
The proof is inspired by the topological method developed by Lusternik and
Schnirelmann. The first step is to show that if ωp = ωp+N then the category of
the set Mωp = {V ∈M ∶ ∥V ∥(M) = ωp} is greater or equal to N + 1, similar to
what happens for smooth functions. The main issue here is that we cannot use
the classical definition of Lusternik-Schnirelmann category because we do not
know if the space of cycles is locally contractible. This is a problem because if no
contractible covering exists then the classical Lusternik-Schnirelmann category
is infinite making this estimate useless. Instead we define the category in terms
of sets whose homotopy groups are all trivial which is only a slight generalization.
In fact, we also show that whenever the setMωp is homeomorphic to a smooth
manifold then the classical category satisfy the same lower bound. This gives
extra information when one already knows this set, for example in the case of
minimal spheres or Clifford tori in S3.
The second step is to show that there cannot exist a uniform number N > 0
such that ωp < ωN+1. This follows from the Gromov-Guth asymptotic estimates
that we already explained. In particular, this shows that for every i > 0 there
exists pi ∈ N such that ωpi = ωpi+i. At this step we need the analyticity hypothe-
sis to show that for each p there exists a p-sweepout F that realizes the p-width,
that is, ωp = L[F ]. This is important because we need to associate for each ωp
an element inM with that area. In the general case it is only known that there
exists a sequence of min-max varifolds whose area converges to ωp and, a priori,
this sequence might not satisfy the necessary compactness property given by
Sharp’s theorem [36], their index could be unbounded.
It follows from the first step that for each i > 0 the set Mωpi ⊂ M has
category greater than i. Since the category is monotone, it implies that M has
infinite category. At this stage it is important that we are using the generalized
category. If every set has a weakly contractible convering, then compact sets
always have finite category, hence M is non-compact.
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Min-max curves on Ellipsoids
The case of min-max curves is a bit different because there is no regularity
theorem, not even in the codimension 1 case. This means that Almgren’s re-
sult cannot be improved from integral stationary 1-varifolds to smooth closed
geodesics. However, integral stationary 1-varifolds have a fairly simple descrip-
tion, they are always given by the union of geodesic segments meeting at their
boundaries such that the velocity vectors sum to zero and are called geodesic
networks.
The best that one could expect is that these geodesic networks are the union
of intersecting closed geodesics, but this is also not generally true. Consider for
example, three half planes in R3 intersecting at a coordinate axis at an angle of
120o degrees. The intersection of this stationary cone with S2 defines a geodesic
network whose singular points are triple junctions, sometimes referred to as “Y”
singularity.
If one expects to find closed geodesics within geodesic networks then it is
necessary to exclude singular points of this kind. In this work we have obtained
a result towards this goal when the geodesic network is obtained via min-max
with mod 2 coefficients. We prove the following:
Main Theorem B. Let (Mm+1, g) be a closed Riemannian manifold and V ∈
IV1(M) be an integral stationary 1-varifold. If V is almost-minimising in annuli
at p ∈ supp(V ) then Θ1(V, p) ∈ N.
Together with Pitts’ result (in the arbitrary codimension case) it implies
that min-max geodesic networks do not have triple juntions. This is because
each geodesic segment contributes with half of the density at its boundary. A
varifold is said to be almost-minimising in annuli at a point p if there exists
r > 0 such that V is almost-minimising in any annulus whose outer radius is at
most r.
To prove this we observe that an almost-minimising varifold can be approxi-
mated by mod 2 cycles in the flat topology, at least locally. Even though varifold
convergence and flat convergence can be very different, in this case we show that
the geodesic segments with odd multiplicity must define a mod 2 cycle. That
is, there must be an even number of them, thus proving that the density is an
even number.
We remark that this is not sufficient to show that there always are min-max
geodesic networks formed by closed geodesics. Consider two copies of the same
geodesic network with triple junctions described above but rotate only one of
them around the singular point by a small angle. Its singularities have density
equal to 3, it does not contain any closed geodesic in its support and it can be
obtained by a min-max procedure with mod 2 coefficients.
As an application of this result we were able to compute the width of the
round 2-sphere up to 8 parameters.
Main Theorem C. Let S2 be the round 2-sphere of radius 1, then
(i) ω1(S2) = ω2(S2) = ω3(S2) = 2pi;
(ii) ω4(S2) = ω5(S2) = ω6(S2) = ω7(S2) = ω8(S2) = 4pi.
First we show that ω3 ≤ 2pi and ω8 ≤ 4pi by constructing two sweepouts with
3 and 8 parameters respectively. We do that using zero sets of polynomials with
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real coefficients in three variables then intersect it with S2. The upper bound
will follow by the Crofton formula that computes the length of a curve based
on the number of intersections with the equators on the sphere.
This is already sufficient to prove (i). To prove (ii) we then show that
2pi < ω4 so a 4-sweepout will not produce an equator. However, there are
geodesic networks of length between 3pi and 4pi, for example the one we already
described with triple juntions. On the other hand, we show that every geodesic
network on S2 with length strictly lower than 4pi and greater than 2pi must have
a triple juntion. Finally we can conclude that any 4-sweepout must produce a
geodesic network with length 4pi because triple junctions cannot arise as singular
points of min-max networks as we showed previously.
Figure 1.6: Triple junction on S2
As a final application we obtain a perturbation of this result for ellipsoids
that are sufficiently close to the round 2-sphere. If its axis are sufficiently close to
1 then the only closed geodesics with length less than 5pi are the three principal
circles with indices 1, 2 and 3, and its double coverings. We can prove that
its first 8 widths are strictly increasing and are realized by a geodesic network
whose support is the union of at most 2 principal equators. Since there are only
9 possible combinations and 3 of them are given by a single closed geodesic with
multiplicity 2 we conclude that at least one must be obtainable by a min-max
procedure. In other words, an unstable closed geodesic can arise as a min-max
critical point.
Figure 1.7: The next closed geodesic on an Ellipsoid must have self-intersection
19
Chapter 2
Preliminaries
In this chapter we establish notation and present all the preliminary results
necessary to prove the main theorems.
Throughout this chapter we assume (Mm+1, g) to be a closed smooth Rie-
mannian manifold of dimension m + 1 that is isometrically embedded in RL for
some L > 0 sufficiently large.
2.1 Varifolds and current
Basic notation
Since our applications will only make use of currents with coefficients in Z2 we
will omit it from the notation.
Let Ik(M) denote the space of k-dimensional flat chains with mod 2 coeffi-
cients in RL and having support in M . For terminology reasons we sometimes
refer to flat chains as currents as well. We denote by Zk(M) ⊂ Ik(M) the
subset of flat k-cycles . We write Vk(M), RVk(M) and IVk(M) the sets of
k-dimensional varifolds , rectifiable varifolds and integral varifolds in RL having
support in M and closed under weak* convergence, respectively. For a varifold
V ∈ Vk(M) its induced Radon measure on M is written as ∥V ∥ and its density
at a point p ∈M , when it exists, is denoted by Θk(V, p) ∈ R .
Given a k-current T ∈ Zk(M) we denote by ∣T ∣ ∈ IVk(M) its associated k-
varifold and by abuse of notation we write ∥T ∥ for the induced Radon measure
that coincides with the mass ∥T ∥(A) = M(T⨽A), for A ⊂M . Reversely, given an
integral k-varifold V ∈ Vk(M) we can construct a flat chain mod 2 [V ] ∈ Ik(M)
uniquely defined by the restriction Θk(∣[V ]∣, p) = Θk(V, p)mod2 for all p ∈ M
(see [41]). We remark that the last correspondence is not one-to-one.
The weak* topology on Vk(M) is induced by the F-distance defined as
F(V,W ) = sup{V (f) −W (f) ∶ f ∈ Cc(Grk(M))},
where Cc(Grk(M)) is the space of compactly supported functions defined on
the Grassmannian bundle over M .
On the space of flat chains we can define three different topologies. The first
is induced by the mass norm M
M(T ) = sup{T (η) ∶ η ∈ Ωkc (M), ∥η∥ ≤ 1},
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where Ωkc (M) is the space of compactly supported differential forms of dimen-
sion k and ∥η∥ = sup{∣ηx∣g, ∣dηx∣g ∶ x ∈ M} is the norm pointwisely induced by
the metric g on M . The second is induced by the flat norm
F(T ) = sup{M(Q) +M(S) ∶ Q ∈ Ik(M), S ∈ Ik+1(M) and T = Q + ∂S}.
The third is defined by dual convergence of the current and its associated var-
ifold. By abuse of notation we also denote by F the distance on the space of
currents defined as
F(T,S) = F(T − S) +F(∣T ∣, ∣S∣),
where the second term is the F-distance on the space of varifolds. We will writeZk(M), Zk(M ;F) and Zk(M ;M) depending on whether we are endowing the
flat, F and M topology respectively.
Almost minimising varifolds
Almost minimising varifolds can be defined depending on the coefficient group
that we are using for the flat chains. By simplicity we will only define it in
terms of Z2 and we will omit the group from notation.
Definition 2.1.1. Let U ⊂M be an open set, ε > 0 and δ > 0. We define
Ak(U ; ε, δ) ⊂ Zk(M)
as the set of cycles T ∈ Zk(M) such that any finite sequence T1, . . . , Tm ∈ Zk(M)
satisfying
(a) supp(T − Ti) ⊂ U for all i = 1, . . . ,m;
(b) F(Ti, Ti−1) ≤ δ for all i = 1, . . . ,m and
(c) M(Ti) ≤ M(T ) + δ
must also satisfy
M(Tm) ≥ M(T ) − ε.
We say that a varifold V ∈ Vk(M) is almost minimising in U if for every
ε > 0 there exists δ > 0 and T ∈ Ak(U ; ε; δ) such that
F(V, ∣T ∣) < ε.
Furthermore, we say that V is almost minimising in annuli at a point p ∈
supp∥V ∥ if there exists r > 0 such that V is almost minimising in the annulus
A(p; s, r) = B(p, r) /B(p, s) for all positive s < r.
It is not hard to show that almost minimising varifolds are stationary and
stable, but the converse is not necessarily true.
Proposition 2.1.2 ([33, §3.3]). Let V ∈ Vk(M) and U ⊂M be an open set. If
V is almost minimising in U then V is stationary and stable in U .
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The main property of almost minimising varifolds is the possibility of con-
structing replacements. These are varifolds that can be well approximated by
locally minimising currents. Before stating this property, let us explain what
we mean by locally minimising.
Definition 2.1.3. Let T ∈ Zk(M) and W ⊂M be an open set. We say that T
is locally mass minimising in W if for every p ∈ supp(T )⋂W there exists rp > 0
such that B(p, rp) ⊂W and for all S ∈ Zk(M) satisfying supp(T −S) ⊂ B(p, rp)
we have
M(S) ≥ M(T ).
In the one dimensional case we have the following characterization.
Proposition 2.1.4. Let W ⊂ M be an open set, Z ⊂ W compact and T ∈Z1(M) be locally mass minimising in W . Then each connected component of
supp(T )⋂Z is the restriction of a geodesic segment with endpoints in W /Z.
Proof. Let A ⊂ supp(T )⋂Z be a connected component. Cover A by finitely
many convex balls Bi = B(pi, r), i = 1, . . .m with r < rpi (as in Definition 2.1.3)
for all i. Denote C = supp(T )⋂(B1 ∪ . . . ∪Bm), then each component C⋂Bi
is the unique minimising geodesic connecting the two points in C⋂∂Bi. In
particular the endpoints A⋂∂Z belong to the interior of a geodesic segment
with endpoints in
○
Z and W /Z. We conclude that A is given by the image of a
broken geodesic with singular points in the interior of Z.
Now, for each singular point q ∈ A there exist rq such that T⨽B(q, rq) is
mass minimising relative to its boundary. Thus it must be a geodesic segment,
that is, q is a smooth point in A. This implies that C is the image of a geodesic
segment with endpoints in W /Z. The proof finishes by simply noting that
A = C⋂Z.
We now explain the properties of a replacement for an almost minimising
varifold.
Proposition 2.1.5 ([33, §3.11]). Let U ⊂ M be an open set, K ⊂ U compact
and V ∈ Vk(M) be almost minimising in U . There exists a non-empty setR(V ;U,K) ⊂ Vk(M) such that every V ∗ ∈R(V ;U,K) satisfy:
(i) V ∗⨽Grk(M /K) = V ⨽Grk(M /K);
(ii) ∥V ∗∥(M) = ∥V ∥(M);
(iii) V ∗ is almost minimising in U ;
(iv) V ∗⨽Grk( ○K) ∈ IVk(M) and
(v) for each ε > 0 there exists T ∈ Zk(M) locally mass minimising in ○K such
that F(V ∗, ∣T ∣) < ε.
A non-trivial consequence of the existence of replacements for stationary
varifolds is the following.
Theorem 2.1.6 ([33, §3.13]). Let U ⊂M be an open set and suppose V ∈ Vk(M)
is almost minimising in annuli at every point p ∈ U . If V is stationary in U
then V ⨽Grk(U) ∈ IVk(M) is an integral varifold.
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In particular this implies that a stationary varifold that is almost minimising
in annuli at every point of M must be integral.
We finish this section with the regularity of almost minimising varifolds of
codimension 1. This was first proved by Pitts [33] when the ambient dimension
is 3 ≤m + 1 ≤ 6 and then extended up to dimension 7 by Schoen-Simon [35].
Theorem 2.1.7 ([33, §7], [35, §4]). Let Mm+1 be a closed manifold of dimension
m + 1 with 3 ≤ m + 1 ≤ 7. If V ∈ IVm(M) is stationary and almost minimising
in annuli at every point p ∈ M , then supp∥V ∥ is a smooth embedded minimal
hypersurface.
Remark. In particular this implies that there exist {Σ1, . . . ,Σk} pairwise disjoint
smooth embedded minimal hypersurfaces and {n1, . . . , nk} positive integers such
that V can be written as
V = k∑
i=1υ(Σi, ni),
where υ(Σi, ni) denotes the varifold induced by Σi with multiplicity ni.
In another section we will approach the case of one dimensional varifolds
and prove a similar structure theorem.
Stationary varifolds in Sm
Let us digress a little bit and restrict to the case where the ambient space is
the round n-sphere. We will always assume that Sm is endowed with the round
metric induced by the euclidean metric on Rm+1.
The symmetry of Sm allows us to define the cone in Rm+1 induced by a
varifold on the sphere.
Definition 2.1.8. Given V ∈ Vk(Sm) we define C(V ) ∈ Vk+1(Rm+1) as the
varifold corresponding to the functional
C(V )(f) = ∫ ∞
0
τkV (fτ)dτ
where f ∈ CcGrk+1(Rm+1) and fτ ∈ CcGrk(Rm+1) is given by
fτ(x,P ) = {f (τx,P ⊕R⟨x⟩) , if x ∈ Sm and P ⊂ TxSm;
0, otherwise.
First we prove basic properties of this map C ∶ Vk(Sm)→ Vk+1(Rm+1).
Proposition 2.1.9. The cone map C ∶ Vk(Sm) → Vk+1(Rm+1) satisfy the fol-
lowing properties:
(i) C(V ) is a cone;
(ii) If a, b ∈ R≥0 and V,W ∈ Vk(Sm) then C(aV + bW ) = aC(V ) + bC(W );
(iii) If V ∈ RVk(Sm) then C(V ) is given by
C(V )(f) = ∫ ∞
0
τk ∫
Sm
f (τx, TV (x)⊕R⟨x⟩)Θk(V,x)dHkxdτ,
where f ∈ CcGrk+1(Rm+1) and TV (x) ⊂ TxSm is the tangent space of V
defined ∥V ∥-almost everywhere in Sm;
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Proof. (i): We must show that η0,λ#C(V ) = C(V ) for all λ > 0, where η0,λ(x) =
λx for x ∈ Rm+1. Take any f ∈ CcGrk+1(Rm+1) and compute
η0,λ#C(V )(f) = ∫ f(x, P˜ )d(η0,λ#C(V ))x,P˜= ∫ [Jk+1η0,λ](x)f(η0,λ(x),Dη0,λ x ⋅ P˜ )dC(V )x,P˜= 1
λk+1 ∫ f (xλ, P˜)dC(V )x,P˜= 1
λk+1 ∫ ∞0 τkV (f τλ )dτ= 1
λk+1 ∫ ∞0 (tλ)kV (ft)λdt= C(V )(f).
Here it was used the definition of pushforward and change of variables t = τ
λ
in
the second last line.
(ii): This is straightforward from the definition.
(iii): To prove this formula simply use that
V (fτ) = ∫
Sm
fτ (x,TV (x)))d∥V ∥x
holds for rectifiable varifolds and d∥V ∥x = Θk(V,x)dHkx.
Now we show that the cone map is continuous with respect to varifold con-
vergence.
Lemma 2.1.10. Let {Vn}n∈N ⊂ Vk(Sm) be a sequence of varifolds converging
to V ∈ Vk(Sm) in the F-topology. Then C(Vn) converges to C(V ) with respect
to F.
Proof. It is enough to prove that C(Vn)(f) → C(V )(f) for any compactly
supported function in Grk+1(Rm+1).
There exist R0 > 0 such that supp(f) ⊂ B(0,R0) × Gr(k + 1,m + 1). For
τ > R0 we have
fτ(τx,P ) = 0,
for all x ∈ Sm and P ∈ Gr(k,m + 1). Whenever τ > R0,
Vn(fτ) = ∫ f(τx,P )d (Vn)x,P = 0
for all n > 0 thus V (fτ) = 0. This implies that the sequence hn(τ) = τkVn(fτ)
is uniformly bounded. By the Dominated Convergence theorem we obtain
lim
n→∞C(Vn)(f) = limn→∞∫ R00 hn(τ)dτ = ∫ R00 limn→∞hn(τ)dτ= ∫ R0
0
τkV (fτ)dτ= C(V )(f).
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Next we show that the cone associated to a rectifiable set in Sm is induced
by the cone of the set as one would expect.
Lemma 2.1.11. Let R ⊂ Sm be a k-rectifiable set, θ ∶ Grk(Sm)→ R≥0 a locally
integrable function and υ(R,θ) ∈ RVk(Sm). Then
C (υ(R,θ)) = υ (R˜, θ˜) ,
where R˜ = {λx ∈ Rm+1 ∶ λ ≥ 0, x ∈ R} and θ˜ ∶ Grk+1(Rm+1)→ R≥0 is a given by
θ˜(x, P˜ ) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
θ ( x∣x∣ , P) , if x ≠ 0 and P˜ = P ⊕ ⟨x⟩;
0, otherwise.
Proof. It is easy to see that θ˜ is locally integrable in Grk+1(Rm+1), R˜ is (k +
1)-rectifiable and its tangent space is given by TR˜(x) = TR( x∣x∣) ⊕ ⟨ x∣x∣ ⟩ for x(Hk+1⨽ R˜)-almost everywhere. For f ∈ Cc(Grk+1(Rm+1)) compute
(*)
υ (R˜, θ˜) (f) = ∫Rm+1 f (x,TR˜(x)) θ˜(x,TR˜(x))d(Hk+1⨽ R˜)x= ∫Rm+1 / {0} f (x,TR ( x∣x∣ )⊕ ⟨ x∣x∣ ⟩) θ ( x∣x∣ , TR ( x∣x∣ ))d(Hk+1⨽ R˜)x.
We want to use the Co-area formula (see [10, §3.2.22]) so we clarify notation
and make some remarks.
Define the warped product metric on (0,+∞)×Sm as g(τ,x) = dτ2+τ2(gSm)x,
where gSm is the round Riemannian metric on S
m. Let dg, dSm and d0 be the
distance functions induced by g on (0,+∞)×Sm, gSm on Sm and the Euclidian
metric g0 on Rm+1 respectively. Given any distance function d we denote byHk(d) the k-dimensional Hausdorff measure associated to d.
Claim 1. The metrics g, gSm and g0 satisfy:
(a) F ∶ (τ, z) ∈ ((0,+∞) × Sm, g)↦ τz ∈ (Rm+1 / {0}, g0) is an isometry;
(b) dg ((τ, z), (τ, y)) = τdSm(z, y);
(c) (ιτ)∗Hk(dSm) = τ−kHk(dg), where ιτ ∶ Sm → (0,+∞) × Sm is the inclusion
in the slice {τ} × Sm.
Firstly, (a) is a well known fact and (b) follows easily from the definition.
Lastly, (b) implies that ιτ is τ
−1-Lipschitz so (c) follows from basic properties
of Hk.
For simplicity denote h(x) the integrand in (*). Applying a change of vari-
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ables and the Co-area formula for the projection (τ, z)↦ τ we obtain
υ (R˜, θ˜) (f) = ∫Rm+1 / {0} h(x)dF∗F −1∗ (Hk+1(d0)⨽ R˜)x= ∫(0,+∞)×Sm h ○ F (λ, z)d (Hk+1(dg)⨽ (0,+∞) ×R)(λ,z)= ∫(0,+∞)×R h ○ F (λ, z)dHk+1(dg)(λ,z)= ∫ ∞
0
(∫{τ}×R h ○ F (λ, z)dHk(dg)(λ,z))dH1(d0)τ .
Changing variables again and using (c) we conclude
υ (R˜, θ˜) (f) = ∫ ∞
0
(∫{τ}×R h ○ F (λ, z)d (τkιτ ∗Hk(dSm))(λ,z))dH1(d0)τ= ∫ ∞
0
(∫
R
h ○ F ○ ιτ(z)τkdHk(dSm)z)dτ
= ∫ ∞
0
τk ∫
Sm
h(τz)d(Hk⨽R)zdτ.
The proof is finished by replacing h in the formula and Proposition 2.1.9(iii).
Now we establish properties relating V and its cone.
Proposition 2.1.12. Let V ∈ RVk(Sm) and C(V ) ∈ Vk+1(Rm+1). Then the
following holds:
(i) C(V ) is rectifiable;
(ii) if V is integral then so is C(V );
(iii) supp∥C(V )∥ = {λx ∈ Rm+1 ∶ x ∈ supp∥V ∥ and λ ≥ 0};
(iv) if y ≠ 0 then Θk+1(C(V ), y) = Θk(V, y∣y∣);
(v) if y ≠ 0 then
∥V ∥(Sm) = (k + 1) lim
r→∞ ∥C(V )∥B(y, r)rk+1 ;
(vi) if V is stationary and k ≥ 1 then so is C(V ).
Proof. (i): Let V = limn→∞∑ni=1 υ(Ri, θi), where Ri ⊂ Sm is k-rectifiable and
θi ∶ Grk(Sm)→ R≥0 is locally integrable for all i > 0. The result follows directly
from2.1.9(ii), Lemma 2.1.10 and Lemma 2.1.11.
(ii): Just note in the proof of Lemma 2.1.11, if θ is integer-valued then so
is θ˜.
(iii): First show that supp∥C(V )∥ ⊃ {λx ∈ Rm+1 ∶ x ∈ supp∥V ∥ and λ ≥
0}. Take y /∈ supp∥C(V )∥ and a positive continuous function f˜ ∶ Rm+1 → R≥0
supported in B(y, r), for some r > 0. Define f(x) = f˜(ax), where a = min{1, ∣y∣}.
So f is supported in B( y∣y∣ , r). If we assume ∥C(V )∥(f˜) = 0 then it is easy to
check that ∥V ∥(f) = 0, so y∣y∣ /∈ supp∥V ∥. The other inclusion is similar.
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(iv): For simplicity put C = C(V ). It is enough to show that
∫Rm+1 / {0} g(y)d∥C∥y = ∫Rm+1 / {0} g(y)Θk (V, y∣y∣ )dHk+1y
for every continuous function g compactly supported in Rm+1 / {0}.
If f ∈ Cc(Grk+1(Rm+1)) satifies f(0, P˜ ) = 0 for all P˜ ∈ Gr(k + 1,m + 1) then,
from item (property (i)), it follows that
C(f) = ∫
Grk+1(Rm+1) f(y, P˜ )dC(y,P˜ )= ∫Rm+1 / {0} f(y, TC(y))d∥C∥y.
On the other hand, by Proposition 2.1.9(iii), we have
C(f) = ∫ ∞
0
τk ∫
Sm
f(τx, TV (x)⊕R⟨x⟩)Θk(V,x)dHkxdτ.
Following a computation similar to the proof of Lemma 2.1.11 we conclude
C(f) = ∫Rm+1 / {0} f (y, TV ( y∣y∣ ))Θk (V, y∣y∣ )dHk+1y
Take any continuous function g ∶ Rm+1 → R compactly supported in Rm+1 / {0}
and define f(y, P˜ ) = g(y) for all y ∈ Rm+1 and P˜ ∈ Gr(k + 1,m + 1). The result
follows by replacing f in the previous formulas.
(v): Fix y ≠ 0, r > 0 and let F ∶ Rm+1 / {0} → (0,+∞) × Sm be the isometry
F (z) = (∣z∣, z∣z∣). Denote A(r) = F (B(y, r)) and pr1(τ, x) = τ .
If r > ∣y∣ then 0 ∈ B(y, r) and
∥C∥B(y, r) = ∫
B(y,r) d∥C∥z= ∫
B(y,r) / {0} Θk+1(C, z)dHk+1(d0)z
= ∫
B(y,r) / {0} Θk (V, z∣z∣ )dHk+1(d0)z= ∫
A(r) Θk(V,x)dHk+1(dg)(τ,x).
Furthermore, pr1(A(r)) = (a(r), b(r)), with a(r) = infz∈B(y,r) ∣z∣ = 0 and b(r) =
supz∈B(y,r) ∣z∣ = ∣y∣+r. Note also that pr−11 (τ) = {τ}×Sm for τ < r− ∣y∣. Applying
the Co-area formula with respect to pr1 we get
∥C∥B(y, r) = ∫ ∣y∣+r
0
∫
pr−11 (τ) Θk(V,x)dHk(dg)(λ,x)dτ= ∫ r−∣y∣
0
∫{τ}×Sm Θk(V,x)dHk(dg)(λ,x)dτ
+∫ r+∣y∣
r−∣y∣ ∫pr−11 (τ) Θk(V,x)dHk(dg)(λ,x)dτ= ∫ r−∣y∣
0
τk ∫
Sm
Θk(V,x)dHk(dSm)(x)dτ
+∫ r+∣y∣
r−∣y∣ ∫pr−11 (τ) Θk(V,x)dHk(dg)(λ,x)dτ.
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The first term in the sum is given by
∫ r−∣y∣
0
τk ∫
Sm
Θk(V,x)dHk(dSm)(x)dτ = (r − ∣y∣)k+1
k + 1 ∥V ∥(Sm).
Since pr−11 (τ) ⊂ {τ} × Sm, the second term is bounded by
∫ r+∣y∣
r−∣y∣ ∫pr−11 (τ) Θk(V,x)dHk(dg)(λ,x)dτ ≤ (r + ∣y∣)k+1 − (r − ∣y∣)k+1k + 1 ∥V ∥(Sm).
When we divide by rk+1 and take the limit as r →∞, the first term converges
to ∥V ∥(Sn)
k+1 and the second term tends to zero.
(vi): Since we assume k ≥ 1 it is enough to prove that C(V ) is stationary
outside the origin.
Fix a vector field Y with compact support supp(Y ) ⊂ Rm+1 / {0}. We can
write Y (y) = h(y)y +X( y∣y∣) where X is a compactly supported vector field in
Sn and h is a compactly supported function. The first variation is given by
δC(Y ) = δC(h(y)y) + δC(X( y∣y∣)). Let us compute the first term:
δC(h(y)y) = ∫
Grk+1(Rm+1) divP˜ (h(y)y)dC(y,P˜ )= ∫ ∞
0
τk ∫
Sm
divTV (x)⊕R⟨x⟩(h(τx)τx)d∥V ∥xdτ
= ∫ ∞
0
τk ∫
Sm
Dh
τx
⋅ τx + h(τx)divTV (x)⊕R⟨x⟩(τx)d∥V ∥xdτ
= ∫ ∞
0
∫
Sm
τk (τDh
τx
⋅ x + h(τx)(k + 1))d∥V ∥xdτ
= ∫
Sm
[∫ ∞
0
( d
dt t=τ tkh(tx))dτ]d∥V ∥x= 0
In the last line we used that h has compact support away from 0.
Using that X does not depend on the radial direction, that is, div⟨x⟩(X) = 0,
we compute the second term
δC(X( y∣y∣ )) = ∫Grk+1(Rm+1) divP˜ (X( y∣y∣ ))dC(y,P˜ )= ∫ ∞
0
τk ∫
Sm
divTV (x)⊕R⟨x⟩(X(x))d∥V ∥xdτ
= ∫ ∞
0
τk ∫
Sm
divTV (x)(X) + divR⟨x⟩(X)d∥V ∥xdτ
= ∫ ∞
0
τkδV (X)dτ= 0.
Thus finishing the proof of the proposition.
Finally we conclude the main result of this section. We denote the volume
of the unit ball in Rm+1 by αm+1
Proposition 2.1.13. Let Sm be the round m-sphere of radius 1 and V ∈
IVk(Sm) be a stationary integral k-varifold for k ≥ 1. If ∥V ∥(Sm) < (k+1)αm+1d,
for some d > 0, then Θk(V,x) < d for all x ∈ Sm.
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Proof. Fix x ∈ Sm and put C = C(V ) the cone induced by V in Rm+1. From
Proposition 2.1.12(vi) it follows that C is stationary. Applying Proposition
2.1.12(iv), 2.1.12(v) and the monotocity formula for stationary varifolds (see
[38, §17.8]) we compute
Θk(V,x) = Θk+1(C(V ), x) = lim
r→0 ∥C∥B(x, r)αk+1rk+1≤ lim
r→∞ ∥C∥B(x, r)αk+1rk+1= ∥V ∥(Sm)(k + 1)αk+1< d,
which completes the proof.
2.2 Geodesic networks
As we have already mentioned, there is no regularity theorem for min-max
varifolds of arbitrary codimension. However, when the dimension is 1 we know
that such varifolds are formed by finitely many geodesic segments that we call
a geodesic network. In this section we will make this formal and prove some of
the preliminary results necessary for our main theorems.
Definition 2.2.1. Let U ⊂ M be an open subset. A varifold V ∈ IV1(M) is
called a geodesic network in U if there exist geodesic segments {α1, . . . , αl} in
M and {θ1, . . . , θl} positive integers such that
(a)
V ⨽Grk(U) = l∑
j=1υ(αj ∩U, θj).
(b) We call ΣV = ∪lj=1(∂αj) ∩ U the set of junctions . If p ∈ ΣV then there
exist {αj1 , . . . αjn} geodesic segments for some n = n(p) depending on p and
we require n ≥ 3. For each αjk we parametrize it by arc-length (that is,∥α˙jk∥ = 1) with initial point p and require that
n∑
k=1 θjk α˙jk(0) = 0.
We say that a junction is singular if there exist at least 2 geodesic segments
with θjk α˙jk(0) ≠ −θjk′ α˙jk′ (0) and regular otherwise. A triple junction is a point
p ∈ ΣV such that p is the boundary of only 3 geodesic segments with multiplicity
1 each.
Remark. The reason why we ask each junction to belong to the boundary of at
least 3 segments is because if there were only 2 then the stationary condition at
the boundary would imply that these two segments are in fact part of a longer
geodesic segment. The stationary condition also excludes the case of a single
segment.
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The general picture of a geodesic network on a closed manifold is simply
the union of finitely many unoriented geodesic segments forming a closed graph
and satisfying a stationary condition at the vertices. For example, the union of
finitely many equators on S2. An example of a triple junction is given by three
half planes joined at an angle of 120o degrees and then intersecting it with S2.
Proposition 2.2.2. Let V be a geodesic network in U ⊂ M . The following
holds:
(i) V is stationary in U ;
(ii) if p ∈ ΣV and {(αj1 , θj1), . . . , (αjl , θjl)} define this junction then the tan-
gent cone at p is given by
CpV = l∑
k=1υ(cone(α˙jk(0)), θjk)
where cone(α˙jk(0)) = {λα˙jk(0) ∈ TpM ∣λ ≥ 0} and αjk(0) = p.
Corollary 2.2.3. Let U ⊂M be an open set. If V is a geodesic network in U
and Θ1(V,x) < 2 for all x ∈ supp∥V ∥, then every p ∈ ΣV is a triple junction.
Proof. First note that the condition Θ1(V,x) < 2 at regular points imply that
θj = 1 for all j. By Proposition 2.2.2(ii) the density is given by
Θ1(V, p) = Θ1(CpV,0) = n∑
k=1
θjk
2
,
where {αj1 , . . . , αjn} define the junction p. Since θjk = 1 we must have n < 4
thus n = 3.
Despite its apparently complicated structure, this is a fairly general setting
since it is actually equivalent to being stationary and integral. This was proven
by W. K. Allard and Almgren and it is not hard to see that the structure they
describe is equivalent to ours. They also give an example showing that the
integrality condition is indeed necessary to avoid an accumulation of singular
points so we have only finitely many segments.
Proposition 2.2.4 ([1, §3(5)]). Let M be a closed manifold and V ∈ IV1(M)
be a 1-dimensional integral varifold. Then V is stationary in M if and only if
it is a geodesic network.
Almost minimising geodesic networks
In this section we will focus on almost minimising one dimensional varifolds.
Our goal is to prove Main Theorem B that will be crucial for our application
on the width of the 2-sphere.
The idea is to show that almost minimising in annuli imply that the var-
ifold is given by a cycle mod 2 except when the multiplicity is even. Firstly
we will show that it is possible to choose the replacement to be equal to the
initial varifold, at least in the one dimensional case. The fact that it is one
dimensional makes it easier because we have regularity of locally minimising
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as well as uniqueness of geodesics in convex balls. Secondly we show that the
replacement can be approximated in the flat topology by cycles mod 2 that are
locally geodesics. Finally, we prove that for geodesic segments the convergence
can actually be improved to the varifold sense, at least when the multiplicity is
odd because we are working with coefficients in Z2.
Let us start by stating a maximum principle for stationary varifolds that
was proven by White [42].
Theorem 2.2.5 ([42, Theorem 2]). Let N be a (m+1)-dimensional Riemannian
manifold with boundary and p ∈ ∂N such that κ1(p) + . . . + κk(p) > η, where
κ1 ≤ . . . ≤ κm are the principal curvatures of ∂N with respect to the inward
normal vectorfield νN . Then, given ε > 0 there exists a compactly supported
vectorfield X on N such that X(p) ≠ 0 is normal to ∂N and
⟨X,νN ⟩ ≥ 0 in ∂N
and
δV (X) ≤ −η∫ ∣X ∣d∥V ∥
for every V ∈ Vk(N).
From that we derive a corollary that will be useful for our particular appli-
cation.
Corollary 2.2.6. Let M be a closed Riemannian manifold of dimension m+ 1
and N an open set with strictly convex boundary with respect to the inward
normal vectorfield (κ1 ≥ η > 0).
If V ∈ V1(M) is stationary, p ∈ supp∥V ∥∩∂N and supp∥V ∥∩B(p, ε)∩N ≠ ∅
then supp∥V ∥ ∩B(p, ε) ∩ (M /N) ≠ ∅.
Proof. First suppose there exists ε > 0 such that supp∥V ∥ ∩ B(p, ε) ⊂ N , that
is, W = V ⨽Gr1(B(p, ε)) ∈ V1(N). Since ∂N is strictly convex, we can choose
η > 0 in Theorem 2.2.5 and obtain a vectorfield X on N such that supp(X) ⊂
N ∩B(p, ε) and
δW (X) + η
2
∫ ∣X ∣ < 0.
This is not a contradiction yet because X is not a smooth vectorfield in M .
However, we can construct a extension X˜ such that supp(X˜) ⊂ B(p, ε), X˜ is
C1-close to X and
δW (X˜) + η
2
∫ ∣X˜ ∣ < 0.
By construction supp(X˜) ⊂ B(p, ε) hence δV (X˜) = δW (X˜) < 0. This is a
contradiction because V is stationary, thus supp∥V ∥∩B(p, ε)∩(M /N) ≠ ∅.
Now we have the tools to prove that the replacement can be chosen to
coincide with V . By abuse of notation we write V ⨽U = V ⨽Gr1(U) whenever
V ∈ IV1(M) and U ⊂M is an open set.
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Lemma 2.2.7. Let M be a closed Riemannian manifold of dimension m + 1
and V ∈ IV1(M) be a geodesic network and p ∈ ΣV be a junction. If V is
almost minimising in annuli at p then there exists r > 0 and a compact set
K ⊂ A(p; r,3r) such that
(i) V is almost minimising in A(p; r,3r) and
(ii) R(V ;A,K) = {V }.
Proof. Since V is a geodesic network, then its singularities are isolated. That
is, there exists rp > 0 such that p is the only singularity in B(p, rp).
Firstly choose r > 0 such that 4r < rp, B = B(p,4r) is a convex ball and V is
almost minimising in A = A(p; r,3r). It follows from the structure of a geodesic
network that
V ⨽B = l∑
j=1υ(αj , θj)
where αj ∶ [0,4r] → B is a geodesic parametrized by arc-length for each j =
1, . . . , l. Because it is contained in a convex ball each αj is in fact the unique
minimising geodesic that connects its endpoints. By abuse of notation we iden-
tify the curves αj with its image.
Secondly, we can choose δ < r sufficiently small such that the balls Kj =
B¯(αj(2r), δ) have strictly convex boundary with respect to the inward normal
vector and are pairwise disjoint. Define aj = αj(2r − δ), bj = αj(2r + δ) and
K =K1 ∪ . . . ∪Kl ⊂ A.
Finally we take V ∗ ∈ R(V ;A,K) a replacement for V and define V ∗j =
V ∗⨽ ○Kj and Vj = V ⨽ ○Kj . We want to show that V ∗ = V . By Proposition
2.1.5(i) it is sufficient to show that V ∗j = Vj for each j.
Claim 1. ∑lj=1 ∥V ∗j ∥(M) = ∑lj=1 ∥Vj∥(M)
This follows directly from Proposition 2.1.5(i) and 2.1.5(ii).
Claim 2. For each j = 1, . . . , l either V ∗j = 0 or supp∥V ∗j ∥ contains a rectifiable
curve connecting aj to bj.
Note that supp∥V ∗j ∥ only intersects ∂Kj at the points aj and bj . In fact,
suppose there is another point of intersection. Then, by Corollary 2.2.6 it fol-
lows that supp∥V ∗∥ /Kj = supp∥V ∗⨽M /Kj∥ also contains that point, but this
contradicts property 2.1.5(i).
Now, suppose supp∥V ∗j ∥ contains no curve joining aj and bj . In that case,
we can write supp∥V ∗j ∥ = Ca ∪ Cb where Ca and Cb are closed disjoint sets
containing aj and bj respectively (these are not unique and not necessarily
connected). Take Ua and Ub open and disjoint sets such that Ca ∩ ○Kj ⊂ Ua and
Ca ⊂ Ua respectively for Ub. Note that ∂Ua ∩ Ca contains only the point aj ,
analogously for Ub and Cb. We will show that V
∗
j ⨽Ua = V ∗j ⨽Ub = 0.
Take for example V ∗j ⨽Ua, which is stationary because of 2.1.5(iii) and 2.1.2.
Now, consider B(σ) = B(α(2rσ), σδ), then V ∗j ⨽Ua is contained in B(1) = ○Kj
and it only intersects the boundary at the point aj . Since ∂B(σ) is strictly
convex for all σ, a maximum principle argument shows that V ∗j ⨽Ua is contained
in B(σ) for all σ < 1 thus proving that V ∗j ⨽Ua = 0. The same argument shows
that V ∗j ⨽Ub = 0 and we prove the claim.
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Figure 2.1: Convex region B(σ)
Claim 3. V ∗j ≠ 0 for all j = 1, . . . , l.
Consider B′j = B(αj(2r), δ′) with δ < δ′ < r such that Kj ⊂ B′j ⊂ A are still
pairwise disjoint. Then, Proposition 2.1.5(i) implies that
V ∗⨽B′j /Kj = υ(αj ∩ (B′j /Kj), θj).
If V ∗j were zero, then in particular V ∗j = υ(αj ,0). But V ∗⨽B′j = V ∗⨽B′j /Kj+V ∗j
is stationary and its support is contained in αj . From the Constancy Theorem
we conclude that θj = 0 which is a contradiction, thus V ∗j ≠ 0.
Together with claim 2, this means that supp∥V ∗j ∥ contains a rectifiable curve
Cj connecting aj to bj for all j = 1, . . . , l. In particular this implies that
L(Cj) ≥ d(aj , bj). Since V ∗j is integral (see Proposition 2.1.5(iv)) it follows
that ∥V ∗j ∥(M) ≥ d(aj , bj). However, αj ∩Kj is a minimising geodesic connect-
ing aj to bj , so ∥Vj∥(M) = d(aj , bj). We conclude that ∥V ∗j ∥(M) ≥ ∥Vj∥(M) for
all j = 1, . . . , l. Claim 1 implies that we have in fact
∥V ∗j ∥(M) = ∥Vj∥(M) for all j = 1, . . . , l.
On the other hand, we have d(aj , bj) = ∥V ∗j ∥(M) ≥ L(Cj) ≥ d(aj , bj), that
is, Cj is a minimising curve then it must be a geodesic. Since αj ∩Kj is the
unique geodesic connecting aj to bj we conclude that Cj = αj ∩Kj . Finally,
this implies that supp∥V ∗j ∥ = supp∥Vj∥ because otherwise there would be more
contribution of mass. Applying the Constancy Theorem again we show that
V ∗j = Vj and this finishes the proof.
Before proceeding to the main theorem we need another preliminary result
by White [41].
Theorem 2.2.8 ([41, §1.1]). Let M be a Riemannian manifold of dimension
m + 1, {Wi}i∈N ⊂ IVk(M) be a sequence of integral varifolds converging to an
integral varifold W in the F-topology. Suppose that:
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(I) Each Wi has locally bounded first variation;
(II) ∂[Wi] converges in the flat topology.
Then the sequence of induced flat chains mod 2 {[Wi]}i∈N converges to [W ] in
the flat topology.
Finally we prove one of the main theorems of this thesis.
Main Theorem B. Let (Mm+1, g) be a closed Riemannian manifold and V ∈
IV1(M) be an integral stationary 1-varifold. If V is almost-minimising in annuli
at p ∈ supp(V ) then Θ1(V, p) ∈ N.
Proof. Let r > 0, B = B(p,4r), A = A(p; r,3r) and K ⊂ A as in Lemma 2.2.7.
Applying 2.1.5(v) and the compactness theorem for flat chains mod 2 (see [41,
Theorem 5.1]) we may assume there exists a convergent sequence {Ti}i∈N ⊂Z1(M) and T ∈ Z1(M) such that
(a) Ti → T in the flat topology;
(b) Vi = ∣Ti∣ is stationary in ○K and
(c) Vi → V in the F-topology.
Even though convergence of chains in the flat topology does not correspond
to weak convergence for varifolds, in the stationary case, with convergent bound-
ary, it does coincide.
We want to apply Theorem 2.2.8 for the sequence {Vi⨽ ○K}i≥1. We know that
∂[Vi⨽ ○K]→ ∂T⨽ ○K by the definition of Vi. Together with property (b) it means
that the sequence satisfies the hypothesis of the theorem. We conclude that
T⨽ ○K = [V ⨽ ○K].
Since V ⨽B = ∑lj=1 υ(αj , θj) for some geodesic segments αj and positive
integers θj ∈ Z, we have
[V ⨽ ○K] = m∑
j=1υ(αj ∩ ○K, [θj])
and [θj] is non-zero only when θj is odd.
If θj is even for all j then the density at p must be an integer and we finish
our proof because geodesic segments with even multiplicity contribute to the
density at p with an integer number.
In case some θj is odd we have that T ≠ 0 and supp(T ) ⊂ supp∥V ∥. We can
apply the Constancy theorem for flat chains (see [38, §26.27]) and the fact that
T and [V ] coincide in ○K to conclude that
T⨽B = l∑
j=1[υ(αj , θj)].
Now we simply note that p is a boundary point for T unless the number of
θj ’s such that θj ≠ 0 mod 2 is even. That is, there is an even number of geodesic
segments αj with odd multiplicity and in particular its density contribution is
an integer number. This finishes the proof because T has no boundary.
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Geodesic networks in S2
To finish this section let us present some preliminary results on geodesic net-
works on the round 2-sphere.
Proposition 2.2.9. Let S2 be the round 2-sphere and V ∈ IV1(S2) be a geodesic
network with density Θ1(V, p) ≤ 2 for all p ∈ supp∥V ∥. Then either
(i) ΣV contains at least one triple junctions or
(ii) ΣV has no triple junctions, all junctions are regular and V is given by
V = l∑
i=1υ(γi,1)
where γi are closed geodesics (possibly repeated) and γi1 ∩ γi2 ∩ γi3 = ∅ for
i1, i2, i3 all distinct.
Proof. In view of Corollary 2.2.3 all of the junctions with multiplicity less than
2 are triple junctions. Let us assume that (i) is false and we will show that V
must satisfy (ii), that is, V has no triple junctions so all of the singular points
have multiplicity 2. If there is a geodesic segment of multiplicity 2, then it
cannot intersect any junction, because of the multiplicity bound.
The only possible junction is one formed by 4 distinct geodesic segments of
multiplicity one each. We want to show that in this case it must be regular. That
is, at least two of the segments must have opposite directions at the singular
point, which implies that so do the other two.
Denote by v1, v2, v3, v4 the unitary tangent direction of each geodesic segment
at the singularity. Let us suppose that at least 2 of these are distinct and not
opposite to each other. Without loss of generality we may assume it is v1 and
v2. Since we are in dimension 2 we can use them as a basis and write v3 and v4
in terms of v1 and v2. If one solves the system
{ v1 + v2 + v3 + v4 = 0 (stationary condition)∥vi∥ = 1 (multiplicity one)
then it is easy to see that, for example, v3 must be opposite to either v1 or v2.
For the second part of (ii), take C ⊂ supp∥V ∥ a connected component. If
V ⨽C is given by a closed geodesic with multiplicity 2 then the density condition
implies that it cannot have junctions and the statement is true. Otherwise, by
what we showed above, each geodesic segment can be extended through the
singular points. Again, because of the density hypothesis we cannot have 3
geodesics intersecting at the same point.
We remark that this actually holds on any surface. In fact, this is the only
step in which we must restrict to the two dimensional case It is easy to see that
there are junctions in a 3-dimensional space with density 2 but are not regular.
Next we simply state the density bound for the 2-sphere case and 1-varifolds.
Proposition 2.2.10. Let S2 be the round 2-sphere of radius 1 and V ∈ IV1(S2)
be a geodesic network. If ∥V ∥(S2) < 2pid, for some d > 0, then Θ1(V,x) < d for
all x ∈ S2.
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Proof. This is a particular case of Proposition 2.1.13
By a perturbation argument we can obtain a weaker bound for metrics that
are sufficiently close to the round metric, at least for geodesic networks.
Corollary 2.2.11. Let g be a Riemannian metric in S2 and W ∈ IV1(S2) a
geodesic network with respect to the the metric g satisfying ∥W ∥(S2) < 2pi(d+ 1
3
)
for some positive integer d ∈ Z. If g is sufficiently C∞-close to the round metric
then Θ1(W,x) ≤ d for all x ∈ supp∥W ∥.
Proof. Assume false, that is, there exist a sequence of metrics gi converging to
the round metric of radius 1 denoted by g0 and a sequence of geodesic networks
Wi with respect to gi satisfying ∥Wi∥(S2) < 2pi(d + 13) and Θ1(Wi, pi) > d for
some pi ∈ supp∥Wi∥. In fact we must have Θ1(Wi, pi) ≥ (d + 12) because Wi is a
geodesic network, which implies that its density is always an integer divided by
2 (see Proposition 2.2.2).
Since the first variation is continuous with respect to the metric, we may
assume that the first variation ∥δWi∥g0 of Wi with respect to g0 converges to
zero. By the compactness theorem for integral varifolds with bounded first
variation we may suppose that Wi converges to an integral varifold V which
is stationary and pi converges to p ∈ supp∥V ∥. In particular, Proposition 2.2.4
implies that V is a geodesic network.
Furthermore, we have ∥V ∥(S2) ≤ lim infi→∞ ∥Wi∥(S2) < 2pi(d + 12) because
the mass is lower semicontinuous. It follows from Proposition 2.2.10 that
Θ1(V,x) < (d + 1
2
) for all x ∈ S2. Since V is a geodesic network we must
have Θ1(V,x) ≤ d. On the other hand, the density is upper semicontinuous with
respect to weak convergence of varifolds and convergence of points, that is,
lim sup
i→∞ Θ1(Wi, pi) ≥ Θ1(V, p)
In particular, (d + 1
2
) ≤ Θ1(Wi, pi) ≤ Θ1(V, p) + 14 ≤ d + 14 for some i sufficiently
large, which is a contradiction.
We end this section by pointing out that both results above are valid for
geodesic networks on m-spheres and the proof is exactly the same.
2.3 Almgren-Pitts min-max theory
In this section we want to make precise the definitions of sweepout, width and
explain the existence of almost minimising varifolds. We will present some of
the necessary modifications of Almgren-Pitts definitions. For this we follow [25]
by Marques-Neves.
Given a cell complex X and l ∈ Z≥0 we denote by X(l) the set of l-cells.
Let IN = [0,1]N denote the N -dimensional cube. For each j ∈ N we denote by
I(1, j) the cell decomposition of I = I1 whose 0-cells and 1-cells are given by
I(1, j)(0) = {[0], [3−j], . . . , [1 − 3−j], [1]},
I(1, j)(1) = {[0,3−j], . . . , [1 − 3−j ,1]}.
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Now, if N > 1 then, for each j ∈ N, the cubical complex of IN is defined as
I(N, j) = I(1, j)⊗ . . .⊗ I(1, j)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
N times
.
Definition 2.3.1. A cell complex X ⊂ IN is said to be a cubical subcomplex
of IN if X is a subcomplex of I(N, j) for some j ∈ N.
By abuse of notation we write X for both the cell decomposition and its
support. If X is a cubical subcomplex of I(N, j) and l ≥ j we write X(l) for
the union of all cells in I(N, l) whose support is contained in X.
Sweepouts of k-cycles
In [2] Almgren proved the following:
Theorem 2.3.2 ([2, Theorem (7.1)]). Let M be a closed smooth manifold. For
each pair of postive integers n and k, there exists an isomorphism
FM ∶ pin (Zk(M),0)→Hn+k(M ;Z2)
He actually proved it for cycles with integer coefficients, but his proof works
equally for the case of mod 2 coefficients.
Definition 2.3.3. Let M be a manifold of dimension m + 1 and φ ∶ Sm+1−k →Zk(M) be a flat continuous map. We say that φ is a sweepout if FM([φ]) ∈
Hm+1(M ;Z2) is non-zero.
It also follows from Almgren’s work the existence of a non-trivial cohomology
class of infinite order in the cohomology ring with the cup product structure
(see for example [16]). This cohomology class corresponds to the homology class
represented by the ambient manifold.
Proposition 2.3.4 ([16, §1]). Let M be a closed manifold of dimension m +
1. For each positive integer k there exists a non-zero cohomology class λk ∈
Hm+1−k(Zk(M);Z2) such that the cup product with itself p times (λk)p ≠ 0 for
any p.
In fact, this follows directly from Almgren’s theorem and the universal co-
efficients theorem. This allow us to define sweepouts with more parameters.
Definition 2.3.5. Let X ⊂ IN be a cubical subcomplex for some N > 0 and
Φ ∶ X → Zk(M) be a flat continuous map. We say that Φ is a p-sweepout if
Φ∗(λkp) ∈Hp(m+1−k)(X;Z2) is non-zero.
Equivalently, there exists a non-zero class λ¯ ∈Hm+1−k(X;Z2) such that
(a) given any map γ ∶ Sm+1−k → X, we have λ¯(γ) ≠ 0 if, and only if, Φ ○ γ is a
sweepout and
(b) λ¯
p ≠ 0 in Hp(m+1−k)(X;Z2).
The following is an adaptation of an elementary result and is often referred
as Vanishing Lemma.
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Lemma 2.3.6 (Vanishing Lemma). Let M be a closed manifold of dimension
m + 1, p, l ∈ N, X,Y ⊂ IN two cubical subcomplexes and Z = X ∪ Y . If Φ ∶ Z →Zk(M) is a (p + l)-sweepout and Φ
Y
is not a l-sweepout then Φ
X
must be a
p-sweepout.
Proof. Take λ¯ ∈ Hm+1−k(Z;Z2) so that condition (a) of Definition 2.3.5 is sat-
isfied in Z and λ¯
p+l ≠ 0. Define λ¯X = i∗X λ¯ and λ¯Y = i∗Y λ¯, where iX , iY denote
the respective inclusion maps onto Z. Since every (m+ 1− k)-sphere in X or Y
is also in Z, then condition (a) with respect to λ¯X and λ¯Y is satisfied for both
spaces. We can assume that (λ¯Y )l = 0 and we want to prove that (λ¯X)p ≠ 0.
Consider the exact sequence of the pair (Z,Y ):
H l(m+1−k)(Z,Y ;Z2) j∗YÐ→H l(m+1−k)(Z;Z2) i∗YÐ→H l(m+1−k)(Y ;Z2).
Because i∗Y (λ¯l) = 0, there exists λ1 ∈H l(m+1−k)(Z,Y ;Z2) so that j∗Y λ1 = λ¯l.
Now, suppose (λ¯X)p = (i∗X λ¯)p = i∗X(λ¯p) = 0 and consider the exact sequence
for the pair (Z,X):
Hp(m+1−k)(Z,X;Z2) j∗XÐ→Hp(m+1−k)(Z;Z2) i∗XÐ→Hp(m+1−k)(X;Z2).
If we chose λ2 ∈Hp(m+1−k)(Z,X;Z2) such that j∗Xλ2 = λ¯p, then we will have
j∗Y λ1 ∪ j∗Xλ2 = λ¯p+l ∈H(p+l)(m+1−k)(Z;Z2).
However, X ∪ Y = Z, hence H∗(Z,X ∪ Y ;Z2) = 0. By the definition of cup
product on relative cohomology we must have λ1 ∪ λ2 ∈ H(p+l)(m+1−k)(Z,X ∪
Y ;Z2), that is, λ1 ∪ λ2 = 0 (see [17, §3.2]).
On the other hand, we have
λ¯
p+l = j∗Y λ1 ∪ j∗Xλ2 = j∗X∪Y (λ1 ∪ λ2) = 0,
which is a contradiction. We conclude that (λ¯X)p ≠ 0, hence ΦX is a p-sweepout.
Interpolation results
Here we will present some results that can be directly derived from Marques-
Neves’ interpolation theorems contained in [25, §3.7].
Definition 2.3.7. Let X ⊂ IN be a cubical subcomplex for some N > 0.
We say that a flat continuous map Φ ∶ X → Zk(M) has no concentration of
mass if
lim
r→0 sup{∥Φ(x)∥(B(q, r)) ∶ x ∈X and q ∈M} = 0.
We only work with maps that have no concentration of mass to avoid Dirac-
like currents that can have arbitrary mass concentrated on a point. Since we
want to obtain non-trivial min-max varifolds, this is undesirable.
Lemma 2.3.8 ([25, Lemma 3.8]). Let X ⊂ IN be a cubical subcomplex for
some N > 0 and Φ ∶ X → Zk(M ;M) a mass continuous map. Then Φ has no
concentration of mass.
38
Definition 2.3.9. Let {Ni}i∈N ⊂ N be positive integers, Xi ⊂ INi cubical sub-
complexes and S = {Φi ∶Xi → Zk(M)} a sequence of flat continuous maps . We
define the width of a sequence of maps as
L(S) = lim sup
i→∞ sup{M(Φi(x)) ∶ x ∈Xi}
and the following compact set of critical varifolds
C(S) = {V ∈ IVk(M) ∶V = lim
j→∞ ∣Φij(xj)∣ for some increasing sequence{ij}j∈N, xj ∈Xij and ∥V ∥(M) = L(S)}.
In case we have a fixed domain X ⊂ IN , for some N > 0 and a map Φ ∶
X → Zk(M) it defines an homotopy class (with free boundary) of maps with no
concentration of mass[Φ]′ = {Ψ ∶X → Zk(M) ∶ Ψ is flat homotopic to Φ
and has no concentration of mass}
and its width is given by
L[Φ]′ = inf
Ψ∈[Φ]′ supx∈XM(Ψ(x)).
Remark. Although the nomenclature is the same it will always be clear when
we refer to the width of a sequence or the width of an homotopy class.
Note alsot that [Φ]′ ⊂ [Φ] are only the maps with no concentration of mass
and [Φ] ∈ [X ∶ Zk(M)] is the equivalence class of flat continuous maps from X
to Zk(M) under homotopy equivalence.
Finally, the following theorem is a consequence of the interpolation results
in [25, §3.7].
Theorem 2.3.10 ([25, Theorems 3.9 and 3.11]). Let X ⊂ IN be a cubical
subcomplex and Φ ∶X → Zk(M) be a flat continuous map with no concentration
of mass. For any ε > 0 there exist l ∈ N, X˜ = X(l) cubical subcomplex and
Φ˜ ∶ X˜ → Zk(M ;M) a mass continuous map satisfying:
(i) if Φ is a p-sweepout for some p ∈ N, then so is Φ˜;
(ii) L[Φ]′ ≤ sup{M(Φ˜(x)) ∶ x ∈ X˜} ≤ L[Φ]′ + ε.
The next theorem is an application of the pull-tight procedure and it ensures
that we can always find stationary varifolds in the critical set of a sequence of
maps.
Theorem 2.3.11 ([26, 25],[33, §4.3]). Let Xi ⊂ INi be cubical subcomplexes of
I(Ni, ji) and S = {Φi ∶Xi → Zk(M)} be a sequence of flat continuous maps with
no concentration of mass. There exist li ≥ ji, X˜i = Xi(li) cubical subcomplexes
and S˜ = {Φ˜i ∶ X˜i → Zk(M ;M)} sequence of mass continuous maps such that:
(i) if Φi is a p-sweepout for some p ∈ N then so is Φ˜i;
(ii) if V ∈C(S˜) then V is stationary.
(iii) L(S˜) ≤ L(S);
Furthermore, if L(S˜) = L(S) then
C(S˜) ⊂C(S) ∩ {V ∈ IVk(M) ∶ V is stationary}
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Width of k-cycles
Given n ∈ N, we denote by P(n)p (M) the set of all pairs (Φ,X) where X ⊂ In
is a cubical complex and Φ ∶ X → Zk(M) is a flat continuous p-sweepout with
no concentration of mass. That is, we are fixing the dimension of the cubical
domain but not the domain X. We write Pp(M) = ∪∞n=1P(n)p (M), for the set of
all p-sweepouts with no concentration of mass, now allowing the cubical domain
to vary as well.
Definition 2.3.12. Given p ∈ N, the p-width of M is defined as
ωp(M) = inf(Φ,X)∈Pp(M) sup{M(Φ(x)) ∶ x ∈X}.
For a fixed n ∈ N we define the restricted p-width as
ω(n)p (M) = inf(Φ,X)∈P(n)p (M) sup{M(Φ(x)) ∶ x ∈X},
where we only consider p-sweepouts whose domain is contained in a fixed cube
In.
Remark. Note that for any p-sweepout Φ it is true that ωp ≤ L[Φ]. However, it
is not known in general whether it is always possible to have equality for some
sweepout. It is trivial from the definition that we can always find a sequence
of p-sweepouts S that satisfies L(S) = ωp. Nevertheless that is not very useful
because we must allow the ambient cubical domain Ini to vary and in this case
Pitts’ combinatorial construction does not work (see [33, §4.10]).
Theorem 2.3.13 ([16, Theorem 1]]). Let (Mm+1, g) be a Riemannian manifold
of dimension m + 1 and ωp the p-sweepout associated to k-cycles in M . There
exist positive constants c,C depending only on the dimension of M such that
c ⋅ pm+1−km+1 ≤ ωp ≤ C ⋅ pm+1−km+1 .
Min-max Theorem
The existence of almost minimising varifolds was proven by Pitts in [33] using
maps on cubical domains. We present here the version using cubical subcomplex,
as it is done by Marques-Neves [25, 26].
Theorem 2.3.14 ([33, Theorem 4.10]). Let X ⊂ IN be a cubical subcomplex
and Φ ∶ X → Zk(M ;F) a F-continuous map. If L[Φ]′ > 0 then there exists
V ∈ IVk(M) satisfying
(i) V is stationary;
(ii) V is almost-minimising in annuli at every point p ∈M ;
(iii) ∥V ∥(M) = L[Φ]′.
Now, from Pitts’ combinatorial arguments and the interpolation results it is
possible to extract the following theorem.
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Theorem 2.3.15 ([25, Theorem 2.13]). Fix N ∈ N and let Xi ⊂ IN be cubical
subcomplexes and S = {Φi ∶Xi → Zk(M)} be a sequence of flat continuous maps
with no concentration of mass such that every V ∈C(S) is stationary.
If no element of C(S) is almost minimising in annuli, then there exist a
non-decreasing sequence {li}i∈N ⊂ N, X∗i = Xi(li) cubical subcomplexes and a
sequence of mass continuous maps S∗ = {Φ∗i ∶X∗i → Zk(M ;M)} such that
(i) if Φi is a p-sweepout, then so is Φ
∗
i and
(ii) L(S∗) < L(S).
2.4 Generalized Lusternik-Schnirelmann Cate-
gory on Zm(Mm+1)
In this section we present the generalization of Lusternik-Schnirelmann category
introduced by M. Clapp and D. Puppe [7]. At this moment we will always work
in the codimension 1 case. We assume M is a manifold of dimension m+1 with
m ≥ 1 and we only work with the space Zm(M).
Definition 2.4.1 ([7, 1.1]). Let X be a topological space and A a non-empty
collection of non-empty subsets of X. We say that a subset U ⊂X is deformable
to A in X if there exists A ∈ A and an homotopy ht ∶ U → X, t ∈ [0,1], such
that h0 = ιU is the inclusion map and h1(U) ⊂ A.
A finite covering {U1, . . . , Uk} of open sets such that each Uj is deformable
to A in X is called a A-categorical covering . Given a subspace Y ⊂X we define
the A-category of Y as the smallest cardinality k of such covering and we writeA-catX(Y ) = k . If no such covering exists we put A-catX(Y ) =∞.
Remark. The A-category of a subset Y ⊂X is relative to the ambient space X.
In general the relative category is different from the intrinsic category.
For our purposes we will consider the following collection of subsets onZm(M):
N1 = {A ⊂ Zm(M) ∶A is open in the flat topology and(ιA)∗ ∶ pi1(A)→ pi1(Zm(M)) is trivial}.
It follows from Almgren’s work [2, Theorem 8.2] that every neighborhood of
0 ∈ Zm(M) contains an element U ∈ N1 such that 0 ∈ U . Since pil(Zm(M)) = 0
for all l > 1, it also follows that the induced map (ιU)∗ is trivial for all l ∈ N
whenever U ∈N1.
Proposition 2.4.2. Let N1 be defined as above. For any subset Y ⊂ Zm(M)
the following holds:
(i) N1-catZm(Y ) = 1 if and only if Y is contained in an open set U such that(ιU)∗ ∶H1(U)→H1(Y ) is trivial;
(ii) if W ⊂ Y then N1-catZm(W ) ≤N1-catZn(Y );
(iii) if K ⊂ Zm(M) is compact then N1-catZn(K) <∞.
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Proof. (i):It follows from the definition that there must be a set U such that
the maps induced by the inclusion on the fundamental group is trivial. Simply
note that the Hurewicz homomorphism is surjective in dimension 1 and natural,
so the induced map in homology must also be trivial.
(ii) and (iii) are straightforward from the definition and the fact that N1 defines
a local neighborhood system in Zm(M)(M).
Naturally, the classical Lusternik-Schnirelmann category can be recovered
from our definition.
Definition 2.4.3. Let Λ be a topological space and P be the collection consist-
ing of a single one-point set. We define the Lusternik-Schnirelmann category of
Λ as
LS(Λ) = P-catΛ(Λ).
This is equivalent to the definition in [8] except that we start counting from
1 so our definition is equal to theirs plus 1. In particular we always have LS ≥ 1
with equality if and only if the set is contained in a contractible neighbourhood.
The elements in N1 can be contracted to a point, but the contraction might
leave the set. For that reason, the the classical Lusternik-Schnirelmann category
in Zm(M) can’t always be equal to N1-cat. However, we are able to establish
an inequality betweem them when the subset is a manifold.
Lemma 2.4.4. Let Λ ⊂ Zm(M) be homeomorphic to a complete manifold. If
K ⊂ Λ is a compact set in Λ, then there exists ε0 > 0 such that every closed
curve γ(S1) ⊂ BF(K,ε0) is flat homotopic in Zm(M) to a curve γ˜(S1) ⊂K.
Proof. Since Λ is homeomorphic to a manifold we can define a Riemannian
metric in Λ whose induced distance we denote by dΛ. Then the flat topology
induced by Zm(M) and the topology induced by dΛ coincide. Therefore, given
δ > 0, by compactness of K we can find C0 = C0(K,δ) such that for every
T,S ∈K we have
F(T − S) < C0 ⇒ dΛ(T,S) < δ.
Now, [2, Theorem 8.2] implies that there exists η0 = η0(M) > 0 such that any
closed curve α ∶ [0,1] → Zm(M) with F(α(t)) < η0 for all t ∈ [0,1] is null-
homotopic in Zm(M). Put δ0 > 0 such that 3δ0 < min{convex(K), η0}, where
convex(K) > 0 denotes the convexity radius of K defined by the Riemannian
metric on Λ. Finally, choose ε0 > 0 such that 3ε0 < min{C0, η0}.
Take a closed curve γ ∶ [0,1]→ Zm(M) such thatF(γ(t),K) = inf{F(γ(t) − S) ∶ S ∈K} < ε0
for all t ∈ [0,1]. Choose a partition 0 = t0 < . . . < tn = 1 satisfyingF(γ(s) − γ(s′)) < ε0
for all s, s′ ∈ [ti, ti+1] and s, s′ ∈ [0, t1] ∪ [tn−1,1]. The latter is possible because
γ is closed. For each i = 0, . . . , n − 1 we can choose Ti ∈ K that realizes the flat
distance from γ(ti) to K and put Tn = T0. Then,F(γ(ti) − Ti) = F(γ(ti),K) < ε0,
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for i = 0, . . . , n.
It follows that F(Ti −Ti+1) < 2ε0 < C0 so that dΛ(Ti, Ti+1) < δ0 < convex(K)
for all i = 0, . . . , n − 1. Now, for each i = 0, . . . , n − 1 we can take a minimising
geodesic αi ∶ [0,1]→ Λ connecting Ti to Ti+1 such that
dΛ(αi(t),K) ≤dΛ(αi(t), Ti)
LΛ(αi) = dΛ(Ti, Ti+1) < δ0,
for all t ∈ [0,1]. That is, αi([0,1]) ⊂ BΛ(K,δ0), where BΛ(K,δ0) = {S ∈ Λ ∶
dΛ(S,K) < δ0}. In particular, we have for each i = 0, . . . , n − 1
F(αi(t) − γ(s)) ≤ F(αi(t) − Ti) +F(Ti − γ(s))≤ dΛ(αi(t), Ti) +F(Ti − γ(ti)) +F(γ(ti) − γ(s))< δ0 + ε0 + ε0< η0
for all t ∈ [0,1] and s ∈ [ti, ti+1].
At last, we define γˆ ∶ [0,1]→ BΛ(K,δ0) as
γ(s) = αi ( s − ti
ti+1 − ti ) , if s ∈ [ti, ti+1].
By our construction it follows that γˆ is a closed curve and
F(γˆ(s) − γ(s)) < η0
for all s ∈ [0,1]. Then, γˆ − γ is a nullhomotopic curve in Zm(M). In other
words, γˆ is flat homotopic to γ.
To finish the proof we note that BΛ(K,δ0) is contained in a finite union
of convex balls covering K so we can use the unique minimising geodesics to
retract γˆ to a closed curve γ˜ inside K.
Proposition 2.4.5. Let Λ ⊂ Zm(M) be homeomorphic to a closed manifold.
Then LS(Λ) ≥N1-catZm(Λ).
Proof. First we point out that Λ is, in particular, a normal Absolute Neigh-
bourhood Retract (simply embed it into RN for large N and taking a tubular
neighbourhood). So, it follows from [8, Proposition 1.10] that the definition of
Lusternik-Schnirelmann category by closed sets and open sets coincide.
Suppose LS(Λ) = l, as we mentioned above, we can take K1, . . . ,Kl ⊂ Λ
closed sets all of which is contractible in Λ and Λ =K1∪ . . .∪Kl. By assumption
Λ is closed so each Ki is compact.
Let Ui = BF(Ki, εi) be given by Lemma 2.4.4. Then, any closed curve in Ui
is flat homotopic in Zm(M) to a closed curve in Ki. Since Ki is contractible,
we conclude that every closed curve in Ui is nullhomotopic in Zm(M), that is,
Ui ∈ N1. In other words, {U1, . . . , Ul} define a N1-categorical covering, thusN1-catZm(Λ) ≤ l.
One cannot prove the reversed inequality because the homotopies above
mentioned might leave the set Λ and a LS-categorical covering is required to be
contractible in Λ. As an example, considered Λ to be a two-point set. Its
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intrinsic Lusternik-Schnirelmann category is 2 but any inclusion in Zm(M)
would give N1-cat = 1.
Now we need to establish a relation between category and existence of sweep-
outs. This will be a consequence of the Vanishing Lemma 2.3.6.
Lemma 2.4.6. Let K ⊂ Zm(M) be a closed set with N1-cat(K) ≤ N . There
exists an open set U ⊂ Zm(M) with K ⊂ U satisfying the following property:
If X is a cubical subcomplex and Φ ∶ X → Zm(M) is a flat continuous map
with Φ(X) ⊂ U then Φ is not a N -sweepout.
Proof. We prove it by induction. If N = 1 then K is contained in an open set
U ⊂ Zm(M) such that every map f ∶ S1 → U is nullhomotopic in Zm(M). So it
cannot be a 1-sweepout.
Assume the result is valid for N−1 and supposeN1-cat(K) ≤ N . There exists
U1, . . . , UN each of which do not contain 1-sweepouts and K ⊂ U1 ∪ . . . ∪ UN .
It is clear that K ′ = K /UN has N1-cat(K ′) ≤ N − 1 so we can take U ′ with
K ′ ⊂ U ′ that does not contain (N − 1)-sweepouts. We can also assume that
U ′ ⊂ U1 ∪ . . . ∪UN−1. Let U = U ′ ∪U ′N , where U ′N is such that K /U ′ ⊂ U ′N and
U ′N ⊂ UN .
Now, for Φ ∶ X → U let X1 = {x ∈X ∶ Φ(x) ∈ U ′} and X2 = X /X1. Note
that if either X1 or X2 are empty then the result follows. By the induction
hypothesis Φ
X1
is not a (N − 1)-sweepout and, as in the first step, Φ
X2
is not
a 1-sweepout. Thus the Vanishing Lemma 2.3.6 implies that Φ cannot be a
N -sweepout.
Category of Min-max hypersurfaces
Next we prove the main result of this section that will play an important role
on the proof of Main Theorem A. It can be seen as a more general version for
the restricted width.
At this moment we will require the ambient dimension to be 3 ≤ m + 1 ≤ 7
because we need the regularity theorem.
Definition 2.4.7. Let us define the set of all min-max minimal hypersurfaces
asM(M,g) = {V ∈ IVm(M) ∶ supp∥V ∥ is a smooth embedded minimal
hypersurface and V ∈ C(S) for some sequence of flat
continuous maps with no concentration of mass}
and its associated cycles
T = {T ∈ Zm(M) ∶ T = lim
k→∞Φijk (xjk) for some sequence
such that lim
j→∞ ∣Φij(xj)∣ ∈M(M,g)}.
For β > 0 we denoteMβ = {V ∈M(M,g) ∶ ∥V ∥(M) ≤ β} and similarly we writeTβ = {T ∈ T ∶ M(T ) ≤ β}
The next Lemma is a direct application of the Constancy Theorem and lower
semicontinuity of the mass.
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Lemma 2.4.8 ([25, Claim 6.2]). Fix β > 0, for every open set U ⊂ Zm(M),
with Tβ ⊂ U , there exists ε0 > 0 such that for any T ∈ Zm(M)
F(∣T ∣,Mβ) < ε0 ⇒ T ∈ U.
Finally we prove the main theorem of this section.
Main Theorem D. Let (Mm+1, g) be a closed Riemannian manifold of dimen-
sion m+ 1, with 3 ≤m+ 1 ≤ 7, and l, p,N ∈ N such that p+N ≤ l. If ω(l)p = ω(l)p+N
then N1-cat(Tω(l)
p+N ) ≥ N + 1.
Proof. To simplify notation, put ω = ω(l)p = ω(l)p+N .
Suppose by contradiction that N1-cat(Tω) ≤ N . By Lemma 2.4.6 there exists
an open set U ⊂ Zm(M) with Tω ⊂ U that does not contain N -sweepouts. It
follows from Lemma 2.4.8 that there exists ε0 > 0 such that
F(∣T ∣,Mω) < 2ε0 ⇒ T ∈ U.
Let S = {Φi ∶Xi → Zm(M)}i∈N, be a sequence of (p+N)-sweepouts with no
concentration of mass such that L(S) = ω and Xi ⊂ I l cubical subcomplexes.
By Theorem 2.3.11 there exist X ′i ⊂ Xi cubical subcomplexes and a sequence
of mass continuous (p +N)-sweepouts S′ = {Φ′i ∶ X ′i → Zm(M ;M)} such that
L(S′) ≤ L(S).
We claim that L(S′) = L(S). Indeed, if we had L(S′) < L(S) then for i
sufficiently large Φ′i would be a (p +N)-sweepout such that sup{M(Φ′i(x′)) ∶
x′ ∈X ′i} < L(S) = ω, which is a contradiction.
For each i ∈ N define Yi = {y′ ∈X ′i ∶ F(∣Φ′i(y′)∣,Mω) ≥ ε0}, as a consequence
F(∣Φ′i(x′)∣,Mω) < 2ε0 for all x′ ∈X ′i /Yi, that is,
Φ′i(X ′i /Yi) ⊂ U.
Hence Φ′i X′i /Yi is not a N -sweepout. Since Φ′i is a (N + p)-sweepout, it follows
that Yi must be non-empty and from the Vanishing Lemma 2.3.6 we get that
Φ′i Yi is a p-sweepout.
Applying Theorem 2.3.11 to {Φ′i Yi}i∈N we obtain Y˜i ⊂ Yi and a sequence
of mass continuous p-sweepouts S˜ = {Φ˜i ∶ Y˜i → Zm(M ;M)}i∈N with L(S˜) ≤
L({Φ′i Yi}i∈N). Note that L({Φ′i Yi}i∈N) ≤ ω so we can argue as above to conclude
that L(S˜) = L({Φ′i Yi}i∈N).
Thus, L(S˜) = ω and C(S˜) ⊂ C({Φ′i Yi}i∈N)∩{V ∈ IVm(M) ∶ V is stationary}.
It follows that F(V,Mω) ≥ ε0 for all V ∈ C(S˜) by the definition of Yi. In
particular no element of C(S˜) has smooth embedded support.
By Schoen-Simon’s Regularity Theorem 2.1.7 it follows that no element of
C(S˜) is almost minimising in annuli. Applying Theorem 2.3.15 we obtain a
sequence of mass continuous p-sweepouts S∗ such that L(S∗) < L(S˜) = ω(l)p
which contradicts our initial hypothesis and concludes the proof.
Remark. It is possible to prove a similar version of Lemma 2.4.8 for geodesic
networks. Even though we cannot use the Constancy Theorem because the
45
support of a geodesic network is not necessarily a C1 curve. In any case, the
limit in the flat topology will have support contained in a geodesic network and
we simply note that there are only finitely many subnetworks. Using this it is
possible to prove a similar version of the above theorem for geodesic networks
in any codimension.
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Chapter 3
Main Results
In this chapter we will prove the main results and its applications.
3.1 Non-compactness of the space of minimal
hypersurfaces
For this section we always assume (Mm+1, g) to be a Riemannian manifold of
dimension 3 ≤m + 1 ≤ 7 unless otherwise specified.
First let us start by presenting a well known result about convergence of
minimal hypersurfaces. We will describe a dichotomy depending on whether
the convergence is one-sheeted or two-sheeted and the limit is one-sided or
two-sided.
Definition 3.1.1. Let (Mm+1, g) be a Riemannian manifold of dimension m+
1 ≥ 3, {Σi}i∈N and Σ∞ embedded minimal hypersurfaces. We say that {Σi}i∈N
converges to Σ∞ graphically and smoothly at p ∈ Σ∞ if there exists R > 0 and
L smooth functions u1i , . . . , u
L
i ∶ BΣ∞(p,R)→ R such that:
(a) BΣ∞(p,R) ⊂ Σ∞ is a normal ball on Σ∞ and R < convex(M);
(b) if N denotes a normal section on BΣ∞(p,R), f ji ∶ BΣ∞(p,R)→M is defined
as fj(q) = exp(q, uj(q)N(q)) for j = 1, . . . L then, for i sufficiently large,
Σi ∩BM(p,R) = Im(f1i ) ∪ . . . ∪ Im(fLi ),
where BM(p,R) is the normal ball in M ;
(c) uji → 0 smoothly as i→∞ for each j = 1, . . . , L.
Furthermore, if S ⊂ Σ∞ is a finite set and Σi → Σ∞ graphically at every point
p ∈ Σ∞ /S then the number L of functions will be constant for i sufficiently large.
We say that the convegence is one-sheeted if L = 1 and at least two-sheeted
otherwise. Finally, Σ∞ is two-sided if its normal bundle is trivial and one-sided
otherwise.
The following is a known characterization of minimal hypersurface conver-
gence. Given a smooth minimal hypersurface Σ we denote by LΣ its Jacobi op-
erator whose eigenvalues are discrete and denoted by −∞ < λ1(LΣ) < λ2(LΣ) <
. . . <∞.
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Proposition 3.1.2 ([36, Claims 4-6]). Let (Mm+1, g) be a closed Riemannian
manifold of dimension m+1 ≥ 3, {Σi}i∈N, Σ∞ be a sequence of minimal embedded
smooth hypersurfaces and S ⊂ Σ∞ a finite set of points. Suppose Σi → Σ∞
graphically and smoothly at every point p ∈ Σ∞ /S. We have the following
characterization of Σ∞:
(i) if the convergence is one-sheeted then S = ∅, that is, the convergence
must be smooth everywhere;
(ii) if Σ∞ is two-sided then there exists u ∈ C∞(Σ∞) such that
{u ≥ 0
LΣ∞(u) = 0.
Furthermore, if the convergence is at least two-sheeted or Σi ∩ Σ∞ = ∅
for all i sufficiently large then u > 0 everywhere and Σ∞ is stable. In case
the convergence is one-sheeted and Σi∩Σ∞ ≠ ∅ for all i sufficiently large
then we can further conclude that Index(Σ∞) ≥ 1.
(iii) if Σ∞ is one-sided and the convergence is one-sheeted then, in addition
to (i) we have a normal vectorfield J ∈ C∞(Σ∞, T Σ∞) such that
{J /≡ 0
LΣ∞(J) = 0.
That is, J is a non-trivial Jacobi field.
(iv) if Σ∞ is one-sided and the convergence is at least two-sheeted then we
must have λ1(LΣ∞) > 0. In addition, there exists Σ˜∞ a double covering of
Σ∞ such that λ1(LΣ˜∞) = 0. That is, Σ˜∞ is a two-sided immersed minimal
hypersurface with a non-trivial Jacobi field.
What one should take from this proposition is that in general the limit is
stable or it has a non-trivial Jacobi field when the convergence is not smooth
everywhere. For example, if the metric has positive Ricci curvature then there
are no stable minimal hypersurface thus the convergence must be smooth every-
where. Alternatively, if the metric is bumpy (with respect to immersions) then
there are no jacobi fields, hence the convergence is again smooth everywhere.
Let Λ = Λ(M,g) denote the space of all min-max hypersurfaces with multi-
plicity defined in 2.4.7 and take Ω ⊂ Λ. If Ω ⊂M is any subset, we define
I(Ω) ={Index(supp∥V ∥) ∈ N ∶ V ∈ Ω},A(Ω) ={area(supp∥V ∥) ∈ R≥0 ∶ V ∈ Ω}.
These are the set of values of index and area for each minimal hypersurface in
Ω, respectively.
A crucial ingredient to prove our theorems is B. Sharp’s compactness the-
orem [36, Theorem 2.3]. His result says that if supI(Ω) + supA(Ω) < ∞ and{Σi}i∈N ⊂ Ω then there exists a smooth minimal hypersurface Σ∞ such that
Σi → Σ∞ graphically and smoothly outside a finite set. In particular he proves
that the convergence is smooth everywhere when the ambient metric has positive
Ricci curvature.
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As we have already mentioned before, it is not always true that the p-width
is realized by a homotopy class of p-sweepouts We show that if #A(Λ) is finite
then this actually holds. This is a weak improvement of [25, Proposition 4.8]
that is viable due to Sharp’s theorem.
Lemma 3.1.3. Let (Mm+1, g) be a closed Riemannian manifold of dimension
3 ≤m + 1 ≤ 7.
Fix p ∈ N, if #A(Mωp+1) <∞ then there exists n ∈ N such that
ω(n)p = ωp.
Proof. Suppose false, that is, we have a strictly decreasing sequence {ω(n)p }n∈N
converging from above to ωp. In particular we obtain a sequence of flat contin-
uous p-sweepouts with no concentration of mass {Φn ∶ Xn ⊂ In → Zm(M)}n∈N
satisfying
ω(n+1)p ≤ L[Φn+1] < ω(n)p ≤ L[Φn].
We can further assume that L[Φn] < ωp + 1 for all n ∈ N.
First we apply Theorem 2.3.10 to each Φn and obtain a mass continuous p-
sweepout Φ˜n. In particular it is F-continuous and has no concentration of mass.
Now, from Theorem 2.3.14 and the Regularity Theorem 2.1.7 we obtain a se-
quence {Vn}n∈N ⊂Mωp+1 of min-max varifolds such that ∥Vn+1∥(M) < ∥Vn∥(M).
We can write for each n
Vn = l∑
i=1υ(Σi, ni),
where Σi are minimal hypersurfaces such that ∑li=1 area(Σi) ∈ A(Mωp+1) and
ni ∈ N. Since A(Mωp+1) is finite then there are only finitely many possible
values of ∥Vn∥(M) = ∑li=1 niarea(Σi) that are bounded above by ωp + 1 for all
n, which is a contradiction.
Main Theorem A. Let (Mm+1, g) be a closed Riemannian manifold of di-
mension 3 ≤ m + 1 ≤ 7 with Ric(g) > 0. If the metric g is analytic the the
space M(M,g) of all min-max hypersurfaces is non-compact with respect to
one-sheeted smooth graphical convergence.
Proof. Suppose false, then there exists C > 0 such that supI(M)+ supA(M) <
C.
Claim 1. #A(M) <∞
Indeed, if it is not true then there exists a sequence {Σi}i∈N of minimal hy-
persurfaces with distinct area. By hypothesis we have Index(Σi) < C for all
i ∈ N. From Sharp’s Compactness Theorem we can take a convergent subse-
quence, still denoted by {Σi}i∈N, with limit Σ∞ a smooth embedded minimal
hypersurface.
We claim that the convergence must be one-sheeted, hence smooth every-
where. In fact, suppose the convergence is at least two-sheeted, then we can
divide in two cases. That is to say, whether Σ∞ is one-sided or two-sided. If
Σ∞ is one-sided, then we are in case 3.1.2(iv). In this case the oriented double
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covering gives us a stable minimal hypersurface Σ˜∞, which is a contradiction
because Ric(g) > 0. If Σ∞ is two-sided, then we are in case 3.1.2(ii) with at least
two-sheeted convergence, which give us a contradiction for the same reason.
We conclude that the convergence is graphically smooth everywhere.
Now, a Theorem by L. Simon [37, §2 Theorem 3] says that, in a manifold with
an analytic metric, there exists a C∞-neighbourhood of a minimal hypersurface
such that every minimal hypersurface in that neighbourhood has the same area.
Since we have smooth convergence this shows that area(Σi) must be constant
and equal to area(Σ∞) for i sufficiently large. This is a contradiction and it
finishes the proof of our first claim.
Claim 2. There exists a constant N ∈ N so that ωp < ωp+N for all p ∈ N.
Suppose false, then we can find a sequence {pi}i∈N ⊂ N such that
ωpi = ωpi+i.
We already know that #A(M) < ∞, thus Lemma 3.1.3 tells us that for each
i ∈ N there exists ni ∈ N so that ω(ni)pi = ωpi and ω(ni)pi+i = ωpi . Hence,
ω(ni)pi = ω(ni)pi+i .
It follows from Theorem D thatN1-cat(Tωpi+i) ≥ i+1. By the monotonicity prop-
erty of N1-cat, Proposition 2.4.2(ii), this implies that N1-cat(T ) =∞. However,
we are supposing that M is compact, which implies that so is T . This is a
contradiction because compact sets must have finite N1-category, thus proving
our second claim.
Now, for each i ∈ N we can find a flat continuous (1 + iN)-sweepout with
no concentration of mass and interpolate to obtain a mass continuous (1+ iN)-
sweepout Φi such that
ω1+iN ≤ L[Φi] < ω1+(i+1)N .
For each such sweepout we obtain by Theorem 2.3.14 a stationary varifold Vi
whose support is smooth and embedded and ∥Vi∥(M) = L[Φi]. By Frankel’s
Theorem for manifolds with Ric(g) > 0 any two minimal hypersurfaces must
intersect, then the support of Vi can only have one connected component, that
is, Vi = υ(Σi, ni) for some ni ∈ N.
We already know that area(Σi) can only assume finitely many values, from
which follows that ∥Vi∥(M) = niarea(Σi) must have at least linear growth in i.
However, Theorem 2.3.13 implies that ωp has sublinear growth in p. It follows
that ω1+iN has sublinear growth, hence so does L[Φi] which is a contradiction.
Corollary 3.1.1. Let Sm denote the m-sphere with the round metric and 3 ≤
m ≤ 7. Then Sm admits infinitely many non-isometric minimal hypersurfaces.
Proof. Since the round metric in Sm is analytic we can apply the previous
theorem. From Sharp’s Compactness Theorem it follows that supI(M(Sm))+
supA(M(Sm)) = ∞, so it must contain a sequence of minimal hypersurfaces
with either the index going to infinity or the area.
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We can also change the analyticity hypothesis by a bumpy metric. In this
case it extends a result by H. Li and X. Zhou to higher dimensions (see [21,
Corollary 1.5]).
We say that a metric is bumpy if no immersed minimal hypersurface has
a non-trivial Jacobi field. In [40] B. White showed that bumpy metrics for
embedded minimal hypersurfaces are generic and recently the author extended
the same result for immersed minimal hypersurfaces (see [43]).
To prove this we also have to use a recent result shown by Marques-Neves in
[27]. The authors show that for a given F-continuous p-sweepout we can always
find a varifold that realizes the width of its homotopy class and has Index ≤ p.
Corollary 3.1.2. Let (Mm+1, g) be a closed Riemannian manifold of dimension
3 ≤m + 1 ≤ 7 with Ric(g) > 0. If the metric g is bumpy, then
ωp < ωp+1
and supI(M(M,g)) + supA(M(M,g)) =∞.
Proof. The proof is very similar to the previous theorem. First we show that
for every p there exists n such that ωp = ω(n)p .
Claim 1. For a fixed p, we have #A(Mωp+1) <∞
Suppose it is false. Arguing exactly as in the previous theorem we obtain a
sequence of varifolds {Vn}n∈N ⊂Mωp+1 such that Index(supp∥V ∥) ≤ p (see [27,
Theorem 1.2]). By Sharp’s Compactness Theorem we know that Vn → V∞ for
some V∞ ∈Mωp+1 and the convergence is classified by Proposition 3.1.2. Now,
in any situation described in 3.1.2 it is possible to construct a non-trivial Jacobi
field over supp∥V∞∥ or for a double covering. In any case, that is a contradiction.
Suppose now that ωp = ωp+1 that is, ω(n)p = ω(n)p+1 for some n ∈ N. In particular
the set Ω = V ∈M ∶ ∥V ∥(M) = ωp is infinite and Index(supp∥V ∥) ≤ p + 1 for
all V ∈ Ω. Arguing as before, these varifolds must accumulate on a minimal
hypersurface (possibly immersed) with a non-trivial Jacobi field, which is a
contradiction.
The remaining statement follows directly from Sharp’s Compactness Theo-
rem.
3.2 The width of Ellipsoids
Sweepouts of S2
Let S2 denote the round 2-sphere with radius 1 in R3. We will construct k-
sweepouts of S2 as families of algebraic sets in R3 similarly to [16].
Denote by x1, x2, x3 the coordinates in R3 with respect to the standard basis.
Let pi ∶ R3 → R denote the following polynomials:
pj(x) = xj for j = 1,2,3;
p4(x) = x12;
p5(x) = x1x2;
p6(x) = x1x3;
p7(x) = x2x3;
p8(x) = x32.
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Now, put Ak = spanR (1 ∪kj=1 pj) / {0} and define the relation q ∼ λq, for λ > 0
and q ∈ Ak. Note that the zero set is invariant under this relation, that is,{λq = 0} = {q = 0} so it defines a map Fk ∶ (Ak/ ∼)→ Z1(S2) given by
Fk([q]) = ∂[{q ≤ 0} ∩ S2].
By abuse of notation we write [R] for the mod 2 current associated with a
rectifiable set R ⊂ S2. We identify (Ak/ ∼) with RP k and observe that Fk is a
flat continuous k-sweepout (see [16, §6]).
Now we show that Fk has no concentration of mass.
Lemma 3.2.1. Let Fk ∶ RP k → Z1(S2), k=1,. . . ,8, be the family of cycles
defined above. Then Fk has no concentration of mass.
Proof. Take p ∈ S2 and 0 < r < pi and denote by αp the equator given by
p⊥∩S2, where p⊥ is the plane normal to p in R3. Consider the ball B(p, r) ⊂ S2.
We can parametrize the space of geodesics that go through B(p, r) as G(r) ={q⊥ ∩ S2 ∶ d(q,αp) < r}. The set G(r) defines a spherical segment whose area is
area(G(r)) = 4pi sin(r).
If x ∈ RP k is such that Fk(x) ∩B(p, r) ≠ ∅ then it follows from the Crofton
formula that
M(Fk(x)⨽B(p, r)) = 1
4
∫
Γ∈G(r) #(Γ ∩ Fk(x)).
Since Γ ∩ Fk(x) is the intersection of a plane with S2 and Fk(x) then it is the
solution of a system of 3 polynomials of degree 1, 2 and at most 2 (1 if k = 1,2,3
or 2 if k = 4, . . . ,8), respectively. It follows that the intersection is generically
#(Γ ∩ Fk(x)) ≤ 4. Hence,
M(Fk(x)⨽B(p, r)) ≤ 4pi sin(r).
If we take r → 0 we conclude that Fk has no concentration of mass at p. Since
p was arbitrary we conclude the proof.
In the end we have shown that Fk is a k-sweepout with no concentration of
mass.
Before proceeding to the main theorem, let us extract a weaker version of
[25, Theorem 6.1] but valid for 1-cycles.
Proposition 3.2.2 ([25, Theorem 6.1]). Let M be a closed Riemannian mani-
fold and {ωk(M)}k∈N be the width spectrum corresponding to 1-cycles in M . If
ωk(M) = ωk+1(M) for some k, then there exist infinitely many geodesic networks
with mass ωk(M) and that are almost-minimising in annuli at every point.
The proof is similar to [25, Theorem 6.1], however we cannot use Schoen-
Simon’s Regularity Theorem or the Constancy Theorem (as in [25, Claim 6.2]).
To overcome this, note that if a sequence of varifolds converges to a geodesic
network then the sequence of associated currents must converge to a subnetwork
of the limit.
More precisely, let {Ti}i∈N ⊂ Z1(M) be a sequence of flat cycles such that∣Ti∣ → V and Ti → T . If V is a geodesic network defined by geodesic segments{γ1, . . . , γm} and its respective multiplicities, then T is a cycle (not necessarily
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stationary) defined by a subset of geodesics {γi1 , . . . , γil} with multiplicity one
each.
This is true because the support of the limit is contained in the varifold
geodesic network and therefore we can apply the Constancy Theorem to each
geodesic segment whose intersection is non-empty. If we assume that the set of
geodesic networks is finite, then so is the set of all possible subnetworks (not
necessarily stationary) and the rest of the proof is the same as in [25].
Main Theorem C. Let S2 be the round 2-sphere of radius 1, then
(i) ω1(S2) = ω2(S2) = ω3(S2) = 2pi;
(ii) ω4(S2) = ω5(S2) = ω6(S2) = ω7(S2) = ω8(S2) = 4pi.
Proof. (i): By Crofton’s formula we have that, M(Fk(q)) ≤ 2pi for all q ∈ RP k
and k = 1,2,3. In fact, it is not hard to see that supM(Fk(q)) = 2pi. That is,
ωk ≤ 2pi.
Suppose ωk < 2pi, then there exists another k-sweepout with no concentration
of mass F˜ such that L[ΠF˜ ] < 2pi. Hence, Theorem 2.3.14 would give us a
stationary integral varifold almost minimising in annuli with ∥V ∥(S2) < 2pi.
This is a contradiction because Theorem 2.2.10 tells us that the density would
be lower than 1 everywhere. So Fk is optimal and ωk = 2pi for k = 1,2,3.
Lemma C.1. Let S2 be the round 2-sphere of radius 1, then ω4 > 2pi.
Proof of C.1. Suppose ω4(S2) < 2pi(1+ 16) and choose an ellipsoid E2 sufficiently
close to S2 so that Corollary 2.2.11 holds. In particular there are only 3 almost
minimising geodesic networks with length less than 2pi(1+ 1
4
) in E2 (namely, the
three principal geodesics). Indeed, any such geodesic network must have density
less than 2 by Corollary 2.2.11 and the almost minimising condition excludes
triple junctions by Main Theorem B. Note also that ω4(E2) < 2pi(1 + 13).
We claim that there exist an optimal sweepout for ω4(E2). If that is not
the case we would be able to produce a sequence of sweepouts Fi with no
concentration of mass such that L[ΠFi+1] < L[ΠFi] < 2pi(1 + 13). Thus, each
Fi would give us a distinct geodesic network almost minimising in annuli with
length less than 2pi(1 + 1
3
) (Theorem 2.3.14), which is a contradiction.
It follows that there exists an almost-minimising geodesic network V such
that ∥V ∥(E2) = ω4(E2). Thus, V must be one of the three principal geodesics
which implies that ωk(E2) = ωk+1(E2) for some k = 1,2,3. This is a contra-
diction because Proposition 3.2.2 would imply the existence of infinitely many
almost minimising geodesic networks with length ωk(E2) and we already know
that this is not possible.
We conclude that our initial assumption is false, thus ω4(S2) > 2pi.
(ii): When k = 4,5,6,7,8 the degree of the polynomials are less than or equal
to 2, thus, using the Crofton formula again, M(Fk(q)) ≤ 4pi for all q ∈ RP k. As
before, it is trivial to check that supM(Fk(q)) = 4pi from which we get ωk ≤ 4pi.
By Lemma C.1 and the previous item we already know that ωk ≥ ω4 > 2pi.
Suppose ωk < 4pi then, as before, we have a k-sweepout F˜ with no concentration
of mass such that ωk ≤ L[ΠF˜ ] < 4pi. From Theorem 2.3.14 we produce V ∈
IV1(S2) stationary and almost minimising in annuli with ∥V ∥(M) < 4pi. In
particular, Theorem 2.2.10 implies that Θ(V, p) < 2 everywhere. It follows from
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Main Theorem B that V has density constant to 1. Hence V corresponds to a
closed regular geodesic, that is, ∥V ∥(S2) = 2pi, which is a contradiction.
Geodesics on Ellipsoids
Our goal here is to find the varifold that realizes the k-width of an ellipsoid
sufficiently close to the round sphere.
Let E2 = E2(a1, a2, a3) be an ellipsoid defined by the equation a1x21 +a2x22 +
a3x
2
3 − 1 = 0 in R3. If the parameters a1, a2, a3 are all sufficiently close to 1 then
it is clear that the induced metric in E2 is C∞-close to the round metric in S2.
We can assume other properties that we summarize here.
Proposition 3.2.3. Let γi = {xi = 0} ∩E2 for i = 1,2,3 be the three principal
geodesics in E2 and γ
(r)
i be the r-covering of γi for r ∈ N. If we choose a1 < a2 <
a3 sufficiently close to 1 then the following is true:
(i) 2pi(1 − 1
4
) < L(γ1) < L(γ2) < L(γ3) < 2pi(1 + 14);
(ii) Index(γ(r)i ) = i + 2(r − 1) and null(γ(r)i ) = 0 for i = 1,2,3 and r < 100;
(iii) if α is a smooth closed geodesic with L(α) < 100pi then α = γ(r)i for some
i = 1,2 or 3 and r > 0;
(iv) ∣ωk(E2) − ωk(S2)∣ < 14 for all k < 100;
By Index(γ) and null(γ) we mean the Morse index and nullity as smooth closed
geodesics, that is, critical points of the energy functional.
Proof. (i): Note, for example, that γ1 is a planar ellipsis with axes
1
a2
and 1
a3
,
similarly for the other two. So, as long as ai are close to 1 each ellipsis is close
to a circle of length 2pi.
(ii): See [30, XI,Theorem 3.3].
(iii): See [30, XI,Theorem 4.1].
(iv): Note that every sweepout of E2 is also a sweepout for S2, simply by
the fact they are both diffeomorphic and the definition of sweepout does not
depend on the metric. Since the metric in E2 can be chosen sufficently close to
the round metric we can prove that each k-width is continuous by simply using
the same approximating sweepouts. The uniform convergence follows directly
because we are considering only finitely many k-widths.
Given these three main ellipses we are able to define the varifolds that will
be candidates to realize the first 8 widths of E2. Define
Wj = υ(γj ,1), j = 1,2,3;
W4 = υ(γ1,2);
W5 = υ(γ1,1) + υ(γ2,1);
W6 = υ(γ2,2);
W7 = υ(γ1,1) + υ(γ3,1);
W8 = υ(γ2,1) + υ(γ3,1);
W9 = υ(γ3,2).
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Remark. Suppose E2 is sufficiently close to the round sphere of radius 1. Since
these are all possible combinations of the three principal geodesic networks
with density less than or equal to 2, Corollary 2.2.11, Main Theorem B and
Proposition 2.2.9 imply that these are also the only geodesic networks almost
minimising in annuli with mass less than 2pi(2 + 1
3
).
Before proceeding to the main theorem we need a technical result similar to
Lemma C.1.
Lemma 3.2.4. Let E2 be an ellipsoid as in Proposition 3.2.3. Then ωi < ωi+1
for i = 1, . . . ,7.
Proof. If the ellipsoid is sufficiently close to S2 then we can assume that ωi(E2) <
2pi(2 + 1
4
), by Main Theorem C. As we have remarked above, there are only 9
geodesic networks almost minimising in annuli with mass less than 2pi(2 + 1
4
)
(namely the Wj previously described). If we had equality ωi = ωi+1 for any i =
1, . . . ,7 then Proposition 3.2.2 would give us infinitely many geodesic networks
almost minimising in annuli with mass ωi, which is a contradiction.
Main Theorem E. Let E2 be an ellipsoid as in Proposition 3.2.3. The fol-
lowing holds:
(i) if i = 1,2 or 3 then ωi(E2) = ∥Wi∥(E2);
(ii) if i = 4, . . .8 then ωi(E2) = ∥Wl∥(E2) for some l = 4, . . . ,9 without repeti-
tion.
Proof. Firstly, it follows from Proposition 3.2.3(iv) and Main Theorem C(i) that
ωi(E2) < 2pi(1 + 1
4
), for i = 1,2,3 and
ωi(E2) < 2pi(2 + 1
4
), for i = 4, . . . ,8.
In either case we claim that there exists an optimal sweepout for ωi. Indeed,
if no such map existed for some i we would have a sequence of sweepouts {Fk}
satisfying ωi < L[Fk+1] < L[Fk] < 2pi(2 + 14). Each Fk provides us a distinct
geodesic network almost minimising in annuli with mass less than 2pi(2+ 1
4
) by
Theorem 2.3.14. However, as we have already remarked, there are only finitely
many such varifolds (that is to say, the previously defined Wj) so we have a
contradiction.
Secondly, Lemma 3.2.4 tells us that ω1 < . . . < ω8. Hence, each optimal
sweepout gives us a geodesic network almost minimising in annuli Vi satisfying∥Vi∥(E2) = ωi(E2) and ∥Vi∥(E2) < ∥Vi+1∥(E2) for i = 1, . . . ,8.
(i): For i = 1,2,3 we have ∥Vi∥(E2) < 2pi(1 + 14) so each one of these must
correspond to one Wj , j = 1,2,3. Since their masses are ordered as ∥W1∥(E2) <∥W2∥(E2) < ∥W3∥(E2) we must have Vi =Wi, i = 1,2,3.
(ii): For j = 4, . . . ,8 the Wj ’s are not necessarily ordered by their mass. To be
specific, we cannot guarantee for a general ellipsoid that ∥W6∥(E2) < ∥W7∥(E2)
or vice-versa. However, we know that each Vi corresponds to one of the Wj ’s
and this correspondence must be one to one because of the uniqueness above
mentioned.
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Remark. The proof above gives us an example of an unstable min-max critical
1-varifold with multiplicity and smooth embedded support. For an ellipsoid
sufficiently close to the round sphere we will necessarily have either γ1 or γ2
with multiplicity 2 (that have index 1 and 2 respectively).
It is conjectured (see [27, p.2]) that this should not happen for min-max
critical hypersurfaces. The main difference is because in the hypersurface case
one could be able to de-singularize two minimal surfaces (for example two great
spheres in S3 approaching a sphere with multiplicity 2) along their intersection
and obtain a min-max “competitor” with very similar area, but embedded and
with different topology. Such procedure doesn’t exist for curves and our example
settles this question for the one dimensional case.
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Chapter 4
Open Questions
4.1 Geodesic Networks
Question 1. Given a critical sequence of flat continuous k-sweepouts with no
concentration of mass S in Z1(S2), can we always choose V ∈ C(S) to be a
geodesic network formed by a union of closed geodesics with multiplicity?
This would be a very strong statement related to the existence of closed
geodesics. Our result says that for k = 1, . . . ,8 then every stationary element
in C(S) is indeed formed by closed geodesics. However, one cannot expect this
for every element if the number of parameter is higher. It is important to point
out that we are using coefficients Z2.
As an example, consider two copies of the standard triple junction network
in S2 but rotated by a very small angle. This is a geodesic network formed by
6 half circles of multiplicity one but it doesn’t contain any closed geodesic in its
support. Nevertheless, this can clearly be deformed to a union of 3 circles.
Question 2. Let S2 be the round 2-sphere of radius 1. Is ωk(S2) always an
integer multiple of 2pi?
Unlike the first question, to prove this it isn’t necessary to exclude the sin-
gular example that we described above. That example has mass 6pi though it
is not a regular network.
It is fairly easy to show that ωk ≤ d ⋅2pi for some integer d that grows linearly
with respect to
√
k. This follows from using sweepouts by polynomials exactly
as we did in Main Theorem C. The reason why this is reasonable is because
we expect the eigenvalues of the Laplacian to be optimal sweepouts and in this
case they are given by the polynomials that give this upper bound.
Question 3. Let (S2, g) be any metric on the 2-sphere. Does {ωk}k∈N satisfy
a Weyl-type law
ωk(S2, g)
k
1
2
ÐÐÐ→
k→∞ Cvol(S2, g),
for some constant C not depending on g?
This is weaker than the other two questions. To be consistent the constant
for S2 should be C = 1
2
. This was suggested by Gromov [15] because of the
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interpretation of the k-width as a nonlinear analogue to the k-eigenvalue of the
Laplacian. To our knowledge this is not yet known even for the round sphere.
Naturally all of these questions have analogues for geodesic networks in Sm.
The first one would be a large stretch because singularities are more complicated
with higher codimension, but the other two remain reasonable.
4.2 Min-max Hypersurfaces
Question 1. Is it possible to remove the analyticity hypothesis in Main Theorem
A?
This is the first obvious question and we strongly believe it is true. Consid-
ering the results in [25] there seems to be no reason for the metric to be analytic
even though we were unable to prove the result without it.
Question 2. Is it possible to show that both the index and the area tend to
infinity for min-max hypersurfaces?
This question is related to Marques-Neves’ Multiplicity One Conjecture in
[27]. If the conjecture is true then on bumpy metrics the answer is positive. A
positive answer also shows that the minimal surfaces in S3 obtained by doubling
and desingularization cannot be obtained via min-max methods because they
have bounded area.
Question 3. If ωk = ωk+N is it possible to find a min-max hypersurface Σ such
that null(Σ) ≥ N?
We expect this because the category of the level set is greater than N . If
the critical set were homeomorphic to a manifold then its dimension is neces-
sarily greater than N as well, which gives us an N -parameter family of minimal
hypersurfaces with constant area. This is analogue to the main result in [27] in
which they show that it is possible to find a min-max hypersurface with index
lower than the number of parameters. In this case we are looking at the other
inequality, we believe it is possible to find a min-max hypersurface such that
Index + null is greater than the number of parameters. On the bumpy case it
sums up to showing that the index is equal to the number of parameters.
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