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Networks-on-Chip is an interesting approach for large Systems-
on-Chip interconnection when multiple communication paths
allow for performance improvement and scalability. Swit-
ches inside routers define routes for any type of traffic pat-
tern. During design phase network models need to be evalu-
ated concerning constraints through simulation tools. Most
simulator available focus on networks having regular topolo-
gies. This paper presents the IrNoC Simulator, a tool dedi-
cated to simulating irregular topologies concerning latency
and the number of packages that fulfill their deadlines. Se-
veral experiments compare evaluations for regular and irre-
gular approaches to network topology construction.
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RESUMO
Redes-em-Chip é uma abordagem interessante para gran-
des Sistemas-em-Chip com vários caminhos de comunicação,
permitindo uma melhoria no desempenho e escalabilidade.
Os comutadores dentro dos roteadores definem rotas para
qualquer tipo de padrão de tráfego. Durante a fase de pro-
jeto, os modelos de rede precisam ser avaliados em relação
às restrições por meio de ferramentas de simulação. A mai-
oria dos simuladores dispońıveis concentra-se em redes com
topologias regulares. Este artigo apresenta o simulador Ir-
NoC, uma ferramenta dedicada à simulação de topologias
irregulares relacionadas à latência e ao número de pacotes
que cumprem seus prazos. Vários experimentos comparam
avaliações de abordagens regulares e irregulares para a cons-
trução de topologia de rede.
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1. INTRODUÇÃO
A fabricação de Sistemas-em-Chip (Systems-on-Chip - SoC)
[1] teve um grande aumento na última década e surgiram sis-
temas mais complexos, necessitando de arquiteturas confiá-
veis. Para atender a essas necessidades, as Redes-em-Chip
(Networks-on-Chip - NoC) [8] foram desenvolvidas.
A NoC consiste em um conjunto de roteadores (comu-
mente ligados a um IP/CORE formando uma topologia. As
comunicações são realizadas através de troca de pacotes en-
tre os roteadores. A etapa de troca de pacotes se dá através
do uso de algoritmos de roteamento. A NoC é escalável,
possui suporte a paralelismo. A otimização é essencial para
uma melhor comunicação e menos latência. Vários parâ-
metros podem ser trocados para obter restrições de design,
como topologia, números de roteadores, tipo de roteamento
e arbitragem.
A escolha da topologia é uma decisão importante, por-
que a topologia tem um grande impacto na questão de área,
latência e consumo de energia. Topologias irregulares tra-
zem melhorias para as três métricas mencionadas acima [12].
Em uma topologia irregular, cada roteador pode ter um link
para qualquer roteador na rede, facilitando o processo de co-
municação.
Na parte da exploração do espaço de projeto é testado o
desempenho da NoC para algumas restrições predefinidas. A
avaliação é feita através de ferramentas de simulação, essas
ferramentas devem ter alta precisão e confiabilidade nos seus
resultados. Na literatura existem várias ferramentas para
simulações de desempenho de NoC, mas a maioria delas é
destinada para topologias regulares.
Este artigo tem como objetivo apresentar um simulador
para topologias irregulares. O IrNoC é um simulador des-
crito em SystemC [9]. O IrNoC trabalha com métricas como
latência e deadline de pacotes, ajudando o projetista a ava-
liar o desempenho da rede-em-chip. Nosso objetivo é mos-
trar mais uma ferramenta alternativa, em comparação com
outras ferramentas existentes.
Esse artigo está organizado da seguinte forma: A Sessão
II apresenta alguns simuladores para topologias irregulares.
A Sessão III mostra a arquitetura da ferramenta IrNoC. A
Sessão IV detalha os resultados avaliados, enquanto a Sessão
V discute os resultados e sugere trabalhos futuros.
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2. TRABALHOS RELACIONADOS
Na literatura, diversos simuladores de NoC podem ser en-
contrados e usados pela comunidade de pesquisadores e pro-
jetistas. Nesta sessão são apresentados algumas ferramentas
de simulação de redes-em-chip irregulares.
A ferramenta IrNirgam [2] é baseada no Nirgam e escrita
SystemC e C ++ com foco em topologias irregulares. Essa
ferramenta trabalha com topologia irregular, Mesh e Torus.
Todas as configurações, como topologia, tamanho, simula-
ção, geração de tráfego, algoritmos de roteamento e tama-
nho do buffer, são fornecidas através de arquivos de confi-
guração. Em tempo de execução, os cores das aplicações e
os algoritmos de roteamento podem ser conectados ao me-
canismo principal sem a necessidade de compilar o código
novamente.
Latência e taxa de transferência são métricas de desem-
penho que o IrNirgam retorna como sáıda. A ferramenta
usa comutação de pacotes do tipo wormhole para controle
de fluxo. Os pacotes são divididos em flits, o primeiro flit
é cabeçalho e contém informações sobre o destino, o último
flit é conhecido como calda e os flits intermediários são flits
de dados.
O mecanismo principal do simulador implementa mode-
los de redes-em-chip como uma rede de blocos que forma
um módulo NoC. A topologia define a maneira como vários
nós são interconectados na rede. Todas as topologias são
caracterizadas por algumas propriedades:
• Diâmetro: A distância máxima entre dois nós da rede;
• Largura da bisseção: O número mı́nimo de fios que
devem ser cortados quando a rede é dividida em dois
conjuntos iguais de nós;
• Grau do nó: Número de canais que conectam um nó a
seus vizinhos.
O IrNirgam se preocupa em avaliar métricas de desempe-
nho para vazão e latência.
Vazão: No IrNirgam, a vazão (em Gbps) é calculada para
cada canal de sáıda do roteador separadamente, conside-
rando a quantidade de trechos que passam por cada rotea-
dor.
Latência: A latência é definida como o atraso entre a in-
jeção em um nó de origem e a recepção do último pacote no
nó de destino. Na ferramenta IrNirgam, a latência média é
medida em ciclos de clock e é estimada para cada canal de
sáıda e para toda a rede.
NC-G-SIM [13] suporta as topologias Mesh, Torus, Mesh
3D e topologias irregulares, os algoritmos de roteamento XY
e o odd-even. A topologia 3D usa o algoritmo XYZ como
um esquema de roteamento baseado em tabela bem distri-
búıdo. O roteamento pelas tabelas é feito usando arquivos
no formato [sourceID, destinationID, nexttileID, pathId ], a
cada caminho é atribúıdo um ID exclusivo ’pathID ’ para tor-
nar os caminhos facilmente distingúıveis. Cada nó decide a
próxima direção de roteamento com base no arquivo de ta-
bela correspondente do nó e nas entradas. Essas tabelas são
preenchidas com base no conhecimento localizado da rede.
O simulador NC-G-SIM suporta seis vizinhos de qualquer
bloco, contém um número máximo de 500 blocos para to-
pologias irregulares e 3D. A caracteŕıstica de tráfego é es-
sencialmente necessária para executar uma simulação. O
tráfego é gerado através das ferramentas CBR e Bursty. O
NC-G-SIM implementa adicionalmente o tráfego BWCBR,
gerando tráfego simultâneo de um nó de origem para mais de
um destino, tornando as condições de simulação mais reais.
A ferramenta recebe como entrada um arquivo com parâ-
metros de simulação, onde faz a escolha da topologia, outro
arquivo com configuração de tráfego como entrada e um ar-
quivo com tabelas de roteamento. A sáıda é um arquivo com
resultados de simulação, que inclui métricas de desempenho,
latência, taxa de transferência e dissipação de energia, além
de mostrar logs e gráficos.
Os parâmetros configuráveis da ferramenta são o tama-
nho das topologias, tamanho do buffer, tamanho do pacote
e flit, intervalo do pacote e número de canais virtuais. A
frequência usada é de 1 Ghz, que pode ser alterada. A co-
mutação de pacotes wormhole é usada, onde os pacotes são
serializados em várias faixas, portanto, buffers menores po-
dem ser usados em contraste com a técnica de comutação
de pacotes. No final da simulação, a estrutura do NC-G-
SIM gera um arquivo de logs que é detalhado e conciso ao
alternar diferentes ńıveis de log. Os resultados detalhados
da simulação podem ser lidos, verificados e comparados em
termos de carga de flit, dissipação de energia, taxa de trans-
ferência, latência e desvio padrão do arquivo de resultados
gerado na conclusão da simulação. Os gráficos podem ser
plotados usando o GnuPlot [7], também podem ser plotadas
essas métricas de desempenho de sáıda.
GPNOCSIM [5] é um simulador de uso geral e suporta
todas as topologias. A ferramenta é desenvolvida em Java,
além disso, seu design modular ajuda a incorporar novas
arquiteturas.
No GPNOCSIM, cada switch possui muitas portas para
conectar-se a switches adjacentes e blocos de propriedade
intelectual (Intellectual Property - IP). Cada porta contém
dois conjuntos de buffers (entrada e sáıda), um roteador e
um controlador. O roteador decodifica o fluxo do cabeçalho
e determina a porta de sáıda. O controlador é particionado
em dois controladores independentes, um para entrada de
canal e outro para canal de sáıda. O árbitro usado é Round-
Robin.
A ferramenta usa técnicas de comutação de pacotes do
tipo wormhole e usa canais virtuais em cada porta. O GP-
NOCSIM contém várias distribuições de tráfego, onde os
usuários podem definir qual será usada. Os parâmetros de
entrada são definidos através de arquivos de configuração. A
simulação termina quando todos os ciclos foram conclúıdos.
Abaixo, é apresentada a primeira tabela que realiza a com-
paração e as diferenças entre o IrNoC e os outros simuladores
apresentados nessa sessão, ajudando a mostrar a contribui-
ção da ferramenta desenvolvida aqui.
O simulador IrNoC foi o único encontrado que avalia to-
pologias irregulares para pacotes com restrições de tempo.
3. DESCRIÇÃO E ARQUITETURA DO SI-
MULADOR
O IrNoC é uma ferramenta de simulação para topologias
irregulares de Redes-em-Chips, desenvolvida no ńıvel TLM
da biblioteca SystemC . A entrada para a ferramenta é um
grafo de aplicação através, esse grafo é definido através de
um arquivo contendo distribuições de tráfego.
O esquema de roteamento é baseado em tabelas, nas quais
o algoritmo de menor caminho encontra as melhores distân-
cias entre cada par de roteadores em uma comunicação. O
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Table 1: Comparação dos Simuladores
Tabela da Comparação dos Simuladores




IrNoC X X X X
IrNoC emprega comutação wormhole e esquema de arbitra-
gem Round-Robin.
O simulador suporta topologias irregulares direcionadas a
aplicações em tempo real e não tempo real. Como resultado,
o IrNoC avalia a latência média e o número de pacotes que
podem cumprir seus deadlines.
3.1 Fluxo de Projeto
A Figura 1 mostra o fluxo de avaliação do IrNoC. O si-
mulador começa lendo o arquivo que contém as informações
de tráfego da rede, passando esses dados como entrada para
a ferramenta de simulação. Quando os dados de tráfego
chegam ao simulador, a topologia irregular é formada pelo
algoritmo de menor caminho através dessas informações e,
em seguida, a rede é simulada roteando os pacotes até atingir
os prazos previstos para cada pacote. Ao final, os resultados
relacionados às métricas de simulação são gerados, comple-
tando assim todo o fluxo de avaliação.
Figure 1: Fluxo da Arquitetura do IrNoC
Os padrões de tráfego são definidos usando um arquivo de
distribuição, que contém os roteadores de origem e destino,
o número total de pacotes e o prazo de entrega dos pacotes.
Os dados são inseridos na ferramenta e a topologia é cal-
culada através das fontes e destinos no arquivo de tráfego. O
algoritmo de Floyd-Warshall (FW) [6] é usado para calcular
a menor distância. O simulador permanece nessa etapa até
a topologia ser formada.
A simulação da IrNoC começa após a formação da topo-
logia e a simulação termina quando o tempo de simulação é
igual ao deadline do pacote, semelhante à uma aplicação em
tempo real.
Quando a simulação termina, são calculadas as métricas
de latência e quantidade de pacotes que cumpriram seus
deadline.
A latência é calculada através da soma da latência de to-
dos os pacotes sobre o número total de pacotes enviados.







Figure 2: Processo de Formação da Topologia
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3.2 Topologia
A topologia é formada através do arquivo de tráfego. Os
roteadores de origem e destino são usados como entrada para
a ferramenta de geração de tráfego, e o algoritmo Floyd-
Warshall devolve o menor caminho entre os roteadores de
origem e os roteadores de destino. Quando a topologia é con-
clúıda, as tabelas de roteamento são criadas. O FW constrói
as tabelas usando o menor caminho para cada roteador na
rede. A Figura 2 mostra esse processo.
As tabelas de roteamento são formadas por cada endereço
do roteador na rede. Cada tabela contém três campos: des-
tino, porta de sáıda e o número de saltos (hops). A linha da
tabela contém os valores para cada roteador. O campo de
destino contém o roteador de destino para onde os pacotes
serão enviados; o campo da porta de sáıda é usado para mos-
trar qual porta será usada para enviar os pacotes; o campo
número de hops mostra o número de saltos para o roteador
de destino. Um exemplo da tabela de roteamento pode ser
visto na figura 3.
3.3 Roteadores
O IrNoC usa dois tipos diferentes de roteadores, um rote-
ador genérico e outro com canais virtuais. Esses dois tipos
de roteador são descritos na figura 4.
Cada roteador pode ter um número de portas variável
para comunicação com outros roteadores, restrito a um mı́-
nimo de quatro. Cada roteador contém portas de entrada e
sáıda, buffers em cada porta de entrada, árbitros, tabela de
roteamento e implementação de algoritmo de roteamento.
Opcionalmente, os roteadores também podem ser confi-
gurados com canais virtuais preemptivos (CVP), úteis para
pacotes em tempo real.
Figure 3: Exemplo de Tabela de Roteamento
4. AVALIAÇÃO DE DESEMPENHO
Para avaliar o desempenho, foram considerados oito grafos
que variam o deadline das tarefas. Foram geradas aplicações
Figure 4: Exemplos dos Modelos de Roteadores
sintéticos usando a ferramenta TGFF [4]. Os experimentos
foram realizados em dois conjuntos de aplicações com 10 e 15
tarefas, respectivamente. As aplicações diferem no padrão
de comunicação, quantidade de dados a serem transferidos,
tipo de pacotes (tempo real e não tempo real) e deadline dos
pacotes.
Foram testados deadlines longos, médios e curtos, vari-
ando entre 500 ns e 1200 ns. As figuras 5 a 8 mostram os
grafos usados para testes.
Figure 5: Primeira Aplicação (a) e Segunda Aplicação (b)
- 10 Tarefas
O algoritmo genético (AG) [10] é usado para testar as to-
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Figure 6: Terceira Aplicação (a) e Quarta Aplicação (b) -
10 Tarefas
Figure 7: Primeira Aplicação (a) e Segunda Aplicação (b)
- 15 Tarefas
Figure 8: Terceira Aplicação (a) e Quarta Aplicação (b) -
15 Tarefas
pologias, reduzindo os números de roteadores para testar os
limites do simulador. O simulador gera diferentes topologias
para cada aplicação. Vale ressaltar que este artigo pretende
apresentar um simulador para topologias irregulares, em vez
de uma ferramenta de otimização de rede.
Cada aplicação envia diferentes quantidades de pacotes.
A aplicação 1 envia 10000 pacotes por tarefa; a aplicação
2 envia 12000; a 3 enviam 5000 e a aplicação 4 envia 8000
por tarefa. Cada pacote tem tamanho de 5 flits e a taxa de
injeção é de 3 nanossegundos.
As Figuras 9, 10, 11 e 12 mostram os gráficos para métri-
cas de latência e prazo. As tabelas 2, 3, 4, 5, 6 e 7 mostram
esses resultados com mais detalhes, incluindo os números de
roteadores de cada tipo usado nos testes.
Figure 9: Resultados de Latência Para as Aplicações com
10 Tarefas
Figure 10: Resultados de Deadline Para as Aplicações com
10 Tarefas
Table 2: Topologias Irregulares Com 10 Tarefas e
Deadline Longo
Aplicação Latência Pacotes RT Entregues T1 T2
1 279,350 100% 5 1
2 188,101 100% 3 3
3 177,907 100% 3 3
4 700,154 100% 4 2
Os experimentos referentes as aplicações com 10 tarefas
mostraram que o simulador desenvolvido aqui conseguiu em
sua maior parte encontrar topologias que mantivessem a la-
tência média em uma faixa menor que 2000 nanossegundos.
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Table 3: Topologias Irregulares Com 10 Tarefas e
Deadline Médio
Aplicação Latência Pacotes RT Entregues T1 T2
1 3120 100% 6 2
2 9140 37,5% 0 10
3 1830 100% 3 4
4 802,789 34,42% 0 10
Table 4: Topologias Irregulares Com 10 Tarefas e
Deadline Curto
Aplicação Latência Pacotes RT Entregues T1 T2
1 1530 100% 6 2
2 1058 100% 3 3
3 530 20% 1 9
4 173,757 21,73% 10 0
Quanto a questão de latência pode ser observado que até com
deadlines curtos, em algumas configurações de topologias en-
contradas foi posśıvel entregar todos os pacotes cumprindo
os prazos de deadline.
Figure 11: Resultados de Latência Para as Aplicações com
15 Tarefas
Figure 12: Resultados de Deadline Para as Aplicações com
10 Tarefas
Quando aumentado o tamanho das aplicações para tra-
balharem com 15 tarefas, pode-se observar que no quesito
Table 5: Topologias Irregulares Com 15 Tarefas e
Deadline Longo
Aplicação Latência Pacotes RT Entregues T1 T2
1 658,867 62,51% 0 10
2 895,676 100% 5 3
3 750,993 100% 3 5
4 488,399 61,90% 0 10
Table 6: Topologias Irregulares Com 15 Tarefas e
Deadline Médio
Aplicação Latência Pacotes RT Entregues T1 T2
1 184,467 100% 6 2
2 3720 19,14% 0 10
3 873,848 100% 2 6
4 324,339 35,29% 0 10
Table 7: Topologias Irregulares Com 15 Tarefas e
Deadline Curto
Aplicação Latência Pacotes RT Entregues T1 T2
1 450 100% 6 2
2 566,67 100% 6 2
3 741,765 100% 5 3
4 184,467 88,69% 0 10
latência, o IrNoC conseguiu manter a maioria dos resultados
com uma taxa de latência menor que 800 nanossegundos. No
quesito deadline pode ser observado que para as aplicações
contendo um deadline mais curto, em sua maioria foi pos-
śıvel encontrar topologias que satisfizessem uma entrega de
100% dos pacotes dentro do prazo.
Também foram testadas aplicações com 10 tarefas redu-
zindo a taxa de injeção de pacotes. As figuras 13 e 14 mos-
tram os resultados.
Figure 13: Resultados de Latência para Aplicações com 10
Tarefas e Taxa de Injeção Reduzida
Para os experimentos com redução de taxa de injeção,
os testes foram realizados somente para deadlines longos.
Pode-se perceber também que o IrNoC no quesito deadline
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Figure 14: Resultados de Deadline para Aplicações com 10
Tarefas e Taxa de Injeção Reduzida
Table 8: Topologias Irregulares Com 10 Tarefas e
Deadline Longo Com Taxa de Injeção Reduzida
Aplicação Latência Pacotes RT Entregues T1 T2
1 279,350 100% 5 1
2 188,101 100% 3 3
3 177,907 100% 3 3
4 700,154 100% 4 2
consegue entregar todos os pacotes e a taxa de latência teve
uma queda quando comparado ao mesmo experimento com
uma taxa de injeção maior.
Nesta comparação entre os valores de deadline, pode-se
analisar que a ferramenta IrNoC, mesmo com valores de de-
adline curtos, pode fornecer 100% em alguns casos de teste.
Aumentando o número de roteadores, o IrNoC também con-
seguiu atender às demandas de 100% dos pacotes entregues
em vários casos de teste.
Usando a ferramenta IrNoC, pode-se executar testes em
diferentes tamanhos e configurações e obter os valores das
métricas para latência e deadline. A preocupação desse ar-
tigo é mostrar os resultados e não a avaliação. A parte
Avaliação está fora do escopo deste trabalho.
5. CONCLUSÃO E TRABALHOS FUTUROS
Topologias irregulares estão sendo cada vez mais usadas
para projetar Sistemas-em-Chip. Obter uma ferramenta
para esta tarefa é essencial para o projetista avaliar as mé-
tricas necessárias para o seu projeto.
Neste artigo, a ferramenta IrNoC é apresentada. O Ir-
NoC pode atender a diferentes caracteŕısticas de topologias
irregulares, tamanho de rede variável, tamanho de deadline,
tipos de roteadores e avaliar métricas de latência e paco-
tes entregues. A ferramenta é desenvolvida em SystemC,
garantindo maior precisão em comparação com outras fer-
ramentas.
No futuro, pretende-se implementar novos recursos na fer-
ramenta, como o módulo WiNoC (rede-em-chip sem fio) [3],
para descobrir o impacto que as WiNoCs teriam ao trabalhar
com topologias irregulares.
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