We consider a sequence of many-server queueing systems with impatient customers of the type G/M/n + GI in heavy traffic. This sequence is indexed by n, where the parameter n represents the number of servers in the nth system. The state process is considered to be the diffusion-scaled total customer count in the system and the service rate is a state-dependent perturbation of a given basic service rate 0 > 0. When the system is critically loaded in the Halfin-Whitt heavy traffic regime, we obtain the limiting diffusion for the state processes. We also establish the asymptotic relationships among the diffusion-scaled processes representing the total customer count, virtual waiting time, and the number of customer abandonments. Motivated by the cost structures of telephone call centers, we formulate a cost functional and show that the expected value of this cost functional in the nth system converges to that of the limiting diffusion under mild assumptions.
1. Introduction. We consider a sequence of queueing systems with many servers and impatient customers. This sequence is indexed by n = 1 2 , where the parameter n represents the number of servers in the nth system. All these systems operate under the first come, first served (FCFS) discipline. The customer arrival process is allowed to be general, servers are independent, and the number of customers served by each server in a time interval 0 t is represented by a Poisson process whose intensity is dependent on the queue length at the time. Incoming customers are impatient and each customer has a patience time; they abandon the system if the waiting time in the queue exceeds their patience time. These patience times are iid and independent of arrival and service processes. Such a description of abandonment is reasonable with invisible queues, for example, those arising in telephone call centers. In such an environment, we study the asymptotic relationships and heavy traffic approximations for centered, normalized processes associated with the total customer count, virtual waiting time, and the number of abandonments. We also illustrate the convergence of a cost functional associated with the queueing systems to that of the limiting process.
In a seminal paper (Halfin and Whitt [11] ), Halfin and Whitt formalized a heavy traffic regime for a critically loaded, many-server queueing system and established a diffusion approximation result as the number of servers increases to infinity. Their model achieved the dual objectives of system efficiency by utilizing a higher number of available servers and service quality by having short customer waiting times and is hence known as the quality-and-efficiency (QED) heavy traffic regime. In Garnett et al. [10] , customer abandonments were included and Reed [28] obtained the heavy traffic limit for the G/GI/n queueing model. Recently, Mandelbaum and Momčilović [23] extended these results to incorporate customer abandonments for the G/GI/n + GI queueing system. Many-server queues in the Halfin-Whitt heavy traffic regime have important applications in the analysis of telephone call centers, and we refer to Gans et al. [9] and Pang et al. [25] for tutorials on this topic. When the service-time distributions are general, a measure-valued process approach has been utilized to analyze the heavy traffic limits in Kaspi and Ramanan [17] , Kang and Ramanan [15] and Kaspi and Ramanan [18] .
Our work is related to the recent articles of Mandelbaum and Momčilović [23] , Dai and He [6] , Dai et al. [7] and Reed and Tezcan [29] which address the heavy traffic approximations for many-server queues with abandonment in the Halfin-Whitt regime. The main differences here are that we allow a state-dependent, unbounded service rate n · and a general patience-time distribution function F n for the nth queueing system. In those articles, service times are not considered state-dependent. In a GI/M/n + GI queueing system in heavy traffic, if the service rate is constant and if the patience-time distribution function F n has a hazard rate intensity of the form h √ nx , where h is a continuous function, then our diffusion approximation result reduces to the main theorem in Reed and Tezcan [29] .
In the conventional heavy traffic regime, a diffusion approximation result for the virtual waiting time of a single-server queue with a similar customer abandonment structure was obtained in Lee and Weerasinghe [22] . Their service times are iid with a fixed distribution, and arrival rates are uniformly bounded and dependent on 2 Mathematics of Operations Research, Articles in Advance, pp. 1-23, © 2013 INFORMS the virtual waiting time. The diffusion approximation for the virtual waiting time in Lee and Weerasinghe [22] turned out to be a reflected diffusion characterized by a stochastic differential equation (SDE) with a reflection boundary at the origin. The sequence of patience-time distributions F n influences the drift coefficient of this SDE. In our case, limiting diffusion is a solution to a SDE without any boundary conditions, but we also observe a similar influence from F n (up to a scaling factor) for the drift coefficient of this SDE. The proof of the diffusion approximation in Lee and Weerasinghe [22] depends heavily on the continuity properties of the Skorokhod map. In contrast, we first establish the tightness and asymptotic relations of the state process and relevant processes. Then we use them together with the martingale convergence theorem and the continuity properties of an integral equation (Equations (72) and (74)) to obtain the diffusion approximation.
An infinite horizon cost functional was introduced in Lee and Weerasinghe [22] for the nth queueing system with two types of cost components: a cost dependent on the waiting time and a cost proportional to the idle time of the server. Using the diffusion approximation result, it was established that the expected value of this cost functional converges to the expected value of a similar cost structure associated with the limiting reflected diffusion. A similar result for an optimal queueing control problem in conventional heavy traffic was also obtained in Ward and Kumar [35] . Here we establish such a result for a cost functional with three types of costs: a cost associated with the queue length, a cost proportional to the idle time of the servers, and a cost proportional to the number of abandonments. Our proof, especially the method of obtaining necessary moment bounds, is entirely different from those of Lee and Weerasinghe [22] and Ward and Kumar [35] .
In many-server queueing systems with a Markovian service structure in the Halfin-Whitt heavy traffic regime, a limiting diffusion process is typically a generalized Ornstein-Uhlenbeck process with a piecewise linear drift coefficient (Pang et al. [25] , Ward [32] ). In our many-server queueing system, the diffusion-scaled total customer count is considered the state process. In the nth system, the service rate is state dependent in such a way that it is a perturbation of u n · / √ n around the basic constant service rate 0 . The function u n · is assumed to satisfy a linear growth condition (see (5) ). Without any further convergence assumptions on these service rate perturbations u n · , we obtain the tightness of the state process, virtual waiting time, and the abandonment process. We also establish asymptotic relationships among them. We assume the convergence of the sequence u n · to obtain the diffusion approximation for the state process. This limiting process is a diffusion with a nonlinear drift as described in Theorem 5.2. The nonlinearity of this drift coefficient is influenced by the limit of the sequence u n · as well as the sequence F n . However, the expected service rate of the nth system converges to 0 as described in (43), when n tends to infinity. In controlled queueing systems, such order 1/ √ n adjustments to system parameters are known as "thin controls" and we refer to Ata [1] and Lee and Weerasinghe [22] for such problems in conventional heavy traffic.
Here, we formulate a general abandonment structure which accommodates the abandonment mechanisms in Mandelbaum and Momčilović [23] , Dai and He [6] , Dai et al. [7] , Atar et al. [3] , and Reed and Tezcan [29] . In conventional heavy traffic, the same abandonment structure was used in Lee and Weerasinghe [22] . We refer to their Remark 3.4 for several examples. In Dai and He [6] and Mandelbaum and Momčilović [23] , non-Markovian abandonment structures were considered, but their limiting function H (see (10) ) turned out to be of the form H x = x, where > 0 is a constant. The results in Mandelbaum and Momčilović [23] do not cover the Hazard-rate type patience-time distributions considered in Reed and Tezcan [29] . Here, our abandonment structure is more general, and we allow a large class of limiting functions H which are locally Lipschitz continuous and nondecreasing.
Let G n t represent the number of abandoned customers during 0 t andĜ n t = G n t / √ n. Here, we show that lim n→ Ĝ n t − 0 t 0 H 0 X + n s ds T = 0 in probability, where H 0 x = H x/ 0 for all x. This result is a generalization of Theorem 2.1 of Dai and He [6] and Proposition 9.2 of Reed and Tezcan [29] for the systems which incorporate our assumptions.
The behavior of the sequence F n near the origin is quite crucial in the heavy traffic approximation, since the expected virtual waiting time in the nth system is of order 1/ √ n. This fact is clearly illustrated by the dependence of the drift coefficient of the limiting diffusion on the function H as obtained in our Theorem 3.2. In several articles (Dai and He [6] , Dai et al. [7] , Atar et al. [3] , Weerasinghe and Mandelbaum [37] ) related to heavy traffic approximations, it was assumed that F n is independent of n, and thus F n = F for some F . In this case, H x = x, where F 0+ = > 0. However, Reed and Tezcan [29] carefully explain that for a reliable heavy traffic approximation, one has to take into account not only F n 0+ but also the rapid changes in the behavior of F n in a small interval 0 a n , where a n is of order 1/ √ n. Our main result, Theorem 3.2 agrees with their viewpoint as well as their diffusion approximation result.
For networks that consist of multi-server queues with time-varying Poisson arrivals and exponential service times, a heavy traffic approximation for the total customer count was obtained in Mandelbaum et al. [24] . When 3 the service-time distributions are of phase type, such results were developed in Puhalskii and Reiman [27] . This work was generalized to multi-server queues with abandonment in Dai et al. [7] . Applications to call centers with customer abandonments were developed in Garnett et al. [10] . In conventional heavy traffic, Ward and Glynn [33, 34] and Reed and Ward [30] also considered the diffusion approximations to queueing systems with general abandonment procedures. The recent review article of Ward [32] compares the asymptotic analysis of the conventional and the Halfin-Whitt heavy traffic regimes and surveys the development of heavy traffic approximations.
In a future article, we will consider u n · as a control chosen by the system manager and intend to find an asymptotically optimal feedback-type control sequence u n · that minimizes the cost structure described in §6. The convergence of the cost functionals described in §6 will be useful for this purpose. The use of heavy traffic approximations to obtain asymptotically optimal control policies in conventional heavy traffic was pioneered by Harrison [12, 13] . In the Halfin-Whitt heavy traffic regime, we refer to Atar [2] , Atar et al. [3] , Borst et al. [5] , Kocaga and Ward [19] , Harrison and Zeevi [14] , and Weerasinghe and Mandelbaum [37] for asymptotically optimal control policies associated with optimal queueing control problems and for the convergence of their value functions.
This article is organized as follows. We introduce the model, assumptions, and diffusion-scaled processes in §2. Throughout the article, our state process is the diffusion-scaled, total customer count process. We obtain the stochastic boundedness of the state process and other associated processes in §3. Next, we derive the tightness of the diffusion-scaled processes representing the total customer count, virtual waiting time, and the number of abandonments. We also establish asymptotic relationships among these processes in §4. The diffusion limits for the aforementioned processes are derived in §5. In §6, we introduce an infinite-horizon cost functional with three types of costs: a cost associated with the queue length, a cost proportional to idle times of the servers, and a cost proportional to the number of abandonments. We use the diffusion approximation result to establish the convergence of the expected value of this cost functional to the expected value of a cost functional associated with the limiting diffusion.
To denote the dependence on n for the processes and parameters associated with the nth system, typically n will appear as a subscript. All our stochastic processes are defined on a complete probability space P . Throughout this article, D k 0 T represents the function space of R k -valued, right-continuous functions with left limits (RCLL) defined on the interval 0 T . For any process X with paths in D 0 T , X T represents the quantity sup 0 T X t .
Model and assumptions.
2.1. The stochastic model. We begin with the description of the arrival process. For each t ≥ 0, let A n t be the number of arrivals during 0 t , in the nth system. We assume that the process A n is integer valued, nondecreasing, with RCLL paths and has jumps of size one so that exactly one customer arrives at a time. Furthermore, A n 0 = 0 and A n t < for all t ≥ 0, a.s.
To describe the dynamics of the customer population in the nth system, we assume that the number of service completions of each server can be represented by a Poisson process whose intensity is allowed to be unbounded and depend on the queue length. First, we obtain a representation for the number of service completions by all the servers during 0 t . Let us introduce the processes B n i t t ≥ 0 by B n i t = 1 if the ith server is busy at time t 0 otherwise.
Hence, for each 1 ≤ i ≤ n, the number of service completions by the ith server during 0 t is represented by N n i t 0 n Q n s − n I B n i s =1 s ds , where N n i is a standard Poisson process and its intensity n · is a nonnegative function that represents the service rate. We also assume the processes N n 1 , N n 2 N n n are independent of each other as well as the arrival process A n . The total number of service completions during 0 t is given by the sum n i=1 N n i t 0 n Q n s − n I B n i s =1 s ds . Let n t = n i=1 I B n i t =1 be the number of customers being served at time t. Since the processes N n 1 , N n 2 N n n are independent, we can represent the total number of service completions during 0 t by S n t 0 n Q n s − n n s ds , where S n is a standard Poisson process. Next, we introduce the process n by letting n t be the number of customers waiting in queue at time t. Thus, the processes n , n capture the state of the nth queueing system. Both quantities n t and n t are nonnegative; since n represents the number of servers in the nth system, it follows that 0 ≤ n t ≤ n (1)
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for all t ≥ 0. We also postulate that, in the presence of queueing customers, all the servers must be busy ("work-conservation"). Hence the identities n t = Q n t − n + and n t = n − Q n t − n − = Q n t ∧ n must hold, for all t ≥ 0. Here, we use the notation a + = max 0 a , a − = max 0 −a , and a ∧ b = min a b . Let G n t be the total number of abandonments during 0 t . Since the total number of service completions during 0 t is represented by S n t 0 n Q n s − n n s ds , where S n is a standard Poisson process, we obtain the following equation for Q n :
for all t ≥ 0. In this model, the state-dependent service rate n · enables the system manager to increase the service rate when the queue length is too long, and also to lower the service rate when there are too few customers. In addition, we also introduce the virtual waiting time process V n . For each t ≥ 0, V n t represents the amount of time an infinitely patient hypothetical customer would have to wait in the queue until the beginning of the service had the customer arrived at time t. We will establish an asymptotic relationship between the diffusion-scaled versions of offered waiting time and the queue length.
Basic assumptions.
Here we describe basic assumptions on arrival process, service times, and patiencetime distributions. These assumptions lead to heavy traffic in the Halfin-Whitt regime for the sequence of queueing systems. In the nth queueing system, initially, there are Q n 0 customers, and we simply assume that Q n 0 is deterministic. Out of these customers, k n ≡ Q n 0 − n + of them are initially in the queue. After time t = 0, customers arrive according to the arrival process A n , and they are indexed by natural numbers in the increasing order of their arrival times.
Assumption 1 (Service Times). Service rate n · of each server in the nth queueing system is state dependent. This function n · R → 0 is of the form
for all x in R, and 0 > 0 is a constant that represents the basic service rate. In addition, the sequence of functions u n · satisfies the following conditions:
for all x in R, where x + = max 0 x and C is a positive constant independent of n.
Assumption 2 (Arrival Process). In the nth queueing system, the arrival process A n has sample paths in the function space ≡ D 0 R , with A n 0 = 0, and the sequence of arrival times is denoted by t n j j≥1 . Associated with the sequence of arrival processes A n , there is a sequence of positive real numbers n satisfying the Assumptions (7), (8) , and (9) below. The constant n > 0 represents the arrival rate of the nth queueing system. Introduce the normalized arrival processÂ n bŷ
We assume thatÂ
as n tends to infinity, where A is a positive constant and B 1 is a standard Brownian motion. Second, we also assume the following moment condition:
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for two positive constants K and m > 1. Both of these constants are assumed independent of T and n. In addition, the arrival rate sequence n is related to the basic service rate 0 so that it satisfies the Halfin-Whitt heavy traffic condition
where 0 is a constant real number.
Assumption 3 (Patience Times).
We count the initial k n = Q n 0 − n + customers waiting in the queue from the head of the queue. Their patience-times are iid with the distribution function F n . The patience time of each such customer is independent of the patience times and service times of those customers ahead in the queue or in service at time zero.
For the arrivals after time zero, patience times are also iid with the distribution function F n . For each such new arrival, their patience time is independent of the arrival time as well as the arrival times, service times, and patience times of all the customers who arrived earlier.
The probability distribution function F n is right continuous and F n 0 = 0. In addition, we assume that, there exists a locally Lipschitz continuous, nondecreasing function H · associated with the sequence F n such that
Notice that as a consequence of (10), it follows that H 0 = 0 and lim n→ F n x/ √ n = 0 for each x ≥ 0.
Assumption 4 (Initial Data)
. Throughout, we assume that Q n 0 is deterministic and
where x is a real number.
It is easy to construct a renewal-type arrival process A n that satisfies Assumption 2 above. For example, let v i be a sequence of iid positive random variables with E v i = 1 and Var v i = c 2 > 0. Let n be a sequence of positive real numbers that satisfies (9) . Introduce the process A n by
for t ≥ 0. Here 0 j=1 v j is considered zero. ThenÂ n defined according to (6) satisfies the weak convergence result described in (7) with 2 A = c 2 0 , and it also satisfies (8) . For details, we refer to Lemma 2 of Atar et al. [3] and Krichagina and Taksar [20] .
If F n = F for all n in Assumption 3, where F is a probability distribution function with right-derivative F 0+ = , then it follows that H x = x for all x ≥ 0.
Remark. For concrete examples of distribution functions F n that satisfy the above set of assumptions, we refer to Remark 3.4 in Lee and Weerasinghe [22] . There it is also explained that the above Assumption 4 covers the Markovian abandonments as well as the more general abandonment structures discussed in Dai and He [6] , Mandelbaum and Momčilović [23] , Reed and Ward [30] and Reed and Tezcan [29] .
Scaled processes and basic estimates.
Here we introduce necessary fluid-scaled and diffusion-scaled processes and parameters. We let the scalar¯ n and the processĀ n be defined bȳ
for all t ≥ 0. The diffusion-scaled, centered arrival processÂ n · is already introduced in (6). The fluid-scaled customer populationQ n · is defined byQ
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for all t ≥ 0. Finally, we introduce the diffusion-scaled versions of two processes G n and L n associated with the impatient customers in the system. Recall that G n t is the total number of abandonments during 0 t . We let L n t be the total number of customers who will eventually abandon the queue and arrive by time t, for each t ≥ 0. Clearly, G n t ≤ L n t for all t and G n 0 = 0 We introduce the diffusion-scaled processesĜ n andL n bŷ
for all t ≥ 0.
The following estimates for the processĀ n · will be used in our proofs later. By (9), it follows that
where 0 > 0 is the basic service rate described in (4) . By (7) and (8), it follows that
where C 2 > 0 is a constant independent of n and T . Combining the estimate (18) with (17), we obtain lim n→ E sup 0 T Ā n t − 0 t = 0. SinceĀ n t = 1/ √ n Â n t +¯ n t for all t ≥ 0, using (8) and (17) we obtain
where the generic constants C 1 > 0 and C 2 > 0 are independent of n and T . The constant m > 1 is given in (9) and independent of n and T as well.
3. Stochastic boundedness. In this section, we establish the stochastic boundedness for the sequence of processes X n and V n in the space D 0 T for each T > 0. Our first step is to obtain moment bounds for a martingale related to the service completions.
Moment estimates.
Consider the system equation (3) and let X n be the diffusion-scaled state process as defined in (14) . We introduce a diffusion-scaled, centered processŜ n , associated with the standard Poisson process S n in (3), byŜ
Recall that the Poisson process S n is independent of the arrival process A n . We label I n as the time change process associated with S n in (3) and it can be written as
for all t ≥ 0. Next, we introduce the process M n , and it will be shown that M n is a martingale with respect to an appropriate filtration below. Let M n t =Ŝ n I n t (21)
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7 for all t ≥ 0. The processŜ n is also independent of the arrival process A n . To simplify the notation in the state equation, we introduce the constant n by the identity
After a simple algebraic manipulation of (3), and using (21), we obtain the following equation for X n :
for all t ≥ 0. Here X n 0 = x n . Following Lemma 3.4 of Pang et al. [25] , we introduce the filtration n t t≥0 by
for all t ≥ 0. Our proof of the following lemma is quite similar to Lemmas 3.2, 3.3, and 3.4 of Pang et al. [25] .
Lemma 3.1. (i) For each t ≥ 0, I n t is a stopping time with respect to the filtration n t t≥0 . Moreover, the process M n defined in (21) is a mean zero, square-integrable martingale with respect to the filtration n I n t t ≥ 0 , and its optional quadratic variation process (square bracket process) is given by M n M n t = 1/n S n I n t for all t ≥ 0.
(ii) For each T > 0,
where K > 0 and m > 1 are constants independent of n and T , and the constant m > 1 is as in (9).
Proof. Part (i) of the lemma can be established by essentially following the proofs of Lemmas 3.2, 3.3, and 3.4 of Pang et al. [25] . Therefore, we only sketch the necessary details. Let T > 0 be fixed. Using (5) and (20), we can easily derive
where C > 0 is the constant given in (5) and it is independent of n and T . Following Lemma 3.3 (crude inequality) in Pang et al. [25] , we have sup 0 T Q n t ≤ Q n 0 + A n T . From this, we obtain sup 0 T X
n, where X n 0 = x n . Since the sequence x n is bounded, using the above inequality and (25), we can obtain
where C > 0 is a generic constant independent of n and T . From (8) , E A n T is finite. Hence, using (26), we conclude that E I n T is also finite. The arrival process A n is independent of the Poisson process S n , and both processes are adapted to the filtration n t t≥0 . Then, since I n T < , following the proof of Lemma 3.4 in Pang et al. [25] , we can conclude that I n T is a stopping time with respect to the filtration n t t≥0 for each T > 0. Since E I n T is finite and S n is a standard Poisson process, we can also conclude that the process M n in (21) is a square-integrable martingale with respect to the stopped filtration n I n t t ≥ 0 . Moreover, the optional quadratic variation process (square bracket process) of M n is given by
for each T > 0. This completes the proof of part (i).
To obtain part (ii), we use the martingale property of M n , (27) , and the Burkholder's inequality (Protter [26] 
But, using (26), we observe that
, where the generic constant C > 0 is independent of n and T . Consequently, this estimate together with (19) , leads to
where the generic constant K > 0 is independent of n and T . This completes the proof of part (ii).
Mathematics of Operations Research, Articles in Advance, pp. 1-23, © 2013 INFORMS In the following proposition, we obtain a moment estimate and prove the stochastic boundedness of the sequence of processes X n in the space D 0 T for each T > 0.
First we pick a constant K so that K > 0 C > 0, where the constant C is as in (5) . Moreover, K is independent of n and T . We can rewrite (23) in the form
where
for all t ≥ 0. By (8), (9), (11), and the above Lemma 3.1, we can easily obtain
where C > 0 is a generic constant independent of n and T .
In the following result, we use (30) to show that sup n≥1 E X n 2 T is bounded by a function that depends only on T . The intuition behind the following proof is quite simple: If X n t deviates from n t towards negative infinity, and if X n t is very large, then by (28) , the term 0 X − n t dt dominates the movement of dX n t and it pushes X n t forward. Similarly, if X n t is a very large positive number, dĜ n t ≥ 0 and the remaining term 0 u n X n t dt is at most of order C 1 + X n t dt The contribution from the integral of Kdt is linear in t. These estimates can be used to obtain a bound for X n t − n t as described below. Consequently, this leads to a bound for sup n≥1 E X n 2 T . Theorem 3.2. For each T > 0, the following moment bound holds:
where C 1 > 0 and C 2 > 0 are constants independent of T . Moreover, the sequence of processes X n is stochastically bounded in the space D 0 T .
Proof. For any function f of bounded variation on 0 T , we introduce the notation f t = f t + t − f t whenever t ≥ 0. We let Y n t = X n t − n t , where n is defined in (29) . To obtain an upper bound for Y n t , we use a pathwise argument: Let M ≡ M = n T + 1, where n is given in (29) . Thus M > 0 and by (30) , M < a.s. Notice that Y n has paths of bounded variation and
for all 0 ≤ t ≤ T . Next, we estimate Y n t in two cases. If X n t ≤ −M, then Ĝ n t = 0, and by (32) ,
where the constant C is as in (5) and X n t < 0, it follows that Y n t ≥ 0. If X n t ≥ M, then Ĝ n t ≥ 0, and by (32), Y n t ≤ K − 0 u n X n t t. We use (5) to obtain Y n t ≤ K 2 + X n t t. If X n t < M, then Y n t < 2M. Now consider a twice-differentiable, even function F that satisfies the following properties: F x = 0 for x ≤ 2M, F is strictly decreasing on − −2M , strictly increasing in 2M + , and its derivative F satisfies F x = −1 on − −2 M + 1 , F x = 1 on 2 M + 1 + , and F x ≤ 1 for all x. Thus, such a function F satisfies F x ≥ x − 2 M + 1 for all x, and F x = 0 on the interval −M M . Then, with the above facts in hand, we obtain
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for all 0 ≤ t ≤ T . In the first inequality above, we have used the fact that Y n t ≥ 0 when X n t ≤ −M. In the second inequality, we have used Y n t ≤ K 2 + X n t t when X n t ≥ M. Hence, from (33), we derive
for all 0 ≤ t ≤ T . Since X n t ≤ M + Y n t , we can conclude that
a.s. for all 0 ≤ t ≤ T . Recall that M ≡ M = n T + 1. Thus, we can use (34) with Gronwall's inequality to obtain X n T ≤ 3 n T + 5 + 2KT e KT a.s.
Consequently, we obtain the moment bound
where the constant K described above is independent of n and T . Using the moment bound in (30) , this leads to
where C > 0 is a generic constant independent of n and T . Stochastic boundedness of X n now immediately follows from (36) . This completes the proof.
Remark. In addition to Assumption (5), if we assume that the sequence u n is uniformly bounded below, then we can obtain a polynomial moment bound in (31) by making a minor change in the above argument. For this, let us assume there is a constant
Now in the above argument, we make the following minor change: if X n t ≥ M, then Ĝ n t ≥ 0, and by (32), Y n t ≤ K − 0 u n X n t t ≤ K + 0 K 0 t. Hence, this leads to F Y n t ≤ K + 0 K 0 t in (33), and consequently,
where K 1 = K + 0 K 0 is a constant independent of n and T . We will use this estimate in §6 to obtain a polynomial moment bound for X n T . We can deduce a moment bound forĜ n and obtain the stochastic boundedness of the sequence Ĝ n from the above Theorem 3.2. This will be used to obtain the stochastic boundedness of V n in the next proposition.
where C 1 > 0 and C 2 > 0 are constants independent of T . Moreover, the sequence Ĝ n is stochastically bounded in the space D 0 T .
Proof. We obtain the following estimate using (23):
By (5), we have 0 T 0 u n X n s ds ≤ 0 CT 1 + X n T , where the constant C > 0 is independent of n and T . Using this in (40) yieldsĜ
Since the sequences x n and n are bounded, we can obtain
where the constant C 0 is independent of n and T . Notice thatĜ n is a process with nondecreasing paths. Hence, after a simple algebraic manipulation using (8) , and part (ii) of Lemma 3.1, we obtain
where C 1 > 0 and C 2 > 0 are constants independent of T . Stochastic boundedness of the sequence Ĝ n clearly follows from (42). This completes the proof.
Remark. The Assumptions (4), (5), together with the exponential bound obtained in (31) , directly lead to the following limit for the expected value of the state-dependent service rate:
Next, we establish the stochastic boundedness of the sequence V n in the space D 0 T . Proof. We keep T > 0 fixed and let M > 0 be arbitrary. IfV n t > M for some t, then V n t > M/ √ n. Hence, at the time t + M/ √ n, the queue length n t + M/ √ n is strictly positive. Moreover, it is greater than or equal to the number of arrivals during the interval t t + M/ √ n minus the number of abandoned customers among those arrivals. Consequently,
√ n , where¯ n is described in (12). Let 0 < < 1. By (17), we can find a constant > 0 and an integer n 0 ≥ 1 so that for each n ≥ n 0 , 0 < M/ √ n < < 1 and¯ n > 3 > 0 holds. Thus, for all n ≥ n 0 ,
Hence,
for all n ≥ n 0 . By Theorem 3.2, we have lim M→ lim sup n→ P X n T +1 > M = 0. Similarly, by Corollary 3.3, lim M→ lim sup n→ P Ĝ n T +1 > M = 0. Furthermore, lim →0 P sup 0<s<t<s+ <T +1 Â n t −Â n s > M = 0 by (7). Using these facts together with the above inequality in (44), we can conclude that lim M→ lim sup n→ P sup 0 T V n t > M = 0. Hence, the sequence of processes V n is stochastically bounded in D 0 T .
Tightness and asymptotic relationships.
In this section, we establish an asymptotic relationship between two diffusion-scaled quantities, namely, the queue length and the offered waiting time. This relation is essential to establish the diffusion limit for the state process X n . To prove this result, first we establish thatĜ n can be approximated by an integral of a function of X + n . Moreover, this asymptotic result is of independent interest. We also obtain the tightness of the sequence X n .
ConsiderL n defined in (16) . In the following lemma, we obtain the limit forL n 0 as n tends to infinity. When the service rate is constant, such a limit was already established in Mandelbaum and Momčilović [23] and we use several ingredients of their proof, while facilitating state-dependent service rates and a more general abandonment structure. Since this proof is independent of other results, we present it in the appendix.
Lemma 4.1. lim n→ L n 0 = 0 in probability.
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Next, we intend to establish the tightness and some useful approximations for the sequence processes L n . We let t n i be the arrival time, let v n i be the service time, and let d n i be the patience time associated with the ith customer who arrived after time zero.
We also introduce the modulus of continuity function w on D 0 T (see Pang et al. [25] ) by
for f in D 0 T .
F n V n s− dĀ n s T = 0 in probability; and (iii) for each > 0, lim →0 lim n→ P w L n T > = 0 and the sequence L n is tight in the space D 0 T .
Proof. In this proof, we use the arrival times t n j , service times v n j , and the patience times d n j as defined above. The processL n is nondecreasing with RCLL paths, and it can be written aŝ
Then, it is evident that V n t n j − is adapted toˆ for k ≥ 1. Then it is straight forward to check that M d n k ˆ n k is a martingale. For details, we refer to Reed and Ward [30] , Lee and Weerasinghe [22] . To introduce a continuous-time martingale, we begin with the continuous-time filtration 
where nt represents the integer part of nt. Then, it is easy to verify that M d n t n t t≥0 is a square integrable, pure jump martingale and its optional quadratic variation process (square bracket process) satisfies the inequality M [30] , Lee and Weerasinghe [22] .) Next, notice thatL
for all 0 ≤ t ≤ T . Here,Ā n t is defined as in (12) . Therefore, to verify the stochastic boundedness of L n , it suffices to verify the stochastic boundedness of each of the three terms in the right-hand side of (48). First notice that 0 ≤L n 0 ≤ X + n 0 = x + n , and therefore, by (11) , the sequence L n 0 is stochastically bounded. Next, for the martingale M (17) and (18), we have lim n→ sup 0 T Ā n t − 0 t = 0 in probability. Hence, it follows that M d n Ā n t is also stochastically bounded. For the last term, 0
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Mathematics of Operations Research, Articles in Advance, pp. 1-23, © 2013 INFORMS Let > 0 be arbitrary. Using the stochastic boundedness of V n in Proposition 3.4, we can find K > 0 so that lim n→ P V n T > K < . On the set V n T ≤ K , we have 0 ≤ √ nF n V n T / √ n ≤ √ nF n K/ √ n By (10), the sequence √ nF n K/ √ n is bounded by a constant, say, C K . Hence, on the set V n T ≤ K , we obtain 0 ≤ √ nF n V n T / √ n Ā n T ≤ C KĀn T . Since Ā n T is stochastically bounded, the third term in the right-hand side of (48) is also stochastically bounded.
To prove part (ii), again we use (48). By Lemma 4.1, lim n→ L n 0 = 0. Next, we show that lim n→ M d n Ā n t T = 0 in probability, to complete the proof. For a GI/GI/1 + GI queue, a similar result was obtained in Lemmas 5.1 and 5.2 of Reed and Ward [30] and their proof relies on a comparison result for single-server queues. Our proof here is based on Burkholder's inequality and some probability estimates. Let R n t = nt j=1 I V n t n j − ≥d n j . Notice that E M d n M d n T ≤ E R n T , whereR n T = 1/n R n T . We intend to show that lim n→ E R n T = 0 Notice that 0 ≤R n T ≤ T . By (18), we can find a large k > 1, so that lim n→ E Ā n kT − kT = 0, and we keep the k fixed. Consider the set B n = Ā n kT > T ; then lim n→ P B √ n E A n kT I B n . Thus E R n T I B M n ≤ F n M/ √ n E Ā n kT . Now, using (18) , and (10), it follows that lim M→ lim sup n→ E R n T I B M n = 0. Hence, we claim lim n→ E R n T = 0 and consequently, lim n→ E M 
To prove part (iii), let > 0 be arbitrary. Since V n is stochastically bounded, we pick a large M > 0 so that P V n T > M < . Let 0 ≤ s ≤ t ≤ T ; then by (48), we have
On the set V n T ≤ M , we can use (10) to obtain a constant K m > 0 and an integer n 0 > 1 so that for all n ≥ n 0 , 0 ≤ √ n t s
where the function w is defined in (45). In the proof of part (ii) above, we have derived lim n→ M d n Ā n t T = 0 in probability. The term Ā n t − 0 t T also converges to zero in probability, by (18) . Hence, we have lim →0 lim n→ P w L n T > = 0. This, together with the part (i) of this lemma, implies the tightness of L n in D 0 T . This completes the proof.
In the next result, we obtain the tightness of the sequence Ĝ n in D 0 T .
(ii) The sequence Ĝ n is tight in D 0 T .
Proof. Following §4.4 of Dai and He [6] , we also introduce the process n t . It is defined by
Copyright: INFORMS holds copyright to this Articles in Advance version, which is made available to subscribers. The file may not be posted on any other website, including the author's site. Please send any questions regarding this policy to permissions@informs.org.
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for each t ≥ 0. Any customer arriving before n t should have entered the service or abandoned the system by time t. Therefore, it is evident thatĜ n t ≥L n n t for all t. Consequently, we obtain 0 ≤L n t −Ĝ n t ≤L n t −L n n t (51) for all t. Notice that 0 ≤ t − n t ≤ V n n t and thus, t − n t T ≤ V n t T . This leads to the estimate
Here,L n t −h is defined to be zero for all t ≤ h. Let > 0 and > 0 be arbitrary. Since V n T is stochastically bounded, we can find n 0 ≥ 1 so that P V n T > M < and M/ √ n < for all n ≥ n 0 . Therefore,
where the function w is given in (45). Now using part (iii) of Lemma 4.2, we obtain part (i). For part (ii), by Corollary 3.3, we have the stochastic boundedness of the sequence Ĝ n in D 0 T . In part (iii) of Lemma 4.2, we have established the tightness of L n in D 0 T . This fact together with the conclusion of part (i) above, clearly implies the tightness of the sequence Ĝ n in D 0 T . This completes the proof. In the following result, we establish the weak convergence of the martingale M n t to a Brownian motion. We use a functional central limit theorem (see Chapter 7 of Ethier and Kurtz [8] ) here.
Proposition 4.4. Let T > 0, the processÂ n be as in (6) and the martingale M n be described as in (21) . Then the joint process Â n M n converges weakly to a process A B 1 S B 2 in the space D 2 0 T where B 1 B 2 is a standard two-dimensional Brownian motion, the constant A > 0 as in (7), and the constant S > 0 satisfies 2 S = 0 . Proof. We prove this result in two steps: In the first step, we prove the weak convergence of the martingale sequence M n to S B 2 in the space D 0 T . Then, in the second step, we establish the weak convergence of the joint process Â n M n to the desired limit. Step 1. We use the martingale central limit theorem described in Theorem 1.4 of Chapter 7 in Ethier and Kurtz [8] and establish the two assumptions required there. By (21) , it is evident that M n t − M n t− ≤ 1/ √ n, and hence the assumption lim n→ E M n t − M n t− T = 0 is satisfied. Next, we show that the quadratic variation process of the martingale satisfies lim n→ M n M n t − 0 t T = 0 in probability. By part (i) of Lemma 3.1, M n M n t = 1/n S n I n t for all t ≥ 0, where S n is a standard Poisson process and I n is described in (21) . Therefore, we can write M n M n t = 1/ √ n M n t + 1/n I n t for all t ≥ 0. Consequently, we can write
Using part (ii) of Lemma 3.1, we have lim n→ E 1/n M n 2 T = 0 and hence lim n→ 1/ √ n M n T = 0 in probability. For the second term, using (21) and 0 ≤ 1 − 1/ √ n X n t − ≤ 1 as in the proof of Theorem 3.2, and following the estimate (53), we obtain 1/n I n t − 0 t T ≤ CT / √ n 1 + X n T , where the generic constant C > 0 is independent of n and T . Since X n T is stochastically bounded as proved in Theorem 3.2, it follows that lim n→ 1/n I n t − 0 t T = 0 in probability. Hence, using (53), we can obtain lim n→ M n M n t − 0 t T = 0 in probability. This verifies the second assumption of the above-mentioned martingale central limit theorem. By applying this theorem, we obtain that M n converges weakly to S B 2 in the space D 0 T , where S > 0 satisfies 2 S = 0 . This completes Step 1.
Step 2. To obtain the weak convergence of the joint process Â n M n , we introduce the process U n by U n t =Ŝ n 0 nt for all 0 ≤ t ≤ T , where the scaled and centered Poisson processŜ n is independent ofÂ n and is described in (21) . Notice that the process M n agrees with U n if the function u n in (4) is identically zero. Hence, using the above Step 1, we obtain that U n converges weakly to S B 2 in the space D 0 T Moreover, the Poisson process S n is independent of the arrival process A n , and thus the processesÂ n and U n are independent. Hence, by (7) and using Theorem 11.4.4 of Whitt [38] , we can conclude that the joint process Â n U n converges weakly to a process A B 1 S B 2 in the space D 2 0 T , where B 1 B 2 is a standard two-dimensional Brownian motion.
Mathematics of Operations
To complete the proof, first notice that the time change process I n in (21) satisfies I n t = n 0 J n t where
for all 0 ≤ t ≤ T . Let e be the identity function defined by e t = t for all t ≥ 0. Since X n is stochastically bounded, using (5), it is evident that lim n→ J n t − e t T = 0 in probability. Since Â n U n converges weakly to A B 1 S B 2 using Theorem 11.4.5 in Whitt [38] , it follows that Â n U n J n converges weakly to A B 1 S B 2 e in the space D 3 0 T . Now we use the continuous mapping theorem with the composition map as in Section 13.2 of Whitt [38] to conclude that Â n U n J n converges weakly to A B 1 S B 2 in the space D 2 0 T . Since U n J n t = M n t for all t, this completes the proof.
The sequence X n is tight in the space D 0 T , and (ii) lim n→ X + n t − 0Vn t T = 0 in probability.
Proof. Let 0 ≤ s ≤ t ≤ T . First notice that when s and t are in 0 T , (5), we can obtain t s u n X n r 1 − 1/ √ n X n r − dr ≤ C 1 + X n t T t − s , where the constant C > 0 as in (5) . Using these estimates in (23) we have
where C 1 > 0 is a generic constant independent of n and T . Let > 0 be arbitrary. By (7), lim →0 lim n→ P w Â n T > = 0, where the function w is defined in (45). By Lemma 4.2, lim →0 lim n→ P w Ĝ n T > = 0. Similarly, by Proposition 4.4, lim →0 lim n→ P w M n T > = 0. By Theorem 3.2, X n is stochastically bounded. Using these facts together with the above inequality yields lim →0 lim n→ P w X n T > = 0. Consequently, X n satisfies the two conditions required for tightness (using (12.7) on page 123 and Theorem 13.2 in Billingsley [4] ) in D 0 T . Hence, part (i) is complete.
For part (ii), we first establish lim n→ X + n t + V n t − 0Vn t T = 0 in probability, and then we use the modulus of the continuity estimate in the proof of part (i) to obtain the desired conclusion.
Notice that for any 0 ≤ t ≤ T , the queue length at the time t + V n t is equal to the number of customers arriving during the interval t t + V n t minus the number of impatient customers who arrived after time t and abandoning the system before the time t + V n t . After a simple algebraic manipulation, this leads to X + n t + V n t =¯ nVn t + Â n t + V n t −Â n t − 1 √ n K n t t + V n t for each 0 ≤ t ≤ T . Here, K n t t + V n t represents the number of impatient customers who arrived after time t and abandoned the system before time t + V n t . Clearly, 0 ≤ 1/ √ n K n t t + V n t ≤L n t + V n t −L n t for each t. Therefore, we obtain
By Theorem 3.2, V n is stochastically bounded in D 0 T and as a consequence, lim n→ V n t T = 0 in probability. By (7) and Lemma 4.2, the processes Â n and L n are tight and satisfy the limits lim →0 lim n→ P w Â n T > = 0, and lim →0 lim n→ P w L n T > = 0. Moreover, lim n→ ¯ n − 0 = 0 by (17) . Using these facts in the above inequality, we obtain lim n→ X + n t + V n t − 0Vn t T = 0 in probability.
Next, we notice that X + n t + V n t − X + n t ≤ X n t + V n t − X n t for all 0 ≤ t ≤ T and lim n→ V n t T = 0 in probability. By the proof of part (i), it follows that lim →0 lim n→ P w X n T > = 0 holds for each > 0. Therefore, lim n→ X + n t + V n t − X + n t T = 0 in probability and this completes the proof.
We introduce the process T n by T n t =Ā n t − 0 t
Copyright:
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for all t ≥ 0. Notice that T n is a pure jump, semi-martingale with RCLL, bounded variation paths, and its total variation process is given by T n t =Ā n t + 0 t for all t ≥ 0. We will use the following technical lemma in Proposition 4.7 to approximate the processĜ n .
Lemma 4.6. Let g R → 0 be a locally Lipschitz function. Then lim n→ t 0 g X n t− dT n t T = 0 in probability.
Proof. Introduce the process Z n by
for all t ≥ 0. Then, for 0 ≤ s ≤ t ≤ T , we have the estimate
As a consequence, we have Z n T ≤ g X n u T Ā n T + 0 T . Therefore, we can conclude that Z n is stochastically bounded, since X n and Ā n are stochastically bounded. In addition, as in the proof of Theorem 4.5, lim →0 lim n→ P w Â n T > = 0, where the function w is defined in (45). Since X n is stochastically bounded, then it follows that lim →0 lim n→ P w Z n T > = 0. Thus, using Theorem 13.2 (in page 139) of Billingsley [4] , we conclude that the sequence Z n is tight in D 0 T .
To complete the proof, let us pick an arbitrary subsequence of Z n which converges weakly to a process in D 0 T , and with a slight abuse of notation, we relabel it as Z n . Since T n T = sup 0 T Ā n t − 0 t , with the use of (17) and (18), we have lim n→ E T n T = 0. Thus, it is evident that the sequence T n converges to zero weakly. Since the sequence of processes g X n is also tight, we can pick a further subsequence that converges weakly to a process in D 0 T . Again, we relabel this subsequence as g X n . Using Theorem 11.4.5 on page 379 of Whitt [38] , we conclude that the joint process g X n T n converges weakly to 0 in D 2 0 T as n tends to infinity. Next, we employ Lemma 5 on page 1116 of Atar et al. [3] which is a special case of a result of Kurtz and Protter [21] . The process T n is a semi-martingale with bounded jumps. It has a decomposition T n = 0 + T n into a local martingale and a process with finite variation. Moreover, the corresponding total variation process T n satisfies sup n≥1 E T n T = sup n≥1 E Ā n T + 0 T < . Therefore, using Lemma 5 of Atar et al. [3] , we obtain that g X n T n Z n converges weakly to 0 0 in D 3 0 T . Thus, in conclusion, lim n→ Z n T = 0 in probability for each convergent subsequence, and this completes the proof.
We introduce the function H 0 by
for all x ≥ 0, where the function H is described in (10) .
in probability.
Proof. We establish this result in three steps.
Step 1.
in probability. By combining part (ii) of Lemma 4.2 and Proposition 4.3, this result immediately follows.
Step 2.
Copyright:
for all t ≥ 0. To establish the diffusion limit for X n , we introduce the processes 1 n , 2 n , and 3 n . They will appear as error terms in our proof of the diffusion limit. In the next lemma, we show that they all tend to zero in probability. Introduce Proof. It suffices to show that lim n→ i n T = 0 in probability, for i = 1 2 3. By (64), (9) , and Proposition 4.7, it directly follows that lim n→ 1 n T = 0 in probability. By Theorem 3.2, the sequence X n is stochastically bounded in D 0 T . Assumption (63) guarantees the uniform convergence of u n on compact sets. Hence, using these two facts, it follows that lim n→ 2 n T = 0 in probability. Next, we use (5) to obtain u n x x − ≤ Cx − . Hence, by (70), 3 n T ≤ CT X n T / √ n, where C > 0 is a generic constant independent of n and T . This inequality together with the stochastic boundedness of X n yields lim n→ 3 n T = 0 in probability. This completes the proof. Using the above-defined n , we can rewrite the state Equation (67) in the following form. It will be helpful in the proof of our main theorem of this section.
for all t, where the function b R → R is given by
for all x. The function R → R in (73) satisfies x = 0 + u x for all x as defined in (66).
Theorem 5.2. Let T > 0 and assume (4)- (11) and (63). Consider the state process X n which satisfies (72) on the interval 0 T . Then the sequence X n converges weakly to a diffusion process X in the space D 0 T . Moreover, this limiting diffusion process X is the unique strong solution to the stochastic differential equation
where the function b is given by (73), the positive constant
A + 0 , and B is a one-dimensional standard Brownian motion.
Proof. Introduce the process n on 0 T by n t =Â n t − M n t + n t for all 0 ≤ t ≤ T . By Proposition 4.4 and Lemma 5.1, n converges weakly to the process B in the space D 0 T , where B is a one-dimensional Brownian motion and > 0 is a constant given by 2 = 2 A + 2 S . Using Skorokhod's representation theorem, we can simply assume that n t − B t T converges to zero almost surely in a special probability space ˜ ˜ P .
The function b defined in (73) is locally Lipschitz continuous by our Assumptions (63) and (10) . Hence (74) has a weak solution (see Karatzas and Shreve [16] , Theorem 5.15, p. 341) and this equation has pathwise uniqueness of solutions (Karatzas and Shreve [16] , Theorem 2.5, p. 287). The weak existence and pathwise uniqueness of solutions also guarantee the existence of a unique strong solution to (74) (Karatzas and Shreve [16] , Corollary 3.23, p. 310). LetX be the unique solution to (74) in the space ˜ ˜ P .
Let > 0 be arbitrary. Since X n is stochastically bounded, we can find M > 0 so that sup nP X n T > M < . Since b is Lipschitz continuous on −M M with Lipschitz constant K M , we can estimate X n −X T , using (72) and (74) on the set X n T ≤ M . Then we obtain,
for all 0 ≤ t ≤ T . Using Gronwall's inequality, this yields,
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Mathematics of Operations Research, Articles in Advance, pp. 1-23, © 2013 INFORMS on the set X n T ≤ M . By (11) and the above discussion, lim n→ x n − x + n − B T = 0 almost surely and as a consequence, this yields lim n→ X n −X T = 0 in probability. Now let X be the strong solution to (74) with respect to a given Brownian motion in an arbitrary probability space P . Since there is uniqueness in law for the solution to (74), the processes X andX have the same law in the space C 0 T . Hence, we conclude that X n converges weakly to X in the space D 0 T . This completes the proof.
Corollary 5.3. Let T > 0. Then the sequence of processes 0Vn also converges weakly to the process X + in the space D 0 T , where the diffusion process X is given in (74). HereV n is the diffusion-scaled virtual waiting time process.
Proof. This result immediately follows from Theorems 4.5 and 5.2.
Corollary 5.4. Let T > 0 andĜ n be the diffusion-scaled abandonment process defined in (16) . Then the sequence of processes Ĝ n converges weakly to the process 0 t 0 H 0 X + s ds in the space D 0 T , where the diffusion process X is given in (74). 6. Convergence of cost functionals.
6.1. Cost structure. We introduce an infinite horizon cost functional J x X n u n associated with the nth queueing system x X n u n , which represents three types of costs: a control cost, an idle server cost, and a cost proportional to the number of abandoned customers. This cost functional is given by
where , r 0 , and p are positive constants. The running cost function C − → 0 satisfies the assumptions given in §6.2.
Such a cost structure represents the costs associated with the operation of a large telephone call center over a random time period 0 , where is an exponential random variable that is independent of the system dynamics. We assign a control cost of E 0 C u n X n t dt associated with the use of the extra service rate u n , and an idle server cost of c i E 0 X − n t dt, where c i > 0 represents the idle server cost per server per unit time. We also assign a cost due to abandonments during the period 0 byp · E Ĝ n , where the constant p > 0 represents the cost incurred per abandoned customer. Hence the total cost during the period 0 can be expressed as
Since is exponentially distributed with parameter > 0 and is independent of the queueing system, with the direct use of Fubini's theorem, we observe that the total cost in (76) is equal to the cost functional J x X n u n given in (75). In this derivation, we relabel the function C · as C · , and introduce the constants r 0 = c i > 0, and p = p, to obtain (75).
Our aim in this section is to establish the following limit relationship associated with the convergence of these cost functionals. Let X be the limiting diffusion process described in (74), and the function H 0 be given in (57); then lim n→ J x X n u n = J 0 x X u where
To establish this claim, we need further assumptions as described in the next subsection. Such convergence of cost functionals as in (77) are very useful in computing asymptotically optimal strategies for the control problems associated with them. We refer to Atar et al. [3] , Weerasinghe and Mandelbaum [37] , and Ward and Kumar [35] for infinite horizon discounted cost control problems and to Kocaga and Ward [19] for ergodic control problems. It was observed in Weerasinghe [36] that the ergodic control problem can also be approached via the infinite horizon, discounted cost control problems by the technique of vanishing the discount parameter.
6.2. Additional assumptions. We need to strengthen our assumptions in §2.2 and also to introduce a new assumption on the growth of the running cost function. Throughout this section, constants that appear in the estimates are generic so that they may change from line to line and are independent of n and T unless otherwise stated there.
LetÂ n be defined by (6) . We assume that there exists constants l ≥ 1, m > 1, and C > 0 so that
These constants l, m, and C are assumed to be independent of T and n. Using this bound and mimicking the derivation of (19), here we can obtain
where C > 0 is a generic constant. In addition to Assumption (5), we also assume that the sequence u n · is uniformly bounded below: thus, there exists a constant K 0 > 0 so that
The running cost function C R → 0 is continuous and it satisfies the following polynomial growth condition:
where C > 0 is a generic constant and the constant p satisfies 1 ≤ p < 2l.
Convergence results.
Here we state the main result of this section. Its proof will contain several steps.
Theorem 6.1. Assume (4)- (11), (63), (78), (80), and (81). Consider the sequence of processes X n converges weakly to the diffusion process X as described in Theorem 5.2. Then, lim n→ J x X n u n = J 0 x X u holds, where the cost functionals J x X n u n and J 0 x X u are defined in (75) and (77), respectively.
The proof of this theorem will utilize the polynomial moment bounds described in the following proposition. Proposition 6.2. For each T > 0, we have the following polynomial bounds:
n T ≤ C 1 + T k , for some constants C > 0 and k ≥ 1. These constants C and k are independent of n and T .
Proof. With our Assumption (80) above, we can use the estimate in (38) to obtain part (i) in our proof below. Since a + b + c 2l ≤ 3 2l−1 a 2l + b 2l + c 2l holds for any a > 0, b > 0, and c > 0, using (38) we obtain
where the constant C is independent of n and T . The process n is described in (29) .
To complete the proof of part (i), we intend to obtain an estimate for E n 2l T . First we obtain an estimate for E M n 2l T , where M n is the martingale term in (29) . We follow the proof of Lemma 3.1 and notice that M n is a martingale with the optional quadratic variation process M n M n given in (27) . We use Burkholder's inequality (Protter [26] ) to obtain E M n 2l T ≤ CE M n M n T l . Notice that, M n M n T = 1/ √ n M n T + I n T whereĪ n T = I n T /n. We use the estimate in (26) for I n T /n and obtain E M n M n T l ≤ C E 1/ √ n M n T l + T l 1 + E Ā n T l . By (79), we have E Ā n T l ≤ C 1 + T m/2 + T l . Now we combine these estimates with (79) to have
where C > 0 is a generic constant that is independent of n and T . With Lemma 3.1 in hand, by iterating the above inequality (83), we can observe that E M n j T is finite for each 1 ≤ j ≤ 2l. Let z be the positive number
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where K > 0 is a generic constant independent of n and T . Now we can use the representation for n in (29), together with (79) and the above estimate (84) to obtain E n 2l T ≤ C 1 + T k where C and k are generic positive constants that are independent of n and T . This result together with (82) immediately yields part (i). Proof of part (ii) is quite straightforward. By using the estimate in (41) together with Assumption (8), part (ii) of Lemma 3.1, and the above estimate for E X n 2 T in part (i), we can obtain the desired result. This completes the proof.
Proof of Theorem 6.1. We complete the proof in two steps. Since J x X n u n can be considered as the sum of the expected values of three integrals, here we show that the expected value of each integral converges to the corresponding term in J 0 x X u .
Step 1. First we show that lim n→ E 0 e − t C u n X n t dt = E 0 e − t C u X t dt
Since X n converges to the process X weakly, by Skorokhod's embedding theorem we can assume that X n converges to X a.s. in a special probability space. Since the process X has continuous paths, for almost all , we can find a constant M ≡ M > 0 and n 0 > 1 so that X n t T < M for all n > n 0 . We can use the uniform convergence of the sequence u n to u on the interval 0 M as in (63) to conclude lim n→ u n X n t − u X t T = 0. Since u is locally Lipschitz continuous, it also follows that lim n→ u X n t − u X t T = 0. Thus, we have lim n→ u n X n t − u X t T = 0 a.s. and as a consequence, we obtain lim n→ C u n X n t = C u X t a.s. Next, we verify the uniform integrability of the integrand to ensure the convergence of the integrals. Using (5) and (81), we have 0 ≤ C u n X n t ≤ K 1 + X n t p where K > 0 and p ≥ 1 are constants independent of n and T . Since p < 2l as in (81), we let > 0 so that 1 + = 2l/p. Then, using the above Proposition 6.2, we have E C u n X n t 1+ ≤ KE 1 + X n t p 1+ ≤ KE 1 + X n t 2l ≤ K 1 + t k , where K > 0 is a generic constant. Hence E 0 e − t C u n X n t 1+ dt ≤ K 0 e − t E 1 + X n t 2l dt
where K is a generic constant. This verifies the uniform integrability, and hence (85) follows. By a similar argument, we can use the moment bound in part (i) of Proposition 6.2 to verify the uniform integrability of the integrand E X − n t and obtain lim n→ E 0 e − t X − n t dt = E 0 e − t X − t dt (87)
Step 
Proof. Let k n = Q n 0 − n + be the initial queue length. It is a deterministic quantity since Q n 0 is deterministic. If k n = 0 for all large n, the result is trivial. Hence, we consider k n ≥ 1 for infinitely many n and relabel such a subsequence as the original sequence. By (11) , it follows that lim n→ k n / √ n = x + and is finite. For 1 ≤ j ≤ k n , letw n j be the waiting time of the jth initial customer in the queue (counted from the head of the line), until the service begins. Since all the initial customers join the queue at time zero and the system is in first-come-first-serve (FIFO) service discipline, it follows thatw n j ≤w n j+1 Letd n j be the patience time of the jth initial customer in the queue and it has the probability distribution function F n . Moreover,d Since, lim n→ k n / √ n = x + , it suffices to show that lim n→ E F n w n k n = 0 to complete the proof. We pick 0 > 0 so that 0 0 > x + ≥ 0. Notice that
where the last inequality follows from Assumption (10) and C 1 > 0 is a generic constant independent of n. Therefore, we obtain
On the other hand,
If the k n th initial customer has to wait more than 0 / √ n time units in the queue, then the number of service completions during 0 0 / √ n is less than k n . Hence,
where S n is the standard Poisson process in (3),Ŝ n is the scaled and centered process as in (21) , and the random time change I n is given in (20) . Using (21), we see that
