In deep learning and physical science problems, there is a growing need for better optimization methods capable of working in very high dimensional settings. Though the use of approximated Hessians and co-variance matrices can accelerate the optimization process, these methods do not always scale well to high dimensional settings. In an attempt to meet these needs, in this paper, we propose an optimization method, called Adaptive Two Mode (ATM), that does not use any DxD objects, but rather relies on the interplay of isotropic and directional search modes. It can adapt to different optimization problems, by the use of an online parameter tuning scheme, that allocates more resources to better performing versions of the algorithm. To test the performance of this method, the Adaptive Two Mode algorithm was benchmarked on the noiseless BBOB-2009 testbed. Our results show that it is capable of solving 23/24 of the functions in 2D and can solve higher dimensional problems that do not require many changes in the direction of the search. However, it underperforms on problems in which the function to be minimized changes rapidly in non-separable directions, yet mildly in others.
INTRODUCTION
The Two Mode algorithm employs a combination of two search methods, an isotropic random search and a directional random search. These two modes complement each other by serving the roles of exploration (isotropic search) and exploitation (directional Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). GECCO '19 Companion, July 13-17, 2019 , Prague, Czech Republic © 2019 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-6748-6/19/07. https://doi.org/10.1145/3319619.3326802 search). To switch between the two search strategies, we use a simple set of rules, which can be tuned in real-time.
ALGORITHM PRESENTATION
The Two Mode algorithm always starts out in the isotropic search mode, which randomly samples the local environment around the initial search point, using a uniform distribution. If no beneficial search direction is initially found, the algorithm invests more in exploration, by growing the radius of its isotropic search mode. Once a promising direction that leads to improvement is found that meets the set of switching rules, the algorithm causes the directional mode to grow exponentially, while causing the isotropic mode to rapidly decay. In order to satisfy our switching rules, the sampled direction must reduce the objective function and the L2 norm of the displacement from the initial point must be greater than an adaptive threshold. This exponential growth of the directional search allows the algorithm to quickly exploit promising search directions and find new local minima along them. Once the directional search does not find any new points that lead to improvement (either because the mode has grown too much or has reached a local minimum along its line), it begins to decay exponentially. As the directional mode decays (exploitation), the isotropic mode begins to grow again (exploration), in hope of finding an improved direction to exploit. The whole process repeats itself over and over until the algorithm finds a local minima that meets one of the stopping conditions. It is important to note that both of these modes have suppression mechanisms to constrain their growth to within the boundaries of the problem and prevent overflows. To avoid premature convergence in multimodal scenarios, the search is restarted if the algorithm fails to improve for 30 iterations.
Because this multimodal search strategy is quite general, the algorithmic details, such as the distributions used for the random search of the modes and the rate of growth of each mode, may be changed without impacting the overall philosophy. Instead of tuning the parameters manually, we employed online parameter search to find sets of parameters that work well within the local environments sampled by the algorithm. This is similar in essence to the approach taken in [8] , but leverages parallelism, rather than sequential steps. This allows the algorithm to adapt to different situations in a way that increases its performance.
ONLINE PARAMETER TUNING
As most optimization algorithms rely on sets of parameters to govern the optimization process (such as CMA-ES in [10] ), it is important that we find optimal sets to enhance the performance of our algorithm. Because the local structure of objective functions can change throughout different stages of the optimization process, we need to find a way to adapt the search algorithm to the current situation. To do this, we propose an online parameter tuning scheme that finds the sets of parameters that work best during the different stages of optimization. These kinds of methods have been studied in great detail such as in [7] , [12], and [8] , and some have been successfully implemented within optimization algorithms, such as in [10] .
In our paper, the method we used to search for optimal sets of parameters was another "Parameter Search" Two Mode algorithm. Throughout the optimization process, 4 sets of parameters were simultaneously tested as possible candidates. All parameter sets share information among each other about their sample positions and the objective functions associated with them. Every 5 sequential steps, the performance of the parameter sets was evaluated, using the formula in Table 2 (line 28). The best ones were kept and the bad ones replaced with new suggestions, generated by the "Parameter Search" Two Mode algorithm. The parameters controlling this second level Two Mode algorithm were tuned by hand to work best on the space of parameters. Though we used a secondary Two Mode algorithm for the online parameter tuning, other methods can be used as well (such as batch Bayesian optimization, as described in [19] ).
Regardless of the tuning method we use, we cannot avoid the possibility that some parameter sets will perform better than others during different stages of the optimization. Thus, it would be beneficial to find a way to allocate fewer resources to these "bad apples" and allocate more resources to better ones.
PARALLEL OPTIMIZATION WITH RESOURCE ALLOCATION
To allocate resources in a way that transfers more resources to better performing sets of parameters (and away from bad ones), we propose a resource allocation system called a "Conductor". This method consists of a linear set of rate equations, which form a performance-based resource allocation system. In this system, the better a set of parameters performs during a certain iteration, the more resources it will receive during the next. Let us define N tot = Σ m i=1 N i as the total number of parallel samples in each iteration, across all m parameter sets. Let N be a vector representing the current allocation of parallel samples between m sets of parameters, such that Σ i N i = N t ot . The resource allocation of iteration t+1 is determined by:
where K symbolizes the interaction matrix, of which all off-diagonal elements are equal to a constant k and all diagonal elements are equal to (m − 1)k. K 0 is the self interaction, a diagonal matrix with positive elements k 0 . M −1 is the inverse mass matrix, a diagonal matrix which represents how difficult it is to change the resources of a certain algorithm. ∆O Pbest t represents a vector of the best change in the black box objective function we are trying to minimize, found by the different parameter sets, during iteration t. N 0 is a vector that represents the initial allocation of samples among parameter sets. This choice for constructing the matrices aims to conserve the total number of samples in each iteration, across all parameter sets. This means that Σ i N i t = Σ i N i 0 = N t ot for any iteration t. The first term removes resources from parameter sets that perform poorly on minimization (positive ∆O t ) and towards sets that perform well (negative ∆O t ). The second term causes a gradual decay back to the initial resource allocation. This means that the system will gradually return to the initial allocation, unless some of the parameter sets consistently perform better (or worse) than the others. To prevent ∆O Pbest t from becoming very big or very small, we found it beneficial to first normalize this vector using the L2 norm.
PSEUDO-CODE
We provide the pseudo-code of the Adaptive Two Mode Algorithm in Table 2 . The notation used in the table, that has not been mentioned in the previous section, is specified below:
R t = Amplitude of the isotropic search, at iteration t. R max = Maximal amplitude of the isotropic search. D t = Amplitude of the directional search, at iteration t. f un = The function we are trying to minimize. crossover (X 1, ...,8 t ) = create new sample by randomly choosing values for each elements from X 1, ...,8 t , (uniformly distribution). α = controls how much the search amplitude vector is allowed to deviate from 1. β = the decay rate of the exponentially weighted average of ì S. (10 −7 , 10) 20
10 −5 α (10 −5 , 10 15 ) 10 9 β (10 −1 , 1) 0.6 
0 for all i parameter sets. 7. while ending condition not met do 8. for all i parameter sets do 9.
10.
11. for all n samples in N i do 12.
Mutation = R i random_vector * A i 13.
RandomSampl es i (n, :) = cr ossover (X 1, . . .,
15. end for 16.
Sampl es i = X 1 t + Dir ect ional Sampl es i + RandomSampl es i 17. end for 
EXPERIMENTAL PROCEDURE AND CPU TIMING
In this experiment, we benchmarked the ATM algorithm on the BBOB noiseless test-bed. A fixed population of 64 samples (to be evaluated in parallel) was maintained throughout the optimization process. These samples were distributed among 4 sets of parameters, which were adapted in real-time using the secondary Two Mode algorithm, as discussed in Section 2.1. The resource allocation system described in Section 2.2 was used to divide samples among the different parameter sets. In order to evaluate the CPU timing of the algorithm, we have run the ATM algorithm on the BBOB test suite 
RESULTS
Results of ATM from experiments according to [5] and [4] on the benchmark functions given in [1, 3] are presented in Figures 1, 2, 3 , and 4 and in Tables 3 and 4 . The experiments were performed and the plots were produced with COCO [6], version 2.1.
DISCUSSION
As can be seen from the results displayed in the Figure 1 , the ATM performs much better on lower dimensional problems than higher dimensional ones. It manages to solve 23/24 problems in 2D, but only 8/24 in 40D, when given a budget of 2x10 5 D.
There are several possible reasons for this. First, because ATM attempts to find and exploit search directions that lead to improvement, it is challenged by problems that require many changes in the direction of search, such as f8, f9, and f12. A second reason, is that the lack of a co-variance matrix seems to limit the capabilities of the algorithm to adapt to situations in which the objective function changes very rapidly in some directions but slowly in others. Though this problem is partially dealt with by the use of the search amplitude vector ì A (as seen in Table 2 ), which allows the algorithm to solve all separable functions f1-f5, it does not always work well on rotated functions -such as f7 and f10. As for multi-modal functions, ATM does manage to solve many of them in low dimensions (D < 5). Though it solves f3, f4 and f21 in all dimensions, it does not seem to scale well on other multimodal problems, that have narrow local minima such as f15 and f16. It is possible that a larger budget will allow the algorithm to make more progress on these problems. Additionally, performance could be improved by increasing the number of parameter sets used for online tuning and/or using a different online parameter tuning method.
CONCLUSIONS
The Adaptive Two Mode optimization algorithm performs relatively well on problems that do not have many narrow local minima and do not have non-separable directions in which the objective function changes much faster or slower than other directions. Because it does not require large matrix operations, the ATM has the potential to scale well to high dimensional problems with the previously stated properties. Though our results show that the internal runtime of the ATM scales slowly as a function of the dimensionality of the problems, this is not always true for the runtime to solve them, especially for problems with the properties stated above. We expect the ATM to be especially useful for optimizing high dimensional problems, in which the exact gradients are hard to calculate and/or do not provide useful information.
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SOURCE CODE
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