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Abstrakt
Tato diplomová práce se zabývá vývojem mobilní aplikace na platform¥ Android pro m¥-
°ení vzdálenosti k p°edchozímu vozidlu v provozu vizuální cestou. Byla °e²ena problematika
implementace algoritm· po£íta£ového vid¥ní pro detekci a sledování objekt· v obraze, pro
detekci horizontu a m¥°ení vzdálenosti vizuální cestou bez pouºití jakýchkoliv jiných po-
m·cek na desktopových a mobilních za°ízeních. Výstupem práce jsou detektory vozidel
a horizontu implementované pomocí knihovny OpenCV na platform¥ Windows a návrh
mobilní aplikace demonstrující p°ijatelné uºivatelské rozhraní.
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Abstract
This master's thesis deals with development of mobile app for measuring the range from
the preceding vehicle in traﬃc using visual-based methods. This paper describes implemen-
tation of computer vision algorithms of detection and tracing objects, detection of horizon
on desktop and mobile devices. Also deals with visual-based range measuring without any
other mechanisms. The output of the work is implemented detectors of vihicles and hori-
zon using OpenCV library on the Windows platfom and draft of user inerface of a mobile
phone aplication on the Android platform.
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1 Úvod
Bezpe£nost na cestách je pro kaºdého °idi£e £ím dál více aktuální problém. V dne²ní
dob¥ se díky vývoji automobilového pr·myslu zvy²ují bezpe£nostní standardy a °idi£i se
cht¥jí cítit bezpe£n¥ i p°i vy²²ích rychlostech. Ne kaºdý si v²ak m·ºe dovolit auto s integro-
vaným moderním bezpe£nostním systémem, který je velice £asto jeho nejdraº²í sou£ástí.
Tato diplomová práce se bude zabývat moºností ur£ování vzdálenosti k p°edchozím vozi-
dl·m vizuální cestou bez pouºití jiných senzor· jako jsou laser, sonar atd.
Cílem práce je vypracovat algoritmus detekce vozidel v obrazu z kamery mobilního
za°ízení a navrhnout algoritmus výpo£tu vzdálenosti k detekovaným aut·m. Následn¥
navrhnout a implementovat mobilní aplikaci, která by um¥la detekovat auta v provozu
a kvalitn¥ odhadnout vzdálenost k nim.
V následujících kapitolách je tento proces popsán podrobn¥ji. V kapitole 2 si více speciﬁ-
kujeme °e²ený problém a probereme teoretické nástroje, které v °e²ení problému pom·ºou.
V kapitole 3 je popsaná realizace detektoru aut a horizontu pomocí knihovny OpenCV
v opera£ním systému Windows. Dále v kapitole 4 naleznete popis návrhu mobilní aplikace
a postup její implementace v opera£ním systému Android. V kapitole 5 jsou shrnuty infor-
mace o testování výsledných aplikací jak v reálných podmínkách, tak i reálnými uºivateli.
5
2 Úvod do problematiky
Lidský systém vnímání vizuálních informací o sv¥t¥ se skládá ze dvou receptor·  o£í.
O£i se nachází v ur£ité vzdálenosti od sebe, pr·m¥rn¥ 6-8 cm [2]. Jsou takto umíst¥ny,
aby dle princip· stereovize £lov¥k mohl odhadnou vzdálenosti od okolních objekt·. Ve
skute£nosti £lov¥k p°irozen¥ neumí kvalitn¥ odhadnout vzdálenost k p°edm¥t·m, které
jsou vzdálené více neº n¥kolik jednotek metr·. I p°esto £lov¥k dokáºe být dobrým °idi£em
motorových vozidel nehled¥ na to, ºe pro bezpe£nou jízdu pot°ebuje odhadnout vzdálenosti
v intervalu od 1 do cca 200 metr·. lov¥k dokonce m·ºe legáln¥ získat °idi£ský pr·kaz
na území eské republiky i v p°ípad¥, ºe má pouze jedno funk£ní oko [3], to znamená, ºe
i s jedním okem £lov¥k m·ºe °ídit bezpe£n¥. Je patrné, ºe z vlastních zku²eností dle zákon·
perspektivy umí odhadnout vzdálenost dost kvalitn¥. Kaºdý intuitivn¥ chápe, ºe £ím je
objekt dál, tím men²ím se zdá být.
V této práci se objas¬uje, zda je moºné vyuºít pro ur£ení vzdálenosti objekt· z obrazu
kamery podobné principy, které vyuºívá lidské oko, a to bez pouºití dal²ích za°ízení pro
m¥°ení vzdálenosti. V této kapitole je shromáºd¥n dostate£ný teoretický základ, který po-
m·ºe pochopit danou problematiku, a na kterém je stav¥ná realizace °e²ení speciﬁkovaného
problému. Podíváme se na moºnosti digitálních kamer, které jsou nainstalované v mobilních
za°ízeních, dále probereme problematiku rozpoznávání aut v obraze. Dal²ím milníkem této
kapitoly budou základy perspektivy, které pomohou pochopit princip odhadu vzdálenosti,
a na záv¥r tu naleznete informace o zvolené mobilní platform¥ a dal²í pot°ebné informace,
které pomohou pochopit podrobnosti p°i implementaci mobilní aplikace.
2.1 Digitální kamery
Optické a digitální kamery jsou fakticky napodobeninou lidského oka. Sv¥tlo vstupuje
do kamery skrz vstupní £o£ku, potom prochází clonou a p°es výstupní £o£ku dopadá na
ﬁlm nebo senzor. Vzdálenost od senzoru ke clon¥ se nazývá fokální vzdálenost. Podrobn¥ji
je to vid¥t na Obrázku 1. [4]
Obrázek 1: Vnit°ní ústrojí kamery [4]
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Kamery v mobilních za°ízeních fungují na stejném principu. Hlavním parametrem,
který ur£uje kvalitu obrazu, je velikost a kvalita snímacího senzoru. ím v¥t²í je senzor, tím
víc sv¥tla má kamera moºnost zachytit. ím víc sv¥tla, tím je potenciáln¥ i vy²²í kvalita. Ne-
záleºí tedy tolik na po£tu pixel· senzoru, ale na jeho opravdové fyzické velikosti. Toto p°ed-
stavuje problém pro kamery v mobilních za°ízeních. Kv·li omezenému fyzickému prostoru
v za°ízení a reálným cenovým moºnostem není moºné do nich nainstalovat v¥t²í senzor [6].
V tabulce 1 jsou uvedené velikosti senzor· n¥kterých známých model· mobilních telefon·,
kompaktních fotoaparát· a profesionálních kamer.
Model Velikost senzoru [mm×mm] Po£et pixel· [Mp]
Samsung Galaxy S III 4.54×3.42 8
Samsung Galaxy S4 4.69×3.53 13
HTC One X 4.54×3.42 8
Apple iPhone 5S 4.89×3.67 8
Samsung Galaxy Ace II 4.80×3.60 5
Fujiﬁlm X-S1 8.80×6.60 12
Canon EOS 5D Mark II 36.00×24.00 22
Tabulka 1: Rozm¥ry senzor· r·zných za°ízení [7]
Jak je patrné z tabulky, p°ístroje, jejichº hlavní funkcí je focení, mají výrazn¥ v¥t²í
senzor. U v²ech mobilních za°ízení je velikost senzoru p°ibliºn¥ stejná i p°es to, ºe po£et
pixel· výsledného obrazu se odli²uje. Dal²í faktor, který výrazn¥ ovliv¬uje výsledek, je
kvalita senzoru.
Pochopiteln¥ draº²í za°ízení mají kvalitn¥j²í a tím pádem i draº²í senzor. Nap°íklad
kamera modelu Samsung Galaxy S III stojí p°ibliºn¥ 15 $, kvalita fotograﬁí a cena je
srovnatelná s mobilním telefonem iPhone 4, jeho kamera stojí p°ibliºn¥ 18 $. Na druhou
stranu cena kamer nov¥j²ích model· stejných zna£ek, Galaxy S4 a iPhone 5S, je p°ibliºn¥
40 $. Víme, ºe kvalita obdrºených snímk· z t¥chto senzor· je pom¥rn¥ vy²²í neº u jejich
p°edch·dc·. Informace o cenách je pouºita dle [8].
Kvalita vizuálního vstupu je jedním z nejd·leºit¥j²ích p°edpoklad· pro kvalitní odhad
vzdálenosti zaloºený na rozpoznání objekt· v obraze. Z toho vyplývá, ºe existuje vysoká
pravd¥podobnost, ºe kvalita obrazu z levn¥j²ích za°ízení nebude dosta£ující pro správnou
detekci aut a tím pádem i odhad vzdálenosti nebude moºné provést.
2.2 Rozpoznávání aut v obraze
V této kapitole se budeme v¥novat problematice detekce objekt· v obraze, konkrétn¥
aut. Základní pouºívanou metodou v dne²ní dob¥ jsou kaskádové klasiﬁkátory zaloºené na
Haarových p°íznacích. Metoda byla poprvé navrhnuta Paulem Violou a Michaelem Jonesem
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v roce 2001 [9]. Nejd°íve se podíváme na Haarovy p°íznaky, potom podrobn¥ji rozebereme,
jak fungují kaskádové klasiﬁkátory. P°i implementaci jsem také pouºil metodu nalezení
a sledování významných bod· v obraze Good Features to Track. Metoda byla navrºená
Jianbo Shi a Carlo Tomasi a poprvé prezentovaná na konferenci po£íta£ového vid¥ní
(CVPR94) v roce 1994 [12]. Tato metoda je také popsána dále v této kapitole.
2.2.1 Haarovy p°íznaky
Pouºívání p°íznak· namísto samotných pixel· p°iná²í °adu výhod. V první °ad¥ jde
o to, ºe p°íznaky mohou vyuºít konkrétní znalost typu detekovaného objektu k úsp¥²-
n¥j²ímu rozpoznání. Nap°íklad lze vyuºít p°edpokladu, ºe sv¥tla vozidel jsou zpravidla
sv¥tlej²í, neº okolní prost°edí. Navíc pouºití p°íznak· je mnohem rychlej²í, coº je pro °adu
problém·, v£etn¥ daného, velice ºádané.
Na obrázku 2 je p°íklad p°íznak·, s jejichº pomocí se dají odhalit jejich hodnoty pro
konkrétní obraz. Princip výpo£tu je následující: konkrétní obdélníky se p°iloºí na místo
v obraze, o kterém se ví, ºe by se v n¥m m¥l vyskytnout p°íznak. Spo£ítá se sou£et intenzit
pixel· leºících pod bílým obdélníkem a ode£te se od sou£tu intenzit pixel· pod £erným
obdélníkem. Po£et obdélník· m·ºe být r·zný, také mohou být r·zn¥ nato£ené. Na obrázku
2 jsou dvou-obdélníkové (A, B), t°í-obdélníkové (C) a £ty°-obdélníkové (C) p°íznaky.[9]
Obrázek 2: P°íklad Haarových p°íznak· [9]
Pro dodate£né zrychlení výpo£tu navrhli Viola a Jones v [9] novou metodu reprezen-
tace obrazu, tzv. integrální obraz. Velikost integrálního obrazu je stejná jako p·vodního.
Hodnota integrálního obrazu na pozici x,y je sou£tem intenzit pixel· nahoru a vlevo od
bodu x,y v£etn¥ daného bodu. Výpo£et tedy probíhá pomocí vztahu:
II(x, y) =
∑
a≤x
∑
b≤y
I(a, b) (1)
Integrální obraz se spo£ítá jednou na za£átku, poté se dá sou£et intenzit pixel· jakéhokoli
obdélníku v obraze jednodu²e spo£ítat jen pomocí £ty° zásah· do pole. Tento princip je
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dob°e vid¥t na obrázku 3, hodnota integrálního obrazu v bod¥ 1 je sou£et intenzit pixel·
obdélníku A, hodnota v bod¥ 2 je A+B, hodnota v bod¥ 3 je A+C a hodnota v bod¥ 4
je A+B+C+D. Tím pádem se sou£et intenzit pixel· v obdélníku D rovná 4 + 1− 2− 3.
Obrázek 3: Integrální obraz
2.2.2 Kaskádové klasiﬁkátory
Oby£ejný klasiﬁkátor je komponenta, která umí s ur£itou pravd¥podobností ur£it, zda
v n¥jaké oblasti na obraze je nebo není p°ítomný hledaný objekt. Nejd°íve je klasiﬁkátor
trénován n¥kolika stovkami vzorových vzhled· p°íslu²ných objekt· (v tomto p°ípad¥ auta),
která jsou ozna£ována jako pozitivní vzory. Tyto vzory jsou transformovány na stejnou
velikost. Klasiﬁkátor je také trénován negativními vzory (obrázky stejné velikosti).
Po trénování se klasiﬁkátor aplikuje na oblasti stejné velikosti, stejn¥ jako vzory p°i
trénování. Klasiﬁkátor vrátí bu¤ 1, pak se nejpravd¥podobn¥ji hledaný objekt v této ob-
lasti vyskytuje, nebo 0, to pak klasiﬁkátor tvrdí, ºe v dané oblasti hledaný objekt není
nalezen. Standardn¥ se okno klasiﬁkátoru postupn¥ posouvá p°es celý obraz a v kaºdé ob-
lasti je zji²´ována odpov¥¤ klasiﬁkátoru. Klasiﬁkátor je navrºen tak, aby jeho velikost byla
jednodu²e m¥nitelná, aby mohl být schopný najít objekty r·zných velikostí v dané oblasti
zájmu. Klasiﬁkátor prochází n¥kolikrát obrazem v r·zných m¥°ítkách tak, aby detekoval
objekty r·zných velikostí.
Kaskádový klasiﬁkátor funguje na principu sekvence jednoduchých klasiﬁkátor·. Po-
kud první klasiﬁkátor dává kladnou odpov¥¤, pak rozhoduje druhý klasiﬁkátor, jestli i
jeho odpov¥¤ je kladná, p°edává ji t°etímu, atd. V p°ípad¥, ºe se sekvence p°eru²í zápor-
nou odpov¥dí, kaskádový klasiﬁkátor vrátí hodnotu 0. Kdyº rozhodovací proces dojde aº
k poslednímu klasiﬁkátoru a ten odpoví kladn¥, pak kaskádový klasiﬁkátor vrací hodnotu 1.
Jednotlivé prosté klasiﬁkátory vyuºívají Haarovy p°íznaky, které jsou popsány v p°edchozí
kapitole. [10]
2.2.3 Sledování objekt· v obraze
Základní ideou aplikování tohoto postupu pro °e²ení problému detekce aut vychází ze
znalosti kontextových informací o vstupní sekvenci obraz·. O vstupu víme, ºe je to záb¥r
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z kamery namontované za £elním sklem auta sm¥rem ven, tím pádem ve scén¥ m·ºeme
nalézt následující typy objekt·:
 Objekty spojené s terénem;
 nebe (mraky, slunce atd.);
 silnice;
 vozidla.
Zajímají nás vozidla, proto bychom m¥li um¥t zbytek scény odﬁltrovat. Do terénu zahr-
nujeme: stromy, ke°e, budovy, atd. Jelikoº se kamera ve scén¥ pohybuje dop°edu, objekty
terénu postupn¥ mizí a místo nich se objevují dal²í. Pokud bychom bod nacházející se
v oblasti terénu za£ali sledovat, zjistili bychom, ºe se relativn¥ rychle pohybuje od st°edu
obrazu k jeho okraji. Tak bychom mohli terén odﬁltrovat.
Nebe je zpravidla obarvené men²ím mnoºstvím barev neº zbytek obrazu a navíc o n¥m
víme, ºe se nachází v horní £ásti obrazu, proto odstran¥ní nebe ze scény není principiáln¥
t¥ºká záleºitost.
Silnice je, podobn¥ jako nebe, obarvená zpravidla uº²ím spektrem barev, proto existuje
jen velmi malá pravd¥podobnost, ºe významný bod se vyskytne na povrchu silnice. Nicmén¥
i v p°ípad¥, ºe se to stane, tento bod se zachová podobn¥ jako bod terénu - rychle zmizí za
okrajem obrazu.
Zbývající £ást scény jsou vozidla. Významné body leºící na vozidle by z·stávaly del²í
dobu ve scén¥ a jen mírn¥ by se pohybovaly do v²ech sm¥r·. Navíc shluky takových bod·
bychom mohli detekovat jako vozidla. V p°ípad¥, ºe auto, ve kterém je namontovaná ka-
mera, by jelo rychleji neº vozidlo vep°edu, shluk významných bod· by se postupn¥ zv¥t²oval
a posouval se níº v obraze. V opa£ném p°ípad¥ by se shluk zmen²oval a posouval se vý²
(blíº k horizontu).
Vý²e popsaný princip m·ºe p°i r·zných okolnostech selhávat,
nap°. v zatá£kách (významné body £ásti terénu v zatá£ce se mohou za£ít chovat jako
vozidlo), proto tato metoda samotná nem·ºe fungovat spolehliv¥, ale mohla by se stát
dobrým zp°esn¥ním detekce aut s pouºitím klasiﬁkátoru.
Metody hledání vektoru pohybu se v zásad¥ rozd¥lují na dv¥ kategorie: p°ímé (pixe-
lov¥ orientované) a metody vycházející z významných bod· v obraze [11]. S ohledem na
sloºitost scény není vhodné pouºívat p°ímé metody. Zam¥°íme se víc na metody zaloºené
na významných bodech. Intuitivn¥ chápeme, ºe významné body jsou body, které se od
svého okolí nejvíce odli²ují nebo tvo°í rohy. Vhodné je tedy pouºít detektor takových bod·
a jejich pohyb sledovat porovnáním poloh t¥chto bod· ve dvou po sob¥ jdoucích snímcích
vstupní sekvence.
Dále podrobn¥ji rozebereme Harrison·v - Stephens·v rohový detektor, který je zá-
kladem algoritmu Good Features to Track [11] [12]. Tento algoritmus je potom probírán
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v dal²ím paragrafu. Pro sledování nalezených významných bod· existuje °ada algoritm·.
V dal²ích paragrafech se podíváme podrobn¥ji na algoritmus sledování významných bod·,
který poprvé uvedli Bruce D. Lucas a Takeo Kanade v roce 1981 [13].
Harrison·v - Stephens·v rohový detektor
Detektor byl navrºen v roce 1988 a poprvé prezentován v [14]. Rohy reprezentují zm¥ny
gradientu v obraze. Pokud hledáme rohy, potom hledáme tyto zm¥ny. Nech´ vstupní obraz
I je ve stupních ²edi. Dále a´ je okno o velikosti (u, v), které je posouvá podél (x, y). Váºený
sou£et druhých mocnin rozdílu intenzit uvnit° tohoto okna S(x, y) se dá vyjád°it vztahem
2 [14] [11].
S(x, y) =
∑
u
∑
v
w(u, v) · (I(u+ x, v + y)− I(u, v))2 (2)
A´ Ix a Iy jsou parciální derivace I, potom I(u + x, v + y) m·ºeme aproximovat pomocí
Taylorova rozvoje následovn¥:
I(u+ x, v + y) ≈ I(u, v) + Ix(u, v) · x+ Iy(u, v) · y (3)
Z 3 plyne aproximace:
S(x, y) ≈
∑
u
∑
v
w(u, v) · (Ix(u, v) · x+ Iy(u, v) · y)2 (4)
Vztah 4 se dá p°evést do maticového tvaru následovn¥:
S(x, y) ≈
(
x y
)
M
(
x
y
)
, (5)
kde M je autokorela£ní matice:
M =
∑
u
∑
v
w(u, v)
[
I2x IxIy
IxIy I
2
y
]
(6)
Vlastní £ísla [15] maticeM odráºí hladkost okolí zkoumaného bodu. Aby se daný bod mohl
povaºovat za roh, M by m¥la obsahovat alespo¬ dv¥ relativn¥ velká vlastní £ísla (λ1, λ2).
V závislosti na jejich velikosti m·ºeme vyvodit jeden z následujících záv¥r·:
1. Pokud λ1 ≈ 0 a λ2 ≈ 0, potom bod (x, y) není významným bodem.
2. Pokud λ1 ≈ 0 a λ2 má velkou kladnou hodnotu, potom v bod¥ (x, y) je hrana.
3. Pokud λ1 a λ2 mají velkou kladnou hodnotu, potom v bod¥ (x, y) je nalezen roh.
[11]
Výpo£et vlastních £ísel je operace výpo£etn¥ velice náro£ná, protoºe vyºaduje výpo£et
druhé odmocniny. Proto v [14] bylo navrºeno pouºít následující funkci R:
R = λ1λ2 − k(λ1 + λ2)2 = det(M)− k · trace2(M), (7)
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kde hodnota konstanty k je zji²t¥ná empiricky, v literatu°e se doporu£uje volit tuto hod-
notu v rozsahu 0.04 − 0.15. Hodnota 0.04 je pouºívaná nej£ast¥ji [11]. Algoritmus tedy
ve skute£nosti nepo£ítá hodnotu vlastních £ísel matice M , místo toho se ukázalo, ºe pro
detekci roh· je dostate£né spo£ítat determinant a stopu (sou£et prvk· na hlavní diagonále)
matice M .
Good Features to Track
Algoritmus hledá nejvýrazn¥j²í body v obraze vhodné ke sledování. Algoritmus má
za cíl najít dostate£ný po£et dostate£n¥ kvalitních bod·. Kontroluje po£et nalezených
významných bod· v obraze, aby nedocházelo k jeho rapidnímu nár·stu, a tím pádem i ke
zvý²ení výpo£etní náro£nosti.
Jak uº bylo zmín¥no, algoritmus vychází z Harrisonova - Stephensovova detektoru roh·
popsaného v p°edchozím paragrafu. Jediná zm¥na je ve výpo£tu hodnotyR, kterou zmín¥ný
rohový detektor vypo£ítává dle vztahu 7. Good Features to Track pouºívá následující vztah:
R = min(λ1, λ2) (8)
Vychází ze záv¥ru, ºe pokud men²í vlastní £íslo je dostate£n¥ velké, aby pro²lo podmínkou
(min(λ1, λ2) > λ, kde λ je n¥jaký práh), potom je zpravidla tento bod dostate£n¥ stabilní
(kvalitní roh). Hodnota R se vypo£ítává pro kaºdý pixel obrazu, p°itom se zaznamenává
nejlep²í roh v celém obraze, tj. bod s nejv¥t²í hodnotou R. Dále se dle nastaveného prahu
kvality vybírá skupina bod·, které jsou dostate£n¥ kvalitní v porovnání s nejlep²ím rohem.
Následn¥ se z t¥chto bod· vybírá jen ur£itý p°edem stanovený po£et NMAX nejlep²ích
bod·. Na konci se odstra¬ují body, které jsou k sob¥ blíº neº zadaná minimální vzdálenost,
z·stávají pouze nejsiln¥j²í. [12] [11]
Popsaný algoritmus poskytuje kvalitní °e²ení s pom¥rn¥ nízkou výpo£etní náro£ností.
Dokáºe velice efektivn¥ rozhodnout mezi ²patným a dobrým významným bodem v obraze.
Samoz°ejm¥ algoritmus ne°e²í v²echny problémy spojené se sledováním významných bod·,
nap°íklad sv¥tlé ﬂeky na lesklém povrchu by algoritmus nejpravd¥podobn¥ji za°adil do
mnoºiny kvalitních významných bod· p°esto, ºe do ní nepat°í.
Sledování významných bod·
Optický tok je zobrazení pohybu objekt·, ploch a hran ve scén¥, který byl zp·soben re-
lativním pohybem pozorovatele (v na²em p°ípad¥ kamery) v·£i scén¥. Existují dva základní
p°ístupy pro sledování tzv. optického toku [11]:
 dense optical ﬂow;
 sparse optical ﬂow.
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Metody typu dense optical ﬂow po£ítají optický tok pro kaºdý bod vstupního obrazu.
Výpo£etní náro£nost takových metod je velmi vysoká, zárove¬ ale poskytují lep²í kva-
litu výsledk·. V obraze se ob£as vyskytují jednobarevné plo²né objekty, pro které je dost
obtíºné vypo£ítat optický tok a výsledek m·ºe být nejednozna£ný [11].
Algoritmy zaloºené na p°ístupu sparse optical ﬂow po£ítají optický tok pouze pro p°e-
dem deﬁnovanou mnoºinu bod·, o kterých se p°edpokládá, ºe jsou jednodu²e sledovatelné.
Tato skupina algoritm· je mnohem rychlej²í za cenu niº²í kvality [11], i p°esto se dá do-
sáhnout uspokojivých výsledk·. Pro °e²enou problematiku je velice d·leºité, aby pouºitý
algoritmus mohl b¥ºet v reálném £ase, proto samoz°ejm¥ jedinou moºností je pouºit algo-
ritmus ze skupiny sparse optical ﬂow. Vstupem takového algoritmu je mnoºina bod·, které
má sledovat. Zpravidla to jsou významné body, které se zji²´ují dle postupu popsaného
v p°edchozích dvou paragrafech. Nejlep²í algoritmus v této oblasti, který zaru£uje nejlep²í
kvalitu výsledku s p°ijatelnou výpo£etní sloºitostí, je algoritmus optického toku s rozptý-
lenými body vyuºívající itera£ní pyramidový algoritmus Lucas-Kanade [13] [11]. Na tento
algoritmus se te¤ podíváme podrobn¥ji.
M¥jme dva obrazy ve stupních ²edi I a J . Tyto obrazy jsou reprezentovány maticemi
diskrétních hodnot a p°istupovat k intenzitám jednotlivých pixel· m·ºeme takto: I(x, y)
a J(x, y) pro bod se sou°adnicemi (x, y). Obrazy I a J mají stejnou velikost a úkolem
sledování je bod z obrazu I nalézt v obrazu J . Pokud u = (ux, uy) odpovídá bodu z obrazu
I, potom cílem je najít bod v = (ux + dx, uy + dy) v obrazu J . Vektor d = [dx dy]T je
obrazová rychlost nebo jinak tzv. optický tok [13] [11]. Kv·li tomu, ºe se m·ºe objevit
tzv. aperaturní problém (angl. aperture problem) [20], je pot°eba po£ítat také s blízkým
okolím bodu: wx pixel· doleva a doprava, wy nahoru a dol·. Vektor d je tedy vektor, který
minimalizuje níºe uvedenou funkci : [13]
(d) = (dx, dy) =
ux+wx∑
x=ux−wx
uy+wy∑
y=uy−wy
(I(x, y)− J(x+ dx, y + dy))2. (9)
Výpo£et tedy probíhá uvnit° tzv. integra£ního okna velikosti (2wx+1)×(2wy+1). Typicky
hodnoty wx a wy se volí v rozmezí 2-7 pixel·. [13]
P·vodní algoritmus Lucas-Kanade vychází z následujících podmínek [11]:
 konstantní jas;
 relativn¥ malé pohyby;
 prostorová koherence.
Podmínka konstantního jasu znamená, ºe jednotlivé intenzity stejných bod· (pixel·) se
skokov¥ nem¥ní. Zachovává se relativn¥ stejný jas. Jinak °e£eno platí následující vztah
[11]:
I(x(t), t) = I(x(t+ ∆t), t+ ∆t), (10)
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kde I(x(t), t) je intenzita pixelu x v £ase t v obraze I v £ase t.
Podmínka malého pohybu znamená, ºe rychlost zm¥ny polohy bodu mezi obrazy je
relativn¥ malá. Dají se sledovat zm¥ny polohy pouze do velikosti integra£ního okna. Tato
nevýhoda je p°ekonaná modiﬁkací algoritmu pomocí tzv. pyramidové implementace [11].
Více o tom uvedeno v této kapitole.
Podmínka prostorové koherence °íká, ºe by v¥t²ina okolních pixel· sledovaného bodu
m¥la leºet ve stejné rovin¥ a pohybovat se stejným sm¥rem se stejnou rychlostí.
Pro implementaci roz²í°ení algoritmu Lucas-Kanade je nutné deﬁnovat pojem pyrami-
dová reprezentace obrazu. Jak uº bylo zmín¥no, toto roz²í°ení bylo navrºeno, aby se daly
zachytit v¥t²í pohyby bod· neº velikost integra£ního okna. M¥jme obraz I velikosti nx×ny.
A´ obraz na nejniº²í nulté úrovni se zna£í I0 = I. Je to p·vodní obraz s nejv¥t²ím rozli²ením
v nejlep²í moºné kvalit¥. Má tedy velikost n0x = nx a n
0
y = ny. Pyramida se potom buduje
rekurzivn¥, tedy z I0 se vypo£ítá I1, z I1 se vypo£ítá I2 atd. Nech´ L ∈ N je obecná úrove¬
pyramidy, potom IL−1 je obraz na úrovni L − 1 velikosti nL−1x × nL−1y . Intenzita pixelu
v obraze IL se skládá ze t°í sloºek: £tvrtina intenzity odpovídajícího pixelu v obrazu niº²í
úrovn¥, osmina sou£tu intenzit pixel· ve £ty°okolí daného pixelu a ²estnáctina sou£tu in-
tenzit pixel· v osmiokolí daného pixelu vyjma £ty°okolí. Matematický zápis je ve vztazích
11, 12 a 13 [13].
u1(x, y) =
1
4
IL−1(2x, 2y) (11)
u2(x, y) =
1
8
(IL−1(2x− 1, 2y) + IL−1(2x+ 1, 2y)+
IL−1(2x, 2y − 1) + IL−1(2x, 2y + 1))
(12)
u3(x, y) =
1
16
(IL−1(2x− 1, 2y − 1) + IL−1(2x+ 1, 2y − 1)+
IL−1(2x+ 1, 2y + 1) + IL−1(2x− 1, 2y + 1))
(13)
Obraz IL se potom dá vypo£ítat následovn¥:
IL(x, y) = u1(x, y) + u2(x, y) + u3(x, y). (14)
Vý²e uvedené rovnice poukazují na pouºití antialiasingového ﬁltru s jádrem:[
1/4 1/2 1/4
]
×
[
1/4 1/2 1/4
]T
. V praxi se pouºívá v¥t²í jádro antialiasingového
ﬁltru:
[
1/16 1/4 3/8 1/4 1/16
]
×
[
1/16 1/4 3/8 1/4 1/16
]T
[13].
V zavedené notaci je jedna nesrovnalost, funkce pro výpo£et obrazu na nové úrovni za-
sahuje o jeden pixel vedle obrazu. Proto v [13] je uvedeno následující dopln¥ní pro speciální
p°ípady, aby funkce provád¥la výpo£et pouze pro 0 ≤ x ≤ nL−1x − 1 a 0 ≤ y ≤ nL−1y − 1:
IL−1(−1, y) = IL−1(0, y)
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IL−1(x,−1) = IL−1(x, 0)
IL−1(nL−1x , y) = I
L−1(nL−1x − 1, y)
IL−1(x, nL−1y ) = I
L−1(x, nL−1y − 1)
IL−1(nL−1x , n
L−1
y ) = I
L−1(nL−1x − 1, nL−1y − 1)
Vztah 14 je deﬁnován pouze pro takové x a y, ºe 0 ≤ 2x ≤ nL−1x − 1 a 0 ≤ 2y ≤ nL−1y − 1.
Proto nLx a n
L
y jsou nejv¥t²í celá £ísla spl¬ující podmínky:
nLx ≤
nL−1x + 1
2
, (15)
nLy ≤
nL−1y + 1
2
. (16)
Vztahy 11, 12, 13, 14, 15, 16 se pouºívají pro výpo£et pyramidové reprezentace obrazu
I: {IL}L=0,...,Lm , kde Lm je maximální vý²kou pyramidy. Tato hodnota se zpravidla volí
v rozmezí 2-4. V¥t²í hodnota není pro v¥t²inu vstupních obraz· praktická. Zavedení pyrami-
dové reprezentace má za cíl umoºnit sledování v¥t²ích pohyb· pixel· neº dané integra£ní
okno velikosti wx × wy. Proto hodnota Lm se volí v závislosti na maximální o£ekávané
rychlosti obrazu (optický tok). [13]
Dále popí²i £innost algoritmu s pouºitím pyramidové reprezentace obrazu dle [13].
Úkolem je pro daný bod u obrazu I najít jeho odpovídající polohu v = u + d v obraze
J . Sta£í tedy vypo£ítat vektor p°emíst¥ní d. A´ uL = [uLx u
L
y ] pro L = 0, ..., Lm jsou
sou°adnice bodu u v pyramidovém obraze IL. Dle 11, 12, 13, 14, 15 a 16 se uL dá vypo£ítat
následovn¥:
uL =
u
2L
(17)
Algoritmus probíhá následovn¥: nejd°íve se vypo£ítá optický tok na nejhlub²í úrovni py-
ramidy Lm. Potom výsledek postupuje do vy²²í úrovn¥ (Lm − 1) ve form¥ po£áte£ního
odhadu. Pomocí tohoto odhadu se vypo£ítá kumulovaný optický tok na úrovni Lm − 1
a výsledek se p°edává vy²²í úrovni (Lm − 2). Tak to pokra£uje aº do úrovn¥ 0. [13]
Popi²me te¤ vý²e nazna£enou rekurzivní operaci mezi dv¥ma obecnými úrovn¥mi L−1
a L. Nech´ po£áte£ní odhad optického toku na úrovni L je gL = [gLx g
L
y ]
T , který je
dostupný z výpo£t· na úrovni L+1. Pro výpo£et optického toku na úrovni L je nutné nalézt
pohybový vektor dL = [dLx d
L
y ]
T , takový, který minimalizuje modiﬁkovanou chybovou
funkci: [13]
L(dL) = L(dLx , d
L
y ) =
uLx+wx∑
x=uLx−wx
uLy+wy∑
y=uLy−wy
(IL(x, y)− J(x+ gLx + dLx , y + gLy + dLy ))2. (18)
Integra£ní okno, jak je vid¥t, má stejnou velikost na v²ech úrovních L pyramidy
((2wx + 1) × (2wy + 1)). Vektor po£áte£ního odhadu optického toku gL se pouºívá jen
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k p°edtranslaci, proto konkrétn¥ daný pohybový vektor dL je malý a je moºné ho vypo£í-
tat standardním krokem algoritmu Lucas-Kanade.
Po p°edání vypo£tené hodnoty dL na vy²²í úrove¬ L− 1, hodnota po£áte£ního odhadu
gL−1 se vypo£ítává následovn¥:
gL−1 = 2(gL + dL). (19)
Hodnota dL−1 se potom vypo£ítává, jak bylo °e£eno d°íve, minimalizací funkce L−1(dL−1)
18. Takto algoritmus pokra£uje aº k úrovni L = 0. Algoritmus se inicializuje nastavením
po£áte£ního odhadu úrovn¥ Lm na nulu (gLm = [0 0]T ). [13]
Kone£ná hodnota pohybového vektoru d se vypo£ítává takto:
d = g0 + d0. (20)
Výhodou tohoto postupu je to, ºe v kaºdém kroku vypo£tená hodnota vektoru dL je re-
lativn¥ malá i p°esto, ºe probíhá výpo£et velké hodnoty p°emíst¥ní pixelu (d). Pokud
v kaºdém kroku m·ºeme spo£ítat hodnotu zdvihu pixelu maximáln¥ do dmax, potom po-
mocí pyramidové implementace je moºné sledovat pohyb aº dMAX = (2Lm+1 − 1)dmax.
Nap°íklad pro hloubku pyramidy Lm = 3, maximální sledovatelný zdvih je 15 krát v¥t²í
neº p°i pouºití algoritmu Lucas-Kanade ve standardním tvaru. [13] [11]
2.3 Výpo£et vzdálenosti vizuální cestou
V¥t²ina klasických zp·sob· m¥°ení vzdálenosti spadá do kategorie tzv. p°ímých metod,
které vyuºívají speciální senzory: vlnový radar, laserový radar nebo stereo kamery. Tyto
senzory provádí p°ímé m¥°ení vzdálenosti pro kaºdý bod zájmu ve scén¥, tím pak velice
zjednodu²ují segmentaci objekt· od pozadí. P°ímé metody m¥°ení vzdálenosti se aktivn¥
pouºívají p°i °e²ení problému adaptivního °ízení.
V této kapitole se budu zabývat °e²ením problému m¥°ení vzdálenosti pomocí zákon·
perspektivy, £ili nep°ímým zp·sobem. Víme, ºe p°esnost p°ímých zp·sob· je více neº do-
sta£ující pro adaptivní °ízení vozidel, ale existuje dost vysoká pravd¥podobnost, ºe p°esnost
nep°ímých metod bude také posta£ující a tím se zna£n¥ sníºí cena výsledného produktu.
[1]
2.3.1 Vzdálenost
Jelikoº je k dispozici jen jedna videokamera, odhad vzdálenosti prob¥hne pomocí zákon·
perspektivy. Aby bylo moºné odhadnout vzdálenost, je pot°eba znát bu¤ velikost vozidla
v obraze nebo pozici spodní £ásti vozidla v obraze. Velikost vozidla p°esn¥ neznáme a ani
ji nem·ºeme odhadnout, jelikoº se m·ºe pohybovat v dost velkém rozmezí.
Lep²ím zp·sobem je pouºití bodu kontaktu vozidla s vozovkou a geometrii vozovky.
Vycházíme z p°edpokladu, ºe povrch vozovky je plo²ný a kamera je namontována sm¥rem
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ven z auta. Pak se vzdálenost S k objektu vypo£ítá jako:
S =
fH
y
. (21)
Obrázek 4 znázor¬uje dv¥ auta. V prvním je nainstalována kamera v bod¥ C, f je fokální
vzdálenost kamery k "promítacímu plátnu"I. H je vý²ka, ve které je nainstalována kamera,
y je vzdálenost mezi nulou na "plátn¥"I a bodem, kam se promítá spodní £ást (kola) po-
zorovaného auta. [1] Nula na plátn¥ I je poloha horizontu v obraze, ur£ení správné polohy
tohoto bodu je pro p°esné ur£ení vzdálenosti pochopiteln¥ nezbytné. Pokud bychom doká-
zali zajistit, aby za°ízení vºdy bylo namontováno tak, ºe horizont je nap°. p°esn¥ uprost°ed
obrazu, potom by problém nevznikl a vºdy bychom dokázali odhadnou vzdálenost p°esn¥.
Mít tak velký nárok na potencionálního uºivatele by bylo nerozumné, proto zatím p°ed-
pokládejme, ºe polohu horizontu ur£it umíme, podrobn¥ji se k tomuto problému vrátíme
v dal²ích kapitolách.
Obrázek 4: Schématický diagram
Vzorec 21 se dá jednodu²e odvodit z podobností trojúhelník·.
y
f
=
H
S
(22)
2.3.2 Odhad vzdálenosti
Pro výpo£et vzdálenosti je nutné znát fokální vzdálenost kamery, pomocí které je po-
°ízen záznam. Tuto hodnotu bychom m¥li um¥t p°evést na pixely. Aby to bylo moºné, je
pot°eba vypo£ítat horizontální FOV (Field Of View). FOV se vypo£ítává dle vzorce:
FOV (horizontal) = 2 · arctan (frameWidth
2 · f ), (23)
kde frameWidth je ²í°ka senzoru, f je fokální vzdálenost kamery [35]. P°evod hodnoty
fokální vzdálenosti z milimetr· na pixely se provádí dle následujícího vzorce:
f(pixels) =
imageWidth · 0.5
tan (FOV · 0.5 · pi
180
)
, (24)
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kde imageWidth je ²í°ka obrazu v pixelech.
Po výpo£tu f (pixels) uº nic nebrání tomu, abychom mohli vypo£ítat vzdálenost kamery
od objektu ve scén¥ dle vzorce 21.
2.3.3 Invariance výsledk· výpo£tu v·£i poloze za°ízení
Jak uº bylo zmín¥no v p°edchozích kapitolách, pro odhad vzdálenosti vizuální cestou
je pot°eba znát polohu horizontu v obraze, pon¥vadº odhad vzdálenosti spo£ívá v ur£ení
po£tu pixel· mezi spodní £ástí objektu a horizontem. ím v¥t²í je po£et pixel·, tím blíº se
objekt nachází ke kame°e. Není rozumné p°edpokládat, ºe uºivatel namontuje sv·j mobilní
p°ístroj p°esn¥ tak, aby horizont byl v konkrétním místn¥ na obrazovce. Pro zvý²ení uºi-
vatelské p°ív¥tivosti je nutné um¥t polohu horizontu v obraze odhadnout nezávisle na tom,
jak uºivatel namontuje za°ízení. Cílem této kapitoly je prodiskutovat moºnosti zaji²t¥ní
invariance výpo£t· vzhledem k poloze za°ízení.
Jedinou moºnosti je polohu horizontu ur£ovat p°ímo ze vstupního obrazu. Nejd°íve se
podíváme na dostupné teoretické metody, potom zmíníme tzv. Houghovou transformaci,
která bude zapot°ebí p°i implementaci modulu ur£ení horizontu a vzdálenosti.
Horizont
Horizont je linie, která odd¥luje nebe od zem¥ [16]. Rozli²ujeme lokální horizont a hori-
zont zem¥pisný [16]. První m·ºe zahrnovat stromy, hory, budovy, jeho ur£ení je v podstat¥
jednoduché, protoºe nebe zpravidla neobsahuje ²irokou paletu barev. Pro °e²ení daného
problému je lokální horizont irelevantní, protoºe £asto m·ºe být velice matoucí a reálný
zem¥pisný horizont se za ním m·ºe úpln¥ skrývat. Horizont zem¥pisný je naopak nehled¥
na stromy, hory a budovy vºdy na stejném míst¥. Jeho detekce v obraze je bez známosti
kontextové informace o scén¥ úloha velice t¥ºká. Na²t¥stí pro °e²ení daného problému in-
formace o tom, ºe zabíraná scéna je ze silni£ního provozu, m·ºe sta£it pro ur£ení polohy
zem¥pisného horizontu. Tento princip je vid¥t na obrázku 5. Sta£í detekovat vodorovné do-
pravní zna£ení na silnici nebo polohu krajnic. V míst¥, kde se tyto £áry k°íºí, se teoreticky
nachází zem¥pisný horizont.
Krajnice a relevantní vodorovné zna£ení mají tvar p°ímek. Pro detekci p°ímek v ob-
raze se nej£ast¥ji pouºívá Houghova transformace. Vstupem pro tuto speciální metodu je
£ernobílý obraz neboli binární mapa, která obsahuje pouze hrany v obraze. V dal²ím pa-
ragrafu se budeme v¥novat detekci hran v obraze, tento krok je p°edzpracováním vstupu
pro Houghovou transformaci.
Detekce hran
V tomto paragrafu popí²i princip £innosti optimálního detektoru hran [17]. Tento algo-
ritmus má název Canny Edge Detector. Nejd°ív se na vstupní obraz aplikuje Gauss·v ﬁltr
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Obrázek 5: Ur£ení horizontu z polohy silni£ních £ar
obvykle s velikostí jádra 5. Potom se spo£ítá gradient intenzit aplikováním konvolu£ních
matic 25 ve sm¥ru x a y.
MGx =
−1 0 1−2 0 2
−1 0 1
 MGy =
−1 −2 −10 0 0
1 2 1
 (25)
Pak se vypo£ítá síla (G) a sm¥r (Θ) gradientu dle 26 a 27.
G =
√
G2x +G
2
y (26)
Θ = atan2(Gy, Gx) (27)
Gx a Gy jsou výsledky aplikace matic MGx a MGy na vstupní obraz. Sm¥r hrany se
zaokrouhluje na jeden ze £ty° úhl· reprezentujících vertikální, horizontální a dva diago-
nální sm¥ry. Jelikoº hrany jsou po tomto kroku je²t¥ celkem rozmazané, dal²ím krokem je
zten£ování hran, aby kaºdé nalezené hran¥ odpovídala práv¥ jedna skute£ná. Probíhá to
tak, ºe v²echny gradienty krom¥ nejv¥t²ích v okolí se potla£ují. Tím pádem z·stávají jen
nejsiln¥j²í.
Po procesu zten£ování nalezené hrany uº docela p°esn¥ napodobují reálné hrany, ale
i p°esto v obraze z·stávají hranové pixely vzniklé kv·li ²umu nebo prudkým barevným
zm¥nám. Proto nasleduje tzv. dvouúrov¬ové nebo dvojité prahování. Nastaví se dva prahy:
horní a spodní. Pixely s hodnotou gradientu, která je niº²í neº spodní práh, se rovnou vy-
°azují. Pixely s hodnotou gradientu v¥t²í neº horní práh bezpodmíne£n¥ z·stávají. Ostatní
pixely z·stávají pouze v p°ípad¥, ºe mají ve svém nejbliº²ím okolí pixely s gradientem
v¥t²ím neº hodnota horního prahu. [17]
Vý²e popsaný algoritmus tedy zaji²´uje následující hlavní kriteria:
 Detekce pouze skute£n¥ existujících hran.
 Vzdálenosti mezi pixely jedné hrany jsou minimalizované.
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 Práv¥ jedna nalezená hrana pro jednu reálnou. [17]
Získaný obraz s hranami po p°evodu na binární mapu je vstupem Houghovy transformace,
ta je popsána v dal²ím paragrafu.
Houghova transformace
Jak uº bylo °e£eno, standardní Houghova transformace se pouºívá pro detekci p°ímek,
její modiﬁkace se v²ak pouºívají pro detekci kruºnic a elips. V tomto paragrafu rozebe-
reme standardní Houghovu transformaci [19] [18], pomocí které ze vstupní binární mapy
odvodíme polohy vodorovného dopravního zna£ení.
Standardní reprezentace p°ímky je vyjád°ena vztahem 28, kde m je sm¥rnice a b je
bod, ve kterém p°ímka protíná osu y.
y = m · x+ b (28)
Tímto jednodu²e pouºitelným vztahem v²ak není moºné vyjád°it vertikální p°ímky, proto
pro Houghovou transformaci tato reprezentace není vhodná. Tento problém se dá vy°e²it
zavedením polárních sou°adnic. Na obrázku 6 je znázorn¥ná reprezentace p°ímky pomocí
vzdálenosti p°ímky od po£átku soustavy sou°adnic r a úhlu θ mezi osou x a vektorem,
který spojuje po£átek sou°adnic a nejbliº²í bod P na p°ímce. [18]
Obrázek 6: Polární sou°adnice [18]
Promocí vztah· 29 lze p°ímku ze standardního tvaru p°evést do tvaru popsaného vzta-
hem 30.
m = −cos(θ)
sin(θ)
b =
r
sin(θ)
(29)
y = −cos(θ)
sin(θ)
· x+ r
sin(θ)
(30)
Pomocí jednoduchých úprav vztahu 30 dostaneme 31.
r = x · cos(θ) + y · sin(θ) (31)
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Obecn¥ se dá °íct, ºe pro kaºdý bod (xa, ya) m·ºeme deﬁnovat soubor p°ímek takto:
ra = xa · cos(θa) + ya · sin(θa) (32)
Kaºdý pár (ra, θa) reprezentuje tedy jednu p°ímku procházející bodem (xa, ya). Pro xa = 3
a ya = 2 by graf ra = 3 · cos(θa) + 2 · sin(θa) v osách r a θ vypadal následovn¥:
Obrázek 7: Graf pro xa = 3, ya = 2
M·ºeme tuto operaci provést pro kaºdý £erný bod (s intenzitou 255) ve vstupní bi-
tové map¥. Pokud se grafy dvou r·zných bod· p°ek°íºí v osách r a θ, potom dané body
leºí na jedné p°ímce. Nap°íklad do grafu na obrázku 7 vloºíme grafy dvou dal²ích bod·:
xb = 6, yb = 4 a xc = 9, yc = 6. Výsledek je na obrázku 8. Tyto t°i grafy se k°íºí
Obrázek 8: Graf pro 3 body: xa = 3, ya = 2, xb = 6, yb = 4 a xc = 9, yc = 6
v bod¥ (2.16, 0). Tyto sou°adnice odpovídají parametr·m (θ, r), které reprezentují p°ímku,
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na které leºí body (xa, ya), (xb, yb) a (xc, yc). [19]
Detekce p°ímky spo£ívá v nalezení ur£itého po£tu p°ek°íºení graf· jednotlivých bod·
na hranách v obraze. ím více graf· se k°íºí v jednom bod¥, tím víc bod· obsahuje p°ímka,
takºe je výrazn¥j²í. Obecn¥ °e£eno, nastaví se ur£itý práh minimálního po£tu p°ek°íºení
pro detekci p°ímky. Houghova transformace po£ítá p°ek°íºení a pokud v n¥jakém bod¥ jich
je více neº nastavený práh, potom se ten bod zapamatuje a po skon£ení výpo£tu máme
k dispozici mnoºinu p°ímek ve tvaru (θ, r). [18] [19]
Pro detekci vodorovného dopravního zna£ení m·ºeme pouºít vý²e popsanou metodu.
Abychom eliminovali p°ímky, které jsou pro nás irelevantní, vyuºijeme informace, které
o vodorovných £arách na²eho zájmu víme. Jsou to dlouhé £áry, které v obraze mají spí²e
vertikální orientaci. Takºe vhodné by bylo nastavit práh detektoru p°ímek na vy²²í hodnotu
a potom dle úhlu θ odﬁltrovat p°ímky s horizontální orientací. Tím pádem nám teoreticky
z·stanou pouze p°ímky, které svým p°ek°íºením ur£í polohu horizontu, jak bylo znázorn¥no
na obrázku 5.
2.3.4 O£ekávaná p°esnost
P°esnost ur£ené vzdálenosti záleºí na °ad¥ faktor·:
1. Kvalita senzoru kamery mobilního za°ízení;
2. Známost p°esné hodnoty fokální vzdálenosti kamery nebo hodnoty horizontální FOV;
3. P°esnost ur£ení polohy auta v obraze;
4. P°esnost ur£ení polohy horizontu.
Rozebereme vý²e uvedené body podrobn¥ji. O kvalit¥ senzor· digitálních kamer je více
psáno v kapitole 2.1. Cht¥l bych jen p°ipomenout, ºe £ím kvalitn¥j²í senzor kamera ob-
sahuje, tím je v¥t²í pravd¥podobnost, ºe se poda°í dostate£n¥ kvalitn¥ detekovat auta
a vodorovné zna£ení, coº je nezbytné pro kvalitní odhad vzdálenosti.
Mnou zvolená mobilní platforma (Android) má dostate£n¥ ²iroké API a poskytuje
oba parametry: fokální vzdálenost a výchozí Field Of View kamery. S po£ítáním aktuál-
ního FOV z hodnoty výchozího m·ºe být komplikováno odli²ným pom¥rem stran senzoru
a komponenty pro zobrazení obrazu, ale hodnotu FOV se dá vºdy vypo£ítat z fokální
vzdálenosti kamery.
Odhadnutá vzdálenost k autu se p°ímo odvozuje ze vzdálenosti mezi horizontem
a místem, ve kterém se auto dotýká vozovky. Pokud se tyto body nepoda°í získat p°esn¥,
potom vznikne ur£itá chyba. Dále tuto chybu pro r·zné podmínky vypo£teme.
P°i výpo£tech budeme vycházet z p°edpokladu, ºe fyzická fokální vzdálenost kamery
je 4.5 mm, velikost senzoru je 4.69 × 3.53 mm, obraz má velikost 720 × 480 px a kamera
v aut¥ je namontována ve vý²ce 1.5 m.
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Dle 23 spo£ítáme hodnotu horizontálního FOV:
FOV (horizontal) = 2 · arctan( 4.69
2 · 4.5) = 55.05° (33)
Potom dle 24 vypo£ítáme hodnotu fokální vzdálenosti v pixelech:
f(px) =
720 · 0.5
tan (55.05 · 0.5 · pi
180
)
≈ 749 px (34)
V tabulce 2 jsou vypo£tené hodnoty vzdálenosti pro p°ípady správného ur£ení poloh
horizontu a auta a také pro p°ípady chyb p°i detekci. V °ádcích zvýrazn¥ných ²ed¥ je
výpo£et pro bezchybnou detekci, v bílých pro chybn¥ ur£ené polohy. Sloupce tabulky mají
následující význam: yv[px] je vypo£tená hodnota y v pixelech, ys[px] je skute£ná hodnota y,
Ep[px] je chyba y v pixelech, Ep[%] je chyba y v procentech, S[m] je odhadnutá vzdálenost
v metrech, Em[m] je chyba odhadu v metrech, Em[%] je chyba odhadu v procentech.
Jak je vid¥t v tabulce, pro vzdálenosti 5-12 metr· chyba v detekci nemá tak kritické
následky, 10pixelová nep°esnost má za následek chybu kolem 10 %.
U v¥t²ích vzdáleností je to hor²í, nap°. u vzdálenosti kolem 38 metr·, 10pixelová ne-
p°esnost by zp·sobila aº 50% chybu, coº je nep°ípustné. U vzdálenosti kolem 100 metr·
chyba o 3 pixely by byla kritická, protoºe by m¥la za následek 40-50% výslednou chybu.
Aby výsledná aplikace byla pouºitelná, pr·m¥rná chyba detektoru aut a horizontu by
nem¥la p°esahovat 15 %.
2.4 Mobilní aplikace
Sou£ástí této práce je také realizace mobilní aplikace na platform¥ Android. V této
kapitole probereme základní nástroje zvolené platformy, které budou vyuºity p°i realizaci.
Nejd°íve se podíváme na základní aspekty vývoje aplikací na platform¥ Android, potom
nasleduje popis zvlá²tního API, které bylo pouºito: práce s videokamerou a GPS.
2.4.1 Platforma Android
V této kapitole nazna£ím architekturu platformy, a potom se podíváme na strukturu
aplikací vyvíjených na této platform¥.
Architektura
Architektura [22] [23] platformy Android se skládá ze základních p¥ti vrstev (od nejniº²í
k nejvy²²í), p°ehledn¥ji také na obrázku 9:
 Linuxové jádro;
 knihovny;
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yv[px] ys[px] Ep[px] Ep[%] S[m] Em[m] Em[%]
200 200 0 0 5.62 0 0
195 200 -5 -2.5 5.76 +0.14 +2.5
190 200 -10 -5 5.91 +0.29 +5.2
180 200 -20 -10 6.24 +0.62 +11.03
220 200 +20 +10 5.11 -0.51 -9.07
70 70 0 0 16.05 0 0
60 70 -10 -14.29 18.73 +2.68 +16.7
50 70 -20 -28.57 22.47 +6.42 +40
80 70 +10 +14.29 14.04 -2.01 -12.52
90 70 +20 +28.57 12.48 -3.57 -22.24
30 30 0 0 37.45 0 0
27 30 -3 -10 41.61 +4.16 +11.11
25 30 -5 -16.67 44.94 +7.49 +20
20 30 -10 -33.33 56.18 +18.72 +50
35 30 +5 +16.67 32.1 -5.35 -14.29
40 30 +10 +33.33 28.09 -9.36 -24.99
10 10 0 0 112.35 0 0
9 10 -1 -10 124.83 +12.48 +11.11
7 10 -3 -30 160.5 +48.15 +42.86
13 10 +3 +30 86.42 -25.93 -23.08
Tabulka 2: Odhad p°esnosti
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Obrázek 9: Architektura platformy Android [22]
 Android runtime;
 aplika£ní framework
 aplikace.
Linuxové jádro tvo°í vrstvu mezi hardware a vy²²ími vrstvami. Vyuºívá systémové pro-
st°edky pro ovládání displeje, kamery, Wi-Fi, správy pam¥ti, napájení atd.
Dal²í vrstva poskytuje sadu knihoven v jazyce C/C++. Poskytují funkce pro zpracování
zvuku, obrazu, 2D a 3D graﬁky, SQLite databázi atd. Funkce t¥chto knihoven poskytují
operace na nejniº²í úrovni linuxového jádra.
Na stejné úrovni s knihovnami se nachází Android runtime. Hlavní sou£ástí této vrstvy
je Dalvik Virtual Machine, je to upravené Java prost°edí pro b¥h aplikací. Tuto vrstvu tvo°í
knihovny jazyka Java, které jsou bezprost°edn¥ dostupné p°i vývoji aplikací p°es aplika£ní
framework.
Aplika£ní framework poskytuje vývojá°i konkrétní stavební bloky aplikace. Pro pro-
gramátory se jedná o nejd·leºit¥j²í vrstvu, protoºe práv¥ s ní jednají v pr·b¥hu celého
vývoje.
Struktura aplikací
V tomto paragrafu se zam¥°íme na základní stavební bloky aplikací vyvíjených pro
platformu Android. Povinnou komponentou kaºdé aplikace je soubor AndroidManifest.xml.
Kaºdá aplikace jej musí mít v ko°enové sloºce. Systém nem·ºe spustit kód aplikace d°ív,
neº zjistí informace z manifestu aplikace. Manifest dává název paketu Java, který je iden-
tiﬁkátorem aplikace v systému, deklaruje tzv. povolení (angl. permissions), která udávají,
co v²echno aplikace m·ºe pouºít a dal²í (viz [24]).
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Aktivita (angl. Activity) je sou£ást aplikace, pod kterou £asto rozumíme konkrétní
jednu obrazovku aplikace. Aktivita obsahuje uºivatelské rozhraní, pomocí kterého probíhá
komunikace uºivatele s aplikací. Principiáln¥ m·ºe být v aplikaci více aktivit, jedna je
vºdy ozna£ená za výchozí a p°i startu aplikace se vºdy spou²tí automaticky. Spu²t¥ní
dal²í aktivity znamená zastavení p°edchozí, znamená to, ºe systém ji uloºí do zásobníku
aktivit, coº umoº¬uje rychlý návrat zpátky, pokud je to pot°eba. Aktivita se m·ºe nacházet
v jednom ze t°i stav·:
 Resumed - b¥ºí na pop°edí a interaguje s uºivatelem.
 Paused - jiná aktivita je na pop°edí, tato je v²ak je²t¥ z £ásti viditelná.
 Stoped - aktivita je zcela neviditelná.
Aktivity si m·ºou vym¥¬ovat data pouze p°i spu²t¥ní a ukon£ení. Kdyº jedna aktivita
spou²tí druhou, tak jí p°edává zprávu Intent, do které zabalí data, která jí chce p°edat.
P°i skon£ení aktivita zabalí návratová data do zprávy Intent a ode²le ji aktivit¥, která ji
spustila.
Intent je dal²í sou£ástí aplikace, která propojuje jednotlivé komponenty aplikace s ji-
nými komponentami stejné £i jiné aplikace. Pro aktivity intenty deﬁnují akci, která se má
provést, a také mohou odkázat na data, která by se m¥la zpracovat. [21]
Krom¥ zdrojového kódu aplikace m·ºe obsahovat dal²í data, nap°. graﬁcká data (ob-
rázky, ikony, pozadí atd), soubory, atd. T¥mto dat·m se °íká zdroje (angl. resources).
Jako zdroj v Androidu jsou chápané také XML soubory popisující rozloºení prvk· GUI
na obrazovce a deﬁnující obecn¥ styl aplikace. Tyto soubory se nachází v adresá°i layout.
Ve zdrojích se také dají uchovávat r·zné konstantní hodnoty, které jsou potom pouºívané
v aplikaci. XML soubory s t¥mito hodnotami jsou uloºené ve sloºce values. V adresá°i
drawable se nachází graﬁcké prvky. [23]
Více o struktu°e platformy a aplikací, ºivotním cyklu aktivit a dal²ích komponentách
se dá zjistit z oﬁciálních zdroj·, nap°. [25].
2.4.2 Pouºité API
Android API je známé svou rozsáhlostí a jednoduchostí v pouºívaní. Poskytuje p°ístup
k v¥t²in¥ hardwarových prvk· p°ístroje zejména kamera, lokaliza£ní sluºby (GPS), bate-
rie, komunika£ní prvky (Wi-Fi, Bluetooth atd.) . . . V této kapitole popí²i API, které bylo
pouºito p°i vývoji aplikace, konkrétn¥ kamera a lokaliza£ní sluºby.
Kamera
P°i práci s kamerou jsem pouºil t°ídu, která je od API úrovn¥ 21 (verze Android 5.0)
zastaralá, aby aplikace mohla fungovat i na star²ích p°ístrojích, které tuto úrove¬ API
nepodporují. Jedná se o t°ídu android.hardware.Camera. Pro p°ístup ke kame°e je pot°eba
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tento zám¥r deklarovat v Android manifestu nap°íklad takto:
<uses-permission android:name="android.permission.CAMERA"/>
<uses-feature android:name="android.hardware.camera"/>
Pro start kamery je pot°eba zavolat metodu open(c) nad t°ídou Camera, kde c je iden-
tiﬁkátor kamery, pro hlavní kameru za°ízení bývá zpravidla c=0. Metoda vytvo°í a vrátí
instanci t°ídy Camera.
Potom je pot°eba p°i°adit kame°e vzhled (angl. view), na který se bude zobrazo-
vat náhled (angl. preview) z kamery. V¥t²inou to bývá SurfaceView. Pomocí metody ca-
mera.setPreviewDisplay(holder) kame°e se p°i°adí SurfaceHolder holder toho SurfaceView,
na který se bude zobrazovat náhled. Potom voláním startPreview() a stopPreview() se za-
£ne zachytávat obraz z kamery, respektive zastaví. Voláním release() se kamera uvolní, aby
ji mohla pouºít jiná aplikace.
Po vytvo°ení instance kamery se dají vy£íst anebo upravit její parametry. Volání metody
getParameters() vrátí instanci t°ídy Camera.Parameters. Z tohoto objektu potom lze vy£íst
uºite£né informace o kame°e, konkrétn¥: fokální vzdálenost a Field Of View (FOV).
Fokální vzdálenost se dá vy£íst voláním metody getFocalLength(), vrátí se hodnota
v milimetrech. Metody getHorizontalViewAngle() a getVerticalViewAngle() vrátí hodnoty
horizontálního a vertikálního FOV ve stupních. D·leºité je chápat, ºe nejsou dostupné
informace o p°esnosti vy£ítaných hodnot a navíc bez ohledu na aktuální p°iblíºení. Bohuºel,
nelze vy£íst fyzickou velikost nainstalovaného senzoru, coº nám brání k výpo£tu hodnoty
FOV dle 23. Zbývá jediná moºnost, spoléhat na to, ºe poskytnuté údaje jsou pravdivé
a p°epo£ítat zji²t¥nou hodnotu FOV dle aktuálního p°iblíºení pomocí vztahu:
αz = 2 arctan
((
zn
za
)
· tan
(
α
2
))
, (35)
kde αz je aktuální hodnota FOV v£etn¥ p°iblíºení, zn je výchozí hodnota p°iblíºení (pro
Android se rovná 100, coº znamená ºádné p°iblíºení), za je aktuální p°iblíºení, α je FOV
bez p°iblíºení.
Lokaliza£ní sluºby
Android API nabízí velice jednoduchý p°ístup k informaci o poloze za°ízení. Informaci
o poloze za°ízení dává tzv. poskytovatel (angl. provider). Poskytovatelem m·ºe být modul
GPS anebo sí´ (angl. network provider).
Z aktuálního kontextu se m·ºe vy£íst objekt t°ídy LocationManager p°es metodu con-
text.getSystemService(LOCATION_SERVICE). P°es tento objekt se dá poºádat o pravi-
delné obnovení polohy (metoda requestLocationUpdates(. . . )) anebo se dá zjistit poslední
známá poloha za°ízení voláním metody getLastKnownLocation(provider), kde provider je
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bu¤ NETWORK_PROVIDER anebo LGPS_PROVIDER, metoda vrátí aktuální zem¥-
pisnou ²í°ku a délku v podob¥ objektu t°ídy Location.
T°ída Location poskytuje metodu distanceTo(Location dest), která vrátí p°ibliºnou
vzdálenost dvou poloh. Výpo£et probíhá s pouºitím elipsoidy WGS84 [26].
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3 Rozpoznávání aut
V této kapitole jsou popsány r·zné p°ístupy k detekci aut v obrazu a hodnocení pouºitel-
ností t¥chto metod. V²echny prezentované výstupy
v této kapitole jsou realizované v jazyce C++ pomocí knihovny OpenCV verze 2.4.10.
Metody pro °e²ení dané problematiky jsem rozd¥lil na metody s klasiﬁkátorem a bez
n¥j. V kapitole 2.1 je vysv¥tlen o£ekávaný vstup. V kapitole 2.2 jsou popsány metody bez
klasiﬁkátoru, v kapitole 2.3 metody s klasiﬁkátorem a v kapitole 2.4 kombinace obou metod.
3.1 Popis vstupu a sb¥r dat
Vstupem celého procesu rozpoznávání aut je obraz z kamery mobilního telefonu uchy-
ceného v drºáku na £elním skle auta sm¥rem k cest¥ a na obrázku 10 je tato koncepce
graﬁcky znázorn¥na. Kamera je umíst¥ná uprost°ed vozidla nasm¥rována tak, aby jízdní
pruh byl co nejblíºe st°edu obrazu.
Obrázek 10: Mobil na drºáku v aut¥
Data byla nasbírána pomocí kamery mobilního p°ístroje Samsung Galaxy Note 3 v Brn¥
a na dálnici D1. Celkem bylo nasbíráno více neº hodina a p·l video záznamu s rozli²ením
1280× 720 v r·zných sv¥telných podmínkách. Velkým problémem uº ve fázi sb¥ru dat se
ukázalo ostré slunce (kolem £tvrté hodiny odpolední), které vyb¥luje obraz ve chvíli, kdy
svítí do objektivu. Ve chvíli, kdy slunce svítí zboku, je kamera p°ístroje nucená zmen²it
sv¥telnou citlivost a obraz se výrazn¥ ztmavuje (p°edev²ím v oblasti, kde je vozovka, jelikoº
je dost tmavá). P°i testování potom kv·li tomu m·ºe vzniknout problém s rozpoznáním
aut.
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3.2 Implementovaná metoda rozpoznávání aut
3.2.1 P°ístup rozpoznávání bez klasiﬁkátoru
Metoda vychází z p°edpokladu, ºe na vstupní sekvenci snímk· bude vid¥t jak krajina,
tak vozovka s auty. Vozovka se hýbe celkem vysokou rychlostí a postupn¥ mizí, kdeºto
relativn¥ statické nebo pomalu pohybující se objekty v·£i kame°e se nebudou prom¥¬ovat
a mizet tak rychle. Budou se postupn¥ p°emís´ovat, zv¥t²ovat nebo zmen²ovat, ale z·stanou
del²í dobu pozorovatelné.
Obrázek 11: Pozorovatelné body v obraze
Nejjednodu²²í postup je pomocí funkce knihovny OpenCV goodFeaturesToTrack(), která
vyuºívá princip· popsaných v kapitole 2.2.3, najít v obraze dob°e pozorovatelné body
a pomocí funkce calcOpticalFlowPyrLK() vyuºívající metody popsané v kapitole 2.2.3 zji²-
´ovat jejich p°emíst¥ní v obraze. Dále následuje analýza shluk·, které se p°íli² nepohybují,
dle r·zných kritérií (mnoºství bod·, tvar objektu, rychlost pohybu atd.) a ﬁltrace objekt·,
o kterých je rozhodnuto, ºe jde o automobily.
Tento postup selhává v okamºiku, kdy se v obraze nachází sloºitá krajina (stromy, ke°e,
zábradlí, lidé atd.) a auta naopak nejsou ni£ím výrazná (jednobarevná auta £asto podobná
vozovce, zaoblené tvary bez hran). V d·sledku se vytvá°í shluky bod· mimo vozovku, které
vytvá°í dojem aut mimo cestu, naopak skute£ná auta na vozovce jsou p°ehlédnuta. Tato
situace je zobrazena na obrázku 12.
Pro °e²ení tohoto problému jsem se rozhodl od°íznout horní £ást obrazu a dále krajinu
zleva a zprava. Poté se mohu zam¥°it na hledání pozorovatelných bod· jen v p°ímé blízkosti
vozovky, £ili uprost°ed obrazu, p°íp. trochu níº. P°i zvý²ení po£tu bod· a tím pádem
pravd¥podobnosti, ºe se auto bude nacházet v dané oblasti, jsem p°edpokládal, ºe £ím
blíºe k centru obrazu se sledované body nacházejí, tím vy²²í je pravd¥podobnost, ºe se
v dané oblasti nachází automobil. Proto jsem u centra nechal vysoký po£et bod· a sniºoval
jejich po£et sm¥rem k okraj·m. Výsledek m·ºeme vid¥t na obrázku 13.
Problém selhání metody p°i pouºití se sloºitou krajinou je £áste£n¥ vy°e²en, kdyº se
auta v obraze nacházejí blízko ke kame°e. Následn¥ vyvstává dal²í problém, ºe body nejsou
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Obrázek 12: Výsledek volání goodFeaturesToTrack()
Obrázek 13: Zmen²ená oblast pro pozorování významných bod·
rovnom¥rn¥ rozloºené po nalezených objektech, a proto je p°esn¥j²í ur£ení polohy a velikosti
auta nemoºné.
Ve chvíli, kdy je objekt dále od kamery, je jeho identiﬁkace tém¥° nemoºná, protoºe
i p°es to, ºe pom¥rn¥ dost pozorovatelných bod· se shromaº¤uje na autech, nelze je ur£it
jako shluky bod·. Tento problém vidíme na obrázku 14.
Shluková analýza v tomto p°ípad¥ nep°inese uspokojivý výsledek, nebo´ p°estoºe do-
káºe identiﬁkovat shluk bod· jako hledaný objekt, nedokáºe odhadnout rozm¥ry objektu
správn¥ nebo dva shluky pat°ící jednomu autu rozd¥lí na dva men²í objekty.
Za ú£elem rovnom¥rného rozloºení sledovaných bod· na hledaném objektu se pouºití
funkce goodFeaturesToTrack() ukázalo jako nevhodné. Proto jsem se rozhodl pouºít me-
todu sledování skupiny bod· rovnom¥rn¥ rozloºených v m°íºce, kde je kaºdý t°icátý pixel
v kaºdém t°icátém °ádku zvolen k sledování. Zachoval jsem koncepci sledování bod· jen ve
vybrané oblasti, protoºe se to osv¥d£ilo jako dobrý krok, ale p°idal jsem k ní navíc m°íºku.
P°íklad takové m°íºky je na obrázku 15. Tento postup se dob°e osv¥d£il v p°ípad¥, ºe se
vozidlo nacházelo blízko ke kame°e (obrázek 16). Naopak v p°ípad¥, kdy je objekt vzdálený,
metoda selhává kv·li velkému po£tu bod· na vozovce, které nejsou sledovatelné (vozovka
má £asto v²ude stejnou barvu, proto body na vozovce z·stávají na míst¥ a vytvá°í fale²né
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Obrázek 14: Problém velké vzdálenosti objektu od kamery
Obrázek 15: M°íº sledovaných bod·
shluky, obrázek 17).
Záv¥rem bych shrnul, ºe ºádný z vyzkou²ených p°ístup· nedává jednozna£ný výsledek,
proto pro °e²ení problému rozpoznání aut v obraze je nutné zvolit jiný p°ístup.
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Obrázek 16: Vozidlo blízko kamery, úsp¥ch metody
Obrázek 17: Vozidlo daleko od kamery, fale²né shluky
3.2.2 Rozpoznávání s klasiﬁkátorem
Za ú£elem testování jsem pouºil jiº hotový natrénovaný klasiﬁkátor z opensource pro-
jektu opencv-lane-vehicle-track. Klasiﬁkátor je trénován na 516 obrázcích aut velikosti
128 × 128. XML soubor s rozhodovacím stromem klasiﬁkátoru je dostupný ke staºení na
stránkách projektu [33]. Klasiﬁkátor funguje na principech popsaných v kapitole 2.2.2
V projektu je pouºita zajímavá metoda veriﬁkace nalezených aut pomocí horizontál-
ních hran a vertikální symetrické osy auta. P°i pouºití daného klasiﬁkátoru a veriﬁkace
metoda dokáºe rozpoznat pouze n¥která auta (obrázek 18). St¥ºejní pro tuto metodu je
kvalita osv¥tlení a barev. Pokud zboku nepatrn¥ svítí ostré slunce, je obraz hodn¥ sv¥tlý
a klasiﬁkátor m·ºe selhávat. P°i soumraku je obraz p°íli² tmavý a klasiﬁkátor op¥t nem·ºe
najít v²echna auta (obrázek 19). Funk£ní je pouze za denního sv¥tla s nep°ímým sluncem,
bohuºel se tak nedá °íci, ºe by metoda fungovala spolehliv¥.
Navíc i p°i dobrých sv¥telných podmínkách je b¥ºné velké mnoºství fale²ných nález·.
e²ením m·ºe být spojení metod rozpoznávání bez klasiﬁkátoru popsaných v kapitole 3.2.1
a metody s klasiﬁkátorem.
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Obrázek 18: Detekovaná vozidla pomocí klasiﬁkátoru opencv-lane-vehicle-track
Obrázek 19: patné sv¥tlné podmínky - soumrak. Klasiﬁkátor opencv-lane-vehicle-track
nedetekuje ºádné z aut
3.2.3 Spojení metody bez klasiﬁkátoru a s ním
Testováním se ukázalo, ºe samotná metoda detekce aut zaloºena na sledování význam-
ných bod· v obraze není efektivní ani spolehlivá i p°esto, ºe významné body se shlukují na
autech. Fale²né shluky kolem v²ak neustále brání v identiﬁkaci auta. Samotné rozpoznávání
pomocí klasiﬁkátoru se také neosv¥d£ilo, jelikoº funguje pouze p°i perfektních sv¥telných
podmínkách, p°i kterých ale stejn¥ generuje velké mnoºství fale²ných nález·.
Pokusil jsem se o spojení obou p°ístup· s následujícím konceptem. ídicí jednotkou
je klasiﬁkátor, který vybere oblasti, ve kterých se podle n¥j nachází auto. Pak jsou tyto
oblasti veriﬁkovány pomocí metody bez klasiﬁkátoru. Pokud se v dané oblasti vytvo°í shluk
sledovaných bod·, pak se tato oblast potvrzuje jako auto, v opa£ném p°ípad¥ se výskyt
auta vylu£uje.
Tento postup uº z principu nem·ºe vyhledat auta, která klasiﬁkátor vynechal, ale
up°esní proces rozpoznání tím, ºe odstraní v¥t²inu fale²ných nález·. Pro úsp¥ch tohoto
postupu je nutný lépe natrénovaný klasiﬁkátor, který prokazuje lep²í invariantní vlastnosti
v·£i sv¥telným podmínkám. Hledání nebo trénování takového klasiﬁkátoru by mohlo být
34
Obrázek 20: Spojení metod. P°esn¥j²í detekce, mén¥ fale²ných nález·
nám¥tem pro dal²í práci. Zatím po£ítejme, ºe takový klasiﬁkátor máme.
3.2.4 Výstup detektoru aut
Realizovaný detektor aut popsaný v kapitolách vý²e, na vstup p°ijímá video záznam
nato£ený z kamery namontované za £elním sklem auta a jako výstup produkuje textový
soubor s informacemi o detekovaných autech. Jednotlivým záznamem v souboru je °ádek.
Kaºdý °ádek je v následujícím formátu:
frameID x y width height distance
Kde frameID je po°adové £íslo snímku ve vstupní video sekvenci, x a y jsou sou°ad-
nice levého horního rohu detekovaného auta, width a height je ²í°ka a vý²ka obdélníku,
který orámuje detekované auto a distance je p°ibliºná vzdálenost k detekovanému autu za
p°edpokladu, ºe horizont se nachází uprost°ed obrazu.
Samoz°ejm¥ p°edpokládat, ºe horizont je uprost°ed obrazu není rozumné, proto vypo£í-
tané vzdálenosti jsou velice nep°esné. V dal²í kapitole je popsán proces detekce horizontu,
známost polohy kterého je nezbytná pro p°esný odhad vzdálenosti.
3.3 Detekce horizontu
Jak bylo psáno v kapitole 2, pro p°esné ur£ení vzdálenosti je nezbytné ur£it polohu
horizontu, protoºe hodnota vzdálenosti se p°ímo vypo£ítává z po£tu pixel· mezi horizontem
a místem, ve kterém se auto dotýká vozovky. V této kapitole bude popsán postup realizace
detektoru horizontu v jazyce C++ pomocí knihovny OpenCV na platform¥ Windows.
V²echny pouºité techniky vychází z teoretického základu popsaného v kapitole 2.3.3.
Vstupem realizovaného detektoru je videozáznam, který pro²el detektorem aut, a tex-
tový soubor, který byl výstupem zmín¥ného detektoru. Textový soubor je pro detektor
horizontu irelevantní, slouºí pouze pro zobrazení detekovaných aut.
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V kapitole 2.3.3 jsme do²li k záv¥ru, ºe horizont je linie odd¥lující nebe a zemi.
V na²em konkrétním p°íklad¥ v obraze jsou objekty, které nejsou d·leºité: budovy, stromy,
ke°e, hory, lidé, atd. Proto z ur£ení polohy horizontu se stává netriviální úloha. Jediný
pouºitelný zp·sob, jak ur£it jeho polohu, je ukázán na obrázku 5 v kapitole 2.3.3. Metoda
spo£ívá v detekci vodorovného dopravního zna£ení a krajnic. V míst¥ p°ek°íºení t¥chto linií
potom prochází horizont.
Vodorovné zna£ení v¥t²inou je bílé, a proto se odli²uje od barvy vozovky, která je
zpravidla hodn¥ tmavá. Hranový detektor by tedy m¥l vodorovné zna£ení detekovat jako
kvalitní hrany.
Pro detekci hran jsem pouºil Canny Edge Detector, princip jeho funkce je podrobn¥
popsán v kapitole 2.3.3. Knihovna OpenCV obsahuje funkci Canny(in, out, th1, th2), jejímº
vstupem je obraz in, výstup zapí²e do obrazu out, th1 a th2 jsou hodnoty prah· pro
dvojité práhování. Na obrázku 21 m·ºeme vid¥t p°íklad vstupu a výstupu tohoto detektoru
s parametry th1=10 a th2=50.
Obrázek 21: Canny Edge Detector - p°íklad vstupu a výstupu
Po detekci hran pot°ebujeme najít dostate£n¥ dlouhé p°ímky, abychom o nich mohli
usoudit, ºe jsou sou£ástí vodorovného zna£ení. Houghova transformace popsaná v kapitole
2.3.3 slouºí práv¥ k tomuto ú£elu. V knihovn¥ OpenCV klasická Houghova transformace
detekující p°ímky je implementována ve funkci HoughLines(image, lines, rho, theta, th),
kde image je vstupní obraz s detekovanými hranami, lines je pole, do kterého se zapí²í
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detekované p°ímky, rho je rozli²ení vzdálenosti v pixelech, theta je rozli²ení úhl· v radiá-
nech a th je práh, který udává minimální délku úse£ky, aby byla povaºována za p°ímku.
Algoritmus dále postupuje následovn¥: nastaví vysoký práh (nejvíce se osv¥d£ila hodnota
200), tím pádem za detekovanou p°ímku se budou povaºovat pouze dlouhé úse£ky (del²í
neº 200 pixel·).
V kaºdém kroku algoritmu (jeden snímek) potom probíhá ﬁltrace p°ímek dle sm¥ru
jejich nato£ení. Zajímají nás pouze ty, které nejsou horizontální, protoºe s v¥t²í pravd¥po-
dobností odpovídají vodorovnému zna£ení, které pot°ebujeme k detekci horizontu. Kaºdá
p°ímka nalezena pomocí Houghovy transformace má dva parametry (polární sou°adnice):
r a θ, viz kapitolu 2.3.3. Z úhlu θ zjistíme, jakým sm¥rem je nato£ena p°ímka. Na obrázku
22 vidíme úhly nato£ení správn¥ detekovaných p°ímek. Zajímají nás tedy p°ímky, které
jsou odklon¥né od vertikály na ±75°, v·£i horizontále je to rozmezí: [15°, 165°], nech´ tento
úhel je α.
Obrázek 22: Detekované p°ímky a úhel v·£i vertikále
Dle koncepce polárních sou°adnic zavedených v kapitole 2.3.3, hodnota θ nalezené
p°ímky by se m¥la p°epo£ítat následovn¥: θ = (α+ 90) mod 180. Hledáme tedy p°ímky
s hodnotou 5pi/12 < θ < 7pi/12 o nich m·ºeme p°edpokládat, ºe s nejv¥t²í pravd¥po-
dobností se jedná o sou£ást vodorovného zna£ení. Ostatní p°ímky zamítáme jako fale²né
nálezy. Pokud po£et detekovaných p°ímek je men²í neº ur£itý po£et n (ve v¥t²in¥ p°ípad·
jsem nastavil n = 2, protoºe sta£í dv¥ p°ímky k ur£ení polohy horizontu), potom se sni-
ºuje nastavený práh o 5 a detekce probíhá je²t¥ jednou a opakuje se tak dlouho, dokud se
nenajde alespo¬ n p°ímek. Jinými slovy, pro kaºdý snímek zaru£en¥ nalezneme alespo¬ n
nejdel²ích úse£ek. Na obrázku 23 m·ºeme vid¥t odﬁltrované p°ímky, které se k°íºí v jednom
bod¥. Dle d°íve deﬁnovaných p°edpoklad·, tímto bodem prochází horizont.
Tedy v kaºdém kroku algoritmu, pokud jsou detekované alespo¬ dv¥ p°ímky, je mo-
diﬁkována poloha horizontu. Aby byl minimalizován vliv fale²ných detekcí, výpo£et nové
polohy horizontu probíhá pomocí váºeného pr·m¥ru. Stávající hodnota má váhu 50, nová
zji²t¥ná hodnota má váhu 1. Tím pádem nový horizont jen koriguje ten stávající a nena-
stávají velké skoky. Výsledek m·ºeme vid¥t na obrázku 24, horizont je vyzna£en £ervenou
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Obrázek 23: Relevantní detekované p°ímky
horizontální linií.
Obrázek 24: Nalezený horizont (£ervená linie)
Výstupem detektoru horizontu je také textový soubor deﬁnující polohu horizontu pro
kaºdý snímek videozáznamu.
3.4 Rychlost zpracování
Rychlost zpracování vstupních videosekvencí detektorem aut a horizontu je velice d·-
leºitá. Práv¥ tato hodnota ukáºe, jestli je ²ance, aby vý²e popsaný algoritmus fungoval
v reálném £ase na mobilním p°ístroji. Provedl jsem m¥°ení rychlosti výpo£t· realizovaných
v C++ pomocí OpenCV detektor· aut a horizontu na po£íta£i s opera£ním systémem
Windows. Parametry tohoto po£íta£e jsou následující:
 Procesor: Intel® Core i7-4710HQ [27]
 Opera£ní pam¥´: 16 GB
 Graﬁcká karta: Intel® HD Graphics 4600 a NVIDIA GeForce GTX 860M
 Opera£ní systém: Windows 8.1 64 bit
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P°i testování byla pouºita videa s rozli²ením 1280 × 720, p°itom byl kaºdý snímek p°ed
za£átkem zpracování zmen²en dvakrát, jak na ²í°ku, tak i na délku. Fakticky se tedy zpra-
covávaly snímky o velikosti 640×360. Videosekvence pouºité p°i testování jsou v p°íloze A
(DVD disk) v adresá°i Video. Dle názvu souboru v tabulce 3 se dají identiﬁkovat testované
sekvence. Výsledky testování rychlosti jsou v tabulce níºe:
Název Detektor aut [fps] Detektor horizontu [fps] Celkem [fps]
video1.mp4 14.5 32.3 10.0
video2.mp4 17.7 34.4 11.7
video3.mp4 15.2 26.9 9.7
video4.mp4 18.5 36.3 12.3
video5.mp4 14.0 31.9 9.7
Tabulka 3: Testování rychlosti detekce - výsledky
Jak je vid¥t z tabulky 3 na plnohodnotném po£íta£i zpracování videí detektorem pro-
bíhá pom¥rn¥ pomalu, pr·m¥rn¥ 10.7 snímku za sekundu. Je moºné na algoritmus aplikovat
r·zné optimaliza£ní techniky, nap°. vynechávat kaºdý druhý nebo kaºdý t°etí snímek, a je
hypoteticky moºné, ºe na výkonném stolním po£íta£i detektor dokáºe pracovat v reálném
£ase.
V dne²ní dob¥ výkon mobilních za°ízení je mnohém niº²í neº plnohodnotných po£í-
ta£· (stolní po£íta£, notebook atd.). I p°esto, ºe maximální frekvence n¥kterých mobilních
procesor· se p°ibliºuje k pr·m¥rné frekvenci normálních procesor·, mobilní za°ízení nejsou
schopna dlouhodob¥ zajistit dostate£n¥ vysoký výkon pro zpracování podobných problém·
v reálném £ase, a to kv·li rychlému zvý²ení teploty procesoru [28]. Proto realizace tohoto
algoritmu na mobilním za°ízení zatím nemá význam.
V dal²í kapitole se budeme v¥novat návrhu a vývoji mobilní aplikace jako jednoho ze
stavebních blok· výsledného °e²ení daného problému. Kompozice v²ech blok· (detektor
aut, detektor horizontu a mobilní aplikace) by mohla být p°edm¥tem dal²í práce, aº budou
schopna mobilní za°ízení daný problém fyzicky zpracovat.
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4 Realizace mobilní aplikace
V této kapitole bude podrobn¥ji popsán proces návrhu a realizace mobilní aplikace na
platform¥ Android. Jak jiº bylo zmín¥no d°íve, realizovat algoritmus detekce na mobilní
platform¥ nemá význam, aplikace by nemohla pracovat v reálném £ase. Proto se omezíme
na návrh aplikace a realizaci její kostry a díl£ích sou£ásti.
Pro výpo£et vzdálenosti dle vztahu 21 je nutné znát p°esnou vý²ku H, ve které je
namontováno mobilní za°ízení. Chyba v hodnot¥ H by mohla znamenat velkou chybu
v odhadu vzdálenosti. Dá se spo£ítat dle vztahu 36 (dá se odvodit ze vztahu 21), kde H1
je správná a H2 je chybná hodnota vý²ky. Pro hodnoty H1 = 1.5 a H2 = 1.6 (pr·m¥rná
vý²ka pro osobní auto) by se chyba E rovnala 6.67 %.
E =
(
H2
H1
− 1
)
· 100 (36)
Je relativn¥ komplikované zjistit, v jaké vý²ce si uºivatel namontoval mobilní p°ístroj. Tento
údaj je docela t¥ºko m¥°itelný, dá se pouze odhadnout, ale není zaru£eno, ºe uºivatel tuto
vý²ku dokáºe odhadnout správn¥. Proto je pot°eba ud¥lat kalibraci aplikace pro daný
p°ístroj pro dané vozidlo, resp. polohu za°ízení ve vozidle.
V dal²í podkapitole popí²i návrh a realizaci kalibra£ního módu aplikace. Potom bude
následovat popis demonstra£ního módu, který byl vyvinut jako ukázka toho, jak by uºiva-
telské rozhraní vypadalo, kdyby aplikace realizovala celý detek£ní algoritmus.
4.1 Kalibra£ní mód
4.1.1 Princip kalibrace
Principem kalibrace je nalezení hodnoty koeﬁcientu k, který by zp°es¬oval odhad vzdá-
lenosti. Koeﬁcient k se dá empiricky odhadnout pro kaºdé za°ízení a kaºdou jeho polohu
v aut¥. Pozm¥níme tedy vztah 21 p°idáním koeﬁcientu k:
S = k · fH
y
(37)
Výpo£et k je moºný, pokud známe p°esnou vzdálenost S k n¥jakému referen£nímu objektu,
a také známe p°ibliºné hodnoty f , H a y. Koeﬁcient k se pak vypo£ítá dle vztahu:
k =
Sy
fH
(38)
P°ibliºné nebo p°esné hodnoty f ,H a y umíme vypo£ítat, p°íp. vy£íst pomocí API. P°esnou
vzdálenost k referen£nímu objektu S je pot°eba zm¥°it. Nem·ºeme po uºivateli ºádat, aby
poskytl p°esné informace o vzdálenosti k n¥jakému objektu, protoºe i v p°ípad¥, ºe by
byl ochotný se tomu v¥novat, nejpravd¥podobn¥ji nebude mít nástroje, aby p°esn¥ zm¥°il
vzdálenost délky v °ádu desítek metr·.
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Jinou moºností je implicitní m¥°ení vzdálenosti pomocí lokaliza£ních sluºeb, které jsou
dostupné ve v¥t²in¥ mobilních za°ízení s opera£ním systémem Android. Dle [29] je p°esnost
GPS v mobilních za°ízeních v 95% p°ípad· lep²í neº 10 metr·. Na trhu jsou k dispozici
aplikace, které dokáºou zm¥°it vzdálenost v °ádu stovek metr· s dostate£nou p°esnosti
[29]. Pokusíme se tedy pomocí GPS zm¥°it vzdálenost S a následn¥ vypo£ítat koeﬁcient k,
který se potom bude pouºívat p°i zp°esn¥ní odhadnutých hodnot vzdálenosti. V kapitole 5
naleznete testování p°esnosti tohoto postupu.
4.1.2 Návrh módu
Do kalibra£ního módu se aplikace zapíná pouze p°i prvním zapnutí aplikace na tomto
p°ístroji, p°ípadn¥ lze na ºádost uºivatele provést kalibraci opakovan¥. Po zapnutí aplikace
se na obrazovce objeví obraz z kamery mobilního p°ístroje (práce s kamerou probíhá dle
popisu v kapitole 2.4.2) s ºádostí, aby uºivatel zvolil referen£ní objekt na obrazovce dotykem
prstu a následným p°esouváním tohoto bodu.
Potom by m¥l uºivatel potvrdit polohu objektu stisknutím potvrzovacího tla£ítka
v pravém horním rohu. Z d·vodu, ºe algoritmus detekce horizontu nebyl implementován
na mobilní platform¥, aplikace dále ºádá uºivatele, aby nastavil polohu horizontu stejným
zp·sobem, jakým nastavoval polohu referen£ního objektu. Potom aplikace ºádá o potvr-
zení polohy horizontu stejným tla£ítkem jako v p°edchozím p°ípad¥. Tato obrazovka je na
obrázku 25.
Obrázek 25: Kalibra£ní mód  £ekání na potvrzení polohy horizontu
Po potvrzení polohy aplikace ukládá aktuální polohu poskytnutou lokaliza£ními sluº-
bami za°ízení a provádí odhad vzdálenosti na základ¥ informace o poloze objektu a hori-
zontu. Dále je uºivatel ºádán, aby dojel k referen£nímu objektu, který byl zvolen v první
fázi kalibrace. Po dojetí do kone£né polohy by m¥l uºivatel stisknout potvrzovací tla£ítko,
a tím ukon£uje b¥h kalibra£ního reºimu. Aplikace vy£ítá novou polohu za°ízení pomocí
lokaliza£ních sluºeb a vypo£ítává p°esnou vzdálenost k referen£nímu objektu (nástroj pro
dané výpo£ty je uveden v kapitole 2.4.2), návrh této obrazovky je na obrázku 26.
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Obrázek 26: Konec b¥hu kalibra£ního módu
Te¤ je známo v²echno, co je nutné pro výpo£et koeﬁcientu k dle vztahu 38. Pokud
kalibrace prob¥hla úsp¥²n¥, aplikace pokra£uje demonstra£ním módem, v opa£ném p°ípad¥
(nap°. hodnota koeﬁcientu se hodn¥ odli²uje od 1) kalibraci je nutné zopakovat.
Kalibra£ní proces m·ºe být velice d·leºitý pro p°esný odhad vzdálenosti a v daném
návrhu je kladena velká zodpov¥dnost na uºivatele. Metoda s men²ím vlivem uºivatele na
p°esnost kalibrace by byla vhodn¥j²í. S prost°edky, které jsou v dané úloze k dispozici, se
jeví toto °e²ení jako jedno z mála dosaºitelné a vyhovující.
Popis mobilní aplikace pokra£uje podkapitolou, která se v¥nuje návrhu a realizaci de-
monstra£ního módu aplikace. Dále v kapitole 5 je diskutováno o tom, zda kalibrace skute£n¥
zp°es¬uje výsledky £i nikoliv a zda je její p°ítomnost v aplikaci nezbytná.
4.2 Demonstra£ní mód
V této podkapitole popí²i návrh funk£ního reºimu mobilní aplikace. Jak uº bylo °e£eno,
z výkonnostních d·vod· bylo rozhodnuto neimplementovat algoritmus detekce na mobilní
platform¥, proto p°edstavuji jen návrh tohoto reºimu, který je ve výsledné aplikaci demon-
strován na videozáznamu a výstupech z detektor· aut a horizontu implementovaných na
platform¥ Windows pomocí knihovny OpenCV.
4.2.1 Práce se vstupními daty
Vstupem tohoto reºimu je videozáznam, který byl nato£en na kameru mobilního p°í-
stroje. Tento záznam p°edem prochází detektorem aut a následn¥ i detektorem horizontu,
coº vygeneruje dva textové soubory. V prvním jsou data z rozpoznáva£e aut: pro n¥-
které snímky jsou deﬁnovány okénka zabalující detekovaná auta do sebe, formát je popsán
v kapitole 3.2.4. V druhém souboru jsou polohy horizontu pro kaºdý snímek videozáznamu.
Pro zobrazení videozáznam· v Androidu je speciální vzhled (angl. view) - VideoView.
VideoView umoº¬uje provád¥t základní operace jako nap°. p°ehrávání, zastavení videa,
atd. Mimo jiné také umoº¬uje vy£íst aktuální £asovou pozici p°ehrávaného videa, toto za-
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ji²´uje metoda VideoView.getCurrentPosition(). Tato metoda vrátí aktuální £asovou pozici
p°ehrávání v milisekundách. T°ída VideoView tedy nemá ºádnou metodu, která by vrá-
tila aktuální £íslo snímku, je moºné zjistit pouze £asový údaj. Jelikoº data ve výstupech
detektor· jsou vázaná na £íslo snímku, je nutné £íslo snímku p°epo£ítat na aktuální £a-
sový okamºik ve videu. To se dá ud¥lat, pokud víme, kolik snímk· za sekundu má video
(angl. frames per second - fps). Tedy pokud video má Ffps, potom pro snímek £íslo n
se jeho £asový okamºik ve videu bude rovnat: t = 1000F · n. Po p°i°azení £ísel snímk· lze
zesynchronizovat video a výstupy z detektor·.
4.2.2 Návrh uºivatelského rozhraní
Jedním z cíl· této práce je návrh a realizace p°iv¥tivého uºivatelského rozhraní pro
danou aplikaci. Uºivatelské rozhraní má být maximáln¥ intuitivní a hlavn¥ neru²it °idi£e
p°i jízd¥. Aplikace by taky nem¥la vyºadovat od °idi£e zvlá²tní pozornost, jinak by mohlo
potenciáln¥ hrozit nebezpe£í nehody z d·vodu nepozornosti °idi£e.
Smyslem aplikace je pomoct °idi£i nau£it se intuitivn¥ cítit bezpe£nou vzdálenost
k p°edchozím vozidl·m a varovat ho v p°ípad¥, ºe se p°iblíºil na p°íli² krátkou vzdále-
nost. Proto návrh rozhraní vypadá, jak ukazuje obrázek 27.
Obrázek 27: Návrh uºivatelského rozhraní
Uºivatelské rozhraní tedy obsahuje:
 okno s videem;
 zobrazení odhadnuté vzdálenosti;
 zobrazení aktuální rychlosti;
 indikátor p°iblíºení (barevný ráme£ek);
 oznámení pomocí vibrací.
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Zobrazení vzdálenosti
Aktuální vzdálenost se zobrazuje ve spodní £ásti obrazovky. Zobrazuje se tedy pouze
jedna hodnota a platí pro vozidlo, které jede bezprost°edn¥ nejblíºe p°ed námi. Hodnota
se dá zobrazovat v metrech a v sekundách, dotykem se mezi reºimy p°epíná. Zobrazení
p°ekonání vzdálenosti v sekundách m·ºe více vypovídat o aktuální situaci v provozu, nap°.
jízda na vzdálenosti 20 metr· p°i rychlosti 30 km/h je celkem bezpe£ná, ale p°i rychlosti
130 km/h velice nebezpe£ná.
Pro p°epo£et jednotek z metr· na sekundy se musí pouºít vztah:
t =
s
v
, (39)
kde t je hledaná hodnota dojezdu v sekundách, s je vzdálenost k p°edchozímu autu
v metrech a v je aktuální rychlost jízdy v m/s. Pro výpo£et nám tedy chybí hodnota
rychlosti v.
Zobrazení rychlosti
V p°ípad¥, ºe by v aplikaci byl realizován detek£ní algoritmus a aplikace by se pou-
ºívala za provozu, potom výpo£et rychlosti by se dal ud¥lat pomocí lokaliza£ních sluºeb.
Vycházím z toho, ºe na trhu (Google Play) existuje °ada jednoduchých aplikací pro m¥°ení
rychlosti za provozu a dle zku²eností uºivatel· fungují dostate£n¥ p°esn¥. V na²em p°ípad¥
by se rychlost jízdy z videa odvodit nedala, resp. velice t¥ºko. Proto se pro demonstraci
v poli zobrazení rychlosti objevuje náhodná hodnota. P°i startu se tato hodnota iniciali-
zuje na 50 km/h a potom se modiﬁkuje kaºdou sekundu následujícím zp·sobem, se stejnou
pravd¥podobností mohou nastat t°i p°ípady: hodnota rychlosti se sníºí o 1, z·stane stejná
nebo se zvý²í o 1.
Indikátor p°iblíºení
Tento indikátor byl navrºen tak, aby se °idi£ zbyte£n¥ nerozptyloval £tením £ísel
a písmen na obrazovce. Indikátor je tedy barevný ráme£ek na krajích obrazovky. Indi-
kátor se r·zn¥ zv¥t²uje a zmen²uje a m¥ní barvu v závislosti na vzdálenosti k p°edchozímu
vozidlu. ím blíº je p°edchozí auto, tím je indikátor £erven¥j²í a v¥t²í. A naopak £ím bez-
pe£n¥j²í je vzdálenost, tím je indikátor zelen¥j²í a men²í. Na sad¥ obrázk· 28 vidíme p°íklad
vzhledu indikátoru p°i vzdálenostech: 45 metr·, 14 metr· a 2 sekundy.
P°i obarvení indikátoru vycházím ze známého praktického pravidla dvou sekund [30]
[31]. Odstup od p°edchozího vozidla by nem¥l být men²í neº dv¥ sekundy, jinak je vzdá-
lenost nebezpe£ná. Proto je barva indikátoru na dvou vte°inách jemn¥ oranºová, znamená
to, ºe se blíºí hranice bezpe£nosti a °idi£ by m¥l rad¥ji zpomalit.
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Obrázek 28: P°íklad vzhledu indikátoru p°i vzdálenostech 45 metr·, 14 metr· a 2 sekundy
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Oznámení vibrací
V p°ípad¥, ºe °idi£ se dostává do nebezpe£ného stavu, aplikace by ho o tom m¥la varovat
vhodným zp·sobem. Zvukové signály mohou být £asto nep°íjemné a v p°ípad¥, ºe aplikace
²patn¥ vyhodnotila situaci a °idi£ se pouze snaºí p°edjet vozidlo, zvukový signál by mohl
odradit °idi£e od pouºívání aplikace. Proto byl zvolen jiný p°ístup  vibrace.
V p°ípad¥, ºe °idi£ p°ekro£í minimální bezpe£nou vzdálenost (2 sekundy), mobilní p°í-
stroj za£ne vibrovat, aby upozornil °idi£e, ºe by m¥l zpomalit. Pokud i p°esto °idi£ zrychluje
a vzdálenost je men²í neº sekunda, mobilní p°istroj za£ne vibrovat intenzivn¥ji.
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5 Testování
V této kapitole popí²i experimenty a pr·b¥h testování výsledné mobilní aplikace. Nejd°íve
se podíváme na experimenty s kalibra£ním módem aplikace, zjistíme jaké p°esnosti se dá
dosáhnout a zda ji kalibra£ní mód skute£n¥ zlep²í. Potom se podíváme na testování p°es-
nosti výsledné metody odhadu vzdálenosti.
5.1 Experimenty v kalibra£ním módu
Smyslem existence kalibra£ního módu je zp°esn¥ní výsledk· odhadu vzdálenosti. Vznikl
kv·li neznalosti p°esné vý²ky, ve které je namontováno mobilní za°ízení v aut¥. Tento mód
byl realizován pomocí lokaliza£ních sluºeb (mobilní sí´ nebo GPS modul), podrobn¥j²í po-
pis realizace je popsán v kapitole 4.1. V tomto reºimu spoléháme na to, ºe lokaliza£ní sluºby
dokáºou poskytnout dostate£nou p°esnost, abychom mohli skute£n¥ vylep²it p°esnost od-
hadu.
Testování probíhalo pomocí za°ízení Samsung Galaxy Note 3, více informací o tomto
za°ízení je zde [36]. Pro testování jsem namontoval mobilní za°ízení na drºák za £elním
sklem v aut¥ a na r·zných vzdálenostech od referen£ního objektu (jiné auto) jsem provád¥l
odhad vzdálenosti pomocí zákon· perspektivy (kapitola 2.3), tento krok testování je vid¥t
na obrázku 29. Reálná vzdálenost k objektu byla zm¥°ená p°esn¥ jiným m¥°icím nástrojem
(pásmo pro m¥°ení délky). Následn¥ jsem k referen£nímu objektu najel a pomocí lokali-
za£ních sluºeb zjistil ujetou vzdálenost. P°ed kaºdým testem jsem se ujistil, ºe GPS signál
je dost silný (pomocí aplikace GPS Status).
Obrázek 29: Odhad vzdálenosti v kalibra£ním módu
V pr·b¥hu testování bylo zji²t¥no, ºe p°esnost lokaliza£ních sluºeb pro m¥°ení tak ma-
lých vzdáleností (do 100 metr·) není dostate£ná. Nap°íklad pro reálnou vzdálenost 35
metr· aplikace provedla odhad 34 metr·. P°i opakovaném m¥°ení vzdálenosti pomocí loka-
liza£ních sluºeb byly nam¥°eny hodnoty: 16.3 m, 28 m, 0.2 m, 10.4 m, 329.5 m. Samoz°ejm¥,
hodnoty 0.2 m a 329.5 m se dají jednodu²e odﬁltrovat jako nereálné, ale i p°esto m¥°it tak
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krátkou vzdálenost pomocí lokaliza£ních sluºeb nemá smysl (hodnoty jsou nep°esné a je
mezi nimi velký rozptyl). Experiment jsem opakoval i pro reálnou vzdálenost 55 metr·,
odhad aplikace vizuální cestou byl 48.2 metr·. Provedl jsem také opakované m¥°ení pomocí
lokaliza£ních sluºeb, výsledky byly rovn¥º nejednozna£né.
Z toho vyplývá, ºe rozumn¥j²í je dát uºivateli moºnost zadat p°ibliºnou vý²ku, ve které
má namontované za°ízení, neº provád¥t kalibraci, jak byla popsána vý²e. Z tohoto d·vodu
jsem po tomto testování do aplikace p°idal moºnost zadávání vý²ky. Ponechal jsem také
kalibra£ní mód jen na ukázku, demonstra£ní mód na kalibra£ní data nebere ohled.
5.2 Testování p°esnosti odhadu vzdálenosti
V této kapitole se podíváme na p°esnost samotné metody odhadu vzdálenosti. Toto
testování probíhalo na fotograﬁích po°ízených z kamery mobilního p°ístroje namontovaného
za £elní sklo auta, p°itom je známá p°esná vzdálenost k referen£nímu objektu na snímku
(zm¥°ená p°edem ruletou). Vycházíme z p°edpokladu, ºe poloha horizontu a auta v obraze
je ur£ená správn¥. V následující tabulce je výb¥r výsledk· experiment·. Byla provedena
°ada m¥°ení na vzdálenostech 3 aº 55 metr·.
Skute£ná vzdálenost [m] Nam¥°ená vzdálenost [m] Chyba [%]
3 3.76 +25.3
9 10.37 +15.2
12 12.37 +3.1
15 16.45 +9.7
24 26.91 +12.1
39 43.6 +11.8
55 59.11 +7.4
Tabulka 4: Výb¥r výsledk· testování p°esnosti metody odhadu vzdálenosti
Jak je vid¥t z tabulky 4, krom¥ vzdáleností men²ích neº 10 metr·, chybovost nep°esa-
huje 15 %. Chyby jsou od·vodn¥né tím, ºe i ve statickém obraze nelze p°esn¥ ur£it polohu
referen£ního objektu a horizontu. Tato chyba v²ak není kritická a metoda je pouºitelná
k ú£elu °e²ení daného problému.
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6 Záv¥r
Zadáním mé diplomové práce bylo navrhnout a vytvo°it aplikaci pro opera£ní systém
Android, která by £ist¥ vizuální cestou odhadovala vzdálenost k p°edcházejícím aut·m
v reálném provoze. Má práce byla zam¥°ená na n¥kolik základních aspekt·: nalezení vhod-
ného algoritmu detekce aut v provozu, návrh metody odhadu vzdálenosti vizuální cestou
a návrh uºivatelského rozhraní pro mobilní aplikaci.
Provedl jsem analýzu algoritm·, které jiº existují a navrhl jsem vlastní metodu detekce
aut. Navrºená metoda funguje na základ¥ koncepce spojení metod sledování významných
bod· v obraze a kaskádového klasiﬁkátoru. Natrénovaný kaskádový klasiﬁkátor projde ob-
razem n¥kolikrát, aby na²el oblasti na obraze, které mohou být identiﬁkovány jako auta. Na
výstup klasiﬁkátoru se aplikuje veriﬁkátor, který potvrzuje nebo zamítá rozhodnutí klasi-
ﬁkátoru. Veriﬁkace probíhá dle dvou metod: hledání symetrie (auto je zezadu do jisté míry
symetrické v·£i vertikální ose) a hledání horizontálních hran (p°edpokládá se, ºe na aut¥
je zezadu n¥kolik horizontálních hran: registra£ní zna£ka, horní a dolní hrana skla, atd.).
Poté se pomocí funkcí knihovny OpenCV naleznou v obraze významné body, ze kterých
se vyberou pouze ty, které se s nejv¥t²í pravd¥podobností vyskytují na hledaném objektu
(body, které jsou blíºe k centru). Tyto body se sledují a shluky bod·, které se nerozpa-
dají jsou povaºovány za potencionáln¥ hledané objekty. V p°ípad¥, ºe shluk významných
bod· se p°ekrývá s oblastí, o které klasiﬁkátor rozhodl, ºe se v ní nachází auto, pak je
v této oblasti auto. Navrºená metoda se zakládá na spolehlivosti klasiﬁkátoru.
Odhad vzdálenosti vizuální cestou je zaloºen na zákonech perspektivy. Pokud známe
vlastnosti kamery, víme v jaké vý²ce je nainstalována a dokáºeme odhadnout, kde se sle-
dované vozidlo st°etává s vozovkou, pak m·ºeme s velkou p°esností odhadnout vzdálenost.
V pr·b¥hu práce se ukázalo jako nezbytné um¥t ur£ovat polohu horizontu v obraze.
Je to nutné pro kvalitní odhad vzdálenosti, pon¥vadº vzdálenost od objektu je ur£ena
po£tem pixel· mezi horizontem a místem kontaktu objektu se zemí. Navrhl jsem algoritmus
odvození polohy horizontu z vodorovného zna£ení na vozovce. Pokud tyto vodorovné linie
prodlouºíme, tak se p°ek°íºí v míst¥, kde je poloha horizontu.
Detektory aut a horizontu byli realizovány na platform¥ Windows a testovány na plno-
hodnotném po£íta£i (notebooku). Rychlost detekce bohuºel nedovolila následné nasázení
t¥chto detektor· na mobilní platformu.
V dal²í fázi projektu byla navrºena mobilní aplikace na platform¥ Android. Nejd°íve
byl realizován kalibra£ní mód aplikace, který m¥l za úkol zp°esnit výsledky odhadu vzdá-
lenosti. Princip se zakládá na m¥°ení skute£né vzdálenosti k objektu pomocí lokaliza£ních
sluºeb. V pr·b¥hu testování se ukázalo, ºe lokaliza£ní sluºby Android nedokáºou poskytnou
dostate£n¥ p°esná data a kalibrace v tomto duchu tím pádem p°estává mít smysl.
Dále bylo navrºeno uºivatelské rozhraní aplikace p°i normálním b¥hu. P°i spu²t¥ní
aplikace se tedy spustí demonstra£ní reºim, který na videu a výstupech z detektor· aut
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a horizontu ukáºe, jak by vypadala aplikace za b¥hu v p°ípad¥, ºe by se detektory také
implementovaly na mobilní platform¥.
V záv¥re£né fázi práce byly provedeny experimenty p°esnosti navrºené metody odhadu
vzdálenosti. Testy ukazují, ºe metoda je pouºitelná a pro vzdálenosti v¥t²í 10 metr· má
chybu men²í neº 15 %.
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7 Seznam p°íloh
P°íloha A: DVD disk s aplikaci a zdrojovými kódy.
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