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Silicon photonic integrated circuits have advanced to the point where thousands of compo-
nents can now be combined into functioning optical circuits. A variety of quantum technolo-
gies are based upon the integrated silicon photonics platform, including pure photonics ap-
proaches as well as those based upon emerging silicon spin-photon interfaces. Integrated pho-
tonic components, such as grating couplers, photonic crystal cavities, and waveguides, are 
subject to slight manufacturing variations. For quantum technology applications, such vari-
ations often need to be minimized and ideally eliminated through careful post-processing. 
The laser-assisted "spot oxidation" post-processing technique is able to locally and perma-
nently shift the resonance wavelength of nanophotonic devices using a 532 nm continuous 
wave laser. While global tuning techniques affect entire chips, spot-oxidation is of interest 
because it can locally correct for specific manufacturing variations among many components 
within a single chip in an automated way. Yet prior to this work it was unclear if spot ox-
idation could be made compatible with photonic structures with SiO2 top-cladding, which 
are more robust and attractive for commercial deployment. Here, we apply laser-assisted 
tuning to silicon-on-insulator (SOI) devices with SiO2 top-cladding in the telecommunica-
tion O-band. In this work, we successfully tune both photonic crystal nanobeam cavities 
and sub-wavelength grating couplers up to 1.04(5) nm and 9(1) nm, respectively. This will 
enable higher-yield photonic circuits, as well as allow us to permanently locally tune optical 
structures into resonance with optically active colour centres in silicon.
Keywords:  Silicon; Quantum technologies; Silicon photonics; Photonic crystal cavities; 
  Sub-wavelength grating couplers; Resonance wavelength tuning; Spot oxidation
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1.1 Why Quantum Computers?
Over the last few decades, there has been promising experimental progress towards the
realization of quantum computers. Quantum computers are machines that exploit the power
of quantum mechanics to provide computational possibilities beyond those offered by any
"classical" computer, which is built upon classical physics [1]. The development of quantum
computers may prove analogous to the development of the laser. Before the invention of the
laser, light was produced via, e.g, lightbulbs. Lightbulbs emit incoherent light, the waves
are not in phase with one another. The laser, on the other hand, by harnessing the power
of quantum mechanics produces coherent light, and light waves are generated in phase.
Nowadays, lasers have become widespread and their different kind of light, coherent, is used
in many applications as diverse as 3D printers and routine barcode scanners in a shopping
store. These applications were likely beyond the imaginations of the first laser physicists.
However, lasers have not replaced lightbulbs. One never sees the laser as a sleep light. The
same scenario is expected in the realm of quantum computers. One shouldn’t see a quantum
computer as a replacement of classical computers, but rather, they will be there to serve
different purposes.
One of the example tasks which has provided the impetus for the development of quan-
tum computers is Shor’s quantum algorithm for factoring large numbers (discussed in detail
in Ref. [2]), and this is significant because public key cryptography might be easily broken
using quantum computers. The enthusiasm for building quantum computers began when
Richard Feynman in 1981 said [3]: “. . . nature isn’t classical. . . and if you want to make a
simulation of nature, you’d better make it quantum mechanical, and by golly it’s a won-
derful problem, because it doesn’t look so easy.” Quantum computers will exploit the laws
of quantum mechanics to simulate more complex (and accordingly more realistic) models
of physical systems. This will give us more insight into nature and can lead to a better
understanding of various topics such as chemistry [4, 5], biology [6], medicine [7], and ma-
terials science [8]. Quantum information research, however, is not merely encapsulated by
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the development of quantum computers. A similar experimental toolset underpins quan-
tum communication in the form of unbreakable encryption [9–11], possibly at the world
scale [12–15].
The logic of quantum technologies is inherently different from that of classical devices.
In classical circuits, information is encoded with binary digits, which are represented as 0
or 1. In the quantum case the basic unit of information is the superposition of quantum
states |0〉 and |1〉, called a qubit [16]. Hence, we can treat a qubit as an abstract two-level
system and describe a general pure single-qubit state as:
|ψ〉 = a |0〉+ b |1〉 , (1.1)
in which |a|2 + |b|2 = 1 and a, b ⊆ C. This superposition state collapses to either |0〉 or |1〉
upon measurement.
A quantum superposition state describing more than one qubit in a system can be in
the form of an "entangled" state if the quantum state of each qubit cannot be described
independently of the state of the others; that is to say, they are not individual systems
but rather are an inseparable whole. This phenomenon is called "entanglement" and is
considered by some to be the most nonclassical manifestation of the quantum formalism [17].
Entanglement is crucial to the viability of quantum computers [16].
The "circuit-based" model of quantum computers is built based on "quantum circuits",
made up of various elementary quantum operations, called gates, each of which is able to
manipulate quantum information. The model is analogous to the model classical computers
are based upon, in which information is processed with a sequence of AND, NOT, OR and
NAND gates.
It is uncertain what kind of hardware quantum computers will use. There are several
experimental platforms under consideration for the development of quantum computers
at the time of writing this thesis. Proposed physical qubits are as diverse as trapped ions
[18–21], superconducting circuits [22–24], and optical photons [25–27]. Furthermore, spins in
solids are another promising platform, especially colour centres in silicon [28–33], in silicon
carbide [34], and in diamond [35–39]. In addition to these, there has been great progress
with quantum dots as qubits [40–43].
1.2 Cavity QED and Quantum Computers
Optically active spin qubits in silicon are some of the most encouraging candidates for
the realization of scalable quantum computers, as they have been shown to have favourable
properties that make them a good qubit [31,44,45]. This is because they could be connected
over large distances via optical photons to form a quantum computation network. Further-
more, the qubits that interface with telecom photons are more advantageous because of the
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widespread infrastructure already available in the telecommunications window (1260 nm -
1625 nm) [44].
Several challenges remain to develop platforms for the realization of scalable quantum
networks. One of the main challenges is that, on the one hand, the individual particles that
form a quantum computer are required to be decoupled from the environment, and on the
other hand, there needs to be a controllable way to facilitate long-range interactions among
the qubits to allow for scaling up. With this in mind, one of the realistic avenues towards
resolving this challenge was found by introducing a hybrid system of light and matter
qubits [46]. In such a hybrid system, optically active spin qubits can be well isolated from
the environment and each other, while optical photons can serve as a bus to transfer the
quantum information between stationary qubits, connecting them via photonic channels.
An efficient, coherent optical interface between single qubits and optical photons gives
access to the rich physics of cavity quantum electrodynamics (CQED), to be introduced in
Section 2.1.3, a promising approach to realize scalable quantum computers [47–51]. In this
regard, there have been photonic platform proposals for optically active spin qubits such as
selenium donors in silicon [52] and nitrogen vacancies (NV) in diamond [53]. The CQED
scheme has been also experimentally performed with trapped ions in a cavity [54] and single
silicon-vacancy (SiV) in diamond [55]. Furthermore, quantum switches, which are the basis
for the realization of some robust quantum gates, have been demonstrated by exploiting a
similar spin-photon interface in an optical cavity [56–58].
1.3 Silicon Photonic Platform and the Role of Fabrication
Imperfections
Although cavity quantum electrodynamics lays out a compelling groundwork for the real-
ization of scalable quantum computers, scaling this approach to high numbers of connected
qubits on a single chip still presents challenges. One challenge concerns the stringent de-
mands for a stable and scalable nanofabrication process that is able to fabricate a variety
of optical components on a single chip with the minimized deviation from the target de-
sign parameters. In this regard, there are various mature and maturing solid-state photonic
platforms such as diamond, gallium arsenide, indium phosphide, silicon nitride, and silicon
on insulator (SOI). The silicon-based (SOI) photonic platform delivers the most promis-
ing route for scaling [59], mostly due to the advanced integration technologies used in
complementary metal-oxide-semiconductor (CMOS) nanofabrication which is used by the
electronics industry.
Even in state-of-the-art nanofabrication processes, statistical imperfections are inescapably
introduced. This variation can reduce the functionality of optical components and introduce
parameter deviations from the desired values. With this in mind, while silicon photonics
offers high-performance optical components, these elements are unavoidably vulnerable to
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manufacturing imperfections, and the amount of physical variation can be minimized to as
low as a few nanometers [60]. For CQED purposes, a few nanometers variation in physical
size can result in optical resonance shifts a few orders of magnitude larger than the optical
resonance linewidth of the qubits. Therefore, from a practical perspective, a post-fabrication
tuning technique that fine-tunes optical structures into resonance with the qubits’ optical
transition frequencies would be practically essential for the large-scale deployment of colour
centres in integrated silicon photonics, which is the main motivation of this thesis.
Laser-assisted spot oxidation is one of the post-processing tuning techniques which
has been used to adjust the resonance wavelength of silicon photonic cavities (see Sec-
tion 2.2). The silicon photonic structures investigated in this thesis come with a 2 µm-top
oxide cladding (Section 2.1.2), making them more robust devices. Prior to this work, it was
unknown if the spot oxidation method could be made compatible with oxide top-cladded
photonic structures. This was mostly because it was not evident if this tuning method can
locally further oxidize the oxide top-cladded silicon photonic devices. In this thesis, us-
ing the laser-assisted spot oxidation method, I was able to locally and permanently shift
the resonance wavelength of 2 µm-thick oxide top-cladding sub-wavelength grating couplers
(Section 2.1.2) and photonic crystal nanobeam cavities (Section 2.1.3) for the first time to
the best of my knowledge.
1.4 Thesis Overview
The organization of this thesis is as follows. Chapter 2, Section 2.1 provides a general in-
troduction to silicon integrated photonic circuits. This is followed by a brief overview of
the concept of grating couplers and how specifically sub-wavelength grating couplers func-
tion in integrated photonic circuits in Section 2.1.2. Section 2.1.3 elaborates upon the role
of atom-cavity frequency detuning in cavity quantum electrodynamics from a theoretical
perspective, and gives a brief introduction to optical resonators, and in particular, pho-
tonic crystal nanobeam cavities. Section 2.2 details the various existing techniques for post-
fabrication tuning, then follows with a theoretical description of thermal oxidation growth
in silicon substrates. Chapter 3 covers the experimental methods that are utilized for both
the characterization of nanobeam photonic crystal cavities as well as applying the tuning
technique. In Chapter 4, the simulated temperature distributions in the SOI substrate upon
local laser-induced heating of photonic structures are demonstrated. Then, in Chapter 5,
the experimental results of the laser-assisted oxidation tuning process is discussed in detail
for both nanobeam cavities and sub-wavelength grating couplers. Finally, a conclusion is




2.1 Silicon Integrated Photonic Circuits
2.1.1 Introduction
Photonic integrated circuits (PICs) have emerged as a promising platform for a broad spec-
trum of integrated optical computing and signal processing applications. PICs are a highly
attractive candidate platform for quantum technologies as they can generate, manipulate,
and detect quantum states of light in a compact architecture [61]. Silicon photonic inte-
grated circuits, due to their CMOS-processing compatibility, have advanced to the point
where thousands of components can now be combined into functioning optical circuits [62]
(Figure 2.1a). Silicon photonics offer high yield and high performance optical components,
such as sub-wavelength grating couplers (Section 2.1.2), photonic crystal nanobeam cavities
(Section 2.1.3), and waveguides [63,64], which makes it well-suited for large-scale integrated
silicon quantum photonics.
a b
Figure 2.1: (a) A mm-scale integrated silicon photonic chip on which thousands of grating
couplers connected with photonic waveguides (Photograph courtesy of Kevin J. Morse). (b)
Cross-sectional schematic of a photonic SOI chip with an optional (SiO2) cladding layer
(v 1− 3 µm), silicon device layer (v 100− 500 nm), silica buried oxide layer (v 1− 3 µm),
and silicon substrate (> 500 µm).
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The main challenge for the future quantum photonic engineer will be to take all the
various components and combine them in a single package. Figure 2.1b shows the schematic
of a silicon-on-insulator (SOI) platform consisting of (from top to bottom) an optional
cladding layer (SiO2), a silicon device layer where photonic structures get fabricated, a
buried oxide layer (BOX), and a silicon substrate. SOI provides a high refractive index
contrast between silicon (nSi v 3.47) and silicon dioxide (nSiO2 v 1.45), allowing light to
be confined within the thin silicon device layer. Although the removal of the buried oxide
layer provides a larger index contrast and allows for better light confinement, resulting in
higher quality devices, under-etched structures (air-bridge or suspended) may be affected
by mechanical instabilities and environmental changes, thus making integration challenging.
Therefore, it is better to leave the buried oxide layer intact, which makes photonic devices
more mechanically stable and less fragile. Oxide (SiO2) top-cladded photonic devices (Figure
2.1b) are more reliable and robust compared to un-cladded devices due to the protection that
the top-cladding provides to the top surface of the silicon device layer from, i.e., becoming
oxidized and absorbing moisture.
Wafers with a 1-3 µm thick BOX layer sandwiched between a 220 nm thick silicon device
layer and a 500-750 µm silicon substrate have become standard for PICs in the telecom
optical wavelengths [65]. The most basic waveguide is a strip waveguide with a rectangular
cross-section which is formed by etching the device layer of an SOI wafer, with confinement
provided by the buried oxide (BOX) underneath and optionally an oxide cladding above. For
small enough waveguides (i.e. 0.5×0.22 µm [66]), only the fundamental mode, where modes
are the solutions of Maxwell’s equations with appropriate boundary conditions, is allowed to
propagate within the structure for a given polarization. We call this structure a ‘single-mode’
waveguide, meaning that the waveguide carries only a single-mode (fundamental mode) of
light and higher-order modes are cut off. Single-mode silicon waveguides can interconnect
various on-chip photonic devices and allow for on-chip integration. However, due to the small
size and high optical confinement, the properties of silicon waveguides are vulnerable to small
differences in the fabrication process, which can introduce sidewall roughness constituting a
source of propagation loss [67]. The fabrication imperfections can also alter the properties,
such as the operating wavelength, of other silicon photonic devices from the targeted design.
To address these imperfections, we applied a laser-assisted "spot oxidation" post-processing
technique to locally and permanently shift the resonance wavelength of 2 µm-thick oxide
top-cladded sub-wavelength grating coupler and photonic crystal nanobeam cavities. This
method had been previously successfully applied to un-cladded silicon PIC components [68],
and it was previously unknown if this method could be made compatible with pre-existing
oxide top-cladded photonic structures.
In the following subsections, first in Section 2.1.2, we will introduce grating couplers,
as a fibre-to-waveguide coupling device, and their basic properties. Secondly, in Section
2.1.3, the impact of atom-cavity frequency detuning caused by fabrication imperfections is
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discussed for cavity QED (CQED) purposes, which is followed by the introduction of the
fundamental properties of photonic crystal nanobeam cavities.
2.1.2 Optical-Coupling Schemes for Silicon Photonic Integrated Chips
Edge Coupling vs. Grating Coupling
As mentioned earlier, silicon single-mode waveguides can be etched into the silicon device
layer, and as a photonic light-guiding element, they can connect various optical elements to
enable dense on-chip device integration. However, the large difference in the mode area of
single-mode fibres (v 100 µm2) and of SOI waveguides (v 0.2 µm2) makes direct fibre-to-
waveguide coupling challenging. There have been a number of solutions to this input/output
problem that are split into two design categories: edge couplers and grating couplers.
An edge coupler is based upon an inverse taper geometry, where the taper length is in
the order of 100 µm. The schematic of an edge coupler is shown in Figure 2.2, where light
of an in-plane optical fibre is coupled into an in-plane narrow waveguide tip which expands
the mode. Then, by gradually increasing the waveguide width, the coupled mode near the
chip facet is transformed into the highly confined waveguide mode.
This modal-size converter allows for coupling to a fibre placed in-plane with the device
layer, which experimentally is demonstrated with insertion losses lower than 0.5 dB over a
broad bandwidth (> 100 nm) [69]. In this thesis, the bandwidth is defined as the full width at
half maximum (FWHM) linewidth of the relevant spectrum. Unfortunately, edge-coupling
techniques often require multiple post-fabrication processes.
Another solution to implement fiber-to-waveguide couplers is represented by grating cou-
plers. A grating coupler is realized by changing the waveguide refractive index (along one or
more dimensions) based upon a periodic pattern. This modulation enables phase-matching
between the optical mode incident on the grating structure and the silicon waveguide. If
Figure 2.2: Illustration of edge coupling technique: a fibre is brought close to the edge of
the chip, a taper guides light into the waveguide.
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the refractive index is varied only along the direction of light propagation, then a grat-
ing coupler is obtained. Grating couplers have a smaller footprint and a denser packing of
photonic devices compared to edge couplers, as the grating couplers are not limited to the
edges of the chip. Denser packing of devices allows for testing a large number of devices in
a more cost-effective and time-efficient manner [70]. Grating couplers can also be designed
in a focusing configuration, as shown in Figure 2.3b, where the grating coupler acts as a
focusing lens that couples the incoming or outgoing light between a silicon waveguide and an
optical fibre. This design enables an even more compact geometry which makes them more
favourable for dense on-chip integration. In this thesis, we worked exclusively with grating
couplers, which were optimized and designed by my colleague Timothy Richards [66].
Sub-Wavelength Grating Couplers (SWGCs)
Figure 2.3a shows the 2D cross-sectional geometry of a grating coupler. The grating is a
periodic structure that uses diffraction to couple the light modes of an out-of-plane optical
fibre with the in-plane waveguide modes [71]. The directions of diffraction are determined
by the associated Bragg condition for the grating, which can be expressed as [66]
neff − nc sin(θ) =
λ
Λ , (2.1)
where nc denotes the index in the cladding (nc = 1 for air), θ is the diffraction angle
(insertion angle), λ is the wavelength, Λ is the period of the grating, and neff is the average
a b
Figure 2.3: (a) Cross-sectional schematic of a uniform shallow-etched grating coupler in SOI
technology. Here the out-coupling condition is assumed. Here, θ is the diffraction angle, Λ is
the grating period, and nwg, nc, and nBOX are the refractive index of the silicon waveguide,
the silica cladding layer, and the buried oxide layer (BOX), respectively. Note that the
cladding is not necessarily SiO2 and can be air. (b) Schematic top view of a focusing grating
coupler.
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effective index of the grating coupler which is a function of the refractive index of the
unetched tooth (gratings) and of the etched trench [72].
Grating couplers can be designed as fully etched or as partially-etched structures. Partial
etch designs have experimentally shown coupling efficiencies of 78 % over a bandwidth of
39 nm [73]. Partial etch designs require an additional step in the fabrication process, which
introduces additional fabrication costs and added complexity. Figure 2.4a shows the cross-
section of a fully-etched grating coupler, as an alternative solution to partially-etched grating
couplers. However, Fully-etched grating couplers give rise to strong back reflections into the
waveguide as a result of Fresnel reflection caused by the large refractive index contrast
in the grating region. The refractive index contrast in fully-etched gratings can be much
larger than that of partially-etched grating couplers. To tackle this problem, sub-wavelength
grating structures have been introduced to enhance the performance of fully-etched grating
couplers [74,75].
The sub-wavelength gratings (minor gratings) (Figure 2.4b) play an important role
in minimizing the refractive index contrast between the major grating and the original
air/cladding gap. From a fabrication perspective, sub-wavelength gratings are easier to
fabricate. Combining the idea of focusing gratings and sub-wavelength gratings results in
enhanced grating coupler performance [76]. These designs have been experimentally demon-
strated in both mid-IR [66] and near-IR [76] regions.
Even though focusing sub-wavelength grating couplers are compatible with CMOS tech-
nology and have shown exceptional functionalities, they are inevitably vulnerable to manu-
facturing errors. These imperfections may alter a grating’s width, side-wall roughness, and
so forth, which can give rise to deviations from the designed wavelength range, designed
coupling efficiency, and/or designed bandwidth.
a b
Figure 2.4: Cross-section diagrams of two different grating couplers where Λ denotes the
grating period definition in the corresponding type. (a) A regular fully-etched grating cou-
pler. (b) A sub-wavelength grating coupler
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2.1.3 Optical Cavity Quantum Electrodynamics
Introduction
For a basic introduction to the rich physics of cavity quantum electrodynamics (CQED),
let us first consider an abstract model of a two-level atom, representing a qubit. Let us
assume the qubit is resonant with incident light that is focused into a beam diameter of
w0. Strong qubit-photon interaction requires σabs  Aeff , where Aeff = π4w20 is the effective
cross-sectional area of the light beam and σabs = 3λ
2
2π is the resonant absorption cross section
for a single two-state atom in free space driven by an electromagnetic field of wavelength
λ [77]. This condition is hard to achieve even with diffraction-limited focusing of a Gaussian
beam [78]. However, the qubit experiences a different situation in a simple Fabry-Perot
cavity (optical resonator). Figure 2.5a shows a Fabry-Perot cavity consisting of two curved
mirrors which are placed at each side of the qubit. In this simple Fabry-Perot cavity, once
the photon enters the cavity, in the classical picture, it can bounce back and forth quite a
few times until it leaks out of the cavity. By doing so, the effective absorption cross-section
of the qubit is substantially increased by the number of bounces, which is proportional to
the reflectivities of the mirrors. Thus, a high-quality (mirror reflectivities near unity) optical
cavity would dramatically increase the feasibility of strong qubit-photon interaction.
Let us assume that the qubit-cavity system is in the strong-coupling regime where g, the
qubit-cavity coupling constant, is substantially larger than κ and γ, which are the cavity and
atomic radiative decay rates, respectively. One of the ultimate goals in CQED architecture
is to achieve strong coupling in the cavity-qubit system in order to perform optical readout
(the measurement of the quantum state projected onto a ‘1’ or ‘0’) [52, 53]. One of the
requirements for the qubit-cavity to be in the strong coupling regime is that the resonance
frequency of the cavity (ωc) is resonant with the transition frequency of the qubit (ωa).
With this in mind, the optical cavities are optimized to operate at the targeted resonance
frequency. However, as discussed earlier in Sections 1.3 and 2.1.1, the optical cavities are
vulnerable to fabrication imperfections, which results in the deviation of their operating
resonance frequency from the targeted value.
Figure 2.5b shows the diagram of atomic energy level states, representing a simple two-
level qubit. Let us define the energy detuning between the qubit and the cavity to be ∆ac
as depicted in Figure 2.5b. In the following section, the dependency of strong-coupling
regime upon the qubit-cavity system energy detuning (∆ac) will be briefly studied using
the Jaynes-Cummings model.
The Jayne-Cummings Model
Consider the 2-level atom in a cavity depicted in Figure 2.5b, where the cavity supports a
single optical mode at a frequency of ωc, and the atomic transition energy from a ground
state |c〉 to an excited state |e〉 is ωa. These two frequencies are detuned by ∆ac. This
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a b
Figure 2.5: (a) The basic physical situation in CQED. A two-level single atom, representing
a qubit, is located in an optical Fabry-Perot cavity. The atom exchanges energy with the
optical field at the rate of 2g. The decay rate of photons out of the cavity is 2κ, and
the atomic losses to the free space background γ. (b) Atomic energy level schematic. The
transition frequency between |c〉 and |e〉 is ωa. The cavity resonance frequency is ωc. Atom
and cavity are detuned by ∆ac.
system can be described by the Jaynes-Cummings Hamiltonian which in the rotating wave
approximation, where terms in the Hamiltonians oscillating with frequencies ωa + ωc are
neglected, is given by [79]:




+ + a†σ−), (2.3)
where σ+ and σ− are the raising and lowering operators of the atomic transition, a (a†)
is the annihilation (creation) operator, and g is the coupling rate. Hint is the interaction
Hamiltonian representing absorption of a photon and excitation of the atom from the ground
state |c〉 to excited state |e〉 for (aσ+) and the converse for (a†σ−). Equation 2.2 leads to
the following eigenenergies [80]:
E0 = 0 (2.4)






∆2ac + 4ng2, (2.5)
where n is a positive integer denoting the total number of excitation quanta in the system.
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We can gain insight into the Hamiltonian by plotting the eigenenergies as a function of
the atom-cavity detuning (∆ac). Figure 2.6 shows the Jaynes-Cummings energy ladder where
the cavity frequency (ωc) is kept fixed, and the atomic transition frequency (ωa) is swept
over the resonance. There, the red lines demonstrate the uncoupled (g = 0) eigenvalues of
the atom-field system, and the black lines correspond to the coupled (g 6= 0) eigenvalues of
Equation (2.2). Here, the ground state of the coupled system |c, 0〉 is unaffected, and the
energy eigenstates of an uncoupled system with n photons in the cavity is |c, n〉 and |e, n〉.
From Equation 2.5, we find the general level speration En,+−En,− = ~
√
∆ac + 4ng2, where
the minimum separation occurs on resonance ωa = ωc, where ∆ac = 0. On resonance, the
eigenstates of the coupled system (Equation (2.2)) are:
|n,+〉 = 12(|e, n− 1〉+ |c, n〉) (2.6)
|n,−〉 = 12(|e, n− 1〉 − |c, n〉), (2.7)
On resonance, as depicted in Figure 2.6 for n = 0, 1, the |c, n〉 and |e, n− 1〉 levels have
equal contributions in the eigenstates of atom-cavity system. Whereas, for ωa  ωc, |n,+〉
Figure 2.6: The Jaynes-Cummings ladder (for n = 0, 1) of the dressed state eigenstates
|n,±〉 of a strongly coupled atom-cavity system, in which the cavity frequency is kept fixed
and the atom frequency is swept over the resonance. In comparison with the uncoupled
condition (red), coupled states (black) demonstrate avoided level crossings. On resonance
(∆ac = 0) the energy levels are split by 2g (the colours are consistent with Figure 2.5b).
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and |n,−〉 are mostly given |e, n− 1〉 and |c, n〉 character, respectively, as shown in Figure
2.6.
Therefore, as can be seen in Figure 2.6, when the detuning is large, the coupled energy
eigenstates (|n,±〉) almost coincide with those of an uncoupled system (|c, n〉 and |e, n− 1〉).
This implies that, in order to be in the strong coupling regime, where the atom-cavity
coupling is the highest rate in the system (g  (κ, γ)), ideally we want ωc = ωa, where
∆ac = 0. Therefore, precise control of both the resonance frequency of the optical resonator
(ωc) and the optical transition frequency of the atom (ωa) is needed here to minimize the
frequency detuning (∆ac). This thesis is mainly focused upon the post-fabrication tuning
of, in addition to grating couplers’, optical cavities’ resonance frequency (ωc).
Photonic Crystal Nanobeam Cavities
Optical resonators are used widely in CQED experiments. For the purpose of this thesis,
a detailed introduction to integrated photonic cavities is beyond the scope of this work.
A basic introduction to the core concept of a particular integrated photonic cavity design,
photonic crystal nanobeam cavities, is given in this section.
An ideal lossless cavity is not physically feasible, but rather, confined light within an
optical cavity eventually leaks out of the cavity, resulting in a non-zero spectral linewidth.
An important physical parameter that measures the sharpness of the resonator response is
the quality factor, Q. A usual approach to measure the quality factor is by studying the
frequency response of the resonator, where the quality factor, Q, of a particular cavity mode
is given by [81]:
Q = ω0∆ω , (2.8)
in which ∆ω is the full width at half maximum (FWHM) linewidth of the resonator’s
frequency spectrum.
Another important parameter for an optical resonator is its mode volume, V , which
represents the spatial extent of the electromagnetic confinement inside the cavity. Quali-
tatively speaking, longer the time that light spends in the cavity (high Q), and the more
confined the light is (small V ), the stronger the atom-cavity coupling is. Correspondingly,
the optical resonators that provide high-quality factors and small mode volumes are the
most promising for demonstrating strong atom-photon interactions. Towards realizing such
a resonator, several different approaches exist [84], including microdisks, micropillars [85,86]
and photonic crystal cavities [87–89], examples of which are shown in Figure 2.7. Among
these various types of optical resonators, silicon photonic crystal cavities have demonstrated
high Qs, over 107, with extremely small mode volumes near ≈ (λn)3 [90, 91].
In 1997, Foresi. et al [92] demonstrated the feasibility of a photonic crystal nanobeam




Figure 2.7: (a) Schematic of a micropillar cavity. Bragg mirrors at the output (upper stack
near arrow) and below provide one dimension of cavity confinement [82,83]. (b) Schematic
of a simple microdisk resonator and (c) of a photonic crystal nanobeam cavity.
made of a chain of periodic holes etched into a single-mode waveguide (Figure 2.7c). The
most basic model of the photonic crystal nanobeam cavities is a Bragg mirror, constructed
of equally spaced etched holes (low index medium) in the waveguide (high index medium),
which can prevent light of certain frequencies or wavelengths from propagating within the
waveguide.
Photonic crystal nanobeam cavities may be resonantly excited in various coupling con-
figurations. Out-of-plane excitation methods have proven useful for measuring exceptionally
high quality factors [93]. However, in-plane (x − y) functionality is a requirement for on-
chip integration of photonic crystal nanobeam cavities with other photonic components.
One of the configurations for photonic crystal nanobeam cavities with in-plane functional-
ity is side-coupling where the nanobeam cavities are strongly coupled into the single-mode
waveguides [94,95].
For the side-coupling configuration, it is critical to engineer the interface between the
waveguide and the mirrors in order to decrease reflections due to mode-profile mismatch. As
depicted in Figure 2.8, this can be implemented by tapering the mirror geometry to gradually
convert the incident waveguide mode into the fundamental mode of the cavity [96,97]. This
has been performed on both 1D and 2D photonic crystal cavities fabricated on silicon with
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Figure 2.8: Schematic of a photonic crystal nanobeam cavity with the side-coupling excita-
tion (top view).
experimentally measured Q factors on the order of 105 [90, 98–102], which is high enough
in order for the silicon qubit-cavity system to be in the strong coupling regime [52]. In
this thesis, the investigated photonic crystal nanobeam cavities were based upon modified
versions of the cavities presented in Refs. [94, 103].
Strong atom-cavity coupling cannot happen unless the cavity is in close resonance with
the desired atomic transition wavelength. A large (few nanometers) atom-cavity frequency
detuning (∆ac), discussed in Section 2.1.3, is mostly caused by fabrication imperfections.
Photonic crystal cavities in spite of their remarkable advantages, are quite sensitive to
fabrication errors such as inevitable surface roughness or the deviation of the hole sizes from
their target sizes [104, 105]. Because manufacturing errors result in these imperfections, a
post-fabrication cavity resonance tuning technique is highly desirable in the cases where
tight control of the resonant wavelength is critical, which will be discussed in detail in the
next section.
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2.2 Laser-Induced Tuning of Integrated Photonic Devices
Introduction
Several post-fabrication tuning methods of integrated photonic devices have been proposed
and experimentally demonstrated. In general, these methods can be categorized into two
groups: global and local tuning. Global techniques have effects on all of the optical compo-
nents on a chip, and are useful for correcting uniform fabrication errors. These techniques
are as diverse as i) atomic layer deposition, where, i.e., thin films of HfO2 are deposited
onto silicon photonic components [106], ii) wet chemical etching, in which as little as a few
monolayers of material are removed from the device layer in iterative etching steps [107], and
iii) N2/Xe gas condensation at cryogenic temperatures, which affects the refractive index of
photonic devices [108]. However, these methods, in spite of providing a large spectral shift
(tens of nanometers), are not able to correct random individual errors that often happen
throughout the fabrication process.
Local tuning techniques, on the other hand, can make changes only in the desired area
such as a single nanobeam cavity or a grating coupler. Local post-fabrication tuning meth-
ods have been successfully demonstrated by i) a nano-oxidation technology using an elec-
trically biased atomic force microscope (AFM) tip at room temperature to trim silicon
ring resonator [109, 110], ii) free-carrier injection, which alters the photonic device refrac-
tive index [111], and iii) micro/nano-electro-mechanical systems (MEMS/NEMS), which
mechanically move or deform photonic structures [112–115]. Other local post-fabrication
techniques have also been shown using iv) photosensitive chalcogenide films deposited on
prefabricated GaAs/InAs devices, which changes the refractive index of photonic devices
upon local thermal evaporation [116–118], v) employing micro heaters, which increases the
refractive index of a device based on a thermo-optic effect [119–123], and using vi) a highly
focused visible laser beam to anneal individual devices and hence provide the necessary
locality to change the refractive index of a single device [124,125].
Each of these techniques, depending on the photonic structures, has its advantages and
disadvantages. As the integration of silicon photonics with silicon colour centres will likely
require operation at cryogenic (≤ 4 K) temperatures [126], a reliable post-fabrication tun-
ing method that is compatible with robust photonic devices (oxide top-cladded devices),
described in Section 2.1, and with cryogenic temperatures is favourable. In addition, any
prospective technique will require permanent results in order to remove the tuning mecha-
nism as a source of noise, which would result in qubit decoherence.
The strategy adopted in this thesis is a selective laser-induced thermal oxidation tun-
ing method that is able to locally and permanently shift the resonance wavelength of the
nanophotonic devices using a focused 532 nm continuous wave laser beam, as depicted in
Figure 2.9. This technique has been experimentally shown on both Si and GaAs suspended
membranes [68, 127, 128]. Yet prior to this work it was unclear if spot oxidation could be
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Figure 2.9: Schematic of laser-assisted local thermal oxidation processing on a silicon
nanobeam photonic crystal cavity.
made compatible with oxide top-cladded photonic structures, which are more robust and
attractive for commercial deployment. Here, using this method, I successfully tuned the res-
onance wavelength of both oxide top-cladded nanobeam photonic crystal cavities and sub-
wavelength grating couplers for the first time, to the best of my knowledge. This method,
in addition to its compatibility with cryogenic temperatures and oxide top-cladded silicon
photonic devices, does not require any additional fabrication processes and enables the au-
tomation of the tuning process by using computer-controlled motorized stages, making it
more advantageous compared to the aforementioned alternative tuning techniques.
In the following sections, a general introduction to the thermal oxidation of silicon
is given. In Section 2.2.2, a mathematical description of the laser-induced temperature
distribution in SOI substrates is provided, which applies to work in Chapter 4.
2.2.1 General Relationship for the Thermal Oxidation of Silicon
The laser oxidation of silicon empirically follows the Deal-Grove model [129]. In this model,
the general silicon oxidation process is carried out by the inward movement of oxidant
species. Considering silicon covered by an oxide layer with a thickness of xo as depicted in
Figure 2.10, the oxidation process takes the three following steps [129]:
1. From the oxidizing gas, the oxidant species is transported to the outer surface where
it is absorbed.
2. Then, by an inward movement, it diffuses through the oxide layer towards the silicon.
3. It reacts at the silicon surface to form a new layer of SiO2.
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The corresponding flux of the oxidant (the number of oxidant molecules (O2) crossing a
unit surface area in unit time) for each step can be approximated as (the definition of each
term is taken from Ref. [129]):
1. F1 = h(C∗ − C0), in which h is a gas-phase transport coefficient, C0 is the oxidant
concentration at the outer surface of the oxide at any given time, and C∗ is the oxidant
concentration in the oxide in the equilibrium condition.
2. F2 = −Deff(dCdx ), which gives the flux of the oxidant at any point within the oxide layer
where Deff is the effective diffusion coefficient and dCdx is the gradient of the oxidant
species concentration within the oxide layer.
3. F3 = ksCi, in which ks and Ci are the reaction rate constant and the oxidant concen-
tration at the Si− SiO2 interface.
Following Ref. [129], assuming steady state, the three fluxes are equal (F1 = F2 = F3)
and the oxidant flux is given by:
F = F1 = F2 = F3 =
ksC
∗




Figure 2.10: Schematic model for thermal oxidation of silicon. Here, C∗, C0, and Ci are
not chosen to have representative distribution. The vertical and horizontal axes show the
oxidant concentration and the position within the oxide layer.
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Given h ks in most experimental cases (resulting in Co = C∗) [129], there are two limiting
cases which govern Equation 2.9:




often occurs in the oxide range of 50-200 nm.
2. Interface reaction rate controlled regime, ksxoDeff  1, where Ci ≈ C
∗ (Figure 2.11b).













where N1 is the number of oxidant molecules within a unit volume of the oxide layer. Here,
the total oxide thickness, xo, is taken to incorporate two parts: an initial layer of oxide
xi that was on the silicon prior to the oxidation step, and the additional thickness grown
during the oxidation process. Thus, the initial condition is:
xo = xi at t = 0, (2.11)
a b
Figure 2.11: Schematic model for (a) diffusion controlled (here, C∗ and Ci are not chosen
to have representative distribution.) and (b) Si− SiO2 interface reaction controlled regime.
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in which A = 2Deff(1/ks + 1/h) and B = 2DeffC∗/N1. Intuitively, B represents the con-
tribution of flux F2 (oxidant diffusion through the oxide layer), and B/A represents the
contribution of flux F3 (Si-SiO2 interface reaction).
Based on Equation 2.12, there is first a linear trend in the rate of oxide grown during the
oxidation process for small x0 (Figure 2.11b), which originates from the Si-SiO2 interface
reaction-controlled regime, and then a parabolic behavior as xo increases (Figure 2.11a),
which is rooted in the diffusion-controlled regime. Therefore, the general relation, Equation
2.12, is reduced to the well-known parabolic oxidation law and a linear law for relatively
long and short oxidation times, respectively. This implies that as the oxidation thickness
increases, the oxidation rate decreases because of the longer diffusion time of oxygen through
the thicker oxide to reach the silicon-silicon dioxide interface where oxidation happens.
The general relationship for the thermal oxidation of silicon developed by Deal and Grove
describes the oxide thickness versus oxidation time relationship with very good agreement
for oxide thicknesses of more than 23 nm. Therefore, we expect that the growth rate of the
laser-assisted oxidation of 2 µm-thick oxide top-cladded silicon photonic devices will follow
the Deal-Grove model, which will be discussed in Section 5.1.2.
a b
Figure 2.12: (a) Linear trend (for small thickness oxide layer xo) and (b) parabolic trend
(for large thickness oxide layer xo) in the rate of oxide grown during the oxidation of silicon.
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2.2.2 Laser-Induced Local Oxidation in SOI Substrates
The absorption of light is temperature-dependent. As such, to have a better understanding
of the dynamics of laser-induced oxidation, we can categorize the process into two mutually
coupled processes:
1. The attenuation of propagating laser light in silicon, which deposits power into the
material itself.
2. The heat distribution through silicon due to the absorption of laser light.
The first phenomenon can be approximated by the Beer-Lambert law [130], which relates
the attenuation of laser light to the properties of the material through which the light is
traveling. The above bandgap laser light (532 nm) is absorbed by the SOI substrate layers,
and the energy is transformed into heat locally. For the sake of generality, from now on we
assume that a uniform material upon which a collimated beam of laser light is radiated,
and define z as the axis parallel to the direction of the propagating beam (axes are shown
in Figure 2.13). Considering a thin slice, thickness dz, of the material, the intensity of light
within the slice can be written as:
I(x, y, z + dz) = I(x, y, z)− α(T (x, y, z))I(x, y, z)dz, (2.14)
where I(x, y, z) = dp(x,y,z)dxdy in which p(x, y, z) is light power at a given point, T is tempera-
ture, and α(T (x, y, z)) is the temperature dependent absorption coefficient of the material.
We arrive at the following first-order linear differential equation:
∂I(x, y, z)
∂z
= −α(T (x, y, z))I(x, y, z). (2.15)
The attenuation is caused by the photons that did not make it to the other side of the
slice due to absorption in the material. The solution of Equation 2.15 can be obtained by
multiplying the integrating factor e
∫ z
0 α(T (x,y,z






′))dz′) = 0. (2.16)
Solving Equation 2.16 for the initial condition of I(x, y, z = 0) = I(0), in which z = 0
is taken to be the top surface of the sample, gives the following intensity distribution
throughout the material:





Let us assume that the laser itself has an intensity of I0 with a Gaussian spatial distri-
bution. Considering a temperature dependent reflection coefficient of a material (R(T )), we
can write I(x, y, 0) = I(0) as:
I(0) = (1−R(T (x, y, z)))I0e−(x
2+y2)/2σ2 , (2.18)
where σ = r/
√
2 in which r is the beam spot radius. Therefore, from Eq. 2.18 and Eq. 2.17,
the total distribution I(x, y, z) can be written as:





Figure 2.13: Schematic of laser-induced local heating of a material, where the z axis is
parallel to the propagation direction of the laser light.
For the second process, the laser-induced heat flow through a uniform and isotropic





in which T is temperature, c and ρ are specific heat and mass densities of the material,
respectively. φ and Qv(t) are the heat flux and the heat generated per unit volume per unit
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time (t). With Fourier’s law [132], the heat flux in Equation 2.20 can be written as:
φ = −k(T )∇T, (2.21)
where k is the temperature-dependent thermal conductivity of the material. Thus, if we




= ∇(k(T )∇(T )) +Qv(t). (2.22)
Here, we cannot factor the thermal conductivity out of the gradient as it is dependent on
the temperature which in turn depends on the x, y, z coordinate.
By applying proper boundary conditions (see Section 4.1), the system reaches the steady
state condition, where Equation 2.22 can be simplified to:
∇(k(T )∇(T )) = −Qv. (2.23)
The heat source term (Qv = α(T )I(x, y, z)) represents the absorbed laser light and Equation
2.23 can be written in the form:
∇(k(T )∇(T )) = −α(T )I(x, y, z). (2.24)
By substituting Equation 2.19 into Equation 2.24, we can derive a general equation for
modeling the absorption of the laser light and the resulting heating for a material:





This equation represents a bidirectionally coupled multiphysics problem which can be ap-
propriately modeled using the COMSOL Multiphysics software (Section 4.1).
Equation 2.25 provides us with the spatial temperature distribution for a given initial
parameters, I0, σ, k(T0), α(T0), and R(T0), where T0 is the ambient temperature. In parallel,
as discussed in Section 2.2.1, the Deal-Grove model suggests that the oxidation growth rate
depends on the membrane temperature (T ) distribution and the oxidation times. Numerical
simulations (Chapter 4) that model the temperature distributions in the silicon photonic
device layer and the device’s resonance shift from oxidation are instructive to our under-
standing of the resulting oxidation profile and its impact on the resonance wavelength shift




3.1 Silicon Photonic Chip
The SOI sample chip used for the measurements in this thesis, schematically shown in Figure
3.1, consists of (from bottom to top): a 500 µm silicon substrate, a 3 µm buried oxide layer
(BOX), a patterned 220 nm silicon device layer, and a 2 µm SiO2 cladding layer, which allows
for more robust devices. The photonic devices were fabricated on the silicon device layer
by the manufacturer Washington NanoFabrication Facility (WNF) part EB633/LR-SFU.
The crystal orientation of the device layer of the silicon wafer used for the fabrication was
[100]. The devices measured in this thesis are nanobeam photonic crystal cavities and sub-
wavelength grating couplers which are interconnected by single-mode strip waveguides. To
ensure that every chip yields many usable devices, thousands of devices are often fabricated
on a single chip. The layout design used for the fabrication of the devices accounted for
Figure 3.1: 3-Dimensional schematic of the SOI structure of the silicon photonic device used
for this thesis (not to scale). From the top to bottom: SiO2 cladding layer, silicon device
layer, SiO2 buried oxide layer, and the silicon substrate.
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possible spatial variations in the substrate parameters (device and BOX layer thickness) by
randomizing the distribution of device parameters all over the chip.
As depicted in Figure 3.2a, the basic structure of the photonic devices under test consists
of two identical sub-wavelength grating couplers – one for in-coupling, and the other one for
out-coupling. The input and output grating couplers are separated by 127 µm, the spacing of
the fibres in the fibre array as described in Section 3.3.1, and connected by a strip waveguide
whose width is 0.45 µm. This is accomplished by curving the waveguide with a curvature
radius of 20 µm, which is a conservative value to minimize excess waveguide losses due to
the curvature [66]. These devices are designed and fabricated for the purpose of functional
evaluation of the grating couplers. In addition, for some devices, a nanobeam photonic
crystal cavity (Section 2.1.3) is added to the middle of the silicon waveguide to measure the
performance of the optical cavity through the input and output couplers (Figure 3.2b).
a b
Figure 3.2: Layout of the photonic devices (a) without and (b) with a nanobeam photonic
crystal cavity used in this thesis (Figure courtesy of Daniel Higginbottom).
3.2 Fourier-Transform Infrared Spectroscopy
We measured the transmission spectra of photonic devices using a Bruker IFS 125HR
Fourier-transform infrared (FTIR) spectrometer. The design of many interferometers used
for infrared spectrometry today is based on that of the two-beam interferometer originally
designed by Michelson in 1891 [133].
The Michelson interferometer is a two-beam interferometer, in which a beam of radiation
is split into two paths and then the two beams are recombined after a path difference
has been introduced. In this configuration, interference between the beams can happen.
The variation of intensity of the beam which emerges from the two-beam interferometer is
measured as a function of the optical path difference between the two arms by a detector.
Figure 3.3a shows the schematic of the two-beam interferometer used in this work, consisting
of two mutually perpendicular mirrors, one of which is on a motorized scanning stage in
order to move the mirror.
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A collimated beam of radiation from a sample first passes through a beamsplitter, where
the beam is partially reflected to the fixed mirror and partially transmitted to the movable
mirror. When the beams return to the beamsplitter, due to the interference effect, the
intensity of light passing to the detector is dependent upon the optical path difference
between the two arms of the interferometer. Ultimately, the intensity variation of the beams
which passes to the detector as a function of the optical path difference provides the spectral
information in a Fourier transform spectrometer (Figure 3.3b).
In order to understand the core concept of a Michelson interferometer better, let us first
consider an idealized situation in which a source produces an infinitely narrow and perfectly







Figure 3.3: (a) Schematic diagram showing the configurations in which we use Fourier
transform infrared spectroscopy. (b) The spectrum is calculated from the Fourier transform
of the interferogram.
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Let us denote the source intensity at this wavenumber as I(k0). Let us assume that the
beamsplitter is a non-absorbing film whose reflectance and transmittance are both exactly
50%).
As shown in Figure 3.3a, the optical path difference between the light traveling to the
fixed and movable mirrors and back to the beamsplitter is 2×(OM−OF), where OM and
OF are the length of the moving and fixed arms, respectively. Let’s give this optical path
difference (OPD) and the intensity of the light at the detector measured as a function of
OPD the symbols δ and I ′(δ), respectively. The intensity of the beam at the detector is
thus given by [134]:
I ′(δ) = I(k0)2 [1 + cos(2πk0δ)], (3.2)
It can be seen that I ′(δ) consists of a constant (dc) component ( I(k0)2 ) and a modulated
(ac) component ( I(k0)2 cos 2πk0δ). Only the modulated component (generally referred to as
the interferogram, I(δ)) is of importance in spectral measurements. Therefore, for an ideal
interferometer, the interferogram from a monochromatic (single wavelength) source is given
by:
I(δ) = I(k0)2 cos 2πk0δ. (3.3)
Taking the Fourier transform of this gives a delta function centred at the frequency of the
input light, i.e., the power spectrum of the monochromatic light. In practice, there are
several factors that affect the magnitude of the signal measured at the detector, e.g., the
beamsplitter may not be made of a perfectly non-absorbing film.
When the source is a continuum of wavelengths (broadband), the interferogram can be
















From Equation 3.6, it can be said that, in theory, the complete spectrum, from 0 to
∞ (in cm−1), can be measured at infinitely high resolution. To do so, we would have to
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scan the moving mirror of the interferometer an infinitely long distance, with δ varying
between 0 and ∞ cm. With this in mind, measuring the signal over a limited retardation
causes the spectrum to have a finite resolution. By limiting the maximum retardation of the
interferogram to ∆ centimeters, we are effectively multiplying the complete interferogram






2 D(δ) cos(2πkδ)dδ, (3.7)
in whichD(δ) is a boxcar truncation function. The Fourier transform is then the convolution
of the true spectra and a sinc() function with a linewidth proportional to the inverse of the
boxcar width. Thus a larger boxcar, i.e., moving the mirror further, gives a finer resolution.
In order to avoid the ringing present in sinc() functions, apodization functions are often
used to weight the interferogram.
In this thesis, a Bruker IFS 125HR spectrometer, configured with a CaF2 beam splitter
and an SLED, a superluminescent diode, (EXS210078-01) as a broadband source (1290-
1330 nm), were used to measure the transmission spectrum of photonic devices.
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3.3 Experimental Setups
The primary goal of this thesis is to locally shift ("tune") the peak resonance of nanobeam
photonic crystal cavities and grating couplers using laser-induced spot oxidation applied
to SiO2 cladded chips. The resonance frequency of the photonic devices was tuned using
a home-built room-temperature optical microscope, will be discussed in Section 3.3.2, and
the transmission spectra of the photonic devices were measured before and after the tuning
process using a home-built photonic-probe setup at room temperature [70], will be explained
in Section 3.3.1.
3.3.1 Room-Temperature Photonic Apparatus
As discussed in Section 2.1.2, measuring a device in transmission via grating couplers re-
quires two optical fibres, one for input and one for output. This can be accomplished by
using two separately positioned fibres. However, this configuration is unnecessarily compli-
cated, as there needs to be two different stages for positioning each fiber over a specific
device, which can make the device alignment procedure challenging and less time-efficient.
An alternative option is the use of a fibre v-groove assembly [135] to be explained next. By
doing so, all of the photonic measurements were done using a single xyz-motorized stage.
Fibre array
The fibre v-groove assembly (#6 in Table 3.1) used for this experiment is made of an array of
polarization-maintaining (PM) single-mode fibres (based on the PANDA fiber structure).
The fibres, with a core-to-core spacing of 127 µm, are sandwiched between a block with
precisely spaced v-grooves and a top plate (Figure 3.4a). The end facet of the fibre block
can be polished to match the target insertion angle of a specific grating coupler design.
Four optical fibres are held in place through the use of v-groove channels in the lower
Pyrex section. The face of the v-groove and the fibres that are used in this set-up are
polished at 25°, which is the desired angle for the grating couplers measured in this thesis.
The diagram of this array is shown in Figure 3.4b. Note that for the sake of clarity, one
facet of the fibre holder is transparent and optical fibres are highlighted in yellow.
Characterization setup
The work in this thesis used a room-temperature infrared testing apparatus (RITA) for
measuring the spectra of photonic devices, as shown in Figure 3.5, and for reference, its
industrial part numbers are provided in Table 3.1. The photonic apparatus consists of the
fibre array assembly, two Micronix translation stages (#13 in Figure 3.5, hereafter the
numbers in () refer to the numbers in Figure 3.5 and Table 3.1) to allow for the (x, y)
positioning of the chip, and a Micronix elevation stage (12) for the height (z) adjustment
of the sample chip. As shown in Figure 3.5, the sample chip is able to move between the
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Figure 3.4: (a) The end facet diagram (not to scale) of the fibre array with four optical fibres.
(b) The alternative view of the fibre array (in scale), where the fibre tips were polished to
match the grating couplers’ insertion angle (25°).
two setups via the translation stage. A fibre-coupled superluminescent diode (SLED) (1) is
used as a broadband infrared light source. The input beam polarization was controlled by
a polarizer (4) and a half-wave plate (3) to produce the designed transmission polarization
of the grating couplers – transverse electric field (TE). Light is coupled into the fibres
within the v-groove (6 and 8), which delivers and receives light from the chip. For the
device alignment, before entering the input collimator of the fibre array (5), the input light
is passed through a chopper (2) to modulate the delivered power and to allow the use of
a lock-in detector to isolate the signal coming out of the chip. Signal exiting the output
collimator of the fibre array (5) is measured by a photodiode detector (14). Having aligned
to a specific device, the transmitted light is sent to the FTIR spectrometer (Bruker) via an
optical fibre for measuring the device transmission spectrum.
The photonic chip was mounted on a hand-made aluminum sample holder (10) which
itself was mounted on a manual rotation stage (11). This assembly was mounted on top of
the xyz linear stages (12 and 13) to enable 3D linear and rotational motion in x− y plane.
Movement along the z direction allows for the surface of the chip to be raised to < 100 µm
of the array tip, where the fibre array is held by a hand-made aluminum holder which in
turn is held by a rotation stage (same as 11). The rotational motion of the fibre array in
the x− z plane allows for the insertion angle of the injected light to be adjusted.
A python-based software suite written by my colleagues [70] is able to position the fibre
array via the computer-controlled motorized stages over a specific device, and optimize the
position of the fibre array so that the maximum signal is measured through the device. This
allows for imaging, for aligning to the chip, and for performing the FTIR spectroscopy to
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measure the spectrum of the device. Additionally, this software has been scripted in a way
that allows for automated measurements, which facilitates chip-scale testing.
3.3.2 Room-Temperature Optical Microscope
Optical setup
An optical lens system is used for both optical imaging and laser-processing of the photonic
structures. A diagram of this system is shown in Figure 3.5, labeled as an optical microscope,
along with its industrial part numbers provided in Table 3.1. A collimated 532 nm Diode-
Pumped Solid-State (DPSS) laser (15) is intensity-modulated by a mounted wheel of neutral
density filters (16), and is used to laser-process the photonic structures. As depicted in
Figure 3.5, the laser beam is first chopped by an optical chopper (17) to modulate the laser
signal and to enable a lock-in detector to isolate the signal coming out of the chip. Then,
the laser light is directed onto a non-polarizing broadband beam splitter (18), which splits
the incoming light into two arms – one arm is to actively measure the optical power using
an optical power meter (21) and the other arm leads to the sample mounted on the same
motorized stages used in the photonic apparatus (Section 3.3.1). This allows for the sample
chip to repeatedly and reproducibly move between the two photonic apparatuses and the
optical microscope, which enables for measuring and in-situ tuning of the photonic devices.





















Figure 3.5: Schematic diagram of the experimental setup consisting of room-temperature
infrared testing apparatus (RITA) for characterization of the photonic devices, and room-
temperature optical microscope for laser-processing and imaging the devices. The chip is
moved between the two experimental rigs via a motorized stage.
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List of Parts
# Component Part number Manufacturer
1 SLED EXS210078-01 Exalos
2 Optical chopper MD-2000 Horiba
3 Half-wave plate WPH05M-1310 Thorlabs
4 Polarizer GTH10M Thorlabs
5 Reflective collimator RC02APC-P01 Thorlabs
6 Fibre array VGA-4-127-25-A OZ Optics
7 Optical post P150/M Thorlabs
8 Fibre block Self-made -
9 Photonic chip EB633/LR-SFU Washington NanoFabrication
10 Sample holder Self-made -
11 Rotation stage KSP-406M Sigma Koki
12 Elevation stage ES-50S Micronix USA
13 Translation stages VT-50L Micronix USA
14 Detector DET20C2 Thorlabs
15 DPSS Laser DJ532-40 Thorlabs
16 Mounted ND filters FW1AND Thorlabs
17 Optical chopper MC2000B-EC Thorlabs
18 UVFS beam splitter BSX10 Thorlabs
19 Optical cage system KCB1C/M Thorlabs
20 Objective lens C340TMD-A Thorlabs
21 Optical power meter PM100P Thorlabs
22 Detector PDA100A2 Thorlabs
Table 3.1: The list of the components used in Figure 3.5 along with their industrial part
numbers.
Some portion of the light is absorbed by the SOI chip and some is reflected back. The
reflected light is collected by the same optical lens and the outcoming signal is measured
using a photodiode detector (22).
Thermal oxidation
A combined experimental setup consisting of (a) Room-Temperature Photonic Apparatus
and (b) Room-Temperature Optical Microscope (Figure 3.5) was used for both measuring
and in-situ tuning of the photonic devices. The local tuning of the nanobeam photonic
crystal cavities and the grating couplers were carried out by using the optical setup described
in Section 3.3.2 in an ambient temperature of 19 °C and in an air atmosphere. Prior to laser-
processing, it is of great importance to precisely position the laser beam onto a specific
device, and this accuracy cannot be better than the resolution of the optical microscope.
This is accomplished by optical imaging via the same optical setup, where the chip is raster-
scanned by computer-controlled motorized stages underneath of the focused laser beam.
To avoid local oxidation, optical imaging is done at low power (v 2 mW). The reflectivity
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Figure 3.6: Average of 5 axial sweeps of the sample chip through the focal-plane using
532 nm (green) excitation with a Lorentzian fit (purple).
measurement allows for spatially aligning the position of the laser beam to a specific photonic
device, the image of which are shown in Figure 5.1 and Figure 5.7b. As shown in Figure 3.5,
an optical chopper is used as a reference signal for the lock-in amplifier, which enhances the
signal-to-noise ratio.
Having the device aligned, the laser beam is used to spot-oxidize the photonic structure
(either a nanobeam cavity or a grating coupler) at much higher powers (more than 30 mW).
The two primary parameters which are playing the most important role in local laser-
processing are the time of exposure and the power of the source laser for a fixed focus
beam, which will be explained in Chapter 5.
In order to make sure that the laser beam stays focused on the plane of the device layer
for both microscopy imaging and laser-processing, the focus point along the z-axis (Figure
3.5) needs to be determined every time prior to the tuning process. By sweeping the sample
chip through the plane of focus and measuring the reflected signal at each point, the focus
point and the axial resolution can be calculated. As shown in Figure 3.6, the FWHM and the
peak value of the plot determine the axial resolution and the focus point of the optical lens
setup, respectively. The resulting FWHM is evaluated as 39.6(7) µm. The axial resolution
can give us a hint about the depth of field of the optical microscope and informs us about
the depth profile of the intensity and the temperature distribution during the laser tuning
process.
Group 2 Element 2 (G2E2) resolution markers on a USAF 1951 microscope resolution
target (Edmund Optics #58 198) were used for the laser beam-spot size measurements (Fig-
ure 3.7a). Lateral line sweeps in reflection along x- and y-axes were performed to measure
the beam spot. This sample allows for a sharp transition from low- to high-reflectivity re-
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Figure 3.7: (a) Bright-field microscope images of the USAF 1951 Group 2 Element 2 and
square marker, which consists of chromium on borosilicate glass. The drawn white lines in
each figure trace the lateral resolution sweep along x (horizontal) and y (vertical). Photo
courtesy of Alexander Kurkjian. (b) The Gaussian spatial distribution of a laser beam with
a 1/e2 beam diameter.
gions, which is mathematically modeled as a step function in this thesis. Assuming the
central peak of the microscope’s intensity along a given axis s as a Gaussian distribution
and the sample’s reflectivity as a step function, the reflected intensity of the lateral line-
sweep can be approximated as an error function, erf(x), which is the convolution between
a Gaussian and a step functions:
I(s) = a erf
(
2 ln 2(s− s0)∆s
)
+ c, (3.8)
in which a is the intensity amplitude, s0 is the position where the sample changes from
being low- to high-reflectivity, ∆s is the FWHM of the Gaussian distribution, and c is a
static offset constant.
In this thesis, we define the laser beam diameter as the width of the data distribution
between the two points on y-axis which are 1/e2 times the maximum value. As depicted in
Figure 3.7b, for a Gaussian beam, the relationship between the 1/e2 width and the full width
at half maximum is 2w =
√
2
ln 2FWHM, where 2w is the full width of the beam at 1/e2.
Figure 3.8 show the reflected intensities when scanning along the x- and y-axes of the G2E2
lines using 532 nm illumination, respectively. In Figure 3.8b, the reason the signal slightly
drops at the end may be owing to some residual dirt (or scratches) which makes the laser
beam out of focus although the beam is over the high-reflectivity region of the sample. The
fits to the scanned intensities in Figure 3.8, using Equation 3.8, provides us with FWHM
along x- and y-axes, 1.83(1) µm and 2.39(2) µm, respectively. The corresponding half-width
of the beam at 1/e2 is 1.56(1) µm and 2.03(2) µm along the x- and y-axes, respectively. The
asymmetry in the beam radius along the x and y-axes might be due to a couple of factors:
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Figure 3.8: Lateral sweeps with 532 nm illumination along the G2E2 lines in reflection along
(a) the x-axis (red) and (b) the y-axis (green) with fits on the rising and falling slopes (blue).
coma aberration [136] of the illumination spot may exist as a result of beam misalignment
in the microscope objective, or the laser beam was not perfectly collimated along x and
y-axes at the time of measurement. This asymmetry in the beam radius would likely result
in inhomogenous modifications upon local heating during the oxidation process that are





4.1 Finite Element Method (FEM) simulation
4.1.1 Introduction
The sample temperature distribution during the laser-assisted tuning is the result of laser
light absorption by the SOI sample. In order to numerically model the temperature profile
within the photonic devices, I used COMSOL Multiphysics software [137] which is a pow-
erful software for modeling problems consisting of coupled distinct physical processes. The
working principle of COMSOL Multiphysics is based upon a discretization method, specifi-
cally a finite element method (FEM) [138]. This method solves the governing equations over
a physical system by subdividing the geometry into a cluster of smaller and simpler spatial
segments called finite elements. Then, over each finite element, an approximate solution to
the problem is developed. The simple numerical results that model these finite elements are
then assembled into a larger system, where the solution to the entire problem is obtained.
The discretization of the geometry is enabled by meshing, which is the process of gen-
erating polygonal or polyhedral shapes. In the finite element method, usually smaller mesh
size leads to more accurate results; however, limiting the mesh size is also critical to avoid
an "out of memory" error and/or extremely long simulation times. Thus, it is of great im-
portance to search for a balance between computing time and the accuracy of the result.
One of the approaches to optimize the mesh in COMSOL Multiphysics is the use of the
adaptive mesh refinement option, which adaptively refines the initial coarse mesh while the
simulation is computed. This adaptation is done by estimating an error indicator on the
initial coarse mesh to identify high gradients areas, where the mesh will be refined. Figure
4.1 shows the final mesh of the modeled SOI sample using the adaptive mesh refinement
method, which used a finer mesh in the silicon device layer where most of the absorption
takes place and a much wider mesh for the substrate, where a default mesh could lead to a
much unnecessarily smaller mesh.
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Figure 4.1: Mesh of the modeled SOI sample after using the adaptive mesh refinement
method.
4.1.2 Temperature Distributions in SOI Substrates
Three- and two-dimensional COMSOL Multiphysics simulations were used to calculate the
temperature distributions in SOI substrates caused by optical absorption at different laser
powers. Assuming that the incident laser beam has a Gaussian spatial distribution, the laser
intensity distribution along x and y direction can be written as:











where I0 is the peak intensity of the incident laser and σx = rx/
√
2 and σy = ry/
√
2,
where rx and ry are the laser beam radius, defined as the half-width at 1/e2 times the
maximum intensity value (see Section 3.3.2), of the Gaussian profile along x and y directions,
respectively.




+ ρCpu∇T −∇(k(T )∇T ) = Q, (4.2)
where k(T ) is the material thermal conductivity [W m−1 K−1], Q is the heat flux density
[Wm−2], ρ is the material density [kg m3], Cp is the specific heat capacity [J kg−1 K−1], u
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is the velocity of the heat source (laser beam) or the material (SOI) [m/ sec], and T is the
temperature [K].
Equation 4.2 gives the temperature T in the system in response to a heat source Q.
Here, we assume that the convective term (ρCpu∇T ) can be neglected since both the SOI
substrate and the laser beam are fixed on their position during the laser processing, and
also, there is no fluid movement inside the silicon chip. In this work, the transient term
(ρCP ∂T∂t ) is ignored due to the long laser exposure (more than two minutes) for which the
transient regime occurs at the beginning of the irradiation (several seconds) [139].
Thus, the static heat equation used in both two- and three-dimensional simulations is:


















where k(T ) is the temperature-dependent thermal conductivity, and R(T ) and α(T ) are
the temperature-dependent reflection and optical absorption coefficients, respectively. The
incident laser beam radii (rx and ry) used in the simulations were set to be the values
experimentally measured in Section 3.3.2.
To numerically model Equation 4.3, the COMSOL Multiphysics "General Form PDE
(partial differential equations)" package along with the "Heat Transfer in Solids" package
were used with light intensity (I) as the dependent variable. The attenuation of propagating
laser light which is governed by Equation 2.19 was implemented using the "General Form
PDE" package, and the temperature variation, governed by Equation 2.23, in the SOI sample
was calculated using the "Heat Transfer in Solids" package. The heat source term (Q) in
Equation 2.23 is the derivative of the intensity with respect to the propagation direction
(dI(x,y,z)dz ), or equivalently, the absorption coefficient times the intensity (αI(x, y, z)). This
approach can be extended to multiple layers by adding "General Form PDE" interfaces for
each layer with its corresponding absorption coefficient.
Table 4.1 lists the boundary conditions applied to each interface numbered in Figure
4.2. At the boundary 6, a Dirichlet condition is used, meaning that T is set to a fixed
temperature T0 (293 K). At the SiO2-Si interfaces (boundaries 11, 12 and 13), the Neu-
mann boundary condition [139] is applied to allow the continuity of the thermal field:
n.(kSiO2∇T ) = n.(kSi∇T ), where n is the normal vector, k and T are the thermal conduc-
tivity of the material and temperature, respectively. At boundaries 1, 2, 3, 4, 5, 7, 8, 9 and
10, the surface-to-ambient radiation: εSiO2σ(T 40 − T 4), in which ε and σ are the emissivity
of the material and Stefan–Boltzmann constant, respectively, and convective heat transfer:
h(T0 − T ), where h is the heat transfer coefficient, are considered.
The optical parameters, meaning the absorbance and the reflectance of the materials
(Si and SiO2), play an important role during the laser irradiation of the SOI substrate. The
reflection coefficient, R(T ), of the materials in Equation 4.3 takes the form R(T ) = R0 +
c(T − T0), following Ref. [140,141], in which T0 is set to be the sample holder temperature
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Domain Boundary condition
6 T = T0
11,12,13 n.(kSiO2∇T ) = n.(kSi∇T )
3,5,7,9 n.(kSi∇T ) = h(T0 − T ) + εSiσ(T 40 − T 4)
1,2,4,8,10 n.(kSiO2∇T ) = h(T0 − T ) + εSiO2σ(T 40 − T 4)
Table 4.1: Boundary conditions used in the simulations were implemented according to the
domain numbers shown in Figure 4.2.
Figure 4.2: 3D and 2D schematic of the SOI substrate (not in scale), numbers are associated
with each interface in the 3D schematic.
(293 K) and c = 4× 10−5 K−1 is the reflection constant. Here, at the wavelength of 532 nm,
R0 for Si and SiO2 is about 37.4 % and 3 %, respectively. The temperature-dependent optical
absorption in Equation 4.3 was experimentally modeled as α(T ) = α0 exp(T/T0), following
Ref. [142]. The optical absorption of silicon increases significantly at higher temperatures.
Here, it is assumed that SiO2 is optically transparent to 532 nm light, which is valid for the
reflectivity of approximately 3 % and the optical absorption as low as v 10−5 cm−1 [143].
For the sake of simplicity, it is also assumed that both the reflectivity and the absorption
of SiO2 are temperature-independent.
The thermal conductivity of silicon takes the form k(T ) = k0T0/T , with k0 being the
thermal conductivity at room temperature [144]. The thermal conductivity for bulk silicon
is about 148.0 W K−1 m−1 and it decreases as the temperature increases. In-plane thermal
conductivity goes down to approximately 88.0 W K−1 m−1 at room temperature for a silicon-
on-insulator (SOI) device with a silicon thickness of 220 nm [145]. Heat conduction in silicon
is mainly controled by phonon transport, even in the presence of large concentrations of free
charge carriers [146]. The device layer thermal conductivity is reduced compared to that
of bulk silicon, which is mostly because of scattering mechanisms, e.g. phonon-boundary
scattering, in thin layers that are not present in the bulk material [146].
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The thermal conductivity of SiO2 with a thickness of 3 µm at room temperature is
1.2 W K−1 m−1, and it takes the form of k(T ) = 1.33× 10−5(T − T0) + 1.2 W K−1 m−1 for
higher temperatures [147]. The thermal conductivity of silicon oxide increases at a very slow
rate as the temperature increases, and in the simulations, it is assumed that the thermal
conductivity of silicon oxide is constant.
First, we will discuss the simulation results for an unpatterned (without fabricated
photonic devices) SOI sample in order to gain some insight into the temperature and the
intensity distributions in the SOI sample used for thermal oxidation tuning. Since the SOI
sample is rotationally symmetric, two-dimensional axisymmetric simulations were used to
model the entire sample. As depicted in Figure 4.2, the SOI structures used in this model
consisted of (from top to bottom) a 2 µm SiO2 cladding layer, a 220 nm Si device layer, a 3 µm
buried oxide layer (BOX), and a 500 µm Si substrate. In the simulations, the silicon substrate
was treated as bulk silicon and accordingly its room-temperature thermal conductivity (k0)
was set to be 148 W K−1 m−1, the value for bulk silicon. In our modeling, it is also assumed
that the incident laser beam is collimated and propagates in a single direction, which is
true to some extent (for an axial resolution of about 40 µm) as the laser spot size remains
relatively unchanged through the cladding and the silicon device layer, where most of the
light gets absorbed.
Figure 4.3a shows the calculated light intensity distribution (sliced along the x-, y-, and
z-axis) of the SOI sample during illumination at a very low laser power (10 mW) with a spot
beam radius of rx ∼ 1.53 µm, ry ∼ 2.04 µm which corresponds to a maximum intensity of
8.1× 108 W/m2. At low intensities, the laser light penetrates the SiO2 cladding, and then is
mostly absorbed within the silicon device layer. The residual light travels into the BOX and
essentially is absorbed in the silicon substrate, where the energy dissipates by heat diffusion.
Hence, the heating is essentially localized within the silicon device layer (Figure 4.3b). As
the laser power increases, less light travels to the BOX layer and the substrate, and light
mostly gets absorbed in the device layer (Figure 4.3c). Therefore, one can see in Figure 4.3d
a large rise in the temperature and narrowing of the temperature profile along the x, y, z
axes for higher laser intensities compared to lower ones due to the temperature-dependent
SOI parameters k(T ), R(T ), and α(T ). In Figure 4.3 the silicon substrate is sliced at 15 µm
deep in the figures.
Figure 4.3d can provide an approximate value on the highest laser power for laser pro-
cessing of our photonic structures before they become damaged by melting. Given the silicon
melting point is (v1680 K) and using in-plane thermal conductivity of 88 W K−1 m−1 (for
a 220 nm-thick device layer [145]), the threshold power is estimated to be approximately
65 mW. This is in good agreement with the experimental results observed in tuning the




Figure 4.3: Simulated light intensity for laser powers of (a) 10 mW and (c) 64.5 mW, and
simulated temperature distribution for (b) 10 mW and (d) 64.5 mW laser beam power in
the SOI substrate with oxide top-cladding and a fixed focused beam spot size. The modeled
SOI sample is the same as in Figure 4.1.
Nanobeam cavities
A three-dimensional simulation is used to estimate the laser heating for a given photonic
structure under our experimental conditions. The sample structure used in the three-
dimensional simulation is geometrically the same as the actual structure in the experiment
in order to have an accurate and realistic simulation.
41
a b
Figure 4.4: (a) Three-dimensional temperature distribution around the nanobeam cavity
during 532 nm laser irradiation at 64.5 mW. This is a magnified picture from the entire
model, and for the sake of visualization, the cladding layer is hidden. (b) Cross-section of
the SOI sample in x− z plane. From the top to bottom: 2 µm silica cladding layer, 220 nm
silicon device layer, 3 µm BOX layer, and 500 µm silicon substrate, where only 15 µm deep
is shown here.
The boundary conditions used in this model are the same as the ones used in the two-
dimensional simulation, as was listed in Table 4.1. The reflection and absorption coefficients
take the same form as described in Section 4.1. However, R0 can be even further reduced
by taking into account the effective index of a strip waveguide – neff ∼ 2.5, although this
is for λ = 1326 nm and neff is different for λ = 532 nm. One-dimensional silicon photonic
structures can have thermal conductivity values as small as 20 W K−1 m−1 [148], and the
surface roughness and the hole size are believed to play a significant role in the thermal
conductivity in addition to the increased phonon boundary scattering [149].
In order to determine the thermal conductivity for our device, the three-dimensional
simulation is used along with the experimental data. Thermal damage to the nanobeam
cavities was experimentally observed to occur at the incident laser power of ∼ 64.5 mW for
the nanobeam cavities in this work. This value was used as a reference point for our models
and accordingly the resulting room-temperature thermal conductivity was estimated to be
22 W K−1 m−1. Figure 4.4a demonstrates the simulated temperature profile during 532 nm
laser irradiation at 64.5 mW for the SOI sample including a nanobeam cavity fabricated on
the strip waveguide. This is a magnified picture from the entire model, and for the sake of
visualization, the cladding layer is hidden.
Figure 4.4b is the cross-section in the x − z plane of the SOI sample, from which one
can see that the temperature is highly localized within the silicon device layer (the silicon
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Figure 4.5: (a) The simulated temperature distribution across the silicon nanobeam cavity
along with (b) its corresponding temperature profile (ignoring the etched holes) as a function
of distance from the center of the cavity along the x-axis.
waveguide). Oxidation is expected to happen on both the top and bottom surfaces of the
silicon device layer. This is mostly because both the 1/e absorption depth of the 532 nm-laser
light (1 µm) [150] and the focus depth of the beam measured on the SOI sample (v40 µm
for NA 0.64 objective lens) are much larger than the 220 nm thickness of the silicon device
layer (220 nm).
Figure 4.5a shows the temperature profile around a nanobeam cavity structure when
the laser irradiation is set to 64.5 mW. The local temperature reaches its maximum value
Tmax = 1670 K at the center of the laser spot and drops while moving away from it, as seen
in the spatial temperature profile (ignoring the etched holes) shown in Figure 4.5b.
Cross-sections of the temperature profile corresponding to the incident laser power of
39, 46, 56 and 64.5 mW are shown in Figure 4.6a. The temperature profiles show that the
temperature gradient increases as the incident laser power increases. This can be also seen
in Figure 4.6b, where the local maximum temperature for different incident laser powers
is shown. The increase in the temperature gradient is due to nonlinear absorption and less
reflection at higher temperatures. Furthermore, the thermal conductivity of the sample plays
a central role here as the thermal conductivity of the waveguide is significantly reduced at
higher temperatures. From Figures 4.6a and 4.5b, one can see that the heating region is
highly localized around the cavity, which implies that other surrounding photonic structures
are not affected throughout the laser spot oxidation.
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Figure 4.6: (a) The temperature distribution as a function of distance from the center of
the cavity for different laser powers. (b) Simulation results of local maximum temperature
versus laser power. Temperatures range from room temperature to the melting point of
silicon.
Grating Coupler
Three-dimensional FEM simulations were performed for a silicon grating coupler with the
same SOI structure and boundary conditions as described in Section 4.1.2. In the FEM
simulations for grating couplers, the laser beam spot size was assumed to be the same as
the ones in the cavity simulations. Figure 4.7 shows the lateral (x− y plane) laser-induced
temperature distribution for a laser power of 65 mW (at the device surface) over an area
of 22 µm×22.5 µm, which was chosen based upon the size of the designed grating couplers.
Here, for the sake of simplicity, the curvature of the gratings is neglected. The power level
which would incur damage for the grating couplers was experimentally observed to be
around 70 mW. This is different from what was observed for the damage power level for the
nanobeam cavities (64.5 mW), assuming the same laser spot size. This discrepancy might be
due to the following possible reasons. First, there are some unavoidable fluctuations in the
beam profile which causes variations in the local intensity. This means that the assumption of
fixed beam spot size in both experiments may not be completely true. Second, the structure
of the nanobeam cavities is completely different compared to that of the grating couplers,
and as a result the effective thermal conductivity of the 1D photonic crystal cavities, 450 nm
wide, may not be the same as that of the grating couplers, where the major and minor
grating’s width are ≈ 360 nm and ≈ 80 nm, respectively. The thermal conductivity of a
silicon grating coupler has not been studied so far to the best of my knowledge.
The temperature distribution is highly localized in the lateral dimension as shown in
Figure 4.8a, and to uniformly laser-process the whole grating section, a python script was
written to raster scan the laser beam over the grating section region. However, there are
a couple of factors which make the laser-processing scan not able to provide a grating
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Figure 4.7: Three-dimensional temperature distribution around the sub-wavelength grating
couplers during 532 nm laser irradiation at 65 mW. This is a zoomed-in picture from the
entire model, and for the sake of visualization, the cladding layer is hidden.
coupler with a perfectly uniform temperature distribution. As shown in Figure 4.8a, there
is a temperature gradient within the exposed area that introduces some off-sets in the local
temperature between the consecutive gratings. The temperature gradient can be smoothed
by the scripted laser-processing scan with a sufficiently small step size. However, smaller
step size means more time is needed for the laser processing scan to be finished. The step size
of the laser processing scan was set to be the focused beam radius, and therefore, the off-sets
in the local temperature during the scan were not fully eliminated. As a result, the non-
uniformity in the lateral temperature distribution may provide an inhomogenous oxidation
profile. These asymmetrical changes in the grating coupler may affect the functionality of
the grating coupler and reduce the fiber-to-waveguide coupling efficiency, which will be
discussed in Section 5.2.2.
The maximum local temperature shown in Figure 4.7 corresponds to a maximum laser
beam intensity (at the device surface) of v 6.5× 109 W/cm2. The maximum local laser
beam intensity reduces as the laser beam is defocused from the device surface, and this
results in the decrease in the local maximum temperature as shown in Figure 4.8b. The rate
of the laser-induced oxidation growth depends on both local temperature at the device’s
surface and the length of the laser-processing time. With this in mind, defocusing the laser
beam gives rise to lower maximum local temperature (Figure 4.8b), and as a result, longer
exposure time is required to keep the rate of oxide growth fixed, which makes the tuning
45
10.0 7.5 5.0 2.5 0.0 2.5 5.0 7.5 10.0



















10 15 20 25 30 35 40


















Figure 4.8: (a) The temperature distribution as a function of distance from the center of
the laser beam over the simulated grating couplers in Figure 4.7. (b) The local maximum
temperature as a function of the laser beam area.
process time-inefficient. Therefore, prior to the tuning of grating couplers, the sample was
swept through the focal-plane (z-axis) as described in Section 3.3.2 to focus the laser beam




A Finite-Difference Time-Domain (FDTD) solver provided by the Lumerical, a photonic
modeling software, was used in order to simulate the frequency shift of the photonic devices
as a result of the laser-assisted tuning process. The Finite-Difference Time-Domain (FDTD)
method is a powerful method for solving Maxwell’s equations in complex geometries [151].
The FDTD method solves Maxwell’s equations [81] on a discrete spatial and temporal grid.
Although the finite-difference time-domain (FDTD) method is one of the most accurate
techniques for simulating light propagation in nanoscale photonic elements, FDTD is highly
computationally intensive when applied to three-dimensional structures. The variational
FDTD (varFDTD) method, offered by Lumerical as an alternative solution to 3D FDTD,
allows for the modeling of linear and non-linear phenomena in planar waveguide systems,
such as photonic crystal nanobeam cavities, with comparable accuracy to that of 3D FDTD
without requiring the simulation time and memory of a 3D FDTD simulation.
With this in mind, the varFDTD method was used in order to model the frequency shift
of the photonic structures, grating couplers and nanobeam cavities due to oxidation. A shift
in the transmission spectra of the photonic structures were simulated by sweeping the phys-
ical parameters of the device emulating oxidation, which is discussed in detail in the next
section. I acknowledge here my colleagues Timothy Richards and Leea Stott for designing
and optimizing the grating couplers and the nanobeam cavities designs investigated in this
work.
4.2.2 Nanophotonic devices’ Frequency Shift
In order to get a deeper insight into the frequency shift of the nanobeam cavities and grating
couplers, Lumerical simulations were performed with a systematic variation of physical
structural parameters. Here, we simulated the laser oxidation steps by gradually decreasing
the silicon device layer thickness by 2∆dSi in that the oxidation occurs on both sides of
the silicon device layer as mentioned earlier in three-dimensional FEM simulations (Figure
4.4b). In the photonic simulations, the thermal expansion of the silicon membrane was
neglected as this is a temporary temperature effect, while, the experimental results have
shown that the resulting shifts in the nanophotonic devices are permanent (Section 5).
The SiO2 cladding thickness (dox) was assumed to be increasing in the laser-assisted
oxidation process as the new SiO2 layer forms at the Si-SiO2 interface, where the oxidation
occurs. The initial SiO2 cladding thickness (2 µm) increases with the rate of ∆dSi0.46 , where we
assumed that for each 1 nm decrease in silicon thickness during the oxidation, the resulting
oxide grown is 2.17 nm [129]. Here, the difference in the thickness of consumed Si and the
grown SiO2 layer may introduce a strain within the photonic device [152]. The photonic
simulations did not incorporate any strain effects and this will be discussed in Section 5.2.2.
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Figure 4.9: (a) The cross-sectional schematic of the nanobeam cavity, colour-coded with the
silicon device layer and SiO2 holes. Geometry changes by laser oxidation are marked (see
text for more detail). (b) Simulated peak shifts for the fundamental mode of the nanobeam
cavity as a function of the change of hole radii (∆dSi) and silicon device layer thickness
(2∆dSi).
In the nanobeam cavities, the oxidation process comes with increasing the hole radii
by ∆dSi as shown in Figure 4.9a in addition to a decrease in the thickness of the silicon
device layer. Figure 4.9b shows the wavelength shift for the fundamental mode as a function
of the change in the cavity physics parameters, the holes’ radius, the device thickness, and
cladding thickness, due to the oxidation process. This photonic simulation suggests that the
wavelength of the fundamental mode shifts linearly with ∆dSi with a constant magnitude
of the slope k, ∆λ = −k∆dSi, where k = 2.5(1).
The photonic simulations were performed for the grating couplers with changing the
physical parameters of the silicon grating by a uniform oxidation growth. In the grating
couplers, the width of each major and minor grating is assumed to be reduced by 2∆dSi
during the oxidation process, which makes the SiO2 gap between the two major and minor
gratings bigger by 2∆dSi as depicted in Figure 4.10a. The photonic simulations, as shown
in Figure 4.10b, show that the centre wavelength of the grating couplers blueshifts to lower
wavelength as the silicon is consumed and additional oxide is grown in the photonic device.
The Lumerical simulations performed in this section do not incorporate the effect of the
temperature profile modeled in Section 4.1. As discussed in Section 4.1, the profile of oxide
grown across the photonic structures are dependent upon the temperature profile. In the
Lumerical simulations, it was assumed that the oxidation process is isotropic and oxide is
evenly grown across the photonic device without any gradient in the oxidation profile. This
assumption is not an accurate approximation for the grating couplers, and this is mostly



























Figure 4.10: (a) The cross-sectional schematic of the grating couplers, colour-coded with the
silicon gratings and SiO2 gap in between. Geometry changes by laser oxidation are marked
(see text for more detail). (b) Simulated peak shifts for the transmission spectrum of the





5.1 Photonic Crystal Nanobeam Cavity
5.1.1 Characterization of Nanobeam Cavities
The nanobeam cavities were visually characterized for the tuning process using the optical
lens system described in Section 3.3.2 with a laser power of less than 5 mW. The visual
characterization of each nanobeam cavity was needed to precisely position the focused
green laser beam over the targeted region, the middle of the waveguide. Figure 5.1 shows a
heatmap plot of the reflectance of a nanobeam cavity that was raster scanned underneath
of the focused laser beam. The laser beam during the imaging process was focused by an





























Figure 5.1: The raster scan of a nanobeam cavity using the optical lens setup described in
Section 3.3.2. The colour bar unit is in (a.u.).
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plane of focus (see Section 3.3.2). Different reflectance of the silicon waveguide (≈23 % for
532 nm) and of the BOX layer (≈ 3 %) results in a brighter region for the silicon waveguide
compared to the BOX layer. The reason that the cavity region is not as bright as the silicon
waveguide might be because SiO2 holes etched into the waveguide are less reflective (v3 %)
than the Si waveguide (v23 %).
The nanobeam cavities were spectrally characterized using the fibre assembly described
in Section 3.3.1 before and after each tuning process. The spectral measurements were taken
less than 5 minute after the tuning process. Coupling light into the waveguide is achieved
via on-chip focusing grating couplers (Section 2.1.2), which couple light from a single-mode
fiber (SMF) to the single-mode waveguide in the plane of the chip. Transmission spectra
were measured by using a broadband excitation source (SLED in Table 3.1) along with the
FTIR technique described in Section 3.2.
In order to spectrally measure the cavities, it is of importance to position the fibre
over the centre of the grating coupler, where the transmission signal is usually maximum.
When the SMFs are nearly perfectly centred over the grating couplers along the x- and
y-axis (labeled in Figure 5.2), the first-order (fundamental) waveguide mode is most likely
excited, and light is well confined within the waveguide core and negligible light leaks into
the cladding and the BOX layer. Higher-order modes in the waveguide are considered as
the "leaky" modes that can transmit through the photonic device, but do not strongly
couple with the fundamental mode of the nanobeam cavity. However, when the input fibre
is displaced from the centre (by a few µm), some combination of the fundamental and
higher-order modes of the waveguide are excited and collected.
The interference between the optical cavity’s modes and the "leaky" modes can result
in Fano spectral transmission profiles [153], which can be written as:
T (ω) = |t(ω)|2 =
∣∣∣∣Ac exp(iφ) + ArΓ/2i(ω − ω0) + Γ/2
∣∣∣∣2, (5.1)
Figure 5.2: The schematic of a 1D photonic crystal cavity and the focusing grating couplers
interconnected with a single-mode strip waveguide.
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where Ac is the amplitude of the field of higher-order modes with the relative phase of φ
with the Lorentzian resonance (second term), and ω0/(2π) and Ar are the spectral peak
frequency and amplitude, respectively, and Γ is the full spectral linewidth.
A gradient descent algorithm written by my colleagues [70] minimizes the displacement
of the SMF from the centre of the grating couplers by maximizing transmitted signals.
Figure 5.3 shows transmission measurements for two example devices taken using the setup
described in Figure 3.5. The data points are plotted in circles, along with the fits overlaid in
solid lines. As can be seen in Figure 5.3a, the transmission spectrum for device A is nearly
perfectly Lorentzian with very little interference with the leaky modes. A Lorentzian fit (only
the second term in Equation 5.1) can be used to fit the data. The corresponding quality
factor and the resonance wavelength are Q ∼ 2144 and λ0 ∼ 1327.5(nm), respectively.
For device B, the transmission spectrum shown in Figure 5.3b is fitted using the profile in
Equation 5.1. The corresponding parameters are φ ∼ 3.986 rad, λ0 ∼ 1337.0(nm), Q ∼ 4600,
and the ratio of the powers in the resonant mode to the leaky modes (Pr/Pc = |Ar/Ac|2) for
device B is ∼ 26. For a similar fit on the device A, this value is Pr/Pc ∼ 115. The resonance
wavelength and quality factor of the cavities were measured before and after of each tuning










































Figure 5.3: Resonant transmission spectrum (circles) with (a) Lorentzian and (b) Fano fits
(solid line).
52
5.1.2 Local Tuning of Nanobeam Cavities
Cavity resonance transmission measurements were performed as described in Section 5.1.
The resonance wavelengths, λ0, of the nanobeam cavities often deviated from their design
value, 1326 nm in this work, due to fabrication imperfections. A post-fabrication laser-
assisted oxidation tuning technique was applied to spectrally tune the oxide top-cladded
nanobeam cavities. The investigated cavities were laser-processed in the optical microscopy
setup described in Section 3.3.2, with a focused 532 nm DPSS laser. The same optical setup
was used for both laser-assisted tuning (at high power) and imaging (at low power) as
described in Section 3.3.2.
For laser-assisted tuning, the photonic crystal nanobeam cavities were irradiated at
different laser powers for different lengths of time. Figure 5.4a shows the fundamental mode
transmission spectra of one of the tuned nanobeam cavities which was repeatedly laser-
processed. In Figure 5.4a, the spectra of the tuned nanobeam cavity are labeled with the
laser powers as well as the time of tuning increments. The spectral measurements were
taken less than 5 minute after each tuning increment: 10 min at 39 mW, 10 min at 46 mW,
4 min at 56 mW.
Figure 5.4b shows that the quality factor of this particular cavity fundamental mode
decreases by 11 %. The quality factor degradation may be explained based upon the modeled
temperature distribution across the nanobeam cavity described in Section 4.1.2. As shown
in Figure 4.5a, the temperature profile around the cavity is non-uniform, which would result
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Figure 5.4: (a) Transmission measurements at three different tuning increments. The plots
are vertically offset from each other. (b) Measurements of the quality factor as the cavity
is tuned. The unit of time (t) and power (p) is in min and mW, respectively.
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consumption of the silicon device layer, which could introduce some optical losses within
the device.
The laser-assisted oxidation in this work falls within the diffusion-controlled regime
(xo > 200 nm, where xo is the oxide thickness [129]), since the sample chip had a 2 µm-
thick oxide top-cladding prior to the laser tuning process. Thus, we would expect a shift in
wavelength consistent with the Deal-Grove oxide growth model [129], where the oxidation
from the tuning process is believed to follow a parabolic rate law. In order to study the
Deal-Grove oxide growth rate model, a separate nanobeam cavity was tuned at two different
laser powers as shown in Figure 5.5. The device was initially irradiated at the laser power
of 39 mW (incident upon the device) and then was further tuned at 56 mW. Each point in
Figure 5.5 represents one spectral measurement, which was taken less than 5 min after each
tuning increment, and the error bars are the fit errors. The y- and x-axes in Figure 5.5 show
the blueshift from tuning and the square root of oxidation time, respectively. By assuming
that the oxide growth follows the same trend in Equation 2.12, we expect that xo ∝
√
t,
where xo is the total oxide thickness. Our varFDTD simulations (Figure 4.9b) suggest that
the wavelength (λ) of the fundamental mode of a nanobeam cavity blueshifts linearly with
the total oxide thickness (xo) with a propotionality constant k, ∆λ = −kxo.
Putting these together leads us to conclude that the wavelength blueshift should be
approximately given by ∆λ ∝ −
√
t, which is in good agreement with the experimental
results shown in Figure 5.5. We observed that the wavelength shift rate for different laser
powers, i.e. 56 mW in Figure 5.5, decreases in higher tuning steps until the process saturates
and no further shift occurs. This was also observed in the tuning of un-cladded photonic




















line fit, R2 = 0.98





















line fit, R2 = 0.99
Figure 5.5: Fitting of the resonant wavelength shift to the square root of oxidation time for
incident power of 39 mW and for 56 mW (incident upon the device).
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crystal cavities in other labs using the same technique [68], where there was negligible oxide
prior to the oxidation process. It is believed that the same physical process, oxidation as
described in Ref. [68], dominates the tuning of pre-existing oxide top-cladded nanobeam
cavities, where we have a 2 µm-thick oxide prior to the laser-processing. However, for the
top-cladded devices, there might be some other physical phenomena as well, such as strain
effects (see Section 5.2.2), contributing to the overall tuning procedure.
The local tuning of the resonance frequency of the nanobeam cavities is permanent and
stable, as repeated measurements over many hours show no spectral change (Figure 5.6).
There are several uncontrolled variabilities in the experiment which may limit the accuracy
of determining the frequency shift due to the tuning process. These include temperature
fluctuations in the near environment of the sample ±2 °C, power stability of the laser, expo-
sure time accuracy ±2 (s), beam profile uniformity ±10 %, beam target accuracy ±0.5 µm,
and the fit accuracy ±0.006 nm.
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Figure 5.6: A repeated measurement of a tuned nanobeam cavity after 24 hours, which
shows no spectral change in the resonance frequency. The purple line is the same pre-tuned
reference dataset.
In this section, using a post-fabrication laser-assisted tuning technique, we have suc-
cessfully shown that the resonance frequency of oxide top-cladded nanobeam cavities were
blueshifted. The observed direction of the nanobeam cavities’ spectral shifts (blueshift)
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agrees with the direction of the simulated spectral shifts due to oxidation in the top-cladded
nanobeam cavities, as discussed in Section 4.2.
5.2 Grating Couplers
The transmission spectra of a simple photonic device, consisting of two nominally identical
silicon grating couplers connected with a single-mode silicon waveguide, is shown in Figure
5.7a. The transmission spectra were measured via the same photonic apparatus explained
in Section 3.3.1 before and after each laser-processing step. As discussed in Section 2.1.2,
grating couplers are prone to manufacturing imperfections, which results in the deviation
of the centre wavelength from the optimized design value of 1326 nm (see Figure 5.7a).
Therefore, to compensate for this deviation, the grating couplers were tuned using the same
technique as described in Section 3.3.2.
Grating couplers were visually imaged for the tuning process using the same optical
microscope set-up described in Section 3.3.2. The visual imaging of each grating coupler,
both the input and output coupler, was needed to position the focused green laser beam
over the grating section as shown in Figure 5.7b. The heatmap plot of the reflectance of a
grating coupler that was raster scanned underneath of the focused laser beam is shown in
Figure 5.7b. As explained in Section 5.1.1, the laser beam during the imaging process was
initially focused on the silicon device layer plane by sweeping the sample through the plane
of focus (see Section 3.3.2). Different reflectance of the silicon grating coupler (≈37 % for
532 nm) and of the BOX layer (≈ 3 %) results in a brighter region for the silicon grating



















































Figure 5.7: (a) A transmission spectrum of a pair of grating couplers, designed to have a
peak transmission at 1326 nm, which has a measured peak transmission of 1314.56 nm. (b)
A raster scan of the reflectance of a grating coupler using the optical lens setup described
in Section 3.3.2. The colour bar unit is in (a.u.)
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coupler compared to the BOX layer. In Figure 5.7b, most likely due to the scattering effect,
the grating section appears less bright than the tapered section.
5.2.1 Fabry-Perot Effects
In Figure 5.7a, a periodic variation in the intensity was present in the transmission spectrum
of the device with an average intensity visibility ( Imax−IminImax+Imin ) of around 0.14. This periodic
variation is most likely a Fabry-Perot effect. Fabry-Perot resonances are formed by the
interference between multiple reflections of light between two reflecting surfaces. There are
several known surfaces in the experimental setup that can potentially cause this interference,
including the surfaces of the optics components, the SOI layers, or the waveguide section
where light is reflected back and forth between the input and output grating couplers.
In order to understand whether or not these periodic variations originate in surfaces
within the photonic device, we measured the spectrum of a reference optical setup by
replacing the fibre array with a direct connection between the two collimators, labelled as
#5 in Figure 3.5. This reference setup removes any possible interference effects from the



























Figure 5.8: The FTIR spectra of the photonic apparatus, where the fibre array is replaced
with a separate fibre.
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chip and fibre block. Figure 5.8 shows the spectrum of this reference setup. Evidently, the
Fabry-Perot effect that was observed in the transmission spectra of the grating couplers is
at least partially due to the multiple reflections of light within some optical component(s)
in the photonic apparatus. Therefore, to remove this source of noise in our spectra, and
reliably determine the amplitude and centre wavelength of the grating coupler from the
corresponding raw transmission spectrum, the fringes are filtered out from the raw data as
described next.
The grating coupler spectra are smoothed by using a Savitzky-Golay filter [154], an
example of which is shown in Figure 5.9, where the raw data is plotted in a semi-transparent
(α = 0.4) mode to highlight the smoothed data. The polynomial order and the window
length of 2 and 51 are used to filter the data to enable us to fit effectively without the
dominant Fabry-Perot effects interfering. Evidently, some Fabry-Perot fringes remain with
the chosen window length.
5.2.2 Selective Tuning of Grating Couplers
Fabrication imperfections result in a deviation from the optimized/desired peak transmis-
sion wavelength as depicted in Figure 5.7a. In this experiment, to adjust the peak transmis-
sion wavelength of the grating coupler, the same post-fabrication tuning method as used





















1.0 t=0 (min), p=0 (mW)
t=96 (min), p=65 (mW)
Figure 5.9: A transmission spectra of a pair of grating couplers before and after laser-
processing for the duration of 96 minutes. Both input and output grating couplers were
identically tuned at 65 mW.
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Laser-assisted tuning of grating couplers provides local and permanent spectral shifts.
The experimental setup described in 3.3.2 was used for the tuning of a pair of grating
couplers. The grating couplers were each scanned underneath a focused 532 nm laser beam
with a spot-diameter of v 3.5 µm. The laser beam raster scanned the area of the grating
couplers, step by step (32 steps for each grating coupler), where the step-size was chosen
to be equal to 3.5 µm, the laser beam diameter. A full raster scan over each grating coupler
with an area of 22.5 µm × 23 µm was performed. In this experiment, both the input and
output grating couplers were identically laser-processed. Figure 5.9 shows the result of
laser-assisted tuning in which the total transmission spectra of the grating coupler pair are
displayed before and after the tuning process. The spectra are labeled with the laser powers
as well as the total time of laser-processing, where the duration of each raster step was 1.5
min. In principle, there may be slight variations in the focal plane over the grating section
area between different devices across the chip due to, i.e. a slanted sample. Therefore, in
all of the tuning measurements, to make sure the laser beam remained focused on the
desired area during the laser-processing scan, the focus point was initially determined by
the procedure described in Section 3.3.2.
The consistency and stability of the spectral shifts must be evaluated to ensure accurate
and repeatable results are being recorded. Sources of errors or inconsistencies in the spectral
transmission measurements could possibly come from mechanical stability, e.g. fibre array
positioning, and environmental changes, e.g. sample temperature fluctuations. The fibre
array position can change peak wavelength coupling, and we are trying to make sure this
is not part of the spectral shift we observed from the tuning effects. In order to establish
overall reproducibility, tests were done to evaluate mechanical positioning reproducibility
and tuning repeatability.
Mechanical Reproducibility
A test was performed in order to evaluate the mechanical reproducibility of our setup,
particularly the impact of flaws in positioning the fibre over a grating coupler. With this in
mind, the test was primarily performed to understand the peak wavelength variability due
to repeated positioning and measurement cycles.
The fibre was aligned at a spatial coordinate of (x0, y0, z0) over a grating coupler that was
previously tuned. Then, repeated transmission measurements of the same device at the same
coordinate position, (x0, y0, z0), were performed, where each measurement was taken after a
10 mm round-trip movement of the chip along the x-axis. Figure 5.10 shows the transmission
spectrum of a tuned grating coupler that was measured after each round-trip movement.
The overlapping spectra plotted in Figure 5.10 demonstrate that the optical setup is highly
mechanically stable as shifts in the spectrum were undetectable after repeated positioning
and measurement loops. This result also confirms that the tuning effect is not the result of
slight misalignments in the coordinates of the stage.
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Figure 5.10: Repeated transmission measurements of a tuned grating coupler to test me-
chanical reproducibility of the setup. Repeated measurements were performed, where each
measurement was taken after a 10 mm round-trip movement of the chip.
Tuning Repeatablity
Tuning repeatability was tested by running an identical laser-processing scan over four
randomly-chosen grating coupler pairs under the same experimental conditions. Figure 5.11
shows the transmission spectra before and after a tuning step for different initially un-
processed grating coupler pairs, from which we conclude that the laser-assisted tuning is
relatively reproducible. The repeated measurements suggest that the grating couplers are se-
lectively tuned up to 9(1) nm with the same tuning method used for the tuning of nanobeam
cavities. During the tuning process, there are some errors in the experiment, which would
provide variations in the wavelength shift of the grating couplers. These experimental er-
rors could be due to the accuracy in the visual characterization of the grating coupler for
positioning the green laser beam over the targeted region and the power stability of the
laser.
Permanency Test
The resulting shift from the selective tuning process is not a temporary effect like the
thermo-optic effect reported in [155]. As depicted in Figure 5.12, the tuned grating coupler
was measured 24 h after the last tuning step. The result indicates that the tuning process
is a permanent process, as a repeated measurement over the span of many hours has shown








































Figure 5.11: Tuning repeatability was evaluated by running a laser-processing scan over
randomly-chosen grating couplers under the same experimental conditions. The averaged
shift was 9(1) nm. The units of time (t) and laser power (p) were min and mW, respectively.
Redshifts in Grating Couplers
In contrast to the nanobeam cavities, the observed direction of the grating couplers’ spectral
shifts (redshift) due to the laser-assisted tuning does not agree with what our observations
from the Lumerical simulations, discussed in Section 4.2. Here, we discuss various physical
processes which potentially contribute to the direction of the frequency shift of the nanopho-
tonic devices, specifically the grating couplers, in this work. In previous work in Ref. [68], it
was demonstrated that local laser-assisted tuning of the un-cladded silicon photonic crys-
tal cavities blueshifts their resonance frequency [68]. The physical process believed to be
responsible for this tuning was the oxidation of silicon. Oxidation changes the structure of
the cavity by replacing high index material (Si) with a larger volume of low index material
(SiO2) [68]. In this section, using the same post-fabrication tuning technique, the resonance
frequency of oxide top-cladded grating couplers were redshifted. In contrast, the simula-
tion results from Section 4.2 indicate that both photonic structures, the cavities and the
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Figure 5.12: A repeated measurement of a tuned grating coupler after 24 hours, which shows
that the resulting shift is established by a set-and-forget process.
grating couplers, should be blueshifted upon oxidation. Although it is believed that laser-
assisted local oxidation plays an important role in these tuning processes, there are clearly
other physical processes contributing to the resulting blueshift and redshift of the oxide
top-cladded photonic structures. Therefore, the exact reason why the nanobeam cavities
and grating couplers were blueshifted and redshifted, respectively, requires further study. In
this section, we consider strain effects as another possible contributing permanent tuning
mechanism.
A source of possible frequency shifts in the oxide top-cladded photonic devices comes
from the stress due to the new oxide layer that is created by the volumetric change of
the silicon oxide within the devices. This originates from the difference in molar volume
between silicon and silicon oxide; the initial SiO2 increases at the rate of 2.17∆dSi [129],
where ∆dSi is the thickness of consumed silicon. Therefore, for each 1 nm decrease in the size
of a silicon feature during oxidation, the resulting oxide grown is 2.17 nm. The additional
(1.17 nm) oxide layer due to the difference in molar volume between silicon and silicon
dioxide could introduce mechanical strains within the silicon features in the sub-wavelength
grating couplers and in the SiO2-filled holes in the nanobeam cavities during the oxidation
process. As reported in Ref. [156], additional strain would give rise to an increase in the
refractive index of silicon. According to Equation 2.1, a resonance shift (∆λ) due to the
change of the effective index (neff) can be expressed as ∆neffn =
∆λ
λ . Together, this mechanism
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thus provides a redshift in the resonance frequency of the photonic devices. The strain effect
is conjecture and other unconsidered physical processes may also play a role in the laser-
assisted tuning procoess.
As both types of photonic devices (grating couplers and nanobeam cavities) were spec-
trally tuned using the same optical set-up (see Section 3.3.2), the same physical processes
are expected to take place for both of them. Currently it is unknown why the grating
couplers are redshifted more than the nanobeam cavities, and future work is required to
investigate this more and to precisely understand the effect of strain on the top-cladded
photonic structures tuned in this thesis.
Another possible effect concerns uniformity effects on the overall tuning process. Ide-
ally, a flat temperature profile over the laser-annealed grating couplers produces oxides of
uniform thickness, and therefore, the effects of mechanical strain and oxidation (as possible
physical processes) would depend upon the total grown oxide across the tuned device. This
is, however, not necessarily true based upon the temperature modeling reported in Section
4.1, and as a result of the radial temperature gradient shown in Figure 4.8a, the edge of the
laser-annealed spot is cooler than the centre. Hence, the new oxide profile is not necessarily
homogeneous across the tuned grating couplers, and possibly in addition to the total grown
oxide, the uniformity of stress and oxidation profile should be factored in as another variable
affecting the overall tuning process.
As reported in Ref. [157], the radial temperature gradient due to local laser-annealing
also produces two-dimensional planar thermal-induced stresses which affect oxidation kinet-
ics and thus the oxidation results. Since the centre of the laser-annealed spot is hotter, the
center wants to expand but is restricted by the cooler edge. The center of the laser-annealed
spot develops compressive stress and the edge tensile stress. On one hand, as discussed in
Ref. [158], the relaxation of these thermally-induced stresses is dependent upon the oxida-
tion or annealing time. On the other hand, the oxidation growth rate is stress-dependent
and these thermally-induced stresses affect the uniformity of the oxidation profile [159].
Thus, the uniformity of grown oxidation profile over the tuned grating couplers depends
upon the total laser-annealing time and is expected to be different for different annealing
times.
In order to experimentally investigate this, two different grating coupler pairs (labeled
as Device A and Device B) were laser-rastered with the same scan step-size (2 µm) and
with a selection of increasing powers up to a laser power of 65 mW for two total lengths of
time, 960 min (32 spatial steps per grating coupler and an annealing time of 15 min at each
step) and 96 min (32 spatial steps per grating coupler and an annealing time of 1.5 min at
each step) as shown in Figure 5.13. Each of the transmission spectra were normalized to
the corresponding pre-tuned (labeled as Step 0) spectrum, and the dashed-lines labeled as "
Peak Trajectory" indicate the trace of the peak amplitude degradation and wavelength shift
of each device after each tuning step. Degradations in peak amplitude mostly come from
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Step 1: t=96, p=54
Step 2: t=96, p=58
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Step 0: t=0, p=0
Step 1: t=960, p=52
Step 2: t=960, p=65
b
Figure 5.13: Experimental results showing the shift from the tuning steps applied to two
different pairs of a grating coupler up to a laser power of 65 mW (at the device surface) for
(a) t = 96 min and (b) t = 960 min, respectively. Units for power (p) and the total time of
laser processing (t) are mW and min, respectively.
the modifications introduced to the device structure as a result of the tuning procedure. If
the same oxidation profile was being formed in the two devices, varying only in degree due
to the different annealing times and laser intensities, then it would be expected that both
tuned devices in Figure 5.13 have the same trajectory, or the same slope of the trajectory
line, tan(θ).
However, as shown in Figure 5.13, the slope of the trajectory line for Device A and
Device B are approximately −0.13 nm−1 and −0.02 nm−1, respectively, and therefore, the
total grown oxide is evidently not the only affecting variable in the overall tuning process
of grating couplers. Rather, the uniformity of the oxidation profile (or lack thereof) due
to oxidation might be an additional parameter contributing to why the peak amplitude
degradation is mitigated more in Device B compared to Device A.
As shown in Figure 5.13a, the spectral redshift for Device A is approximately 3.7 nm;
whereas, this value for Device B is about 7.5 nm. Currently it is not precisely clear why
Device A is redshifted less than Device B, and future work will explore this more in detail.
However, qualitatively speaking, on the one hand, we hypothesize that the uniformity of the
oxidation profile would be different for separate devices with different laser-annealing time,
e.g. Device A and Device B in Figure 5.13. On the other hand, the strain considered as
another potential source of frequency shifts would be dependent upon the overall oxidation
profile, mostly because this physical process comes from the tension within the device as
a result of oxidation. With these in mind, the strength of the strain effect on the spectral
redshifts in separate devices with different oxidation profile is different.
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Tuning effects on the optical properties
Lastly, we studied the tuning effects on the optical properties of grating couplers. As dis-
cussed in Section 5.1.2, the thermal laser-assisted tuning modifies the structural parameters
of grating couplers such as the width and the thickness of the major and minor gratings.
These changes not only contribute to the wavelength shift of the grating couplers (Figure
5.9 and Figure 5.11) but also alter their bandwidth and transmission amplitude, where the
bandwidth is defined as the FWHM of the transmission spectrum.
Figure 5.14 shows the effect of the tuning process on the bandwidth and the transmission
amplitude of a grating coupler pair studied on Device B in Figure 5.13. As shown in Figure
5.14, the transmission amplitude and the spectral bandwidth of the device is decreased by
16 % and increased by 14 %, respectively.






























































Step 0: t=0, p=0
Step 1: t=960, p=52
Step 2: t=960, p=65
Step 3: t=960, p=68
Figure 5.14: The bandwidth and the maximum intensity of device A in Figure 5.13 is shown
as a function of the center wavelength on the right. Units for power (p) and the total time




We have shown that the local spectral tuning of oxide top-cladded nanophotonic devices
can be realized by using a laser-assisted post-fabrication tuning technique. Here, the silicon
photonic crystal nanobeam cavities and the silicon sub-wavelength grating couplers were
successfully tuned over a range of 1.04(5) nm and 9(1) nm, respectively. Nanobeam cavity
quality factors, Q, decreased from 2.08× 103 to 1.85× 103 and the grating coupler’s coupling
efficiency was reduced by v 8.5 % of the initial value over the range of laser-processing times
and laser powers examined. Numerical simulations were used to model the temperature
distribution in the silicon photonic devices and the resonance shift of the optical mode due
to oxidation.
The peak transmission of the nanobeam cavities shifted to shorter wavelengths (blueshift)
and the peak transmission wavelength of the grating couplers shifted to longer wavelengths
(redshift) with increasing laser power and by iterating laser-processing steps. We considered
oxidation-induced internal strain as a possible mechanism giving rise to peak wavelength
redshifting. The achieved tuning range for the silicon nanobeam cavities and for the silicon
grating couplers is sufficient to compensate inevitable fluctuations of the cavity resonance
over nominally identical devices on a wafer.
The adopted tuning method in this work has the great advantage of being local and
compatible with oxide top-cladded photonic devices and cryogenic operating temperatures,
both of which are most likely required for the integration of silicon photonics with silicon
colour centres in order to develop routes for scalable on-chip quantum networks [126]. Based
upon FEM simulations and experimental results, the frequency tuning of the nanobeam
cavities using this method, unfortunately, requires a large thermal budget which so far is
incompatible with the most promising silicon colour centres [160]. Therefore, further work
will be devoted to make the method suitable for silicon colour centres, such as T centres [44],
and to precisely understand the dominant physical processes that cause the resulting shifts.
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