[1] Recently, Kim et al. [2007] (hereinafter referred to as KMC) have evaluated the empirical shock arrival (ESA) model and found only about 60% of the observed shocks arrived within ±12 h of the model prediction. They also found the deviations of shock travel times from the ESA model strongly correlate with the CME initial speeds (V CME ), suggesting that the constant interplanetary (IP) acceleration used in the ESA model may not be applicable to all CMEs. KMC further concluded that faster CMEs decelerate and slower CMEs accelerate more than that what is considered in the ESA model. In other words, the average speeds of slower CMEs must be higher than predicted, while those of the faster CMEs must be smaller than predicted. Even though they recognized that Kim et al. [2007, paragraph 22] ''do not exclude the possibility that the projection effect would be the main cause of the deviations from the ESA model,'' they did not include it in their comparison with the ESA model. We point out that such systematic deviations in arrival time arise owing to projection effects.
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[2] The key ingredient of the ESA model and the parent empirical CME arrival (ECA) model is the IP acceleration profile of the CMEs. The acceleration profile was first derived empirically by Gopalswamy et al. [2000] using CME observations from the Solar and Heliospheric Observatory (SOHO) and Wind observations of the corresponding IP CMEs (ICMEs). The ESA model is a simple extension of the ECA model, in that the arrival of shocks preceded the CME arrival by an interval given by the shock standoff distance [Gopalswamy et al., 2005a [Gopalswamy et al., , 2005b . Since SOHO provides CME information in the sky plane, the measured speeds are subject to projection effects, so Gopalswamy et al. [2001] obtained a new acceleration profile using data from Helios and P78 -1 missions [Sheeley et al., 1985; Lindsay et al., 1999] when the spacecraft were in quadrature (so the projection effects were minimal).
[3] Thus, the acceleration profile used by the ESA model requires that the CME initial speed be devoid of projection effects. The projection effects are severe for CMEs originating close to the disk center, many of which are expected to be halo CMEs. Xie et al. [2006] has already shown that when the deprojected CME speed obtained using a cone model is used as input to the ESA model, the prediction is substantially improved. For CMEs originating close to the disk center, the space speed is expected to be higher than the sky-plane speed, so the arrival times will be smaller and get closer the model curve. In fact, the ESA and ECA models require that CMEs originate close to the disk center of the Sun. This requirement has been stated by Gopalswamy et al. [2005a] as follows: ''we have assumed that what we observe at 1 AU is the nose of the magnetic cloud and shock. This is mostly true for magnetic clouds, but appropriate modifications have to be made when the CMEs are ejected off of the Sun-Earth line.'' The appropriate modification is to consider the Earth-directed speed of the CME, rather than the sky-plane speed of the CME. It is known that CMEs associated with magnetic clouds originate close to the central meridian, while those associated with noncloud ICMEs generally originate at large angles to the Sun-Earth line [Gopalswamy, 2006; Gopalswamy et al., 2008] . In fact, KMC used data from Manoharan et al. [2004] , who considered only CMEs with solar sources located within ±30°from the Sun center (the central zone). Since the Earthward component is expected to be smaller than the sky-plane speed for CMEs at larger angles to the Sun-Earth line (i.e., outside the central zone), the Sun-Earth travel time will shift to larger values when the correction is applied. The combined effect of the two projection corrections (using space speed and Earthward speed) is that the lowspeed outliers move to the right and the high-speed ones move to the left producing better agreement with the ESA model.
[4] In order to correct for the projection effects, we need to use a cone model. Several CME cone models exist in the literature (see Xie et al. [2006] for details), but here we consider a simple model to illustrate the importance of projection effects. The ultimate aim is to compute the Earthward speed (V E ) from the sky-plane speed (V S ). To do this, we need to input the heliographic coordinates of the CME source location and the angular half width (W) of the CME along with V S into the cone model to get the CME space speed as the output. We then project the space speed along the Sun-Earth line to get V E . The only parameter difficult to obtain is the CME width, which is unknown for halo CMEs and for wide CMEs occurring on the disc. We consider a set of 341 CMEs which originated within 30°f rom the limb as determined from the locations of the associated flares (see Yashiro et al. [2008] for details). Since measurements of these CMEs are not subject to significant projection effects, we assign an average half width (W) to each speed range and take it as the cone half angle: 66°(V S ! 900 km/s), 45°(500 km/s < V S < 900 km/s), and 32°(V S 500 km/s). The three speed ranges roughly correspond to the low-speed, medium-speed, and high-speed CMEs in the list of CMEs used for testing the ESA model (see below).
[5] Table 1 lists the CMEs used by KMC along with their candidate solar source locations. CME date, time, V S , V E , heliographic coordinates of solar sources, deviation (DT S ) of the observed shock travel time (T sh ) from the ESA model when V S is used, deviation (DT E ) when V E is used, and an event group index (1 to 3) are listed in Table 1 . CMEs are divided into three groups depending on the value of DT S : (1) 13 events (events 53 to 65 in Table 1 ) with DT S < À12 h (observed travel time is larger than the ESA model prediction by more than 12 h), (2) 52 events (events 1 to 52 in Table 1 ) with DT S within ±12 h, and (3) 16 events (events 66-81) with DT S > 12 h. These groups can be regarded as low-speed (average $507 km/s), medium-speed (average $816 km/s), and high-speed (average $1289 km/s) groups, with their half widths given above.
[6] Note that we have used only 81 of the 91 events listed by KMC because we think the source locations for 9 events (19 November 1997 , 26 December 1997 , 28 February 1998 , 29 June 1999 , 1 August 1999 , 20 June 2000 , 15 June 2001 , 20 March 2002 , and 29 July 2002 are backsided or behind the limb, so the CME-shocks pairs are likely to be incorrect for these cases. For one event (7 March 1999), the solar source is correct, but the CME could not be measured, so we exclude it from the study. The number of shocks with their travel times deviating by > 12 h from the ESA model curve (jDT S j > 12 h) is thus slightly different (29 out of 81 events versus 36 out of 91 events). We have also updated the source locations and speeds of a few CMEs.
[7] Once projection corrections are applied, the shock travel times change in all the groups. Table 2 summarizes the changes in the number of events outside the ±12 h window and the mean deviation from the ESA model for each CME group. The averages of V E and V S have the following relation: V E > V S for group 2 (690 versus 507 km/s), V E and V S are about the same in group 1 (762 versus 816 km/s), and V E < V S for group 3 (1029 versus 1289 km/s). Projection corrections take T sh outside the ±12 h window in 9 cases (jDT E j > 12 h) in group 2. In group 1, in all but 3 cases T sh moves inside the ±12 h window. In group 3, T sh moves inside the ±12 h window in 8 cases, but the deviations decrease for all but one event. The single exception is event 69 (18 January 2000) for which the deviation increased from 13 h to 23 h. The net result is that jDT E j > 12 h only in 20 cases (compared to the 29 before correction). Thus, the travel times of 61 of the 81 shocks (or 75.3%) agree with the ESA model when projection effects are taken into account. Furthermore, the average deviations also decrease significantly for both the low-speed (from 21.2 h to 10.2 h) and high-speed (from 23.2 h to 13.9 h) groups. For the intermediate-speed group 2, the change is relatively small (increases from 6.3 h to 8.2 h). The overall average deviation (all the groups combined) decreases from 12.1 h (jDT S j) to 9.6 h (jDT E j).
[8] Table 2 shows that most of the events in group 1 are within the central zone except for event 55 and jDT E j becomes 12h after projection correction. Event 55 is from N18W55, which moves from marginally outside to marginally inside the ±12 h window. In group 3, there are 7 events outside the central zone (9 inside). After projection correction, 5 of the 7 moved inside the ±12 h window, while the remaining two are only slightly outside the ±12 h window. For group 2, there are 18 events outside the central zone. Projection corrections resulted in only four of these events moving outside the ±12 h window. Five other events that moved outside the ±12 h window are from inside the central zone.
[9] Figure 1 compares the shock travel times (T sh ) obtained using V S and V E as input to the ESA model. Figure 1a is similar to the plot of KMC, except for the reduced number of events as described above. We see that (1) almost all the low-speed outliers have moved to the right (closer to the model curve) when projection correction is applied, (2) most of the high-speed outliers move to the left (again closer to the model curve), (3) some data points originally within the ±12 h window have moved outside because of the projection corrections, and (4) there are still some high-speed events with T sh outside the ±12 h window.
[10] There is a single outlier in Figure 1b on the lowspeed side corresponding to the shock on 21 April 2001 (event 62 in Table 1 ). The shock was identified with the CME on 19 April 2001. We are confident that there is no competing candidate CME. The CME originated from the northwest quadrant (N32W23) and moves mostly above the northwest limb with V S $ 392 km/s and V E $534 km/s. The observed travel time for the shock is $50 h. With V S = 392 km/s, the ESA model yields T sh $85 h. With V E = 534 km/s, the ESA model yields T sh $79 h. Thus the improvement due to projection correction is marginal for this case and the deviation remains substantial ($29 h). When we examined the SOHO EUV images, we found a coronal hole located immediately to the east of the CME-producing active region. The fast wind from the coronal hole is likely to have kept the CME from decelerating, resulting in a shorter travel time. The outlier on the high-speed side corresponds to the 12 September 2000 event, associated with an extended filament eruption centered on S12W18. The CME was one of the fastest (V S = 1550 km/s), yet it took $64 h for the shock to arrive at L1. When we examined the EUV images, we found that there was an extended coronal hole parallel to the preeruption filament, located between the disk center and the CME source (filament). The coronal hole might have confined the CME to the south, thus allowing only the weak flank of the CME arrive at Earth. Thus the V E is expected to be smaller than the one obtained using the cone model. A speed smaller than the V E listed in Table 1 , would explain the large T sh . These two events demonstrate that conditions in the ambient medium (ahead and behind the CME) may also affect the shock travel time. It may be necessary to look into the source regions of the other outliers in Figure 1b to understand the remaining deviations, but this is beyond the scope of this report.
[11] The 75% success rate obtained after projection correction is substantial, given the simplicity of the ESA model (uses a single input parameter, namely, the CME speed near the Sun). Note that this rate is roughly the same as the result from KMC's linear regression analysis, which gives a shock transit time (in hours) T = 76.86 -0.02V CME (such a relation was also obtained by Gopalswamy et al. [2005a] : T = 84.25 -0.03V CME , which was based on data free from projection effect). For a 2000 km/s CME, Gopalswamy et al.'s [2005a] regression line gives an arrival time of 24.25 h, f Group 1, low-speed events with DT S < À12 h; group 2, medium-speed events with DT S within ±12 h; and group 3, high-speed events with DT S > 12 h. while KMC gives $50% higher value (36.86 h) mainly because of the bias at high speeds caused by projection effects. One of the main problems with the regression lines is that they do not apply to the highest-speed events. Since the ESA model was derived independently (without the data points in KMC) and applies to higher-speed CMEs, it has a better prediction value.
[12] KMC also pointed out that CME mass may play an important role because it figures in the drag coefficient. The ESA model is kinematic and does not include mass explicitly. However, it is worth studying if the travel time depends on CME mass. It must be noted that the mass measurements are not very accurate [Vourlidas et al., 2000] especially for disk events. While the major deviations in travel time can be explained by taking proper account of the projection effects, there is still some scattering in the travel time versus CME speed plot in Figure 1b . We think the main source of scattering is likely from the empirical model used for the acceleration (a, m s
À2
) profile: a = À0.0054 (V CME -406.11), where the initial speed of CMEs (V CME ) is in km/s. This profile assumes that the average solar wind speed is $406 km/s. But the solar wind speed can easily be different from $406 km/s. Uncertainties are thus expected in the acceleration profile when the ambient solar wind speed is substantially different from the above value. One such case was already discussed (19 April 2001 event) . Additional factors include: (1) the acceleration cessation distance used by Gopalswamy et al. [2001] may not apply for very fast CMEs that continue to decelerate beyond 1 AU. This may be the case for the events with large deviations at high speeds in Figure 1b. (2) Possible misidentification of CMEs associated with some ICMEs. If the CME is misidentified, the shock travel time can be substantially different and hence contributes to the scattering. (3) Some solar sources are extended, so there may be uncertainty in the heliographic coordinates used as cone model input.
[13] In summary, the simple ESA model predicts the arrival time of shocks within ±12 h in $75% of cases when projection effects are taken into account; the average error in the travel time of the remaining events is also significantly reduced. We do appreciate that the ESA model is a single-parameter model, so deviations are expected, especially when CMEs propagate into different environments. Figure 1b , we have not changed the symbols, so that the solid and open circles were redistributed owing to projection correction. Note that many open circles moved into the ±12 h band, while some solid circles moved outside. The mean error drops from 12.1 h to 9.6 h after the projection corrections (the error is 9.0 h when the two outliers are excluded).
