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Abstract
The paper develops and studies a very general notion of dichotomy, referred to as “nonuni-
form (h, k, µ, ν)-dichotomy”. The new notion contains as special cases most versions of di-
chotomy existing in the literature. The paper then provides corresponding new versions of
robustness, Hartman-Grobman theorem, and stable manifold theorem for nonautonomous dy-
namical systems in Banach spaces in term of the nonuniform (h, k, µ, ν)-dichotomy.
1 Introduction
The well-known and established notion of dichotomy in the linear analysis of nonautonomous sys-
tems, essentially originated in landmark work of Perron [39], extends the idea of hyperbolicity from
autonomous systems to explicitly time-dependent ones. Dichotomy is of fundamental importance
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and plays a central role in nonautonomous dynamics. It entails a clear and simple structure of the
(extended) phase space, which in turn can be utilized to address important questions regarding,
for instance, robustness, topological conjugacy, and invariant manifolds of nonautnomous dynam-
ical systems (see Table 1 for the a summary of recent progress in the theory and applications of
dichotomies). In the classical words of Coppel [24], “dichotomies, rather than Lyapunov’s charac-
teristic exponents, are the key to questions of asymptotic behavior for nonautonomous differential
equations”. Dichotomies have been the subject of extensive research over (at least) the past three
decades, leading to exciting new results in areas as diverse as skew product flows, nonuniformly
hyperbolic systems, and finite-time dynamics. We refer the reader to the references cited in Table
1 for more details.
Table 1: Type of dichotomies and their applications
Dichotomy Definition Existence Robustnesss Topological
conjugacy
Invariant
manifolds
UED [24, 30, 39] [22, 24, 29,
39, 40, 47, 48]
[22, 28, 32,
34, 41, 43, 44]
[25, 37, 38,
43, 45, 46, 49]
[23, 26, 49]
(h, k)-D [35, 36, 42] [36] [35, 36] [27]
NUED [5] [5] [8] [7] [6]
NUPD [14] [14] [1] [2, 3]
N-(µ, ν)-D [18, 20] [16] [20, 21] [17, 18]
ρ-NUED [9, 10] [9] [10] [11] [12]
Here, UED: Uniform exponential dichotomy (h, k)-D: (h, k) dichotomy
NUED: Nonuniform exponential dichotomy NUPD: Nonuniform polynomial dichotomy
N-(µ, ν)-D: Nonuniform (µ, ν)-dichotomy ρ-NUED:ρ-nonuniform exponential dichotomy
However, dynamical systems exhibit various different kinds of dichotomic behavior and the
existing notions of dichotomic type are too restrictive and can not well relate all those dichotomic
behavior. It is important and of great interest to look for more general hyperbolic behavior
[5, 10, 14, 18, 19, 20, 21, 27, 31, 33, 36].
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In this paper, we introduce a new notion called nonuniform (h, k, µ, ν)-dichotomy, which is a
more general framework and includes as particular cases most versions of uniform and nonuniform
dichotomy usually found in the literature. The new notion’s wide scope is due to the fact that it
allows different growth rates in the stable space and unstable space and in the uniform part and
nonuniform part, and the comparison functions h, k, µ, ν are only assumed to be increasing and
unbounded, but no specific form (e.g. exponential or polynomial) is prescribed for them.
As revealed in Section 3, where the existence of nonuniform (h, k, µ, ν)-dichotomy is charac-
terized in terms of Lyapunov exponents and Lyapunov functions for a linear nonautnonomous
dynamical system in a finite-dimensional space, the notion of nonuniform (h, k, µ, ν)-dichotomy is
not just a routine extension of the extensive notions of uniform or nonuniform dichotomies, but
arises naturally and has a more comprehensive description for the qualitative and stable behavior
of linear nonautonomous dynamical systems.
The principal aim of the present paper, then, is to provide corresponding new versions of
the robustness (Section 4), Hartman-Grobman theorem (Section 5), and stable manifold theorem
(Section 6) for nonautonomous continuous dynamical systems in Banach space. The study reveals
that the new defined dichotomy still allows us to obtain results that generalize the ones in the
literature.
2 Definition of nonuniform (h, k, µ, ν)-dichotomy
Let B(X) be the space of bounded linear operators on a Banach space X. Consider the linear
system
x′ = A(t)x, t ∈ R, (2.1)
where A(t) ∈ B(X). Let T (t, s) be the evolution operator of (2.1) satisfying T (t, s)x(s) =
x(t), t, s ∈ R for any solution x(t) of (2.1). An increasing function u : R → (0,+∞) is said
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to be a growth rate if u(0) = 1, lim
t→∞
u(t) = ∞ and lim
t→−∞
u(t) = 0. In the following, we always
assume that h(t), k(t), µ(t), ν(t) are growth rates.
Definition 2.1. (2.1) is said to admit a nonuniform (h, k, µ, ν)-dichotomy on R if there exists a
projection P (t) such that P (t)T (t, s) = T (t, s)P (s), t, s ∈ R and there exist constants a < 0 ≤ b,
ε ≥ 0 and K > 0 such that
‖T (t, s)P (s)‖ ≤ K
(
h(t)
h(s)
)a
µ(|s|)ε, t ≥ s,
‖T (t, s)Q(s)‖ ≤ K
(
k(s)
k(t)
)−b
ν(|s|)ε, s ≥ t,
(2.2)
where Q(t) = id−P (t) are the complementary projections of P (t).
In Definition 2.1, four different functions or growth rates h, k, µ, ν are chosen to characterize the
stable space and the unstable space and also the uniform part and the nonuniform part. Intuitively,
on the level of generality adopted here, the parameters a, b and ε can be made part of h, k, µ and
ν, at least in the non-trivial case aε < 0 and this would simplify many expressions later on. For
example, when aε < 0, one can replace (2.2) with
‖T (t, s)P (s)‖ ≤ K
(
h¯(t)
h¯(s)
)−1
µ¯(|s|), t ≥ s,
‖T (t, s)Q(s)‖ ≤ K
(
k¯(s)
k¯(t)
)−1
ν¯(|s|), s ≥ t,
where h¯(t), k¯(t), µ¯(t), ν¯(t) are growth rates, or more general functions a(t, s), b(t, s) (see [19], Bento
and Silva consider two general bounded functions on R+). In the present paper, we deliberately
prefer to use (2.2). The reason is that a and b play the role of Lyapunov exponents while ε
measures the nonuniformity of dichotomies and the nonuniform (h, k, µ, ν)-dichotomy can be more
closely connected with Lyapunov exponents, Lyapunov functions, and the theory of nonuniform
hyperbolicity (see Section 3). This also implies that the nonuniform (h, k, µ, ν)-dichotomy exists
widely in the theory of linear nonautonomous dynamical systems.
The nonuniform (h, k, µ, ν)-dichotomy is much more general and extends the existing notions
of uniform and nonuniform dichotomies such as uniform exponential dichotomy (h(t) = k(t) =
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et, ε = 0) [24], (h, h)-dichotomy (h(t) = k(t), ε = 0) [42], (h, k)-dichotomy (ε = 0) [36], nonuniform
exponential dichotomy (h(t) = k(t) = et, µ(t) = ν(t) = e|t|) [5, 50], nonuniform polynomial
dichotomy (h(t) = k(t) = µ(t) = ν(t) = t + 1 for t ∈ R+) [14], nonuniform (µ, ν)-dichotomy
(h(t) = k(t) = µ(t) and µ(t) = ν(t) = ν(t) for t ∈ R+) [20, 18, 16] , ρ-nonuniform exponential
dichotomy (h(t) = k(t) = µ(t) = ν(t) = eρ(t) for t ∈ R+) [10] and so on.
The following contrived example shows the generality of the nonuniform (h, k, µ, ν)-dichotomy.
Example 2.1. Consider the differential equation in R2
z′1 = (−η1hˆ′(t)/hˆ(t) + ζ1(t))z1, z′2 = (η3kˆ′(t)/kˆ(t) + ζ2(t))z2 (2.3)
for t ∈ R, where
ζ1(t) = η2(µˆ
′(t)/µˆ(t))(log µˆ(t) cos(log ˆµ(t))− 1),
ζ2(t) = η2(νˆ
′(t)/νˆ(t))(log νˆ(t) cos(log νˆ(t))− 1),
hˆ, kˆ, µˆ, νˆ are growth rates and η1, η2, η3 are positive constants.
Set P (t)(z1, z2) = z1 and Q(t)(z1, z2) = z2 for t ∈ R. Then we have
T (t, s)P (s) =
(
hˆ(t)/hˆ(s)
)−η1
eη2d1(t), T (t, s)Q(s) =
(
kˆ(t)/kˆ(s)
)η3
eη2d2(t),
where
d1(t) = log µˆ(t)(sin log µˆ(t)− 1) + cos log µˆ(t)− cos log µˆ(s)− log µˆ(s)(sin log µˆ(s)− 1),
d2(t) = log νˆ(t)(sin log νˆ(t)− 1) + cos log νˆ(t)− cos log νˆ(s)− log νˆ(s)(sin log νˆ(s)− 1).
It follows that
‖T (t, s)P (s)‖ ≤ e2η2
(
hˆ(t)/hˆ(s)
)−η1
µˆ(s)2η2 ≤ e2η2
(
hˆ(t)/hˆ(s)
)−η1
µˆ(|s|)2η2 , t ≥ s,
‖T (t, s)Q(s)‖ ≤ e2η2
(
kˆ(s)/kˆ(t)
)−η3
νˆ(s)2η2 ≤ e2η2
(
kˆ(s)/kˆ(t)
)−η3
νˆ(|s|)2η2 , s ≥ t.
This implies that (2.3) admits a nonuniform (h, k, µ, ν)-dichotomy with
K = e2η2 , a = −η1, b = η3 and ε = 2η2.
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Particularly, when hˆ, kˆ, µˆ, νˆ are chosen as different functions, we obtain new nonuniform di-
chotomies different to the existing ones. For example, if hˆ(t) = t + 1, kˆ(t) = et, µˆ(t) = t2 + 1
and νˆ(t) = et
2
for t ∈ R+, then (2.3) admits a dichotomy that can not be covered by any known
dichotomy in the literatures.
3 Existence of nonuniform (h, k, µ, ν)-dichotomy
In this section, in terms of appropriate Lyapunov exponents and Lyapunov functions, some
sufficient criteria are established for linear dynamical systems in a finite-dimensional space to have
a nonuniform (h, k, µ, ν)-dichotomy. Those results show that the notion of nonuniform (h, k, µ, ν)-
dichotomy occurs in a very natural way for linear nonautonomous dynamical systems.
3.1 Lyapunov exponents and nonuniform (h, k, µ, ν)-dichotomy
Assume that A(t) in (2.1) is a continuous n × n matrix function of block form, i.e., A(t) =
diag(W1(t),W2(t)) for t ∈ R+ and Rn = E ⊕ F , where dimE = l and dimF = n − l. For t ≥ 0,
consider
x′1 =W1(t)x1, (3.1)
x′2 =W2(t)x2 (3.2)
and the corresponding adjoint systems
y′1 = −W1(t)∗y1, (3.3)
y′2 = −W2(t)∗y2 (3.4)
where W1(t)
∗ and W2(t)
∗ are the transpose of W1(t) and W2(t), respectively. Define ϕ : E →
[−∞,+∞] and ψ : F → [−∞,+∞] by
ϕ(x01) = lim sup
t→+∞
log ‖x1(t)‖
log h(t)
and ψ(x02) = lim sup
t→+∞
log ‖x2(t)‖
log k(t)
, (3.5)
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where x1(t) is the solution of (3.1) with x1(0) = x
0
1 and x2(t) is the solution of (3.2) with x2(0) = x
0
2
(we assume that log 0 = −∞). Then, one has the following claims
(1) ϕ(0) = −∞ and ψ(0) = −∞;
(2) ϕ(cx01) = ϕ(x
0
1) and ψ(cx
0
2) = ψ(x
0
2) for each x
0
1 ∈ E, x02 ∈ F and c ∈ R \ {0};
(3) for any x′1, x
′′
1 ∈ E and x′2, x′′2 ∈ F ,
ϕ(x′1 + x
′′
1) ≤ max{ϕ(x′1), ϕ(x′′1)}, ψ(x′2 + x′′2) ≤ max{ψ(x′2), ψ(x′′2)};
(4) x11, · · · , xm1 are linearly independent if ϕ(x11), · · · , ϕ(xm1 ) are distinct for x11, · · · , xm1 ∈ E\{0};
x12, · · · , xm
′
2 are linearly independent if ψ(x
1
2), · · · , ψ(xm
′
2 ) are distinct for x
1
2, · · · , xm
′
2 ∈ F \
{0};
(5) ϕ has at most r ≤ l distinct values in E \ {0}, say −∞ ≤ λ1 < · · · < λr ≤ +∞; ψ has at
most r′ ≤ n− l distinct values in F \ {0}, say −∞ ≤ χ1 < · · · < χr′ ≤ +∞.
Therefore, from (1)-(3), it follows that (ϕ,ψ) is the so-called (h, k) Lyapunov exponent with respect
to the linear equation (2.1).
Let y1(t) be the solution of (3.3) with y1(0) = y
0
1 and y2(t) be the solution of (3.4) with
y2(0) = y
0
2. Consider ϕ¯ : E → [−∞,+∞] and ψ¯ : F → [−∞,+∞] defined by
ϕ¯(y01) = lim sup
t→+∞
log ‖y1(t)‖
log h¯(t)
and ψ¯(y02) = lim sup
t→+∞
log ‖y2(t)‖
log k¯(t)
, (3.6)
where h¯(t), k¯(t) are growth rates. Then
(6) (ϕ¯, ψ¯) is the (h¯, k¯) Lyapunov exponent;
(7) ϕ¯ takes at most r¯ ≤ l distinct values in E \ {0}, say −∞ ≤ λ¯r¯ < · · · < λ¯1 ≤ +∞; ψ¯ takes at
most r¯′ ≤ n− l distinct values in F \ {0}, say −∞ ≤ χ¯r¯′ < · · · < χ¯1 ≤ +∞.
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Let ̺1, · · · , ̺n and ζ1, · · · , ζn be two bases of Rn, they are said to be dual if (̺i, ζj) = ωij for
every i, j, where (·, ·) is the standard inner product in Rn and ωij is the Kronecker symbol. In
order to introduce the regularity coefficients of ϕ, ϕ¯ and ψ, ψ¯, λi, λ¯i, χi, χ¯i are assumed to be finite.
Definition 3.1. The regularity coefficients of ϕ and ϕ¯ is defined by
γ(ϕ, ϕ¯) = minmax{ϕ(δi) + ϕ¯(δ¯i) : 1 ≤ i ≤ l},
where the minimum is taken over all dual bases δ1, · · · , δl and δ¯1, · · · , δ¯l of E.
Definition 3.2. The regularity coefficients of ψ and ψ¯ is defined by
γ¯(ψ, ψ¯) = minmax{ψ(ǫi) + ψ¯(ǫ¯i) : 1 ≤ i ≤ n− l},
where the minimum is taken over all dual bases ǫ1, · · · , ǫn−l and ǫ¯1, · · · , ǫ¯n−l of F .
Theorem 3.3. Assume that ϕ(x1) < 0 for any x1 ∈ E \ {0} and ψ(x2) > 0 for any x2 ∈ F \ {0}
with λr < 0 < χ1. Then for any sufficiently small ε˜ > 0, (2.1) with A(t) as in (??) admits a
nonuniform (h, k, µ, ν)-dichotomy on R+ with
a = λr + ε˜, b = χ1 + ε˜, ε = max{γ(ϕ, ϕ¯), γ¯(ψ, ψ¯)}+ ε˜, µ(t) = h(t)h¯(t), ν(t) = k(t)k¯(t).
Proof. Let X1(t) be a fundamental solution matrix of (3.1). It is not difficult to show that Y1(t) =
(X1(t)
∗)−1 is a fundamental solution matrix of (3.3). Let mj = ϕ(x
j
1(0)) and nj = ϕ¯(y
j
1(0)) for
j = 1, · · · , l, where x11(t), · · · , xl1(t) are the columns of X1(t) and y11(t), · · · , yl1(t) are the columns
of Y1(t). For any ε˜ > 0 and t¯ > 0, it follows from (3.5) and (3.6) that there exists a constant K¯
1
1
such that ‖xj1(t)‖ ≤ K¯11h(t)mj+ε˜ and ‖yj1(t)‖ ≤ K¯11 h¯(t)nj+ε˜ for t ≥ t¯ and j = 1, · · · , l. On the other
hand, there exists a sufficiently large K¯21 such that ‖xj1(t)‖ ≤ K¯21h(t)mj+ε˜ and ‖yj1(t)‖ ≤ K¯21 h¯(t)nj+ε˜
for any t ∈ [0, t¯] and j = 1, · · · , l. Let K¯1 = max{K¯11 , K¯21}, then
‖xj1(t)‖ ≤ K¯1h(t)mj+ε˜, ‖yj1(t)‖ ≤ K¯1h¯(t)nj+ε˜, t ≥ 0, j = 1, · · · , l. (3.7)
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Note that Y1(t)
∗X1(t) = id, then (x
i
1(t), y
j
1(t)) = ωij for i, j = 1, · · · , l. It is clear that, if the
matrix X1(t) is appropriately select, then
γ(ϕ, ϕ¯) = max{mj + nj : j = 1, · · · , l}.
Let U(t, s) := X1(t)X
−1
1 (s) for t ≥ s, then U(t, s) = X1(t)Y1(s)∗ and the entries of U(t, s) are
uik(t, s) =
l∑
j=1
xij1 (t)y
kj
1 (s). It follows from (3.7) that
|uik(t, s)| ≤
l∑
j=1
|xij1 (t)||ykj1 (s)| ≤
l∑
j=1
‖xj1(t)‖‖yj1(s)‖
≤
l∑
j=1
K¯21h(t)
mj+ε˜h¯(s)nj+ε˜
≤
l∑
j=1
K¯21 (h(t)/h(s))
mj+ε˜h(s)mj+ε˜h¯(s)nj+ε˜
≤ K¯21 l(h(t)/h(s))λr+ε˜(h(s)h¯(s))γ(ϕ,ϕ¯)+ε˜.
Let ξ =
l∑
k=1
lkek with ‖ξ‖2 =
l∑
k=1
l2k = 1, where e1, · · · , el are the standard orthogonal basis of E.
Therefore,
‖U(t, s)ξ‖2 =
∥∥∥∥∥
l∑
i=1
l∑
k=1
lkuik(t, s)ei
∥∥∥∥∥
2
≤
l∑
i=1
(
l∑
k=1
l2k
l∑
k=1
uik(t, s)
2
)
≤
l∑
i=1
l∑
k=1
uik(t, s)
2,
which implies that
‖U(t, s)‖ ≤
(
l∑
i=1
l∑
k=1
uik(t, s)
2
)1/2
≤ K¯21 l2(h(t)/h(s))λr+ε˜(h(s)h¯(s))γ(ϕ,ϕ¯)+ε˜
≤ K¯21 l2(h(t)/h(s))aµ(s)ε.
Let X2(t) be a fundamental solution matrix of (3.2), then Y2(t) = (X2(t)
∗)−1 is a funda-
mental solution matrix of (3.4). Let m¯j = ψ(x
j
2(0)) and n¯j = ψ¯(y
j
2(0)) for j = 1, · · · , n − l,
where x12(t), · · · , xn−l2 (t) are the columns of X2(t) and y12(t), · · · , yn−l2 (t) are the columns of Y2(t).
Proceeding similarly to the above, there exists a positive constant K¯2 such that
‖xj2(t)‖ ≤ K¯2k(t)m¯j+ε˜ and ‖yj2(t)‖ ≤ K¯2k¯(t)n¯j+ε˜, t ≥ 0, j = 1, · · · , n− l. (3.8)
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Moreover, (xi2(t), y
j
2(t)) = ωij for i, j = 1, · · · , n − l since Y2(t)∗X2(t) = id and X2(t) can be
appropriately selected such that
γ¯(ψ, ψ¯) = max{m¯j + n¯j : j = 1, · · · , n − l}.
Let V (t, s) = X2(t)X
−1
2 (s) for 0 ≤ t ≤ s. Then V (t, s) = X2(t)Y2(s)∗ and the entries of V (t, s) are
vik(t, s) =
n−l∑
j=1
xij2 (t)y
kj
2 (s). By (3.8), one has
|vik(t, s)| ≤
n−l∑
j=1
|xij2 (t)||ykj2 (s)| ≤
n−l∑
j=1
‖xj2(t)‖‖yj2(s)‖
≤
n−l∑
j=1
K¯22k(t)
m¯j+ε˜k¯(s)n¯j+ε˜
≤
n−l∑
j=1
K¯22 (k(s)/k(t))
−(m¯j+ε˜)k(s)m¯j+ε˜k¯(s)n¯j+ε˜
≤ K¯22 (n − l)(k(s)/k(t))−(χ1+ε˜)(k(s)k¯(s))γ¯(ψ,ψ¯)+ε˜
and
‖V (t, s)ξ¯‖2 =
∥∥∥∥∥
n−l∑
i=1
n−l∑
k=1
l¯kvik(t, s)e¯i
∥∥∥∥∥
2
≤
n−l∑
i=1
(
n−l∑
k=1
l¯2k
n−l∑
k=1
vik(t, s)
2
)
≤
n−l∑
i=1
n−l∑
k=1
vik(t, s)
2,
where ξ¯ =
n−l∑
k=1
l¯ke¯k and
n−l∑
k=1
l¯2k = 1 with e¯1, · · · , e¯n−l being the standard orthogonal basis of F .
Therefore,
‖V (t, s)‖ ≤
(
n−l∑
i=1
n−l∑
k=1
vik(t, s)
2
)1/2
≤ K¯22 (n− l)2(k(s)/k(t))−(χ1+ε˜)(k(s)k¯(s))γ¯(ψ,ψ¯)+ε˜
≤ K¯22 (n− l)2(k(s)/k(t))−bν(s)ε.
The proof is complete.
Intuitively, it seems very restrictive that A(t) is assumed to be of block form and λi, λ¯i, χi, χ¯i
are assumed to be finite. In fact, from the view point of Lyapunov’s theory of regularity and
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ergodic theory, those assumptions are natural, typical and quite reasonable. For example, by the
Oseledets-Pesin reduction theorem (see Theorem 3.5.5 in [4]), there exists a coordinate change
(maintaining the values of the Lyapunov exponents) transforming the matrix A(t) into a block
form for µ-almost every x with respect to a time-independent decomposition. We refer the reader
to [4] for a more detailed exposition.
Although the discussion is carried out for the relatively special case, in fact, one can confirm the
existence of nonuniform (h, k, µ.ν)-dichotomy for more general dynamical systems. For example,
consider the linear systems
x′ = A˜(t)x, t ∈ R+ (3.9)
and
y′ = B˜(t)y =
B˜1(t) 0
0 B˜2(t)
 y, t ∈ R+, (3.10)
where A˜(t), B˜(t) are continuous n×n matrix functions, B˜1(t) and B˜2(t) are matrices of lower order
than B˜(t). (3.9) is said to be reducible if there exist a continuously differentiable invertible matrix
S(t) and a constant M˜ > 0 such that
S′ = A˜(t)S − SB˜(t), ‖S(t)‖ ≤ M˜, ‖S−1(t)‖ ≤ M˜, t ∈ R+.
Direct calculation shows that, if y(t) is a solution of (3.10), then x(t) = S(t)y(t) is a solution of
(3.9). Therefore, if (3.9) is reducible and (3.10) admits a nonuniform (h, k, µ.ν)-dichotomy, then
(3.9) also admits a nonuniform (h, k, µ.ν)-dichotomy.
3.2 Lyapunov functions and nonuniform (h, k, µ, ν)-dichotomy
Consider the function
H(t, x) = 〈S(t)x, x〉, t ∈ R, x ∈ Rn, (3.11)
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where S(t) is a given n× n matrix function and
H˙(t, x) =
d
dh
H(t+ h, T (t+ h, t)x)|h=0. (3.12)
For fixed τ ∈ R, set
Esτ := {0} ∪ {x ∈ Rn : H(t, T (t, τ)x) > 0, t ≥ τ},
Euτ := {0} ∪ {x ∈ Rn : H(t, T (t, τ)x) < 0, t ≥ τ}.
(3.13)
Similar to Lemma 5 in [15], it is not difficult to show that Esτ and E
u
τ are both subspaces and
Esτ ⊕ Euτ = Rn for τ ∈ R. Let U(t, τ) = T (t, τ)|Esτ and V (t, τ) = T (t, τ)|Euτ for t ≥ τ . Then, one
has
U(t, τ)(Esτ ) = E
s
t and V (t, τ)(E
u
τ ) = E
u
t . (3.14)
Lemma 3.1 ([16]). Given continuous functions w, f : [τ, t] → R+ and ηˆ > 0, if w(x) − w(τ) ≥
ηˆ
∫ x
τ w(z)f(z)dz for x ∈ [τ, t], then w(x) ≥ w(τ) exp(ηˆ
∫ x
τ f(z)dz) for x ∈ [τ, t].
Theorem 3.4. Assume that
(i) there exists a symmetric invertible n× n matrices S ∈ C1(R,Rn×n) such that
lim sup
t→±∞
log ‖S(t)‖
log(µ(|t|)ε + ν(|t|)ε) <∞ (3.15)
and
S′(t) + S(t)A(t) +A(t)∗S(t) ≤ − id, t ∈ R; (3.16)
(ii) for a given τ ∈ R, there exist constants ηˆi > 0, i = 1, 2 such that
x ∈ Esτ , H˙(t, U(t, τ)x) ≤ −ηˆ1(h′(t)/h(t))|H(t, U(t, τ)x)|, (3.17)
x ∈ Euτ , H˙(t, V (t, τ)x) ≤ −ηˆ2(k′(t)/k(t))|H(t, V (t, τ)x)|; (3.18)
(iii) there exist constants dˆ > 0, kˆi, lˆi ≥ 0, i = 1, 2 such that
‖U(t, τ)‖ ≤ lˆ1µ(t)kˆ1 , |t− τ | ≤ dˆ (3.19)
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and
‖V (t, τ)‖ ≤ lˆ2ν(t)kˆ2 , |t− τ | ≤ dˆ; (3.20)
(iv) h(t)/h(τ) ≥ µ(t)/µ(τ) for t ≥ τ when ηˆ1 > 2kˆ1.
Then (2.1) has a nonuniform (h, k, µ, ν)-dichotomy on R.
Proof. First, we show that, for τ ∈ R and t ≥ τ ,
|H(τ, x)| ≥ dˆ
lˆ21
µ(τ)−2kˆ1‖x‖2, x ∈ Esτ ; |H(τ, x)| ≥
dˆ
lˆ22
ν(τ)−2kˆ2‖x‖2, x ∈ Euτ , (3.21)
and
H(t, U(t, τ)x) ≤
(
h(t)
h(τ)
)−ηˆ1
H(τ, x), x ∈ Esτ ,
|H(t, V (t, τ)x)| ≥
(
k(t)
k(τ)
)ηˆ2
|H(τ, x)|, x ∈ Euτ .
(3.22)
In fact, let x(t) = U(t, τ)x for x ∈ Esτ . By (3.11) and (3.16), one has
d
dt
H(t, x(t)) = 〈S′(t)x(t), x(t)〉 + 〈S(t)x′(t), x(t)〉 + 〈S(t)x(t), x′(t)〉
= 〈(S′(t) + S(t)A(t) +A(t)∗S(t))x(t), x(t)〉 ≤ −‖x(t)‖2.
(3.23)
It follows from H(τ + dˆ, x(τ + dˆ)) ≥ 0, x ∈ Esτ , (3.19) and (3.23) that
H(τ, x) ≥ H(τ, x)−H(τ + dˆ, x(τ + dˆ))
= −
∫ τ+dˆ
τ
d
dr
H(r, x(r))dr ≥
∫ τ+dˆ
τ
‖x(r)‖2dr
=
∫ τ+dˆ
τ
‖U(r, τ)x‖2dr ≥ ‖x‖2
∫ τ+dˆ
τ
dr
‖U(τ, r)‖2
≥ ‖x‖2
∫ τ+dˆ
τ
1
lˆ21
µ(τ)−2kˆ1dr =
dˆ
lˆ21
µ(τ)−2kˆ1‖x‖2.
That is, (3.21) is valid.
For x ∈ Esτ , define θ : [τ, t]→ R+ by θ(s) = H(t+ τ − s, U(t+ τ − s, τ)x). (3.17) together with
Lemma 3.1 gives
θ(τ)− θ(t) = H(t, U(t, τ)x) −H(τ, x) =
∫ t
τ
H˙(v, U(v, τ)x)dv ≤ −ηˆ1
∫ t
τ
h′(v)
h(v)
H(v, U(v, τ)x)dv
= −ηˆ1
∫ t
τ
h′(v)
h(v)
θ(t+ τ − v)dv = −ηˆ1
∫ t
τ
h′(t+ τ − s)
h(t+ τ − s) θ(s)ds,
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which means
θ(t)− θ(τ) ≥ ηˆ1
∫ t
τ
h′(t+ τ − s)
h(t+ τ − s) θ(s)ds
and
θ(t) ≥ θ(τ)(h(t)/h(τ))ηˆ1 .
Then the first inequality of (3.22) holds.
For x ∈ Euτ , note that H(τ − dˆ, x(τ − dˆ)) ≤ 0, by (3.20) and (3.23), one has
|H(τ, x)| ≥ |H(τ, x)| − |H(τ − dˆ, x(τ − dˆ))| = H(τ − dˆ, x(τ − dˆ))−H(τ, x)
= −
∫ τ
τ−dˆ
d
dr
H(r, x(r))dr ≥
∫ τ
τ−dˆ
‖x(r)‖2dr =
∫ τ
τ−dˆ
‖V (r, τ)x‖2dr
≥ ‖x‖2
∫ τ
τ−dˆ
dr
‖V (τ, r)‖2 dr ≥
dˆ
lˆ22
ν(τ)−2kˆ2‖x‖2.
For a given τ ∈ R and any x ∈ Euτ , it follows from (3.18) that
|H(t, V (t, τ))x| − |H(τ, x)| = H(τ, V (τ, τ)x)−H(t, V (t, τ)x)
= −
∫ t
τ
H˙(v, V (v, τ)x)dv ≥ ηˆ2
∫ t
τ
k′(v)
k(v)
|H(v, V (v, τ)x)| dv, t ≥ τ.
By Lemma 3.1, the second inequality of (3.22) holds.
By (3.15), direct calculation shows that there exist constants aˆ, bˆ such that
‖S(t)‖ ≤ aˆ(µ(|t|)ε + ν(|t|)ε)bˆ, t ∈ R. (3.24)
Next we establish the norm bounds of the evolution operators U(t, τ) and V (t, τ), that is, for
τ ∈ R and t ≥ τ .
‖U(t, τ)‖2 ≤ aˆlˆ
2
1
dˆ
(
h(t)
h(τ)
)−ηˆ1+2kˆ1
(µ(|τ |)ε + ν(|τ |)ε)bˆµ(τ)2kˆ1 , x ∈ Esτ ,
‖V (t, τ)−1‖2 ≤ aˆlˆ
2
2
dˆ
(
k(t)
k(τ)
)−ηˆ2
(µ(|t|)ε + ν(|t|)ε)bˆν(t)2kˆ2 , x ∈ Euτ .
(3.25)
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For any x ∈ Esτ and t ≥ τ , it follows from (3.21), (3.22),(3.14) and condition (iv) that
‖U(t, τ)x‖2 ≤ lˆ
2
1
dˆ
µ(t)2kˆ1 |H(t, U(t, τ)x)| ≤ lˆ
2
1
dˆ
(
h(t)
h(τ)
)−ηˆ1
µ(t)2kˆ1H(τ, x)
≤ lˆ
2
1
dˆ
(
h(t)
h(τ)
)−ηˆ1
µ(t)2kˆ1‖S(τ)‖‖x‖2
≤ aˆlˆ
2
1
dˆ
(
h(t)
h(τ)
)−ηˆ1
µ(t)2kˆ1(µ(|τ |)ε + ν(|τ |)ε)bˆ‖x‖2
=
aˆlˆ21
dˆ
(
h(t)
h(τ)
)−ηˆ1 ( µ(t)
µ(τ)
)2kˆ1
(µ(|τ |)ε + ν(|τ |)ε)bˆµ(τ)2kˆ1‖x‖2
≤ aˆlˆ
2
1
dˆ
(
h(t)
h(τ)
)−ηˆ1+2kˆ1
(µ(|τ |)ε + ν(|τ |)ε)bˆµ(τ)2kˆ1‖x‖2,
which implies that the first inequality of (3.25) holds.
For any x ∈ Euτ , by (3.24) and (3.14), one has
|H(t, V (t, τ)x)| ≤ aˆ(µ(|t|)ε + ν(|t|)ε)bˆ‖V (t, τ)x‖2.
Then
‖V (t, τ)x‖2 ≥ 1
aˆ
(µ(|t|)ε + ν(|t|)ε)−bˆ
(
k(t)
k(τ)
)ηˆ2 dˆ
lˆ22
ν(τ)−2kˆ2‖x‖2
≥ dˆ
aˆlˆ22
ν(t)−2kˆ2(µ(|t|)ε + ν(|t|)ε)−bˆ
(
k(t)
k(τ)
)ηˆ2 ( ν(t)
ν(τ)
)2kˆ2
‖x‖2
≥ dˆ
aˆlˆ22
ν(t)−2kˆ2(µ(|t|)ε + ν(|t|)ε)−bˆ
(
k(t)
k(τ)
)ηˆ2
‖x‖2,
that is, the second inequality of (3.25) holds.
Let P (t) : Rn → Est , Q(t) : Rn → Eut , t ∈ R be the projections. Then
‖T (t, τ)P (τ)‖ ≤ ‖T (t, τ)|Etτ ‖‖P (τ)‖ = ‖U(t, τ)|‖‖P (τ)‖, t ≥ τ,
‖T (t, τ)Q(τ)‖ ≤ ‖T (t, τ)|Etτ ‖‖Q(τ)‖ = ‖V (t, τ)|‖‖Q(τ)‖, t ≤ τ.
(3.26)
For any z ∈ Rn, we have z = P (t)z +Q(t)z, P (t)z ∈ Est and Q(t)z ∈ Eut . By (3.21), one has
−H(t, P (t)z) + dˆ
lˆ21
µ(t)−2kˆ1‖P (t)z‖2 +H(t,Q(t)z) + dˆ
lˆ22
ν(t)−2kˆ2‖Q(t)z‖2 ≤ 0.
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Note that
dˆ
lˆ21
µ(t)−2kˆ1‖P (t)z − lˆ
2
1
2dˆ
µ(t)2kˆ1S(t)z‖2 + dˆ
lˆ22
ν(t)−2kˆ2‖Q(t)z + lˆ
2
2
2dˆ
ν(t)2kˆ2S(t)z‖2
=
dˆ
lˆ21
µ(t)−2kˆ1‖P (t)z‖2 + dˆ
lˆ22
ν(t)−2kˆ2‖Q(t)z‖2 −H(t, P (t)z) +H(t,Q(t)z)
+
lˆ21
4dˆ
µ(t)2kˆ1‖S(t)z‖2 + lˆ
2
2
4dˆ
ν(t)2kˆ2‖S(t)z‖2
≤ lˆ
2
1
4dˆ
µ(t)2kˆ1‖S(t)z‖2 + lˆ
2
2
4dˆ
ν(t)2kˆ2‖S(t)z‖2.
In order to complete the proof, one only needs to prove norm estimation of P (t) and Q(t). The
discussion is divided into two cases.
Case 1. If (dˆ/lˆ21)µ(t)
−2kˆ1 ≤ dˆ/(lˆ22)ν(t)−2kˆ2 , then
‖P (t)z − lˆ
2
1
2dˆ
µ(t)2kˆ1S(t)z‖2 + ‖Q(t)z + lˆ
2
2
2dˆ
ν(t)2kˆ2S(t)z‖2 ≤ lˆ
4
1
2dˆ2
µ(t)4kˆ1‖S(t)z‖2.
Whence,
‖P (t)z‖ = ‖P (t)z − lˆ
2
1
2dˆ
µ(t)2kˆ1S(t)z +
lˆ21
2dˆ
µ(t)2kˆ1S(t)z‖
≤ ‖P (t)z − lˆ
2
1
2dˆ
µ(t)2kˆ1S(t)z‖+ lˆ
2
1
2dˆ
µ(t)2kˆ1‖S(t)z‖
≤
√
2lˆ21
2dˆ
µ(t)2kˆ1‖S(t)z‖ + lˆ
2
1
2dˆ
µ(t)2kˆ1‖S(t)z‖
=
(
√
2 + 1)lˆ21
2dˆ
µ(t)2kˆ1‖S(t)z‖.
and
‖Q(t)z‖ = ‖Q(t)z + lˆ
2
2
2dˆ
ν(t)2kˆ2S(t)z − lˆ
2
2
2dˆ
ν(t)2kˆ2S(t)z‖
≤ ‖Q(t)z + lˆ
2
2
2dˆ
ν(t)2kˆ2S(t)z‖+ lˆ
2
2
2dˆ
ν(t)2kˆ2‖S(t)z‖
≤
√
2lˆ21
2dˆ
µ(t)2kˆ1‖S(t)z‖ + lˆ
2
1
2dˆ
µ(t)2kˆ1‖S(t)z‖
=
(
√
2 + 1)lˆ21
2dˆ
µ(t)2kˆ1‖S(t)z‖.
Case 2. If (dˆ/lˆ21)µ(t)
−2kˆ1 > dˆ/(lˆ22)ν(t)
−2kˆ2 , then
‖P (t)z − lˆ
2
1
2dˆ
µ(t)2kˆ1S(t)z‖2 + ‖Q(t)z + lˆ
2
2
2dˆ
ν(t)2kˆ2S(t)z‖2 ≤ lˆ
4
2
2dˆ2
ν(t)4kˆ2‖S(t)z‖2.
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Similarly, one has
‖P (t)z‖ ≤ (
√
2 + 1)lˆ22
2dˆ
ν(t)2kˆ2‖S(t)z‖, ‖Q(t)z‖ ≤ (
√
2 + 1)lˆ22
2dˆ
ν(t)2kˆ2‖S(t)z‖.
Then
‖P (t)‖ ≤ max
{
(
√
2 + 1)lˆ21
2dˆ
µ(t)2kˆ1 ,
(
√
2 + 1)lˆ22
2dˆ
ν(t)2kˆ2
}
‖S(t)‖,
‖Q(t)‖ ≤ max
{
(
√
2 + 1)lˆ21
2dˆ
µ(t)2kˆ1 ,
(
√
2 + 1)lˆ22
2dˆ
ν(t)2kˆ2
}
‖S(t)‖.
(3.27)
It follows from (3.24), (3.25), (3.26) and (3.27) that Theorem 3.4 is valid.
In order to further characterize the nonuniform (h, k, µ, ν)-dichotomy, we establish a necessary
condition for the existence of nonuniform (h, k, µ, ν)-dichotomies for the linear system (2.1).
Theorem 3.5. If (2.1) admits a nonuniform (h, k, µ, ν)-dichotomy (2.2) on R with h, k ∈ C1(R,R+),
then there exists a symmetric invertible matrix function S ∈ C1(R,Rn×n) such that
lim sup
t→±∞
log ‖S(t)‖
log(µ(|t|)ε + ν(|t|)ε) <∞ (3.28)
and
S′(t) + S(t)A(t) +A(t)∗S(t) ≤ −
(
P (t)∗P (t)
h′(t)
h(t)
+Q(t)∗Q(t)
k′(t)
k(t)
)
, t ∈ R. (3.29)
Moreover, there exist constants k¯1 and k¯2 such that
H˙(t, T (t, τ)x) ≤ −k¯1(h′(t)/h(t))|H(t, T (t, τ)x)|, x ∈ F sτ ,
H˙(t, T (t, τ)x) ≤ −k¯2(k′(t)/k(t))|H(t, T (t, τ)x)|, x ∈ F uτ
(3.30)
for given τ ∈ R, where F sτ = P (τ)(Rn), F uτ = Q(τ)(Rn) and H(t, x) is as in (3.11).
Proof. For some positive constant 0 < d¯ < min{−a, b}, set
S(t) =
∫ ∞
t
T (v, t)∗P (v)∗P (v)T (v, t)
(
h(v)
h(t)
)−2(a+d¯)) h′(v)
h(v)
dv
−
∫ t
−∞
T (v, t)∗Q(v)∗Q(v)T (v, t)
(
k(t)
k(v)
)2(b−d¯) k′(v)
k(v)
dv.
(3.31)
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It is clear that S(t) is symmetric for each t ∈ R. Note that ∂T (τ, t)/∂t = −T (τ, t)A(t) and
∂T (τ, t)∗/∂t = −A(t)∗T (τ, t)∗, then S(t) is continuously differentiable. From (3.11), it follows that
H(t, x) =
∫ ∞
t
‖T (v, t)P (t)x‖2
(
h(v)
h(t)
)−2(a+d¯) h′(v)
h(v)
dv
−
∫ t
−∞
‖T (v, t)Q(t)x‖2
(
k(t)
k(v)
)2(b−d¯) k′(v)
k(v)
dv, x ∈ Rn.
(3.32)
If (2.1) admits a nonuniform (h, k, µ, ν)-dichotomy, then Rn = F st ⊕F ut , where F st = P (t)(Rn) and
F ut = Q(t)(R
n). Note that 〈S(t)x, x〉 = H(t, x) > 0 for x ∈ F st \ {0} and 〈S(t)x, x〉 = H(t, x) < 0
for x ∈ F ut \ {0}, then S(t)|F st and S(t)|Fut are both invertible. This implies that S(t) is invertible
for each t ∈ R.
By (2.2), one has
L1 =:
∫ ∞
t
‖T (v, t)P (t)‖2
(
h(v)
h(t)
)−2(a+d¯) h′(v)
h(v)
dv
≤ K2
∫ ∞
t
(
h(v)
h(t)
)2a
µ(|t|)2ε
(
h(v)
h(t)
)−2(a+d¯) h′(v)
h(v)
dv ≤ (K2/2d¯)µ(|t|)2ε
and
L2 =:
∫ t
−∞
‖T (v, t)Q(t)‖2
(
k(t)
k(v)
)2(b−d¯) k′(v)
k(v)
dv
≤ K2
∫ t
−∞
(
k(t)
k(v)
)−2b
v(|t|)2ε
(
k(t)
k(v)
)2(b−d¯) k′(v)
k(v)
dv ≤ (K2/2d¯)ν(|t|)2ε.
Then
‖S(t)‖ = sup
x 6=0
|H(t, x)|
‖x‖2 ≤ supx 6=0
‖S(t)x‖‖x‖
‖x‖2 ≤ L1 + L2 ≤ (K
2/2d¯)(µ(|t|)2ε + ν(|t|)2ε), (3.33)
which implies that
lim sup
t→±∞
log ‖S(t)‖
log(µ(|t|)ε + ν(|t|)ε) ≤ lim supt→±∞
log(K2/2d¯)(µ(|t|)2ε + ν(|t|)2ε)
log(µ(|t|)ε + ν(|t|)ε)
≤ lim sup
t→±∞
log(K2/2d¯)
log(µ(|t|)ε + ν(|t|)ε) + 2 < +∞.
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Direct calculation leads to
S′(t) =− P (t)∗P (t)h
′(t)
h(t)
−Q(t)∗Q(t)k
′(t)
k(t)
−A(t)∗S(t)− S(t)A(t)
+ 2(a+ d¯)
h′(t)
h(t)
∫ ∞
t
T (v, t)∗P (v)∗P (v)T (v, t)
(
h(v)
h(t)
)−2(a+d¯) h′(v)
h(v)
dv
− 2(b− d¯)k
′(t)
k(t)
∫ t
−∞
T (v, t)∗Q(v)∗Q(v)T (v, t)
(
k(t)
k(v)
)2(b−d¯) k′(v)
k(v)
dv.
(3.34)
Thus, (3.29) holds since d¯ < min{−a, b}.
For each given τ ∈ R and any x ∈ Rn, by (3.34) and h′(t), k′(t) ≥ 0, we have
dH(t, T (t, τ)x)
dt
= 〈S′(t)T (t, τ)x, T (t, τ)x〉 + 〈S(t)∂T (t, τ)
∂t
x, T (t, τ)x〉 + 〈S(t)T (t, τ)x, ∂T (t, τ)
∂t
x〉
= 〈(S′(t) + S(t)A(t) +A(t)∗S(t))T (t, τ)x, T (t, τ)x〉
≤ −
〈(
P (t)∗P (t)
h′(t)
h(t)
+Q(t)∗Q(t)
k′(t)
k(t)
)
T (t, τ)x, T (t, τ)x
〉
+ 2(a+ d¯)
h′(t)
h(t)
∫ ∞
t
‖T (v, t)P (t)T (t, τ)x‖2
(
h(v)
h(t)
)−2(a+d¯) h′(v)
h(v)
dv
− 2(b− d¯)k
′(t)
k(t)
∫ t
−∞
‖T (v, t)Q(t)T (t, τ)x‖2
(
k(t)
k(v)
)2(b−d¯) k′(v)
k(v)
dv
≤ 2(a+ d¯)h
′(t)
h(t)
∫ ∞
t
‖T (v, τ)P (τ)x‖2
(
h(v)
h(t)
)−2(a+d¯) h′(v)
h(v)
dv
− 2(b− d¯)k
′(t)
k(t)
∫ t
−∞
‖T (v, τ)Q(τ)x‖2
(
k(t)
k(v)
)2(b−d¯) k′(v)
k(v)
dv.
Moreover, by (3.32), one has
dH(t, T (t, τ)x)
dt
≤ 2(a+ d¯)h
′(t)
h(t)
∫ ∞
t
‖T (v, τ)P (τ)x‖2
(
h(v)
h(t)
)−2(a+d¯) h′(v)
h(v)
dv
= 2(a+ d¯)
h′(t)
h(t)
|H(t, T (t, τ)x)|, x ∈ F sτ
dH(t, T (t, τ)x)
dt
≤ −2(b− d¯)k
′(t)
k(t)
∫ t
−∞
‖T (v, τ)Q(τ)x‖2
(
k(t)
k(v)
)2(b−d¯) k′(v)
k(v)
dv
= −2(b− d¯)k
′(t)
k(t)
|H(t, T (t, τ)x)|, x ∈ F uτ .
Therefore, (3.30) holds with k¯1 = −2(a+ d¯) and k¯2 = 2(b− d¯).
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Corollary 3.1. If (iii) and (iv) in Theorem 3.4 hold and
P (t)∗P (t)
h′(t)
h(t)
+Q(t)∗Q(t)
k′(t)
k(t)
≥ id,
then (2.1) admits a nonuniform (h, k, µ, ν)-dichotomy as in (2.2) on R if and only if (i) and (ii)
in Theorem 3.4 hold.
4 Robustness of nonuniform (h, k, µ, ν)-dichotomy
This section focuses on the robustness or roughness of nonuniform (h, k, µ, ν)-dichotomy, which
is one of the most important properties of dichotomy. The principal aim is to show that the
nonuniform (h, k, µ, ν)-dichotomy persists under sufficiently small linear perturbations of the orig-
inal dynamics.
We first establish the robustness of nonuniform (h, k, µ, ν)-dichotomy in a finite- dimensional
space by using Lyapunov functions. Consider the linear perturbed system
x′ = (A(t) +B(t))x, (4.1)
where A,B ∈ C(R,Rn×n). Let T̂ (t, τ) be the evolution operator associated to (4.1) and
Êsτ := {0} ∪ {x ∈ Rn : H(t, T̂ (t, τ)x) > 0, t ≥ τ},
Êuτ := {0} ∪ {x ∈ Rn : H(t, T̂ (t, τ)x) < 0, t ≥ τ}
(4.2)
for each given τ ∈ R. It is not difficult to show that Êsτ and Êuτ are both subspaces and Êsτ⊕Êuτ = Rn
for τ ∈ R.
Theorem 4.1. Assume that (2.1) admits a nonuniform (h, k, µ, ν)-dichotomy as in (2.2) on R
and there exist positive constants lˆ, δˆ and dˆ such that
‖T (t, τ)‖ ≤ lˆmin{µ(t)2ε, ν(t)2ε}, |t− τ | ≤ dˆ, (4.3)
‖B(t)‖ ≤ δˆ(µ(|t|) + ν(|t|))−2ε. (4.4)
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Moreover, if (iv) in Theorem 3.4 holds and
P ∗(t)P (t)(h′(t)/h(t)) +Q∗(t)Q(t)(k′(t)/k(t)) − (δˆK2/d¯) id ≥ id, (4.5)
for a positive constant d¯ < min{−a, b}, then (4.1) also admits a nonuniform (h, k, µ, ν)-dichotomy
on R.
Proof. We first claim that condition (iii) in Theorem 3.4 holds. In fact, by the variation of constant
method, one has
T̂ (t, τ) = T (t, τ) +
∫ t
τ
T (t, r)B(r)T̂ (r, τ)dr
for each t, τ ∈ R and |t− τ | ≤ d¯. Then
Û(t, τ) = T̂ (t, τ)|Êsτ = T (t, τ)|Êsτ +
∫ t
τ
T (t, r)B(r)T̂ (r, τ)|Êsτ dr
= T (t, τ)|Êsτ +
∫ t
τ
T (t, r)B(r)Û(r, τ)dr.
By (4.3) and (4.4), we have
‖Û(t, τ)‖ ≤ lˆµ(t)2ε + lˆδˆµ(t)2ε
∫ t
τ
(µ(|r|) + ν(|r|))−2ε‖Û(r, τ)‖dr
≤ lˆµ(t)2ε + lˆδˆµ(t)2ε
∫ t
τ
µ(r)−2ε‖Û (r, τ)‖dr.
From the Gronwall’s inequality, it follows that, for |t− τ | ≤ dˆ,
‖Û (t, τ)‖ ≤ lˆ exp{lˆδˆdˆ}µ(t)2ε, ‖V̂ (t, τ)‖ = ‖T̂ (t, τ)|
Êuτ
‖ ≤ lˆ exp{lˆδˆdˆ}ν(t)2ε.
In order to prove (i) of Theorem 3.4, consider the matrix S(t) in (3.31). By (3.33), (3.29) and
(4.5), we have
S′(t) + S(t)(A(t) +B(t)) + (A∗(t) +B∗(t))S(t)
≤ −P (t)∗P (t)h
′(t)
h(t)
−Q(t)∗Q(t)k
′(t)
k(t)
+ 2‖S(t)‖‖B∗(t)‖ id
≤ −P (t)∗P (t)h
′(t)
h(t)
−Q(t)∗Q(t)k
′(t)
k(t)
+ (δˆK2/d¯) id ≤ − id, t ∈ R,
21
which, together with (3.28), implies (i) of Theorem 3.4.
Direct calculation leads to
dH(t, T̂ (t, τ)x)
dt
=〈(S′(t) + S(t)(A(t) +B(t)) + (A∗(t) +B∗(t))S(t))T̂ (t, τ)x, T̂ (t, τ)x〉
≤ 2(a+ d¯)h
′(t)
h(t)
∫ ∞
t
‖T (v, t)P (t)T̂ (t, τ)x‖2
(
h(v)
h(t)
)−2(a+d¯) h′(v)
h(v)
dv
− 2(b− d¯)k
′(t)
k(t)
∫ t
−∞
‖T (v, t)Q(t)T̂ (t, τ)x‖2
(
k(t)
k(v)
)2(b−d¯) k′(v)
k(v)
dv
for each given τ ∈ R and any x ∈ Rn since (3.34) holds. By (4.2) and (3.32), we get
dH(t, T̂ (t, τ)x)
dt
≤ 2(a + d¯)h
′(t)
h(t)
|H(t, T̂ (t, τ)x)|, x ∈ Êsτ ,
dH(t, T̂ (t, τ)x)
dt
≤ −2(b− d¯)h
′(t)
h(t)
|H(t, T̂ (t, τ)x)|, x ∈ Êuτ .
The proof is complete.
Next we characterize robustness of the nonuniform (h, k, µ, ν)-dichotomy in the infinite-dimensional
space.
Let X be a Banach space and Y = (Y, | · |) be an open subset of the parameter space (also
Banach space). Consider the linear perturbed system with parameters
x′ = (A(t) +B(t, λ))x, (4.6)
where B : R× Y → B(X).
Theorem 4.2. Assume that
(a1) (2.1) admits a nonuniform (h, k, µ, ν)-dichotomy as in (2.2) on R with limt→∞ k(t)
−bν(|t|)ε =
0 and limt→−∞ h(t)
−aµ(|t|)ε = 0;
(a2) there is a positive constant N such that
ν(|t|)ε
∫ t
−∞
µ(|τ |)−ωdτ + µ(|t|)ε
∫ ∞
t
ν(|τ |)−ωdτ ≤ N, t ∈ R;
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(a3) there exist positive constants c and ω such that, for any λ, λ1, λ2 ∈ Y ,
‖B(t, λ)‖ ≤ cmin{µ(|t|)−ω−ε, ν(|t|)−ω−ε},
‖B(t, λ1)−B(t, λ2)‖ ≤ c|λ1 − λ2| ·min{µ(|t|)−ω−ε, ν(|t|)−ω−ε}.
Moreover, if
c < [KN(2K + 1)]−1, (4.7)
then (4.6) also admits a nonuniform (h, k, µ, ν)-dichotomy on R, i.e., for each λ ∈ Y , there exists
a projection P̂ (t, λ) for t ∈ R such that
P̂ (t, λ)T̂ (t, s, λ) = T̂ (t, s, λ)P̂ (s, λ) (4.8)
and
‖T̂ (t, s, λ)P̂ (s, λ)‖ ≤ KK̂
1− 2KK̂cN
(h(t)/h(s))aµ(|s|)ε(µ(|s|)ε + ν(|s|)ε), t ≥ s,
‖T̂ (t, s, λ)Q̂(s, λ)‖ ≤ KK̂
1− 2KK̂cN
(k(s)/k(t))−bν(|s|)ε(µ(|s|)ε + ν(|s|)ε), s ≥ t,
(4.9)
where Q̂(t, λ) = id−P̂ (t, λ) is the complementary projection of P̂ (t, λ) and T̂ (t, s, λ) is the evolution
operator associated to (4.6) and
K̂ = K/(1 −KcN). (4.10)
Moreover, the stable subspace P̂ (t, λ)(X) and the unstable subspace Q̂(t, λ)(X) are Lipschitz con-
tinuous in λ if Y is finite-dimensional.
The proof of Theorem 4.2 is divided into several steps. First, we characterize the existence of
some bounded solutions of (4.6) (Lemma 4.1) and show that these bounded solutions are Lipschitz
continuous in λ (Lemma 4.2). We also show that these bounded solutions admit a semigroup
property for each λ ∈ Y (Lemma 4.3). Then, with the help of the semigroup property along
bounded solutions and the invertible operator S(0, λ) defined in Lemma 4.4, we construct invariant
projections P̂ (t, λ) in (4.8). Finally, we deliberately establish the estimates for the evolution
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operator in (4.9) (Lemmas 4.5-4.8) and show that the stable and unstable subspaces of nonuniform
(h, k, µ, ν)-dichotomies for the linear perturbed system are Lipschitz continuous in λ (Lemma 4.9).
In the rest of this section, we always assume that the conditions in Theorem 4.2 are satisfied.
Step 1. Construction of bounded solutions of (4.6).
For each s ∈ R, define
Ω1 := {U(t, s)t≥s ∈ B(X) : U is continuous and ‖U‖1 <∞, (t, s) ∈ R× R},
Ω2 := {V (t, s)t≤s ∈ B(X) : V is continuous and ‖V ‖2 <∞, (t, s) ∈ R× R},
respectively with the norms
‖U‖1 = sup
{‖U(t, s)‖(h(t)/h(s))−aµ(|s|)−ε : t ≥ s} ,
‖V ‖2 = sup
{
‖V (t, s)‖(k(s)/k(t))bν(|s|)−ε : t ≤ s
}
.
It is not difficult to show that (Ω1, ‖ · ‖1) and (Ω2, ‖ · ‖2) are Banach spaces.
Lemma 4.1. For each λ ∈ Y and s ∈ R,
• there exists a unique solution Uλ ∈ Ω1 of (4.6) satisfying
Uλ(t, s) = T (t, s)P (s) +
∫ t
s
T (t, τ)P (τ)B(τ, λ)Uλ(τ, s)dτ
−
∫ ∞
t
T (t, τ)Q(τ)B(τ, λ)Uλ(τ, s)dτ, t ≥ s;
(4.11)
• there exists a unique solution V λ ∈ Ω2 of (4.6) satisfying
V λ(t, s) = T (t, s)Q(s) +
∫ t
−∞
T (t, τ)P (τ)B(τ, λ)V λ(τ, s)dτ
−
∫ s
t
T (t, τ)Q(τ)B(τ, λ)V λ(τ, s)dτ, s ≥ t.
(4.12)
Proof. It is not difficult to show that Uλ(t, s)t≥s satisfying (4.11) and V
λ(t, s)s≥t satisfying (4.12)
are solutions of (4.6). We next show that the operator Jλ1 defined by
(Jλ1 U)(t, s) = T (t, s)P (s) +
∫ t
s
T (t, τ)P (τ)B(τ, λ)U(τ, s)dτ
−
∫ ∞
t
T (t, τ)Q(τ)B(τ, λ)U(τ, s)dτ
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has a unique fixed point in Ω1 for each λ ∈ Y . For t ≥ s, by (2.2), (a2) and (a3), we have
Aλ1 : =
∫ t
s
‖T (t, τ)P (τ)‖‖B(τ, λ)‖‖U(τ, s)‖dτ +
∫ ∞
t
‖T (t, τ)Q(τ)‖‖B(τ, λ)‖‖U(τ, s)‖dτ
≤ Kc(h(t)/h(s))aµ(|s|)ε
∫ t
s
µ(|τ |)−ωdτ‖U‖1
+Kc(h(t)/h(s))aµ(|s|)ε
∫ ∞
t
(k(τ)/k(t))−b(h(τ)/h(t))aν(|τ |)−ωdτ‖U‖1
≤ KcN(h(t)/h(s))aµ(|s|)ε‖U‖1
and
‖(Jλ1 U)(t, s)‖ ≤ K(h(t)/h(s))aµ(|s|)ε +Aλ1
≤ K(h(t)/h(s))aµ(|s|)ε +KcN(h(t)/h(s))aµ(|s|)ε‖U‖1.
Then
‖Jλ1 U‖1 ≤ K +KcN‖U‖1 <∞, (4.13)
which implies that Jλ1 U is well-defined and J
λ
1 : Ω1 → Ω1. Moreover, for each λ ∈ Y , for any
U1, U2 ∈ Ω1 and t ≥ s, one has
Aλ2 : =
∫ t
s
‖T (t, τ)P (τ)‖‖B(τ, λ)‖‖U1(τ, s)− U2(τ, s)‖dτ
≤ Kc(h(t)/h(s))aµ(|s|)ε
∫ t
s
µ(|τ |)−ωdτ‖U1 − U2‖1
and
Aλ3 : =
∫ ∞
t
‖T (t, τ)Q(τ)‖‖B(τ, λ)‖‖U1(τ, s)− U2(τ, s)‖dτ
≤ Kc(h(t)/h(s))aµ(|s|)ε
∫ ∞
t
ν(|τ |)−ωdτ‖U1 − U2‖1.
Hence,
‖(Jλ1 U1)(t, s)− (Jλ1 U2)(t, s)‖ ≤ Aλ2 +Aλ3 ≤ KcN(h(t)/h(s))aµ(|s|)ε‖U1 − U2‖1,
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whence
‖Jλ1 U1 − Jλ1 U2‖1 ≤ KcN‖U1 − U2‖1.
If (4.7) holds, then the operator Jλ1 is a contraction and there exists a unique U
λ ∈ Ω1 such that
Jλ1 U
λ = Uλ.
In addition, define an operator Jλ2 on Ω2 by
(Jλ2 V )(t, s) = T (t, s)Q(s) +
∫ t
−∞
T (t, τ)P (τ)B(τ, λ)V (τ, s)dτ
−
∫ s
t
T (t, τ)Q(τ)B(τ, λ)V (τ, s)dτ
for each λ ∈ Y . It follows from (2.2), (a2), and (a3) that
Aλ4 : =
∫ t
−∞
‖T (t, τ)P (τ)‖‖B(τ, λ)‖‖V (τ, s)‖dτ +
∫ s
t
‖T (t, τ)Q(τ)‖‖B(τ, λ)‖‖V (τ, s)‖dτ
≤ Kc(k(s)/k(t))−bν(|s|)ε
∫ t
−∞
(h(t)/h(τ))a(k(t)/k(τ))−bµ(|τ |)−ωdτ‖V ‖2
+Kc(k(s)/k(t))−bν(|s|)ε
∫ s
t
ν(|τ |)−ωdτ‖V ‖2
≤ KcN(k(s)/k(t))−bν(|s|)ε‖V ‖2
(4.14)
and
‖(Jλ2 V )(t, s)‖ ≤ K(k(s)/k(t))−bν(|s|)ε +Aλ4
≤ K(k(s)/k(t))−bν(|s|)ε +KcN(k(s)/k(t))−bν(|s|)ε‖V ‖2.
Then
‖Jλ2 V ‖2 ≤ K +KcN‖V ‖2 <∞ (4.15)
and Jλ2 : Ω2 → Ω2 is well-defined. On the other hand, we have
‖Jλ2 V1 − Jλ2 V2‖2 ≤ KcN‖V1 − V2‖2
for each λ ∈ Y and any V1, V2 ∈ Ω2. The operator Jλ2 is a contraction since (4.7) holds and there
exists a unique V λ ∈ Ω2 such that Jλ2 V λ = V λ. The proof is complete.
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Lemma 4.2. Both Uλ and V λ are Lipschitz continuous in the parameter λ.
Proof. It follows from Lemma 4.1 that, for any λ1, λ2 ∈ Y , there exist bounded solutions Uλ1 , Uλ2 ∈
Ω1 satisfying (4.11). Then, by (4.13) and (a3),
Aλ1,λ21 (τ) : = ‖B(τ, λ1)Uλ1(τ, s)−B(τ, λ2)Uλ2(τ, s)‖
≤ ‖B(τ, λ1)Uλ1(τ, s)−B(τ, λ1)Uλ2(τ, s)‖ + ‖B(τ, λ1)Uλ2(τ, s)−B(τ, λ2)Uλ2(τ, s)‖
≤ c(h(τ)/h(s))aµ(|τ |)−ω−εµ(|s|)ε(‖Uλ1 − Uλ2‖1 + K̂|λ1 − λ2|),
which, together with (4.11), implies
‖Uλ1(t, s)− Uλ2(t, s)‖
≤
∫ t
s
‖T (t, τ)P (τ)‖Aλ1 ,λ21 (τ)dτ +
∫ ∞
t
‖T (t, τ)Q(τ)‖Aλ1 ,λ21 (τ)dτ
≤ Kc(h(t)/h(s))aµ(|s|)ε
(∫ t
s
µ(|τ |)−ωdτ +
∫ ∞
t
ν(|τ |)−ωdτ
)
(‖Uλ1 − Uλ2‖1 + K̂|λ1 − λ2|)
≤ KcN(h(t)/h(s))aµ(|s|)ε(‖Uλ1 − Uλ2‖1 + K̂|λ1 − λ2|).
Thus
‖Uλ1 − Uλ2‖1 ≤ [K̂KcN/(1 −KcN)] · |λ1 − λ2|.
Similarly, for any λ1, λ2 ∈ Y , there exist bounded solutions V λ1 , V λ2 ∈ Ω2 satisfying (4.12) and
Aλ1,λ22 (τ) : = ‖B(τ, λ1)V λ1(τ, s)−B(τ, λ2)V λ2(τ, s)‖
≤ ‖B(τ, λ1)V λ1(τ, s)−B(τ, λ1)V λ2(τ, s)‖ + ‖B(τ, λ1)V λ2(τ, s)−B(τ, λ2)V λ2(τ, s)‖
≤ c(k(τ)/k(s))−bν(|τ |)−ω−εν(|s|)ε(‖V λ1 − V λ2‖2 + K̂|λ1 − λ2|).
Then
‖V λ1(t, s)− V λ2(t, s)‖ ≤
∫ t
−∞
‖T (t, τ)P (τ)‖Aλ1 ,λ22 (τ)dτ +
∫ s
t
‖T (t, τ)Q(τ)‖Aλ1 ,λ22 (τ)dτ
≤ KcN(k(t)/k(s))aν(|s|)ε(‖V λ1 − V λ2‖2 + K̂|λ1 − λ2|).
The proof is complete.
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Step 2. Semigroup property of the bounded solutions.
Lemma 4.3. For each λ ∈ Y , one has
Uλ(t, σ)Uλ(σ, s) = Uλ(t, s), t ≥ σ ≥ s; V λ(t, σ)V λ(σ, s) = V λ(t, s), t ≤ σ ≤ s.
Proof. It follows from (4.11) that
Uλ(t, σ)Uλ(σ, s) = T (t, s)P (s) +
∫ σ
s
T (t, τ)P (τ)B(τ, λ)Uλ(τ, s)dτ
+
∫ t
σ
T (t, τ)P (τ)B(τ, λ)Uλ(τ, σ)dτUλ(σ, s)
−
∫ ∞
t
T (t, τ)Q(τ)B(τ, λ)Uλ(τ, σ)dτUλ(σ, s).
Let Lλ(t, σ) = Uλ(t, σ)Uλ(σ, s)− Uλ(t, s) for t ≥ σ ≥ s. Define the operator Hλ1 by
(Hλ1 l)(t, σ) =
∫ t
σ
T (t, τ)P (τ)B(τ, λ)l(τ, σ)dτ −
∫ ∞
t
T (t, τ)Q(τ)B(τ, λ)l(τ, σ)dτ, l ∈ Ωσ1 , t ≥ σ,
where Ωσ1 is obtained from Ω1 by replacing s with σ. For any l, l1, l2 ∈ Ωσ1 , by (a1)-(a3), one has
‖(Hλ1 l)(t, σ)‖ ≤ KcN(h(t)/h(s))aµ(|s|)ε‖l‖1
and
‖(Hλ1 l1)(t, σ) − (Hλ1 l2)(t, σ)‖ ≤ KcN(h(t)/h(s))aµ(|s|)ε‖l1 − l2‖1,
then
‖Hλ1 l‖1 ≤ KcN‖l‖1 <∞, ‖Hλ1 l1 −Hλ1 l2‖1 ≤ KcN‖l1 − l2‖1.
Hence, Hλ1 is well-defined and H
λ
1 (Ω
σ
1 ) ⊂ Ωσ1 . Therefore, there exists a unique lλ ∈ Ωσ1 such that
Hλ1 l
λ = lλ. Moreover, it is not difficult to show that Lλ ∈ Ωσ1 and 0 ∈ Ωσ1 satisfying Hλ1 0 = 0 and
Hλ1L
λ = Lλ , which implies that Lλ = lλ = 0. Similarly, by (4.12), (a1), (a2), and (a3), one has
V λ(t, σ)V λ(σ, s) = V λ(t, s) for t ≤ σ ≤ s.
Step 3. Construction of the projection P̂ (t, λ) in (4.8).
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For each given λ ∈ Y . Define the linear operator
P˜ (t, λ) = T̂ (t, 0, λ)Uλ(0, 0)T̂ (0, t, λ), Q˜(t, λ) = T̂ (t, 0, λ)V λ(0, 0)T̂ (0, t, λ), t ∈ R.
By Lemma 4.3, P˜ (t, λ) and Q˜(t, λ) are projections for each t ∈ R and
P˜ (t, λ)T̂ (t, s, λ) = T̂ (t, s, λ)P˜ (s, λ), Q˜(t, λ)T̂ (t, s, λ) = T̂ (t, s, λ)Q˜(s, λ), t, s ∈ R.
It is obvious that Ûλ(t, 0) = Uλ(t, 0)P (0) satisfies (4.11) with s = 0 and V̂ λ(t, 0) = V λ(t, 0)Q(0)
satisfies (4.12) with s = 0. By Lemma 4.1,
Uλ(t, 0)P (0) = Uλ(t, 0), V λ(t, 0)Q(0) = V λ(t, 0).
Note that
P˜ (0, λ) = Uλ(0, 0) = P (0)−
∫ ∞
0
T (0, τ)Q(τ)B(τ, λ)Uλ(τ, 0)dτ (4.16)
and
Q˜(0, λ) = V λ(0, 0) = Q(0) +
∫ 0
−∞
T (0, τ)P (τ)B(τ, λ)V λ(τ, 0)dτ, (4.17)
then
P (0)P˜ (0, λ) = P (0), P˜ (0, λ)P (0) = P˜ (0, λ), P (0)(id−Q˜(0, λ)) = id−Q˜(0, λ);
Q(0)Q˜(0, λ) = Q(0), Q˜(0, λ)Q(0) = Q˜(0, λ), Q(0)(id−P˜ (0, λ)) = id−P˜ (0, λ).
(4.18)
To obtain the projection P̂ (t, λ), set S(0, λ) = P˜ (0, λ) + Q˜(0, λ).
Lemma 4.4. For each λ ∈ Y , the operator S(0, λ) is invertible.
Proof. It follows from (4.18) that
P˜ (0, λ) + Q˜(0, λ) − id = Q(0)P˜ (0, λ) + P (0)Q˜(0, λ). (4.19)
By (4.16) and (4.17),
P (0)Q˜(0, λ) = P (0)V λ(0, 0) =
∫ 0
−∞
T (0, τ)P (τ)B(τ, λ)V λ(τ, 0)dτ,
Q(0)P˜ (0, λ) = Q(0)Uλ(0, 0) = −
∫ ∞
0
T (0, τ)Q(τ)B(τ, λ)Uλ(τ, 0)dτ.
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Moreover, by (4.10), (4.13) and (4.15), one has
‖Uλ(t, s)‖ ≤ K̂(h(t)/h(s))aµ(|s|)ε, t ≥ s,
‖V λ(t, s)‖ ≤ K̂(k(s)/k(t))−bν(|s|)ε, t ≤ s.
(4.20)
By (4.19)-(4.20), we have
Aλ5 =:
∫ 0
−∞
‖T (0, τ)P (τ)‖‖B(τ, λ)‖‖V λ(τ, 0)‖dτ
≤ KK̂c
∫ 0
−∞
(h(0)/h(τ))a(k(0)/k(τ))−bµ(|τ |)−ων(0)εdτ
≤ KK̂c
∫ 0
−∞
µ(|τ |)−ωdτ
and
Aλ6 =:
∫ ∞
0
‖T (0, τ)Q(τ)‖‖B(τ, λ)‖‖Uλ(τ, 0)‖dτ
≤ KK̂c
∫ ∞
0
(k(τ)/k(0))−b(h(τ)/h(0))aµ(0)εν(|τ |)−ωdτ
≤ KK̂c
∫ ∞
0
ν(|τ |)−ωdτ.
Then
‖P˜ (0, λ) + Q˜(0, λ) − id ‖ ≤ Aλ5 +Aλ6 ≤ KK̂cN.
Therefore, for each λ ∈ Y , the operator S(0, λ) is invertible if (4.7) holds.
For λ ∈ Y and t ∈ R, set
P̂ (t, λ) = T̂ (t, 0, λ)S(0, λ)P (0)S(0, λ)−1 T̂ (0, t, λ),
Q̂(t, λ) = T̂ (t, 0, λ)S(0, λ)Q(0)S(0, λ)−1 T̂ (0, t, λ).
(4.21)
Then P̂ (t, λ), Q̂(t, λ) are projections for t ∈ R and P̂ (t, λ) + Q̂(t, λ) = id. Hence, (4.8) is valid.
Step 4. Norm bounds for the evolution operator.
Lemma 4.5. For each λ ∈ Y , ‖T̂ (t, s, λ)| Im P˜ (s, λ)‖ ≤ K̂(h(t)/h(s))aµ(|s|)ε for t ≥ s.
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Proof. First, we show that, if zλ(t)(t≥s), λ ∈ Y is a bounded solution of (4.6) , then
zλ(t) = T (t, s)P (s)zλ(s) +
∫ t
s
T (t, τ)P (τ)B(τ, λ)zλ(τ)dτ
−
∫ ∞
t
T (t, τ)Q(τ)B(τ, λ)zλ(τ)dτ, t ≥ s.
(4.22)
It is not difficult to show that
P (t)zλ(t) = T (t, s)P (s)zλ(s) +
∫ t
s
T (t, τ)P (τ)B(τ, λ)zλ(τ)dτ,
Q(t)zλ(t) = T (t, s)Q(s)zλ(s) +
∫ t
s
T (t, τ)Q(τ)B(τ, λ)zλ(τ)dτ,
(4.23)
and zλ(t) = P (t)zλ(t) +Q(t)zλ(t) for t ∈ R. Then
Q(s)zλ(s) = T (s, t)Q(t)zλ(t)−
∫ t
s
T (s, τ)Q(τ)B(τ, λ)zλ(τ)dτ. (4.24)
On the other hand, one has
‖T (s, t)Q(t)‖ ≤ K(k(t)/k(s))−bν(|t|)ε
and
∫ ∞
s
‖T (s, τ)Q(τ)B(τ, λ)zλ(τ)‖dτ ≤ Kc
∫ ∞
s
ν(|τ |)−ωdτ sup
τ≥s
‖zλ(τ)‖
≤ KcN sup
τ≥s
‖zλ(τ)‖ <∞.
Let t→∞ in (4.24), then
Q(s)zλ(s) = −
∫ ∞
s
T (s, τ)Q(τ)B(τ, λ)zλ(τ)dτ.
Consequently,
Q(t)zλ(t) = −
∫ ∞
s
T (t, τ)Q(τ)B(τ, λ)zλ(τ)dτ +
∫ t
s
T (t, τ)Q(τ)B(τ, λ)zλ(τ)dτ
= −
∫ ∞
t
T (t, τ)Q(τ)B(τ, λ)zλ(τ)dτ,
which proves (4.22).
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For each given ξ ∈ X and λ ∈ Y , let zλ(t) = T̂ (t, s, λ)P˜ (s, λ)ξ be the solution of (4.6) for t ≥ s.
Since T̂ (t, 0, λ)Uλ(0, 0) and Uλ(t, 0) are solutions of (4.6) and coincide at t = 0, then
zλ(t) = T̂ (t, 0, λ)Uλ(0, 0)T̂ (0, s, λ)ξ = Uλ(t, 0)T̂ (0, s, λ)ξ.
Note that Uλ(t, 0) is bounded for t ∈ R, then zλ(t)(t≥s) is a bounded solution of (4.6) with the
initial value zλ(s) = P˜ (s, λ)ξ. By (4.22), we have
P˜ (t, λ)T̂ (t, s, λ)ξ = T (t, s)P (s)P˜ (s, λ)ξ +
∫ t
s
T (t, τ)P (τ)B(τ, λ)P˜ (τ, λ)T̂ (τ, s, λ)ξdτ
−
∫ ∞
t
T (t, τ)Q(τ)B(τ, λ)P˜ (τ, λ)T̂ (τ, s, λ)ξdτ, t ≥ s.
It is not difficult to show that
Aλ7 =:
∫ t
s
‖T (t, τ)P (τ)‖‖B(τ, λ)‖‖P˜ (τ, λ)T̂ (τ, s, λ)ξ‖dτ
≤ Kc
∫ t
s
(h(t)/h(τ))aµ(|τ |)−ω‖P˜ (τ, λ)T̂ (τ, s, λ)‖‖P˜ (s, λ)ξ‖dτ
≤ Kc(h(t)/h(s))aµ(|s|)ε‖P˜ (λ)T̂ (λ)‖1‖P˜ (s, λ)ξ‖
∫ t
s
µ(|τ |)−ωdτ
and
Aλ8 =:
∫ ∞
t
‖T (t, τ)Q(τ)‖‖B(τ, λ)‖‖P˜ (τ, λ)T̂ (τ, s, λ)ξ‖dτ
≤ Kc
∫ ∞
t
(k(τ)/k(t))−bν(|τ |)−ω‖P˜ (τ, λ)T̂ (τ, s, λ)‖‖P˜ (s, λ)ξ‖dτ
≤ Kc‖P˜ (λ)T̂ (λ)‖1
∫ ∞
t
(k(τ)/k(t))−bν(|τ |)−ω(h(τ)/h(s))aµ(|s|)ε‖P˜ (s, λ)ξ‖dτ
≤ Kc(h(t)/h(s))aµ(|s|)ε‖P˜ (λ)T̂ (λ)‖1‖P˜ (s, λ)ξ‖
∫ ∞
t
ν(|τ |)−ωdτ.
Then
‖P˜ (t, λ)T̂ (t, s, λ)ξ‖ ≤ K(h(t)/h(s))aµ(|s|)ε‖P˜ (s, λ)ξ‖+Aλ7 +Aλ8
≤ K(h(t)/h(s))aµ(|s|)ε‖P˜ (s, λ)ξ‖
+KcN(h(t)/h(s))aµ(|s|)ε‖P˜ (λ)T̂ (λ)‖1‖P˜ (s, λ)ξ‖,
i.e., ‖P˜ (λ)T̂ (λ)‖1 ≤ K̂. This yields the desired inequality.
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Lemma 4.6. For each λ ∈ Y , ‖T̂ (t, s, λ)| Im Q˜(s, λ)‖ ≤ K̂(k(s)/k(t))−bν(|s|)ε for t ≤ s.
Proof. By carrying out arguments similar to that of Lemma 4.5, we can show that, for λ ∈ Y , if
zλ(t)(t≤s) is a bounded solution of (4.6), then
zλ(t) = T (t, s)Q(s)zλ(s) +
∫ t
−∞
T (t, τ)P (τ)B(τ, λ)zλ(τ)dτ
−
∫ s
t
T (t, τ)Q(τ)B(τ, λ)zλ(τ)dτ.
(4.25)
Moreover,
zλ(t) := T̂ (t, s, λ)Q˜(s, λ)ξ = V λ(t, 0)T̂ (0, s, λ)ξ, ξ ∈ X, t ≤ s
and zλ(t)(t≤s) is a bounded solution of (4.6) with z
λ(s) = Q˜(s, λ)ξ. From (4.25), it follows that
Q˜(t, λ)T̂ (t, s, λ)ξ = T (t, s)Q(s)Q˜(s, λ)ξ +
∫ t
−∞
T (t, τ)P (τ)B(τ, λ)Q˜(τ, λ)T̂ (τ, s, λ)ξdτ
−
∫ s
t
T (t, τ)Q(τ)B(τ, λ)Q˜(τ, λ)T̂ (τ, s, λ)ξdτ.
Note that
Aλ9 =:
∫ t
−∞
‖T (t, τ)P (τ)‖‖B(τ, λ)‖‖Q˜(τ, λ)T̂ (τ, s, λ)ξ‖dτ
≤ Kc
∫ t
−∞
(h(t)/h(τ))aµ(τ)−ω‖Q˜(τ, λ)T̂ (τ, s, λ)‖‖Q˜(s, λ)ξ‖dτ
≤ Kc‖Q˜(λ)T̂ (λ)‖2
∫ t
−∞
(h(t)/h(τ))aµ(|τ |)−ω(k(s)/k(τ))−bν(|s|)ε‖Q˜(s, λ)ξ‖dτ
≤ Kc(k(s)/k(t))−bν(|s|)ε‖Q˜(λ)T̂ (λ)‖2‖Q˜(s, λ)ξ‖
∫ t
−∞
µ(|τ |)−ωdτ
and
Aλ10 =:
∫ s
t
‖T (t, τ)Q(τ)‖‖B(τ, λ)‖‖Q˜(τ, λ)T̂ (τ, s, λ)ξ‖dτ
≤ Kc
∫ s
t
(k(τ)/k(t))−bν(|τ |)−ω‖Q˜(τ, λ)T̂ (τ, s, λ)‖‖Q˜(s, λ)ξ‖dτ
≤ Kc(k(s)/k(t))−bν(|s|)ε‖Q˜(λ)T̂ (λ)‖2‖Q˜(s, λ)ξ‖
∫ s
t
ν(|τ |)−ωdτ,
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we have
‖Q˜(t, λ)T̂ (t, s, λ)ξ‖ ≤ K(k(s)/k(t))−bν(|s|)ε‖Q˜(s, λ)ξ‖+Aλ9 +Aλ10
≤ K(k(s)/k(t))−bν(|s|)ε‖Q˜(s, λ)ξ‖
+KcN(k(s)/k(t))−bν(|s|)ε‖Q˜(λ)T̂ (λ)‖2‖Q˜(s, λ)ξ‖.
Then
‖Q˜(λ)T̂ (λ)‖2 ≤ K +KcN‖Q˜(λ)T̂ (λ)‖2, i.e., ‖Q˜(λ)T̂ (λ)‖2 ≤ K̂,
which yields the desired inequality.
Lemma 4.7. For each λ ∈ Y , one has
‖T̂ (t, s, λ)P̂ (s, λ)‖ ≤ K̂(h(t)/h(s))aµ(|s|)ε‖P̂ (s, λ)‖, t ≥ s,
‖T̂ (t, s, λ)Q̂(s, λ)‖ ≤ K̂(k(s)/k(t))−bν(|s|)ε‖Q̂(s, λ)‖, t ≤ s.
(4.26)
Proof. For λ ∈ Y , by (b4), we have
S(0, λ)P (0) = (P˜ (0, λ) + Q˜(0, λ))P (0) = P˜ (0, λ),
S(0, λ)Q(0) = (P˜ (0, λ) + Q˜(0, λ))Q(0) = Q˜(0, λ)
Note that S(t, λ) = T̂ (t, 0, λ)S(0, λ)T̂ (0, t, λ) for t ∈ R, then
P̂ (t, λ)S(t, λ) = T̂ (t, 0, λ)S(0, λ)P (0)T̂ (0, t, λ) = T̂ (t, 0, λ)P˜ (0, λ)T̂ (0, t, λ) = P˜ (t, λ).
Similarly, Q̂(t, λ)S(t, λ) = Q˜(t, λ). Then
Im P̂ (t, λ) = Im P˜ (t, λ) and Im Q̂(t, λ) = Im Q˜(t, λ).
By Lemmas 4.5 and 4.6, one has
‖T̂ (t, s, λ)P̂ (s, λ)‖ ≤ ‖T̂ (t, s, λ)| Im P̂ (s, λ)‖‖P̂ (s, λ)‖
≤ ‖T̂ (t, s, λ)| Im P˜ (s, λ)‖‖P̂ (s, λ)‖
≤ K̂(h(t)/h(s))aµ(|s|)ε‖P̂ (s, λ)‖, t ≥ s
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and
‖T̂ (t, s, λ)Q̂(s, λ)‖ ≤ ‖T̂ (t, s, λ)| Im Q̂(s, λ)‖‖Q̂(s, λ)‖
≤ ‖T̂ (t, s, λ)| Im Q˜(s, λ)‖‖Q̂(s, λ)‖
≤ K̂(k(s)/k(t))−bν(|s|)ε‖Q̂(s, λ)‖, t ≤ s.
Lemma 4.8. For each λ ∈ Y , one has
‖P̂ (t, λ)‖ ≤ [K/(1 − 2KK̂cN)](µ(|t|)ε + ν(|t|)ε),
‖Q̂(t, λ)‖ ≤ [K/(1 − 2KK̂cN)](µ(|t|)ε + ν(|t|)ε).
(4.27)
Proof. For ξ ∈ X and λ ∈ Y , set
zλ1 (t) = T̂ (t, s, λ)P̂ (s, λ)ξ, t ≥ s; zλ2 (t) = T̂ (t, s, λ)Q̂(s, λ)ξ, t ≤ s.
By Lemma 4.7, (zλ1 (t))t≥s and (z
λ
2 (t))t≤s are bounded solutions of (4.6). By (4.22) and (4.25),
P̂ (t, λ)T̂ (t, s, λ)ξ = T (t, s)P (s)P̂ (s, λ)ξ +
∫ t
s
T (t, τ)P (τ)B(τ, λ)P̂ (τ, λ)T̂ (τ, s, λ)ξdτ
−
∫ ∞
t
T (t, τ)Q(τ)B(τ, λ)P̂ (τ, λ)T̂ (τ, s, λ)ξdτ
and
Q̂(t, λ)T̂ (t, s, λ)ξ = T (t, s)Q(s)Q̂(s, λ)ξ +
∫ t
−∞
T (t, τ)P (τ)B(τ, λ)Q̂(τ, λ)T̂ (τ, s, λ)ξdτ
−
∫ s
t
T (t, τ)Q(τ)B(τ, λ)Q̂(τ, λ)T̂ (τ, s, λ)ξdτ.
Taking t = s leads to
Q(t)P̂ (t, λ)ξ = −
∫ ∞
t
T (t, τ)Q(τ)B(τ, λ)P̂ (τ, λ)T̂ (τ, t, λ)ξdτ,
P (t)Q̂(t, λ)ξ =
∫ t
−∞
T (t, τ)P (τ)B(τ, λ)Q̂(τ, λ)T̂ (τ, t, λ)ξdτ.
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By Lemma 4.7,
‖Q(t)P̂ (t, λ)‖+ ‖P (t)Q̂(t, λ)‖ ≤ K̂Kc
(
µ(|t|)ε
∫ ∞
t
ν(|τ |)−ωdτ‖P̂ (t, λ)‖
+ν(|t|)ε
∫ t
−∞
µ(|τ |)−ωdτ‖Q̂(t, λ)‖
)
≤ K̂KcN(‖P̂ (t, λ)‖ + ‖Q̂(t, λ)‖).
Since ‖P (t)‖ ≤ Kµ(|t|)ε and ‖Q(t)‖ ≤ Kν(|t|)ε, one has
‖P̂ (t, λ)‖ ≤ ‖P̂ (t, λ) − P (t)‖ + ‖P (t)‖ = ‖P̂ (t, λ)− P (t)P̂ (t, λ)− P (t) + P (t)P̂ (t, λ)‖ + ‖P (t)‖
= ‖Q(t)P̂ (t, λ)− P (t)Q̂(t, λ)‖ + ‖P (t)‖ ≤ ‖Q(t)P̂ (t, λ)‖ + ‖P (t)Q̂(t, λ)‖+ ‖P (t)‖
≤ K̂KcN(‖P̂ (t, λ)‖ + ‖Q̂(t, λ)‖) +Kµ(|t|)ε
and
‖Q̂(t, λ)‖ ≤ ‖Q̂(t, λ)−Q(t)‖+ ‖Q(t)‖ = ‖P̂ (t, λ)− P (t)‖+ ‖Q(t)‖
≤ K̂KcN(‖P̂ (t, λ)‖+ ‖Q̂(t, λ)‖) +Kν(|t|)ε.
Therefore,
‖P̂ (t, λ)‖+ ‖Q̂(t, λ)‖ ≤ 2K̂KcN(‖P̂ (t, λ)‖ + ‖Q̂(t, λ)‖) +K(µ(|t|)ε + ν(|t|)ε).
The proof is complete.
Step 5. Lipschitz continuity of P̂ (t, λ)(X), Q̂(t, λ)(X) with respect to λ.
Lemma 4.9. P̂ (t, λ)(X) and Q̂(t, λ)(X) are Lipschitz continuous in λ.
Proof. By (a3), T̂ (t, 0, λ) is Lipschitz continuous in λ.Since U
λ and V λ are Lipschitz continuous in λ
(Lemma 4.2), P˜ (t, λ) and Q˜(t, λ) are Lipschitz continuous in λ. Moreover, if Y is finite-dimensional,
then S(0, λ) and S−1(0, λ) are both Lipschitz continuous in the parameter. By (4.21), Lemma 4.9
is valid.
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Remark 4.1. Theorem 4.1 includes and generalizes Theorem 4.1 in [16] (nonuniform (µ, ν)-
dichotomies) and Theorem 7 in [15] (nonuniform exponential dichotomy). When (4.6) reduces
to x′ = (A(t) + B(t))x, the conclusion in Theorem 4.2 includes and extends some existing results
for robustness of various dichotomies, such as, robustness of exponential dichotomy (Theorem 5.6
in [44], Theorem 3.2 in [28] and Proposition 1 of Section 4 in [24]), robustness of (h, k)-dichotomy
(Theorem 6 in [36]), robustness of nonuniform exponential dichotomy (Theorem 2 in [8]), robust-
ness of ρ-nonuniform exponential dichotomy (Theorem 2 in [10]), and robustness of nonuniform
(µ, ν)-dichotomy (Theorem 4.1 in [20]).
5 Existence of topological conjugacy
In this section, with the help of the nonuniform (h, k, µ, ν)-dichotomy, we explore the topological
conjugacy of nonautonomous dynamical systems in Banach spaces by establishing a new version
of the Grobman-Hartman theorem.
Consider the nonlinear perturbed system
x′ = A(t)x+ f(t, x), (5.1)
where f : R×X → X.
Definition 5.1 (see [38]). (2.1) and (5.1) are said to be topologically equivalent if there exists an
function H : R×X → X having the following properties:
(i) if ‖x‖ → ∞, then ‖H(t, x)‖ → ∞ uniformly with respect to t ∈ R;
(ii) for each fixed t, H(t, ·) is a homeomorphism of X into X;
(iii) L(t, ·) = H−1(t, ·) also has property (i);
(iv) if x(t) is a solution of (5.1), then H(t, x(t)) is a solution of (2.1).
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The function H satisfying the above four properties is said to be the equivalent function of
(2.1) and (5.1).
Theorem 5.2. Assume that (2.1) admits a nonuniform (h, k, µ, ν)-dichotomy as in (2.2) on R and
h, k are differentiable. If there exist positive constants α and γ such that, for any x, x1, x2 ∈ X,
‖f(t, x)‖ ≤ αmin{h′(t)h(t)−1µ(|t|)−ε, k′(t)k(t)−1ν(|t|)−ε},
‖f(t, x1)− f(t, x2)‖ ≤ γmin{h′(t)h(t)−1µ(|t|)−ε, k′(t)k(t)−1ν(|t|)−ε}‖x1 − x2‖,
(5.2)
and
Kγ(1/|a| + 1/b) < 1, (5.3)
then (5.1) is topologically equivalent to (2.1) and the equivalent function H(t, x) satisfies
‖H(t, x) − x‖ ≤ Kα(1/|a| + 1/b), t ∈ R, x ∈ X.
The proof of Theorem 5.2 is achieved in two steps. First, it is shown that either of the systems
(5.4), (5.5) and (5.6) has a unique bounded solution (Lemma 5.1, 5.2, 5.3), then we construct a
function H(t, x) and prove that H(t, x) is an equivalent function satisfying the properties (i)-(iv)
in Definition 5.1 (Lemma 5.4, 5.5, 5.6, 5.7).
Let X(t, t0, x0) be the solution of (5.1) with X(t0) = x0 and Y (t, t0, y0) be the solution of (2.1)
with Y (t0) = y0. In the rest of this section, we always assume that (5.2) and (5.3) are satisfied.
Step 1. Construction of bounded solutions.
Lemma 5.1. For any fixed (t¯, ξ) ∈ R×X,
z′ = A(t)z − f(t,X(t, t¯, ξ)) (5.4)
has a unique bounded solution h(t, (t¯, ξ)) and
‖h(t, (t¯, ξ))‖ ≤ Kα(1/|a| + 1/b), t ∈ R.
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Proof. It is trivial to show that
h(t, (t¯, ξ)) = −
∫ t
−∞
T (t, τ)P (τ)f(τ,X(τ, t¯, ξ))dτ +
∫ ∞
t
T (t, τ)Q(τ)f(τ,X(τ, t¯, ξ))dτ
is a solution of (5.4). By (2.2) and (5.2), for any t ∈ R, we have
‖h(t, (t¯, ξ))‖ =
∫ t
−∞
‖T (t, τ)P (τ)‖‖f(τ,X(τ, t¯, ξ))‖dτ
+
∫ ∞
t
‖T (t, τ)Q(τ)‖‖f(τ,X(τ, t¯, ξ))‖dτ
≤ Kαh(t)a
∫ t
−∞
h(τ)−a−1h′(τ)dτ +Kαh(t)b
∫ ∞
t
h(τ)−b−1h′(τ)dτ
≤ Kα(1/|a| + 1/b),
which implies that h(t, (t¯, ξ)) is the unique bounded solution of (5.4) since z′ = A(t)z admits a
nonuniform (h, k, µ, ν)-dichotomy on R.
Lemma 5.2. For any fixed (t¯, ξ) ∈ R×X,
z′ = A(t)z + f(t, Y (t, t¯, ξ) + z) (5.5)
has a unique bounded solution l(t, (t¯, ξ)) and
‖l(t, (t¯, ξ))‖ ≤ Kα(1/|a| + 1/b).
Proof. Let
Ω3 := {z : R→ X|‖z‖ ≤ Kα(1/|a| + 1/b)},
where ‖z‖ := supt∈R ‖z(t)‖. Then (Ω3, ‖ · ‖) is a Banach space. Define a mapping J on Ω3 by
(Jz)(t) =
∫ t
−∞
T (t, τ)P (τ)f(τ, Y (τ, t¯, ξ) + z(τ))dτ
−
∫ ∞
t
T (t, τ)Q(τ)f(τ, Y (τ, t¯, ξ) + z(τ))dτ.
It follows from (2.2) and (5.2) that
‖Jz‖ ≤ Kα(1/|a| + 1/b), ‖Jz1 − Jz2‖ ≤ Kγ(1/|a| + 1/b)‖z1 − z2‖, z, z1, z2 ∈ Ω3.
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Then J(Ω3) ⊂ Ω3 and J is a contraction mapping. Therefore, J has a unique fixed point l(t), i.e.,
l(t, (t¯, ξ)) =
∫ t
−∞
T (t, τ)P (τ)f(τ, Y (τ, t¯, ξ) + l(τ))dτ
−
∫ ∞
t
T (t, τ)Q(τ)f(τ, Y (τ, t¯, ξ) + l(τ))dτ.
Next, we prove that l(t, (t¯, ξ)) is unique in the whole space by contradiction arguments. Otherwise,
assume that there is another bounded solution l0(t, (t¯, ξ)) of (5.5), which can be written as
l0(t, (t¯, ξ)) =
∫ t
−∞
T (t, τ)P (τ)f(τ, Y (τ, t¯, ξ) + l0(τ))dτ
−
∫ ∞
t
T (t, τ)Q(τ)f(τ, Y (τ, t¯, ξ) + l0(τ))dτ.
It is trivial to show that
‖l − l0‖ ≤ Kγ(1/|a|+ 1/b)‖l − l0‖.
Then, by (5.3), one has l ≡ l0. Therefore, l(t, (t¯, ξ)) is a unique bounded solution of (5.5) and
‖l(t, (t¯, ξ))‖ ≤ Kα(1/|a| + 1/b), t ∈ R.
Lemma 5.3. Let x(t) be any solution of (5.1), then
z′ = A(t)z + f(t, x(t) + z)− f(t, x(t)) (5.6)
has a unique bounded solution z(t) ≡ 0.
Proof. It is obvious that z(t) ≡ 0 is a bounded solution of (5.6). Next we show that z(t) ≡ 0 is
the unique bounded solution. Assume that z0(t) is any bounded solution of (5.6), then z0(t) can
be written in the form
z0(t) =
∫ t
−∞
T (t, τ)P (τ)[f(τ, x(τ) + z(τ)) − f(τ, x(τ))]dτ
−
∫ ∞
t
T (t, τ)Q(τ)[f(τ, x(τ) + z(τ))− f(τ, x(τ))]dτ.
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It is easy to show that
‖z0 − 0‖ ≤ Kγ(1/|a|+ 1/b)‖z0 − 0‖,
which implies that z0(t) ≡ 0.
Step 2. Construction of the topologically equivalent function.
Define
H(t, x) = x+ h(t, (t, x)), L(t, y) = y + l(t, (t, y)), x, y ∈ X. (5.7)
Lemma 5.4. For any fixed (t¯, x(t¯)) ∈ R×X, H(t,X(t, t¯, x(t¯))) is a solution of (2.1).
Proof. By Lemma 5.1, we have
h(t, (t,X(t, t¯, x(t¯)))) = h(t, (t¯, x(t¯)))
and
H(t,X(t, t¯, x(t¯))) = X(t, t¯, x(t¯)) + h(t, (t,X(t, t¯, x(t¯)))) = X(t, t¯, x(t¯)) + h(t, (t¯, x(t¯))).
Note that X(t, t¯, x(t¯)) and h(t, (t¯, x(t¯))) are solutions of (5.1) and (5.4), respectively, then
H ′(t,X(t, t¯, x(t¯))) = X ′(t, t¯, x(t¯)) + h′(t, (t¯, x(t¯)))
= A(t)X(t, t¯, x(t¯)) + f(t,X(t, t¯, x(t¯)))
+A(t)h(t, (t¯, x(t¯)))− f(t,X(t, t¯, x(t¯)))
= A(t)H(t,X(t, t¯, x(t¯))),
which implies that H(t,X(t, t¯, x(t¯))) is a solution of (2.1).
Lemma 5.5. For any fixed (t¯, y(t¯)) ∈ R×X, L(t, Y (t, t¯, y(t¯))) is a solution of (5.1).
Proof. It follows from Lemma 5.2 that
l(t, (t, Y (t, t¯, y(t¯)))) = l(t, (t¯, y(t¯))),
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then
L(t, Y (t, t¯, y(t¯))) = Y (t, t¯, y(t¯)) + l(t, (t, Y (t, t¯, y(t¯))))
= Y (t, t¯, y(t¯)) + l(t, (t¯, y(t¯))).
Since Y (t, t¯, y(t¯)) and l(t, (t¯, y(t¯))) are solutions of (2.1) and (5.5), respectively, we have
L′(t, Y (t, t¯, y(t¯))) = Y ′(t, t¯, y(t¯)) + l′(t, (t¯, y(t¯)))
= A(t)Y (t, t¯, y(t¯)) +A(t)l(t, (t¯, y(t¯)))
+ f(t, Y (t, t¯, y(t¯)) + l(t, (t¯, y(t¯))))
= A(t)L(t, Y (t, t¯, y(t¯))) + f(t, L(t, Y (t, t¯, y(t¯)))).
Lemma 5.6. For any fixed t ∈ R and y ∈ X, H(t, L(t, y)) = y holds.
Proof. Let y(t) be any solution of (2.1). It follows from Lemma 5.4 and Lemma 5.5 that L(t, y(t))
is a solution of (5.1) and H(t, L(t, y(t))) is a solution of (2.1). Moreover,
H ′(t, L(t, y(t))) − y′(t) = A(t)H(t, L(t, y(t))) −A(t)y(t) = A(t)(H(t, L(t, y(t))) − y(t))
and
‖H(t, L(t, y(t))) − y(t)‖ ≤ ‖H(t, L(t, y(t))) − L(t, y(t))‖+ ‖L(t, y(t)) − y(t)‖
≤ 2Kα(1/|a| + 1/b).
Then H(t, L(t, y(t))) − y(t) is a bounded solution of (2.1) and H(t, L(t, y(t))) − y(t) ≡ 0. For any
fixed t ∈ R, y ∈ X, there is a solution of (2.1) with the initial value y(t) = y. ThenH(t, L(t, y)) = y
holds.
Lemma 5.7. For any fixed t ∈ R and x ∈ X, L(t,H(t, x)) = x holds.
42
Proof. Let x(t) be any solution of (5.1). It follows from Lemma 5.4 and Lemma 5.5 that H(t, x(t))
is a solution of (2.1) and L(t,H(t, x(t))) is a solution of (5.1). Moreover,
L′(t,H(t, x(t))) − x′(t)
= A(t)L(t,H(t, x(t))) + f(t, L(t,H(t, x(t)))) −A(t)x(t)− f(t, x(t))
= A(t)[L(t,H(t, x(t))) − x(t)] + f(t, L(t,H(t, x(t))) − x(t) + x(t))− f(t, x(t))
and
‖L(t,H(t, x(t))) − x(t)‖ ≤ ‖L(t,H(t, x(t))) −H(t, x(t))‖ + ‖H(t, x(t)) − x(t)‖
≤ 2Kα(1/|a| + 1/b).
By Lemma 5.3, we conclude that L(t,H(t, x(t))) − x(t) ≡ 0. For any fixed t ∈ R, x ∈ X, there
exists a solution of (5.1) with the initial value x(t) = x. Then L(t,H(t, x)) = x holds.
We are now at the right position to establish Theorem 5.2, that is, to verify that H(t, x) is
topologically equivalent function. From (5.7) and Lemma 5.1, it follows that, for any t ∈ R,
‖H(t, x) − x‖ = ‖h(t, x)‖ ≤ Kα(1/|a| + 1/b), x ∈ X.
Then ‖H(t, x)‖ → ∞ as ‖x‖ → ∞ uniformly with respect to t ∈ R, i.e., Condition (i) holds. By
Lemma 5.6 and Lemma 5.7, for each fixed t ∈ R, H(t, ·) = L−1(t, ·) is homeomorphism. Then
Condition (ii) holds. By (5.7) and Lemma 5.2, for any t ∈ R, we have
‖L(t, y) − y‖ = ‖l(t, , y)‖ ≤ Kα(1/|a| + 1/b), y ∈ X.
This implies that ‖L(t, y)‖ → ∞ as ‖y‖ → ∞ uniformly with respect to t ∈ R. Hence, Condition
(iii) holds. It follows from Lemma 5.4 and Lemma 5.5 that Condition (iv) holds.
Remark 5.1. Theorem 5.2 not only includes the classical Palmer’s linearization theorem for
hyperbolic system in [37], and also extends the idea of linearization theorems from hyperbolicity
to nonuniform hyperbolicity.
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6 Existence of stable invariant manifolds
We establish in this section the existence of parameter dependence of Lipschitz stable invari-
ant manifolds for sufficiently small Lipschitz perturbations of (2.1) assuming that it admits a
nonuniform (h, k, µ, ν)-dichotomy.
Consider the nonlinear perturbed system with the parameters of (2.1)
x′ = A(t)x+ f(t, x, λ), (6.1)
where f : R × X × Y → X and f(t, 0, λ) = 0 for any t ∈ R and λ ∈ Y . Since the problem
explored here is the existence of stable invariant manifold of (6.1), one only needs to carry out
the discussion on R+. In order to facilitate the discussion below, we make use of the following
equivalent characterization of the nonuniform (h, k, µ, ν)-dichotomy
‖T (t, s)P (s)‖ ≤ K
(
h(t)
h(s)
)a
µ(s)ε, ‖T (t, s)−1Q(t)‖ ≤ K
(
k(t)
k(s)
)−b
ν(t)ε, t ≥ s ≥ 0. (6.2)
Assume that there exist positive constants cˆ and q such that
‖f(t, x1, λ)− f(t, x2, λ)‖ ≤ cˆ‖x1 − x2‖(‖x1‖q + ‖x2‖q),
‖f(t, x, λ1)− f(t, x, λ2)‖ ≤ cˆ|λ1 − λ2| · ‖x‖q+1
(6.3)
for any t ∈ R+,x, x1, x2 ∈ X and λ, λ1, λ2 ∈ Y . Define the stable and unstable spaces for each
t ∈ R+ by
E(t) = P (t)(X) and F (t) = Q(t)(X).
We next establish the parameter dependence of the stable manifolds as graphs of Lipschitz functions
and begin with introducing the class of functions to be considered. For each s ≥ 0, let Bs(̺) ⊂ E(s)
be the open ball of radius ̺ centered at zero and set
β(t) = k(t)b/(εq)h(t)−a(q+1)/(εq)µ(t)1+1/qC(t)1/εq, (6.4)
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where
C(t) =
∫ ∞
t
h(τ)aq max{µ(τ)ε, ν(τ)ε}dτ.
Given η > 0, consider the set of initial conditions
Zβ(η) =
{
(s, ξ) : s ≥ 0, ξ ∈ Bs(β(s)−ε/η)
}
.
Let Zβ = Zβ(1). Denote by X the space of continuous functions Φ: Zβ → X such that
Φ(s, 0) = 0, Φ(s,Bs(β(s)
−ε)) ⊂ F (s),
and
‖Φ(s, ξ1)− Φ(s, ξ2)‖ ≤ ‖ξ1 − ξ2‖ (6.5)
for s ≥ 0 and ξ1, ξ2 ∈ Bs(β(s)−ε). It is not difficult to show that X is a complete metric space
induced by
|Φ|′ = sup
{‖Φ(s, ξ)‖
‖ξ‖ : s ≥ 0 and ξ ∈ Bs(β(s)
−ε) \ {0}
}
.
For each λ ∈ Y and given Φ ∈ X , consider the graph
Wλ = {(s, ξ,Φ(s, ξ)) : (s, ξ) ∈ Zβ} (6.6)
and the semiflow generated by (6.1):
Ψλκ(s, u(s), v(s)) = (t, u(t), v(t)), κ = t− s ≥ 0, (s, u(s), v(s)) ∈ R+ × E(s)× F (s) (6.7)
where
u(t) = T (t, s)u(s) +
∫ t
s
T (t, τ)P (τ)f(τ, u(τ), v(τ), λ)dτ,
v(t) = T (t, s)v(s) +
∫ t
s
T (t, τ)Q(τ)f(τ, u(τ), v(τ), λ)dτ.
(6.8)
We now state the existence of parameter dependence of a stable invariant manifold for (6.1).
Theorem 6.1. Assume that
(c1) (2.1) admits a nonuniform (h, k, µ, ν)-dichotomy as in (2.2) on R
+;
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(c2) lim
t→∞
k(t)−bh(t)aν(t)ε = 0;
(c3) h(t)
aβ(t)ε is decreasing.
If cˆ in (6.3) is sufficiently small, then for each λ ∈ Y ,
(d1) there exists a unique function Φ = Φ
λ ∈ X such that Wλ is forward invariant with respect to
Ψλκ in the sense that
Ψλκ(s, ξ,Φ(s, ξ)) ∈ Wλ for any (s, ξ) ∈ Zβ·µ(2K), κ = t− s ≥ 0; (6.9)
(d2) there exists a constant d > 0 such that
‖Ψλκ(s, ξ1,Φ(s, ξ1))−Ψλκ(s, ξ2,Φ(s, ξ2))‖ ≤ d(h(t)/h(s))aµ(s)ε‖ξ1 − ξ2‖ (6.10)
for any κ = t− s ≥ 0 and (s, ξ1), (s, ξ2) ∈ Zβ·µ(2K);
(d3) there exists a constant d
∗ > 0 such that
‖Ψλ1κ (t, ξ,Φλ1(t, ξ)) −Ψλ2κ (t, ξ,Φλ2(t, ξ))‖ ≤ d(h(t)/h(s))aµ(s)ε|λ1 − λ2| · ‖ξ‖. (6.11)
for any λ1, λ2 ∈ Y .
To obtain parameter dependence of the stable manifolds, we first introduce an auxiliary space.
Let X¯ be the space of functions Φ: R+ ×X → X such that Φ|Zβ ∈ X and
Φ(s, ξ) = Φ
(
s, β(s)−εξ/‖ξ‖), (s, ξ) 6∈ Zβ.
Note that there is a one-to-one correspondence between X and X¯ . Moreover, X¯ is a Banach space
with the norm X¯ ∋ Φ 7→ |Φ|Zβ|′. It is not difficult to show that, for each Φ ∈ X¯ , one has
‖Φ(s, ξ1)− Φ(s, ξ2)‖ ≤ 2‖ξ1 − ξ2‖, s ≥ 0, ξ1, ξ2 ∈ E(s). (6.12)
The proof of Theorem 6.1 is obtained in several steps. First, we prove that, for each (s, ξ,Φ, λ) ∈
Zβ×X ∗×Y , there exists a unique function uΦ,λ(t, s, ξ) satisfying the first equality of (6.8) (Lemma
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6.1). In order to prove that there exists a unique function Φ = Φλ ∈ X satisfying (6.16) for each
λ ∈ Y , we reduce the problem to an alternative one (Lemma 6.2) and show that there exists a
unique function Φ = Φλ ∈ X satisfying (6.17) (Lemma 6.5). The asymptotic behavior of the
unique function uΦ,λ(t, s, ξ) defined in Lemma 6.1 are characterized by Lemma 6.3, 6.4, and 6.6.
Finally, with the established lemmas, we prove Theorem 6.1 by showing that (6.9), (6.10), and
(6.11) are satisfied.
Lemma 6.1. Let cˆ in (6.3) be sufficiently small. Then, for each (s, ξ,Φ, λ) ∈ Zβ ×X ∗ × Y , there
exists a unique function u = uΦ,λ : R+ → X with u(s) = ξ such that, for any t ≥ s, (6.8) holds
and
‖u(t)‖ ≤ 2K(h(t)/h(s))aµ(s)ε‖ξ‖. (6.13)
Proof. Let Ω4 be the space of continuous functions u : [s,∞) → X with u(s) = ξ such that
u(t) ∈ E(t) for t ≥ s and ‖u‖∗ ≤ β(s)−ε, where
‖u‖∗ = 1
2K
sup
{ ‖u(t)‖
(h(t)/h(s))aµ(s)ε
: t ≥ s
}
. (6.14)
It is trivial to show that Ω4 is a complete metric space induced by ‖·‖∗.
Given (s, ξ) ∈ Zβ and Φ ∈ X¯ , for t ≥ s and each λ ∈ Y , define an operator Lλ in Ω4 by
(Lλu)(t) = T (t, s)ξ +
∫ t
s
T (t, τ)P (τ)f(τ, u(τ),Φ(τ, u(τ), λ)dτ.
Then Lλu is continuous in [s,∞), (Lλu)(s) = ξ and (Lλu)(t) ∈ E(t) for t ≥ s. It follows from
(6.2) and (6.3) that
Bλ1 (τ) =: ‖f(τ, u(τ),Φ(τ, u(τ)), λ)‖
≤ cˆ (‖u(τ)‖ + ‖Φ(τ, u(τ))‖) (‖u(τ)‖ + ‖Φ(τ, u(τ))‖)q
≤ 3q+1cˆ‖u(τ)‖q+1
≤ 6q+1cˆKq+1
(
h(τ)
h(s)
)a(q+1)
µ(s)ε(q+1)(‖u‖∗)q+1, τ ≥ s
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and
‖(Lλu)(t)‖ ≤ ‖T (t, s)‖‖ξ‖ +
∫ t
s
‖T (t, τ)P (τ)‖Bλ1 (τ)dτ
≤ K
(
µ(t)
µ(s)
)a
ν(s)ε‖ξ‖+ 6q+1cˆKq+2
(
h(t)
h(s)
)a
h(s)−aqµ(s)ε(q+1)(‖u‖∗)q+1C(s),
which implies that
‖Lλu‖∗ ≤ 1
2
(‖ξ‖+ 6q+1cˆKq+1h(s)−aqµ(s)εq(‖u‖∗)q+1C(s))
≤ 1
2
(
1 + 6q+1cˆKq+1h(s)−aqµ(s)εqβ(s)−εqC(s)
)
β(s)−ε ≤ 1
2
(1 + 6q+1cˆKq+1)β(s)−ε.
Since cˆ is sufficiently small, take cˆ such that 6q+1cˆKq+1 < 1, then Lλ(Ω4) ⊂ Ω4. In addition, for
any u1, u2 ∈ Ω4, one has
Bλ2 (τ) =: ‖f(τ, u1(τ),Φ(τ, u1(τ)), λ) − f(τ, u2(τ),Φ(τ, u2(τ)), λ)‖
≤ 3q+1cˆ‖u1(τ)− u2(τ)‖(‖µ1(τ)‖q + ‖µ2(τ)‖q)
≤ 2q+23q+1cˆKq+1
(
h(τ)
h(s)
)a(q+1)
µ(s)ε(q+1)β(s)−εq‖u1 − u2‖∗
and
‖Lλu1(t)− Lλu2(t)‖ ≤
∫ t
s
‖T (t, τ)P (τ)‖Bλ2 (τ)dτ
≤ 2 · 6q+1cˆKq+1‖u1 − u2‖∗
(
h(t)
h(s)
)a
µ(s)ε.
Whence,
‖Lλu1 − Lλu2‖∗ ≤ 6q+1cˆKq+1‖u1 − u2‖∗.
Therefore, Lλ is a contraction in Ω4 and there exists a unique function u = u
Φ,λ ∈ Ω4 such that
Lu = u. Moveover,
‖u‖∗ ≤ 1
2
‖ξ‖+ 1
2
6q+1cˆKq+1‖u‖∗,
and
‖u(t)‖ ≤ 2K(h(t)/h(s))aµ(s)ε‖ξ‖ for any t ≥ s,
since K/(1 − (1/2)6q+1cˆKq+1) < 2K.
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Let u(t) = uΦ,λ(t, s, ξ) be the unique function defined by Lemma 6.1, that is,
u(t) = T (t, s)ξ +
∫ t
s
T (t, τ)P (τ)f(τ, u(τ),Φ(τ, u(τ), λ)dτ, t ≥ s. (6.15)
Lemma 6.2. Given cˆ > 0 sufficiently small and Φ ∈ X¯ , for each λ ∈ Y , the following properties
hold:
(e1) for each (s, ξ) ∈ Zβ and t ≥ s, if
Φ(t, u(t)) = T (t, s)Φ(s, ξ) +
∫ t
s
T (t, τ)Q(τ)f(τ, u(τ),Φ(τ, u(τ)), λ)dτ, (6.16)
then
Φ(s, ξ) = −
∫ ∞
s
T (τ, s)−1Q(τ)f(τ, u(τ),Φ(τ, u(τ)), λ)dτ ; (6.17)
(e2) if (6.17) holds for s ≥ 0 and ξ ∈ Bs(β(s)−ε), then (6.16) holds for (s, ξ) ∈ Zβ·µ(2K).
Proof. By (6.2), (6.3), (6.12), and (6.13), for τ ≥ s, one has
Bλ3 (τ) =: ‖T (τ, s)−1Q(τ)‖ · ‖f(τ, u(τ),Φ(τ, u(τ)), λ)‖
≤ 3q+1cˆK
(
k(τ)
k(s)
)−b
ν(τ)ε‖u(τ)‖q+1
≤ 6q+1cˆKq+2
(
k(τ)
k(s)
)−b
ν(τ)ε
(
h(τ)
h(s)
)a(q+1)
µ(s)ε(q+1)‖ξ‖q+1
≤ 6q+1cˆKq+2
(
k(τ)
k(s)
)−b
ν(τ)ε
(
h(τ)
h(s)
)a(q+1)
µ(s)ε(q+1)β(s)−ε(q+1)
and
∫ ∞
s
Bλ3 (τ)dτ ≤ 6q+1cˆKq+2k(s)bh(s)−a(q+1)µ(s)ε(q+1)β(s)−ε(q+1) ×
(∫ ∞
s
k(τ)−bh(τ)a(q+1)ν(τ)εdτ
)
≤ 6q+1cˆKq+2k(s)bh(s)−a(q+1)µ(s)ε(q+1)β(s)−εqC(s) <∞,
which imply that the right-hand side of (6.17) is well-defined.
Assume that (6.16) holds for (s, ξ) ∈ Zβ and t ≥ s, then (6.16) rewrites
Φ(s, ξ) = T (t, s)−1Φ(t, u(t)) −
∫ t
s
T (τ, s)−1Q(τ)f(τ, u(τ),Φ(τ, u(τ)), λ)dτ. (6.18)
49
From (6.2), (6.12), and (6.13), it follows that
‖T (t, s)−1Φ(t, u(t))‖ ≤ 4K2
(
k(t)
k(s)
)−b
ν(t)ε
(
h(t)
h(s)
)a
µ(s)εβ(s)−ε
≤ 4K2k(t)−bh(t)aν(t)εk(s)bh(s)−aµ(s)εβ(s)−ε.
Then, letting t→∞ in (6.18) yields (6.17).
If (6.17) holds for any (s, ξ) ∈ Zβ , then, for (s, ξ) ∈ Zβ·µ(2K),
‖u(t)‖ ≤ 2K
(
h(t)
h(s)
)a
µ(s)ε‖ξ‖ ≤ β(t)−ε h(t)
aβ(t)ε
h(s)aβ(s)ε
≤ β(t)−ε,
and hence, (t, u(t)) ∈ Zβ for any t ≥ s. By (6.17), one has
T (t, s)Φ(s, ξ) = −
∫ t
s
T (t, τ)Q(τ)f(τ, u(τ),Φ(τ, u(τ)), λ)dτ
−
∫ ∞
t
T (t, τ)Q(τ)f(τ, u(τ),Φ(τ, u(τ)), λ)dτ
= −
∫ t
s
T (t, τ)Q(τ)f(τ, u(τ),Φ(τ, u(τ)), λ)dτ +Φ(t, µ(t)),
where, in the last equality, (6.17) is used with (s, ξ) replaced by (t, u(t)).
Lemma 6.3. If cˆ is sufficiently small and ui(t) = u
Φ,λ(t, s, ξi), i = 1, 2, then there exists a K1 > 0
such that
‖u1(t)− u2(t)‖ ≤ K1(h(t)/h(s))aµ(s)ε‖ξ1 − ξ2‖, t ≥ s. (6.19)
Proof. It follows from (6.3), (6.12) and (6.13) that
Bλ4 (τ) =: ‖f(τ, u1(τ),Φ(τ, u1(τ)), λ) − f(τ, u2(τ),Φ(τ, u2(τ)), λ)‖
≤ 3q+1cˆ‖u1(τ)− u2(τ)‖(‖u1(τ)‖q + ‖u2(τ)‖q)
and
‖u1(t)− u2(t)‖ ≤ ‖T (t, s)(ξ1 − ξ2)‖+
∫ t
s
‖T (t, τ)P (τ)‖Bλ4 (τ)dτ
≤ K
(
h(t)
h(s)
)a
µ(s)ε(‖ξ1 − ξ2‖
+ 2 · 6q+1cˆKq+2‖u1 − u2‖∗ ×
(
h(t)
h(s)
)a
µ(s)ε(q+1)β(s)−εq
∫ t
s
h(τ)aqν(τ)εdτ.
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Then
‖u1 − u2‖∗ ≤ 1
2
‖ξ1 − ξ2‖+ 6q+1cˆKq+1‖u1 − u2‖∗,
which yields (6.19) with K1 = K/(1 − 6q+1cˆKq+1).
Lemma 6.4. If cˆ is sufficiently small and let ui(t) = u
Φi,λ(t, s, ξ), i = 1, 2, then there exists a
K2 > 0 such that
‖u1(t)− u2(t)‖ ≤ K2(µ(t)/µ(s))a‖ξ‖ · |Φ1 − Φ2|′, t ≥ s. (6.20)
Proof. For simplicity, write ui = u
Φi
ξ for i = 1, 2. A straightforward calculation shows that
Bλ5 (τ) =: ‖f(τ, u1(τ),Φ1(τ, u1(τ)), λ) − f(τ, u2(τ),Φ2(τ, u2(τ)), λ)‖
≤ 3q cˆ [3(‖u1(τ)− u2(τ)‖)(‖u1(τ)‖q + ‖u2(τ)‖q)
+ (‖u1(τ)‖ · |Φ1 − Φ2|′)(‖u1(τ)‖q + ‖u2(τ)‖q)
]
≤ [2 · 6q+1cˆKq+1‖u1 − u2‖∗
+ 4 · 6q cˆKq+1‖ξ‖ · |Φ1 −Φ2|′]×
(
h(τ)
h(s)
)a(q+1)
µ(s)ε(q+1)β(s)−εq, τ ≥ s
and
‖u1(t)− u2(t)‖ ≤
∫ t
s
‖T (t, τ)P (τ)‖Bλ5 (τ)dτ
≤ [2 · 6q+1cˆKq+1‖u1 − u2‖∗ + 4 · 6q cˆKq+1‖ξ‖ · |Φ1 − Φ2|′]
×K
(
h(t)
h(s)
)a
h(s)−aqµ(s)ε(q+1)β(s)−εqC(s).
Then
‖u1 − u2‖∗ ≤ [6q+1cˆKq+1‖u1 − u2‖∗ + 2 · 6q cˆKq+1‖ξ‖ · |Φ1 − Φ2|′]µ(s)−ε.
This establishes (6.20).
Lemma 6.5. If cˆ is sufficiently small, then, for each λ ∈ Y , there exists a unique function
Φ = Φλ ∈ X such that (6.17) holds for any (s, ξ) ∈ Zβ.
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Proof. For each λ ∈ Y and any (s, ξ) ∈ Zβ, define an operator Jλ by
(JλΦ)(s, ξ) = −
∫ ∞
s
T (τ, s)−1Q(τ)f(τ, u(τ),Φ(τ, u(τ)), λ)dτ, Φ ∈ X¯
where u = uΦ,λ(t, s, ξ) is the unique function defined by Lemma 6.1. It is not difficult to show
that JλΦ is continuous and (JλΦ)(s, 0) = 0 for s ≥ 0. Moreover, for any ξ1, ξ2 ∈ Bs(β(s)−ε), let
ui(t) = u
Φ,λ(t, s, ξi), i = 1, 2,. By (6.2), (6.13), and (6.19), we have
Bλ6 (τ) : = ‖f(τ, u1(τ),Φ(τ, u1(τ)), λ) − f(τ, u2(τ),Φ(τ, u2(τ)), λ)‖
≤ 3q+1cˆ‖u1(τ)− u2(τ)‖(‖u1(τ)‖q + ‖u2(τ)‖q)
≤ 6q+1cˆKqK1
(
h(τ)
h(s)
)a(q+1)
µ(s)ε(q+1)β(s)−εq‖ξ1 − ξ2‖
and
‖(JλΦ)(s, ξ1)− (JλΦ)(s, ξ2)‖ ≤
∫ ∞
s
‖T (τ, s)−1Q(τ)‖Bλ6 (τ)dτ
≤ 6q+1cˆKq+1K1k(s)bh(s)−a(q+1) × µ(s)ε(q+1)β(s)−εqC(s)‖ξ1 − ξ2‖
≤ 6q+1cKq+1K1‖ξ1 − ξ2‖.
If cˆ is sufficiently small, then
‖(JλΦ)(s, ξ1)− (JλΦ)(s, ξ2)‖ ≤ ‖ξ1 − ξ2‖
and one can extend JΦ to R+ × X by (JΦ)(s, ξ) = (JΦ)(s, β(s)−εξ/‖ξ‖) for any (s, ξ) 6∈ Zβ.
Hence, J(X¯ ) ⊂ X¯ .
Now we show that J is a contraction. For any Φ1,Φ2 ∈ X¯ , write ui(t) = uΦi,λ(t, s, ξ), i = 1, 2,
for each (s, ξ) ∈ Zβ , by (6.12), (6.13), and (6.20), one has
Bλ7 (τ) : = ‖f(τ, u1(τ),Φ1(τ, u1(τ)), λ) − f(τ, u2(τ),Φ2(τ, u2(τ)), λ)‖
≤ 3q cˆ(3‖u1(τ)− u2(τ)‖+ ‖u1(τ)‖ · |Φ1 − Φ2|′)(‖u1(τ)‖q + ‖u2(τ)‖q)
≤ 2 · 6q cˆKq(2K + 3K2)‖ξ‖ · |Φ1 − Φ2|′ ×
(
h(τ)
h(s)
)a(q+1)
µ(s)ε(q+1)β(s)−εq
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and
‖(JλΦ1)(s, ξ)− (JλΦ2)(s, ξ)‖ ≤
∫ ∞
s
‖T (τ, s)−1Q(τ)‖Bλ7 (τ)dτ
≤ 2 · 6q cˆKq(2K + 3K2)‖ξ‖ · |Φ1 − Φ2|′.
If cˆ is sufficiently small, then Jλ is a contraction. Therefore, for each λ ∈ Y , there exists a unique
function Φλ ∈ X¯ such that (6.17) holds for any (s, ξ) ∈ Zβ. From the one-to-one correspondence
between X and X¯ , it follows that there exists a unique function Φλ ∈ X such that (6.17) holds for
each λ ∈ Y and any (s, ξ) ∈ Zβ.
Lemma 6.6. For each (s, ξ) ∈ Zβ, let ui(t) = uΦλi ,λi(t, s, ξ), i = 1, 2, then there exists a K3 > 0
such that
‖u1(t)− u2(t)‖ ≤ K3(h(t)/h(s))aµ(s)ε‖λ1 − λ2‖ · ‖ξ‖.
Proof. By Lemma 6.1, 6.3, and 6.4, we have
Bλ1,λ21 (τ) : = ‖f(τ, u1(τ),Φλ1(τ, u1(τ)), λ1)− f(τ, u2(τ),Φλ2(τ, u2(τ)), λ2)‖
≤ ‖f(τ, u1(τ),Φλ1(τ, u1(τ)), λ1)− f(τ, u1(τ),Φλ1(τ, u1(τ)), λ2)‖
+ ‖f(τ, u1(τ),Φλ1(τ, u1(τ)), λ2)− f(τ, u2(τ),Φλ2(τ, u2(τ)), λ2)‖
≤ 6q+1Kq+1cˆ(h(τ)/h(s))a(q+1)µ(s)ε(q+1)
× [|λ1 − λ2| · ‖ξ‖q+1 + 2‖ξ‖q‖u1 − u2‖∗ + 2
3
|Φλ1 − Φλ2 |′ · ‖ξ‖q+1]
and
‖Φλ1(s, ξ)− Φλ2(s, ξ)‖ ≤
∫ ∞
s
‖T (τ, s)−1Q(τ)‖Bλ1,λ21 (τ)dτ
≤ h′|λ1 − λ2| · ‖ξ‖+ 2h′‖u1 − u2‖∗ + (2/3)h′|Φλ1 − Φλ2 |′ · ‖ξ‖.
where h′ = 2 · 3q+1K2cˆ. If cˆ is sufficiently small, let H = h′/(1 − (2/3)h′), then
‖Φλ1(s, ξ)−Φλ2(s, ξ)‖ ≤ H|λ1 − λ2| · ‖ξ‖+ 2H‖u1 − u2‖∗.
53
It follows from (6.8) that
‖u1(t)− u2(t)‖ ≤
∫ t
s
‖T (s, τ)P (τ)‖Bλ1λ21 (τ)dτ
≤ h′
(
(1 + (2/3)H)|λ1 − λ2| · ‖ξ‖+ (2 + (4/3)H)‖uλ1 − uλ2‖∗
)
(h(t)/h(s))aµ(s)ε
Thus,
‖u1 − u2‖∗ ≤ [K3/(2K)]|λ1 − λ2| · ‖ξ‖,
where K3 = h
′(1 + 2H/3)/(1 − h′(1 + 2H/3)/K).
We are now at the right position to establish Theorem 6.1.
Proof of Theorem 6.1. Sum up the above claims, we have the following conclusions.
• From Lemma 6.1, it follows that, for any (s, ξ,Φ, λ) ∈ Zβ × X¯ × Y , there exists a unique
function u(t) = uΦ,λ(t, s, ξ) ∈ Ω4. By Lemma 6.2 , 6.5 and the one-to-one correspondence
between X and X¯ , for s ≥ 0 and ξ ∈ Bs ((β(s) · µ(s))−ε/(2K)), there exists a unique function
Φ ∈ X such that (6.16) holds for each λ ∈ Y . For (s, ξ) ∈ Zβ·µ(2K), by (6.13), one has
‖u(t)‖ ≤ 2K(h(t)/h(s))aµ(s)ε 1
2K
(β(s) · µ(s))−ε ≤ (h(t)/h(s))aβ(s)−ε ≤ β(s)−ε,
which implies that (t, u(t)) ∈ Zβ, t ≥ s. Therefore, (6.9) holds and Wλ is forward invariant
with respect to the semiflow Ψλκ for each λ ∈ Y .
• For any (s, ξ1), (s, ξ2) ∈ Zβ·µ(2K), λ ∈ Y , and κ = t− s ≥ 0, by Lemma 6.3, we have
‖Ψλκ(s, ξ1,Φ(s, ξ1))−Ψλκ(s, ξ2,Φ(s, ξ2))‖
= ‖(t, uΦ,λ(t, s, ξ1),Φλ(t, uΦ,λ(t, s, ξ1)))− (t, uΦ,λ(t, s, ξ2),Φλ(t, uΦ,λ(t, s, ξ2)))‖
≤ 3‖uΦ,λ(t, s, ξ1)− uΦ,λ(t, s, ξ2)‖ ≤ 3K1(h(t)/h(s))aµ(s)ε‖ξ1 − ξ2‖.
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• It follows from Lemma 6.6 that for (s, ξ) ∈ Zβ·µ(2K), λ1, λ2 ∈ Y , and κ = t− s ≥ 0, we have
‖Ψλ1κ (s, ξ,Φλ1(s, ξ)) −Ψλ2κ (s, ξ,Φλ2(s, ξ))‖
= ‖(t, u1(t),Φλ1(t, u1(t))− (t, u2(t),Φλ2(t, u2(t))‖
≤ ‖u1(t)− u2(t)‖ + ‖Φλ1(t, u1(t))− Φλ2(t, u2(t))‖
≤ ‖u1(t)− u2(t)‖ + |Φλ1(t, u1(t))− Φλ1(t, u2(t))‖+ ‖Φλ1(t, u2(t)) −Φλ2(t, u2(t))‖
≤ 3‖u1(t)− u2(t)‖+ ‖Φλ1 − Φλ1 |′‖u2(t)‖
≤ [3K3 + 2KH(1 + K3
K
)]
(
h(t)
h(s)
)a
µ(s)ε‖λ1 − λ2| · ‖ξ‖.
The proof of Theorem 6.1 is complete.
Remark 6.1. Theorem 6.1 includes and extends Theorem 1 in [13]. In particular, if the parameter
λ is absent from (6.1), then Theorem 6.1 includes and extends some existing stable manifold
theorems, for example, Theorem 1 in [6] (nonuniform exponential dichotomy), Theorem 2.1 in [18]
(nonuniform (µ, ν)-dichotomy), and Theorem 2 in [12] (ρ-nonuniform exponential dichotomy).
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