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1. Introduction
Let K be a complete discrete valuation ﬁeld of characteristic (0, p) with perfect residue ﬁeld.
Let B+dR be the ring of p-adic periods of K deﬁned by Fontaine. It is a complete discrete valuation
ring with residue ﬁeld Cp . Let I be the maximal ideal of B
+
dR and let Bk = B+dR/Ik+1. Then they are
endowed with a topology induced by the p-adic topology of Cp . For an algebraic extension L/K , put
GL = Gal(K/L) and let L̂k (resp. L̂∞) be the topological closure of L in Bk (resp. B+dR) with respect to
this topology. Iovita and Zaharescu studied in [10] the following problem:
For an algebraic extension L/K , does one have L̂k = BGLk (resp. L̂∞ = (B+dR)GL )?
(In fact, they assume K = Qp and L ⊃ Qurp , but, by slight modiﬁcations, the same proofs work for
general local ﬁelds K with perfect residue ﬁeld.) When k = 0, Ax, Sen, and Tate proved that this
is always true, namely, CGLp = L̂, wherêdenotes the p-adic completion (actually, [12,16] proved it
in the perfect residue ﬁeld case and [2] proved it in the general residue ﬁeld case). However, in
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the canonical derivation d : OL = O(0)L → Ω1OL/OK = Ω
(1)
OL/OK and its higher analogues d
(k) : O(k−1)L →
Ω
(k)
OL/OK introduced in [5]. The main theorem of [10] is
Theorem. (See [10, Theorems 0.1, 0.2, 4.2].) Let k ∈ N>0 and Cp(1) be the Tate twist of Cp by the cyclotomic
character.
(I) If H0(GL,Cp(1)) = 0, then L̂k = BGLk for all k and L̂∞ = (B+dR)GL . Moreover, these rings are isomorphic
to L̂.
(II) If H0(GL,Cp(1)) = 0, then L̂k = BGLk if and only if T p(Ω(k)OL/OK ) = 0 (where T p(Ω
(k)
OL/OK ) denotes the
Tate module associated to Ω(k)OL/OK ) and the canonical derivation d
(n) : O(n−1)L → Ω(n)OL/OK is surjective
for 1 n k. L̂∞ = (B+dR)GL if and only if L̂k = BGLk for all k.
The aim of this paper is to prove a generalization of their result to the case where the residue
ﬁeld of K has a ﬁnite p-basis. To overcome the technical diﬃculties caused by imperfectness, we
prove a structure theorem of the higher Kähler differentials, which is one of the new ingredients of
this paper. Although Iovita–Zaharescu’s proof is very complicated, this structure theorem makes the
proofs drastically simple.
Plan of the paper
In Section 2, we deﬁne rings of p-adic periods of Fontaine and state their basic properties. In Sec-
tion 3, we deﬁne the higher Kähler differentials of Colmez and generalize his results in the imperfect
residue case. In Section 4, we prove a structure theorem for the higher Kähler differentials. In Sec-
tion 5, we prove the main theorem using the results in previous sections. Finally, in Section 6, we will
state a reﬁned version of the main theorem in particular cases and give some examples.
Notation
Throughout this paper, p denotes a ﬁxed prime number. A local ﬁeld K is a complete discrete
valuation ﬁeld of mixed characteristic (0, p) with residue ﬁeld kK satisfying [kK : kpK ] = pd < ∞ and
K denotes always a local ﬁeld if there is no particular mention. Let OK , πK , mK , eK , kK , vK be the
integer ring, a uniformizer, the maximal ideal, the absolute ramiﬁcation index, the residue ﬁeld, the
valuation normalized by vK (πK ) = 1 of K and K0 be the ﬁeld of fractions of a Cohen ring for kK ,
such that K0 ⊂ K . For an algebraic extension L/K , denote its p-adic completion by L̂, the relative
ramiﬁcation index by eL/K and put GL = Gal(K/L). K (resp. Cp) denotes an algebraic closure of K
(resp. K̂ ), OCp denotes the integer ring of Cp and vp denotes the p-adic valuation of Cp normalized
by vp(p) = 1. All cohomologies are assumed to be the continuous ones.
For an abelian group M , put M[pn] = ker(pn : M → M), Mdiv the maximal p-divisible subgroup
of M , T pM = lim←− M[pn], V pM = Qp ⊗Zp T pM . For a ring R and an R-module M , put μ(M) the
inﬁmum of the number of generators of M as an R-module.
For n = (n1, . . . ,nd) ∈ Nd and elements x1, . . . , xd of a commutative ring R , we use multi-index
notation, i.e., write xn for xn11 · · · xndd .
2. Preliminaries
2.1. Basic deﬁnitions
Put E˜+ = lim←−x
→xp OCp/pOCp , which is a perfect ring of characteristic p. This ring is identiﬁed
with the set {(x(n)) ∈ ON
Cp
| (x(n+1))p = x(n) for all n}: For x = (xn) ∈ E˜+ , choose a lift x̂n ∈ OCp of xn
for each n and put
x(n) = lim x̂n+mp
m
.
m→∞
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→ (x(n)) gives the bijection. If x= (x(n)) ∈ E˜+ , let vE(x) = vp(x(0)). This is a valua-
tion of E˜+ , for which E˜+ is complete. For x ∈ OCp , x˜ denotes an element of E˜+ such that x˜(0) = x.
Put A˜+ = W (E˜+) and let θ : A˜+ → OCp be the ring homomorphism given by
θ
(∑
n∈N
pn[xn]
)
=
∑
n∈N
pnx(0)n
for xn ∈ E˜+ . Here W (R) denotes the Witt ring of a commutative ring R and [x] denotes the Teich-
müller lift of x ∈ R . Note that ker θ = (p − [˜p]).
Let θ : OK ⊗Z A˜+ → OCp be the linear extension of the above θ . Put Ainf(OCp/OK ) =
lim←− OK ⊗Z A˜+/(p,ker θ)k+1 and θ : Ainf(OCp/OK ) → OCp denotes the homomorphism induced
by θ . Denote the canonical homomorphism Ainf(OCp/OK )[p−1] → Cp also by θ . Put I+ = ker θ ⊂
Ainf(OCp/OK ).
Put B+dR = lim←− Ainf(OCp/OK )[p−1]/(ker θ)k+1 and denote the canonical homomorphism B+dR → Cp
also by θ . Put I = ker θ ⊂ B+dR.
Finally, let
Ak = Ainf(OCp/OK )/Ik+1+ ,
Jk = Ik/Ik+1 ⊂ Bk = B+dR/Ik+1.
2.2. Some properties of Ainf(OCp/OK )
For general properties of topological rings, see [9, Chapitre 0, §7] for example.
Recall (see [8, §1]) that Ainf(OCp/OK ) (resp. Ak) is Hausdorff complete with respect to the (p, I+)-
adic topology (resp. the p-adic topology) and that Ainf(OCp/OK ) (resp. Ak) is the universal pro-
inﬁnitesimal OK -thickening of OCp (resp. the universal inﬁnitesimal OK -thickening of OCp of order
 k), which means the initial object in the category consisting of the following objects (D, θ): D is an
OK -algebra endowed with a surjective OK -homomorphism θ : D → OCp which is (p,ker θ)-adically
Hausdorff complete (resp. and (ker θ)k+1 = 0).
In the following, we regard Ainf(OCp/OK ) as an OK -algebra and an A˜+-algebra.
Lemma 2.1. The canonical homomorphism
OK ⊗OK0 Ainf(OCp/OK0) → Ainf(OCp/OK )
is an isomorphism.
Proof. (See [3, the proof of Proposition 2.1.5].) Let θ (resp. θOK ) be the canonical projection
Ainf(OCp/OK0 ) → OCp (resp. the linear extension of θ to OK ⊗OK0 Ainf(OCp/OK0 )). First, we claim
that OK ⊗OK0 Ainf(OCp/OK0 ) is (p,ker θOK )-adically Hausdorff complete. To prove this, we prove
the (p,ker θOK )-adic topology and the (p,1 ⊗ ker θ )-adic topology are the same. Since ker θOK =
(1 ⊗ ker θ,πK ⊗ 1 − 1 ⊗ [π˜K ]), we have (p,ker θOK )eK ⊂ (πK ⊗ 1,1 ⊗ ker θ) and (πK ⊗ 1,1 ⊗
ker θ)eK/K0 ⊂ (p,1 ⊗ ker θ). This claim implies that OK ⊗OK0 Ainf(OCp/OK0 ) is a pro-inﬁnitesimal
thickening of OCp over OK , hence the universality of Ainf(OCp/OK ) induces a map Ainf(OCp/OK ) →
OK ⊗OK0 Ainf(OCp/OK0 ). By the universality of Ainf(OCp/OK ), the composition map
Ainf(OCp/OK ) → OK ⊗OK0 Ainf(OCp/OK0)
can.−→ Ainf(OCp/OK )
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OK ⊗OK0 Ainf(OCp/OK0)
can.−→ Ainf(OCp/OK ) → OK ⊗OK0 Ainf(OCp/OK0)
is also identity, which implies the assertion. 
We say t1, . . . , td ∈ OK is a p-basis of K if t1, . . . , td is a p-basis of kK . Similarly, t1, . . . , td′ ∈ OL is
a p-basis of L/K if t1, . . . , td′ is a p-basis of kL/kK .
Proposition 2.2. Let W be the Witt ring of the maximal perfect subﬁeld of kK . Fix a p-basis t1, . . . , td
of K0 and put ui = ti − [˜ti] ∈ Ainf(OCp/OK0). Let θ : A˜+[[u1, . . . ,ud]] → OCp be the composition map
A˜+[[u1, . . . ,ud]] ui 
→0→ A˜+ θ→ OCp .
(i) There exists a unique injective W -algebra homomorphism OK0 → A˜+[[u1, . . . ,ud]]; t j 
→ [t˜ j] + u j .
In the rest of this proposition, A˜+[[u1, . . . ,ud]] is endowed with the OK0 -algebra structure given by this
morphism.
(ii) The canonical A˜+-algebra homomorphism A˜+[[u1, . . . ,ud]] → Ainf(OCp/OK0) is an OK0 -algebra ho-
momorphism and induces, for k ∈ N, OK -algebra isomorphisms
OK ⊗OK0 A˜+[[u1, . . . ,ud]]/(ker θOK )k+1 → Ainf(OCp/OK )/(ker θ)k+1,
OK ⊗OK0 A˜+[[u1, . . . ,ud]] → Ainf(OCp/OK ),
where θOK : OK ⊗OK0 A˜+[[u1, . . . ,ud]] → OCp is the linear extension of θ .
(iii) ker θOK = (1⊗ u1, . . . ,1⊗ ud,πK ⊗ 1− 1⊗ [π˜K ]) and (1⊗ u1, . . . ,1⊗ ud,πK ⊗ 1− 1⊗ [π˜K ]) is an
OK ⊗OK0 A˜+[[u1, . . . ,ud]]-regular sequence.
Proof. (i) Since A˜+[[u1, . . . ,ud]] is ker θ = (p − [˜p],u1, . . . ,ud)-adic Hausdorff complete, we can re-
place A˜+[[u1, . . . ,ud]] by A˜+[[u1, . . . ,ud]]/(ker θ)k+1. This is shown in the proof of [3, Lemme 2.1.3].
(ii) Note that OK ⊗OK0 A˜+[[u1, . . . ,ud]] (resp. Ainf(OCp/OK0 )) is ker θOK -adic (resp. ker θ -adic)
Hausdorff complete. When K = K0, we obtain the assertion by applying the inverse limit to the iso-
morphism of [3, Lemme 2.1.3]. For general K , it follows from the equalities
ker
(
θOK : OK ⊗OK0 A˜+[[u1, . . . ,ud]] → OCp
)= (1⊗ ker θ,πK ⊗ 1− 1⊗ [π˜K ]),
ker
(
θOK : OK ⊗OK0 Ainf(OCp/OK0) → OCp
)= (1⊗ ker θ,πK ⊗ 1− 1⊗ [π˜K ])
and Lemma 2.1.
(iii) We regard A˜+ = A˜+[[u1, . . . ,ud]]/(u1, . . . ,ud) as an OK0 -algebra. For the ﬁrst assertion, it
has only to prove ker(θOK : OK ⊗OK0 A˜+ → OCp ) = (πK ⊗ 1 − 1 ⊗ [π˜K ]). Moreover, we can check
it modulo πK ⊗ 1 since OK ⊗OK0 A˜+ is (πK ⊗ 1)-adically Hausdorff complete. Then the assertion
is immediate. For the latter assertion, obviously (1 ⊗ u1, . . . ,1 ⊗ ud) is a regular sequence. Since
OK ∼= OK0 [X]/(Q (X)) with an Eisenstein polynomial Q (X) ∈ OK0 [X] and Q (X) ∈ A˜+[X] is also an
Eisenstein polynomial for the prime ideal (p), OK ⊗OK0 A˜+ is an integral domain. Therefore πK ⊗1−
1⊗ [π˜k] = 0 is a regular element of OK ⊗K0 A˜+ . 
To simplify the notation, put Ainf = Ainf(OCp/OK ).
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(i) There exists an isomorphism of graded OCp -algebras
grI+ Ainf
∼= OCp [X0, . . . , Xd].
(ii) I+ = (πK − [π˜K ], t1 − [t˜1], . . . , td − [t˜d]) for any p-basis t1, . . . , td of K .
Proof. We have only to prove (ii). Choose a p-basis t′1, . . . , t′d of K0 such that t
′
j ≡ t j mod mK . It is
easy to see t′j − [t˜′j] ≡ t j − [t˜ j] mod (πK , [π˜K ])Ainf. We have
t′j −
[
t˜′j
]− (t j − [t˜ j]) ∈ I+ ∩ (πK , [π˜K ])Ainf = I+ ∩ (πK − [π˜K ], [π˜K ])Ainf
= (πK − [π˜K ])Ainf + [π˜K ]I+.
Since this implies that πK − [π˜K ], t1 − [t˜1], . . . , td − [t˜d] generate I+/[π˜K ]I+ , we obtain the assertion
by Nakayama’s lemma. 
The following is immediate:
Remark 2.4.
(i) The canonical maps Ak → Ak[p−1] → Bk are injective and Ak[p−1] = Bk .
(ii) B+dR and Bk have a canonical K -algebra structure and Bk is a p-adic Banach algebra with a unit
disc Ak .
(iii) Ik+ ∩ Ik+1 = Ik+1+ , Ik+1+ ∩πnK Ainf = πnK Ik+1+ for n,k ∈ N.
(iv) There exist canonical isomorphisms
Cp ⊗OCp
(
Ik+/Ik+1+
)∼= Jk,
Cp/OCp ⊗OCp
(
Ik+/Ik+1+
)∼= Ik/(Ik+1 + Ik+).
(v) There exist (non-canonical) ring isomorphisms
B+dR ∼= Cp[[X0, . . . , Xd]],
Bk ∼= Cp[[X0, . . . , Xd]]/(X0, . . . , Xd)k+1.
Since B+dR ∼= lim←− Bk , we call the inverse limit topology of the p-adic Banach topology of Bk the
canonical topology of B+dR. In what follows, we endow Bk with the p-adic Banach topology and B
+
dR
the canonical topology if no particular mention is made. Note that we have a canonical isomorphism
B0 ∼= Cp as topological rings and the induced topology on Jk as a subspace of Bk coincides with the
p-adic topology. We call V a Bk-representation of GL if V is a ﬁnitely generated Bk-module with a
continuous semi-linear GL-action and V a B
+
dR-representation if V is a Bk-representation for some
k ∈ N. Bk-representation V is said to be admissible if the canonical map
Bk ⊗BGLk V
GL → V
is an isomorphism.
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wk(x) = sup
{
m ∈ Z ∣∣ x ∈ πmK Ak}.
The following theorem will be used without citation:
Theorem 2.6. (See [2,12,16].) For all algebraic extensions L/K ,
L̂ = CGLp .
Remark 2.7. Since a p-adic Banach space has an orthonormal basis (see [14, Lemma 1]), a surjection
of p-adic Banach spaces admits a continuous section. In particular, we can consider usual cohomology
theory for B+dR-representations.
3. Higher Kähler differentials
In this section, we will study Colmez’s higher Kähler differentials Ω(k)OL/OK of an algebraic exten-
sion L/K . We generalize the results of [5] to the imperfect residue ﬁeld case: Section 3.1 corresponds
to §A1, Section 3.2 corresponds to §A2 in [5].
3.1. Deﬁnitions and basic facts
Deﬁnition 3.1. Deﬁne a family of OK -algebras {O(k)K }k∈N and OK -modules {Ω
(k)
OK /OK }k∈N>0 as follows:
Let O(0)
K
= OK . For k  1, set inductively Ω(k)OK /OK = OK ⊗O(k−1)K Ω
1
O(k−1)
K
/OK
and O(k)
K
= kerd(k) ,
where d(k) is the canonical derivation d(k) : O(k−1)
K
→ Ω(k)OK /OK .
Similarly, for an algebraic extension L/K , put O(k)L = O(k)K ∩ OL and Ω
(k)
OL/OK the OL-submodule of
Ω
(k)
OK /OK generated by d
(k)(O(k−1)L ). We put d(k) = d(k)|O(k−1)L by abuse of notation.
Remark 3.2. For an algebraic extension L/K , we have a canonical isomorphism Ω(1)OL/OK
∼= Ω1OL/OK .
This follows from the following lemma:
Lemma 3.3. (See [11, the footnote of p. 420].) For algebraic extensions L′/L/K , the sequence
0 OL′ ⊗ Ω1OL/OK Ω1OL′/OK Ω1OL′/OL 0
is exact.
Theorem 3.4. (Cf. [5, Théorème 1].)
(i) For k ∈ N, we have O(k)
K
= K ∩ (Ainf + Ik+1) and canonical isomorphisms O(k)K /pnO
(k)
K
∼= Ak/pn Ak for
n ∈ N.
(ii) Let ∂(k) : O(k−1)
K
→ Ik/(Ik+1 + Ik+) be the map that sends x ∈ O(k−1)K to the image of x− x˜with x˜ ∈ Ainf
such that x− x˜ ∈ Ik . Then ∂(k) is well deﬁned, it is a derivation and we have a commutative diagram:
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K
d(k)
∂(k)
Ω
(k)
OK /OK
ι∼=
Ik/(Ik+1 + Ik+)
where ι is the OK -linear morphism induced by universality of Kähler differentials. Moreover ι is an iso-
morphism.
(iii) d(k) is surjective.
(iv) B+dR (resp. Bk) is the Hausdorff completion of K for the topology for which a system of fundamental neigh-
borhoods of 0 is {pnO(k)
K
}n,k∈N (resp. {pnO(k)K }n∈N).
In the rest of this subsection, we give the proof of Theorem 3.4. The proof is identical to that
of [5], but we reproduce the proof for the convenience of the reader.
For x ∈ OK , let P (X) ∈ OK [X] be the minimal polynomial of x over K and let r ∈ N be a nat-
ural number such that r  vp(P ′(x)). Deﬁne rk ∈ N inductively by r0 = 0, rk+1 = 3rk + r, i.e., rk =
(3k − 1)r/2. For a,k ∈ N, put rk(a) = inf (rk, vp(a)) and zk,a = prk−rk(a)xa .
Lemma 3.5. For a,k ∈ N, we have zk,a ∈ O(k)K .
Proof. We will prove the assertion by induction on k. The case k = 0 is trivial. Suppose the assertion
is true for k. Using the relation prk+rk(a)zk,a = zk,1(prk(a−1)zk,a−1), we have the following relation by
induction on a:
prk+rk(a)d(k+1)(zk,a) = prkaxa−1d(k+1)(zk,1). (1)
For a polynomial A(X) ∈ OK [X], we have prkd(k+1)(prk A(x)) = prk A′(x)d(k+1)(zk,1). In particular, by
putting A(X) = P (X), we obtain prk P ′(x)d(k+1)(zk,1) = 0, hence we have prk+rd(k+1)(zk,1) = 0. Since
rk(a) rk , we have
p2rk+rd(k+1)(zk,a) = 0 for all a ∈ N (2)
by (1). Now we prove the assertion for zk+1,a , that is, d(k+1)(zk+1,a) = 0. There are two cases: If
vp(a) rk , then we have zk+1,a = p2rk+r zk,a , therefore we have d(k+1)(zk+1,a) = 0 by (2). If vp(a) > rk ,
write a = prkb. Then we have
d(k+1)(zk+1,a) = prk+1−rk+1(a)d(k+1)
(
(zk,prk )
b)= prk+1−rk+1(a)b(zk,prk )b−1d(k+1)(zk,prk ) = 0
since we have vp(b) + rk+1 − rk+1(a) 2rk + r. 
Put O(k) = K ∩ (Ainf + Ik+1). We will prove the assertion (i) by induction on k: If k = 0, there is
nothing to prove. Assume O(k−1)
K
= O(k−1) = K ∩ (Ainf + Ik) and Ak−1/pn Ak−1 ∼= O(k−1)K /pnO
(k−1)
K
.
Lemma 3.6.We have O(k)
K
⊂ O(k) .
Proof. By Remark 2.4(iii), it is easy to see that ∂(k) : O(k−1)
K
→ Ik/(Ik+1 + Ik+) is a well-deﬁned OK -
derivation. Then we have the OK -linear map ι : Ω(k)O /O → Ik/(Ik+1 + Ik+) induced by the universalK K
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ker ∂(k) = O(k) , we have the conclusion. 
Since the canonical map O(k) → Ak is injective because ker (O(k) → Ak) = K ∩(Ainf+ Ik+1)∩ Ik+1+ =
K ∩ Ik+1+ = 0, we regard O(k)K and O(k) as subrings of Ak .
Lemma 3.7. For all k ∈ N, O(k)
K
, hence O(k) , is dense in Ak endowed with the p-adic topology.
Proof. By Proposition 2.2(ii), we have only to prove that the topological closure of O(k)
K
in Ak con-
tains the set {[x]|x ∈ E˜+}. Write x = (x(n)) ∈ E˜+ and let P (X) ∈ OK [X] be the minimal polynomial
of x(0) over K . For m ∈ N>0, let Sm(X) = Xpm + πK X and let xn,m ∈ OK be an element satisfying
Sm(xn,m) = x(n) . The minimal polynomial of xn,m over K divides Pn,m(X) = P (Sm(X)pn ). We have
P ′n,m = pn S ′mSp
n−1
m P
′((Sm)p
n
), hence vp(P ′n,m(xn,m)) = n + 1/eK + (1 − p−n)vp(x(0)) + vp(P ′(x(0)))
which is independent of m: We call this un . By Lemma 3.5, yn,m = (xn,m)pm ∈ O(k)K for m 
(3k − 1)(un + 1)/2. Since θ(yn,m − [xp−n ]) = −πK xn,m , we have
yn,m ≡
[
xp
−n]
mod πK Ainf + I+ + Ik+1.
Note that for a commutative ring A and an ideal a, if α,β ∈ A with α ≡ β mod a, then we have
αp
n ≡ β pn mod a(p,a)n . Hence we have (yn,m)pn = (xn,m)pn+m ≡ [x] mod πn−(k−1)K Ainf + Ik+1. There-
fore we can conclude that [x] is in the closure of O(k)
K
. 
Lemma 3.8. For n ∈ N, O(k)
K
/pnO(k)
K
and O(k)/pnO(k) are inﬁnitesimal thickenings of OCp/pnOCp over
OK /pnOK of order k.
Proof. First, consider O(k)
K
/pnO(k)
K
. By Lemma 3.7, the canonical map O(k)
K
/pnO(k)
K
→ Ak/pn Ak is sur-
jective, hence the composition map θ : O(k)
K
/pnO(k)
K
→ Ak/pn Ak → OCp/pnOCp is surjective. We have
only to prove (ker θ)k+1 = 0. Let θ1 : O(k)K /pnO
(k)
K
→ O(k−1)
K
/pnO(k−1)
K
∼= Ak−1/pn Ak−1 be the canoni-
cal projection and let θ2 : Ak−1/pn Ak−1 → OCp/pnOCp be the map induced by θ : Ak−1 → OCp , we
have θ = θ2 ◦ θ1. Since Ak−1/pn Ak−1 is an inﬁnitesimal thickening of OCp/pnOCp over OK /pnOK of
order (k − 1), we have (ker θ)k ⊂ ker θ1. Thus, we have only to prove that if x¯ ∈ ker θ, y¯ ∈ ker θ1,
then x¯ y¯ = 0. By deﬁnition, we have x ∈ O(k)
K
∩ pnOK and y ∈ O(k)K ∩ pnO
(k−1)
K
. Since we have
pnd(k)(p−n y) = 0 and x ∈ pnOK , we have d(k)(xp−n y) = xd(k)(p−n y) = 0, which implies xy ∈ pnO(k)K ,
i.e., x¯ y¯ = 0.
For O(k)/pnO(k) , the same proof as above works if we replace d(k) by ∂(k) . 
By the universality of inﬁnitesimal thickening (see [8, §1.1]), we have
Corollary 3.9. Ak/pn Ak, O(k)K /pnO
(k)
K
, O(k)/pnO(k) are isomorphic to each other.
Proof. First, we prove the canonical map O(k)/pnO(k) → Ak/pn Ak is an isomorphism. The surjectivity
follows by Lemma 3.7 and the injectivity is from
O(k) ∩ (pn Ainf + Ik+1)= K ∩ pn(Ainf + Ik+1)= pn(K ∩ (Ainf + Ik+1))= pnO(k).
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(k)
K
→ Ak/pn Ak be the canonical map induced by Lemma 3.6. By Lemma 3.8
and the universality of inﬁnitesimal thickenings, we have a canonical OK /pnOK -homomorphism
αn : Ak/pn Ak → O(k)K /pnO
(k)
K
with βn ◦ αn = id. Let ̂O(k)K = lim←− O
(k)
K
/pnO(k)
K
. Since αn , βn are com-
patible with the inverse systems, there exists K -algebra homomorphisms α : Ak[p−1] → ̂O(k)K [p−1],
β : ̂O(k)
K
[p−1] → Ak[p−1] with β ◦ α = id. To prove that αn , βn are inverse to each other, we
have only to prove α, β are inverse to each other. Since the kernel of the canonical projections
θ : Ak/pn Ak → OCp/pnOCp , θ : O(k)K /pnO
(k)
K
→ OCp/pnOCp are nilpotent of exponent k + 1, Ak[p−1]
and Ô(k)
K
[p−1] are local rings with the same residue ﬁeld Cp , whose maximal ideals are nilpotent of
exponent k+ 1. By the ind-étaleness of K/K , the K -algebra structure of Cp uniquely lift to K -algebra
structures of
̂O(k)
K
[p−1] and Ak[p−1] and α|K , β|K are inverse to each other. On the other hand,
K = O(k)
K
[p−1] is a dense subring of ̂O(k)
K
[p−1] and K is also dense in Ak[p−1] by the surjectivity
of β . This denseness of K implies that α, β are inverse to each other. 
Corollary 3.10. O(k)
K
= O(k) .
Proof. We have O(k)
K
⊂ O(k) and O(k)
K
/pO(k)
K
∼= O(k)/pO(k) . This implies that multiplication by p on
O(k)/O(k)
K
, whose elements are killed by some powers of p, is an isomorphism. Therefore we have
the conclusion. 
By the above corollaries, we obtain (i).
Next, let us prove (ii). Well-deﬁnedness of ∂(k) is proved in the proof of Lemma 3.6. For x, y ∈
O(k−1)
K
, let x˜, y˜ ∈ Ainf such that x− x˜, y− y˜ ∈ Ik . Then we have xy− x˜y˜ = (x− x˜)y+ x˜(y− y˜) ∈ Ik
and
∂(k)(xy) ≡ xy − x˜y˜ mod Ik+1 + Ik+
= y(x− x˜) + (x˜ − x)(y − y˜) + x(y − y˜)
≡ y(x− x˜) + x(y − y˜) = y∂(k)(x) + x∂(k)(y),
hence ∂(k) is a derivation. Since we have kerd(k) = O(k)
K
= O(k) = ker∂(k) by Corollary 3.10, we have
only to prove:
Lemma 3.11. ∂(k) and d(k) are surjective.
Proof. First, we prove that ∂(k) is surjective. From the exact sequence
0 O(k) O(k−1)K Im ∂(k) 0,
we can deduce the exact sequence
0 (Im ∂(k))[pn] Ak/pn Ak Ak−1/pn Ak−1 0.
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Im ∂(k)
)[
pn
]⊂ Ik/(Ik+ + Ik+1)[pn]∼= (Cp/OCp ⊗OCp Ik+/Ik+1+ )[pn]∼= Ik+/(pn Ik+ + Ik+1+ )
∼= ker(Ak/pn Ak → Ak−1/pn Ak−1)∼= (Im ∂(k))[pn],
where the composition of these maps is identity. Hence we have (Im ∂(k))[pn] = Ik/(Ik+ + Ik+1)[pn]
and this implies the conclusion since Ik/(Ik+ + Ik+1) is p-torsion.
Since we have kerd(k) = O(k)
K
= O(k) = ker ∂(k) by Corollary 3.10, Imd(k) ∼= O(k−1)
K
/kerd(k) =
O(k−1)
K
/ker ∂(k) ∼= Im ∂(k) = Ik/(Ik+ + Ik+1). This implies that Imd(k) is an OK -module, which gener-
ates Ω(k)OK /OK over OK . Hence d
(k) is also surjective. 
(iii) is already proved. (iv) is a direct consequence of (i).
Remark 3.12. In the following, we canonically identify Ω(k)OK /OK = I
k/(Ik+1 + Ik+) = Cp/OCp ⊗
(Ik+/Ik+1+ ), V p(Ω
(k)
OK /OK ) = Jk by Remark 2.4 and Theorem 3.4. Note that V p(Ω
(k)
OL/OK ) ⊂ J
GL
k .
3.2. The fundamental properties of higher Kähler differentials
In this subsection, we will prove the following theorem:
Theorem 3.13. Let k ∈ N>0 .
(i) Let L/K be a ﬁnite extension of local ﬁelds. Then μ(Ω(k)OL/OK )
(d+k
k
)
.
(ii) For ﬁnite extensions L2/L1/K , the canonical morphism OL2 ⊗ Ω(k)OL1 /OK → Ω
(k)
OL2 /OK is injective.
For a while, we assume that the ﬁnite extension L/K satisﬁes the following condition (∗):
(∗) L/K has no unramiﬁed subextensions over K .
Note that this condition is equivalent to the condition that kK is separably closed in kL .
Lemma 3.14. Let k be a ﬁeld of characteristic p and let l/k be a ﬁnite purely inseparable extension. Assume
l⊂ kp−1 . Then the ﬁrst fundamental sequence
0 kp
−1 ⊗ Ω1l/k Ω
1
kp−1/k
Ω1
kp−1/l 0
is exact.
Proof. We have only to prove the injectivity. Choose a p-basis {xλ}λ∈Λ of l/k and p-basis {yγ }γ∈Γ of
kp
−1
/l. Then, we have
l=
⊕
n∈N⊕Λ,0nλ<p
kxn, kp
−1 =
⊕
m∈N⊕Γ ,0mγ <p
lym.
Hence we have kp
−1 =⊕n∈N⊕Λ,m∈N⊕Γ ,0nλ,mγ <p kxn ym . This implies that {xλ} ∪ {yγ } forms a p-basis
of kp
−1
/k. In particular, {xλ} is p-independent in kp−1/k. 
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1
kL/kK
= d, then kp−1K ⊂ kL .
Proof. Since kL/kK is ﬁnite, we have dimkL Ω
1
kL/k
p
L
= dimkK Ω1kK /kpK = d. By the lemma, we have an
exact sequence
0 kL ⊗ Ω1kK kpL /kpL Ω
1
kL/k
p
L
Ω1
kL/kK k
p
L
0
and Ω1kL/kK = Ω1kL/kK kpL , hence we have Ω
1
kK k
p
L /k
p
L
= 0. Therefore we have kKkpL = kpL , i.e., kK ⊂ kpL . 
Put d′ = dimkL Ω1kL/kK . Then we can choose td′+1, . . . , td ∈ kK such that
dimkL Ω
1
kL(td′+1 p
−1
,...,td p
−1
)/kK
= d.
In fact, by the lemma,
0 k
p−1
K kL ⊗ Ω1kL/kK kpL
Ω1
kp
−1
K kL/(k
p−1
K kL)
p
Ω1
kp
−1
K kL/kL
0
is exact and Ω1kL/kK = Ω1kL/kK kpL . Since the canonical map k
p−1
K kL ⊗Ω1
kp
−1
K /kK
→ Ω1
kp
−1
K kL/kL
is surjective,
we can choose td′+1, . . . , td ∈ kK such that dtd′+1p−1 , . . . ,dtd p−1 forms a basis of Ω1
kp
−1
K kL/kL
and these
elements satisfy the required property.
Since td′+1, . . . , td is p-independent over kK by the above argument, choose t1, . . . , td ∈ kK
such that t1, . . . , td′ , td′+1, . . . , td forms a p-basis of kK . If we take a p-basis π1, . . . ,πd′ of kL/kK ,
then by the corollary, kK ⊂ (kL(td′+1p−1 , . . . , td p−1 ))p = kpK (td′+1, . . . , td)(π1p, . . . ,πd′ p) since kL =
kK (π1, . . . ,πd′ ). In particular, we can choose f j ∈ kpK [Xp1 , . . . , Xpd′ , Td′+1, . . . , Td] for 1  j  d′ with
t j = f j(π1, . . . ,πd′ , td′+1, . . . , td). Choose r1, . . . , rd′ ∈ N such that kL =⊕0n j<pr j kKπ1n1 · · ·πd′nd′ .
For 1  j  d, let t j ∈ OK be a lift of t j ∈ kK , which forms a p-basis of K . For 1  j  d′ , let
f j ∈ OK [Xp1 , . . . , Xpd′ , Td′+1, . . . , Td] be a lift of f j ∈ kpK [Xp1 , . . . , Xpd′ , Td′+1, . . . , Td]. Let π j ∈ OL and
e j ∈ N for 0 j  d as
π j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
πL, j = 0 and eL/K > 1,
πK , j = 0 and eL/K = 1,
a lift of π j, 1 j  d′,
t j, j > d′,
e j =
⎧⎨⎩
eL/K , j = 0,
pr j , 1 j  d′,
1, j > d′,
and put Λ =⊕0n j<e j OK Xn00 · · · Xnd′d′ ⊂ OK [X0, . . . , Xd′ ].
We use the following lemma in the construction below:
Lemma 3.16. L = K (π0,π1, . . . ,πd′ ) and OL = ⊕0n j<e j OKπn00 · · ·πnd′d′ . For x = ∑0n j<e j anπn00 · · ·
π
nd′
d′ ∈ OL with an ∈ OK ,
vK (x) = inf
0n j<e j
vK
(
anπ
n0
0
)
.
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πL
∣∣∣∣ ∑
0n j<e j
an0n1···nd′π
n1
1 · · ·πnd′d′ ⇐⇒ πK
∣∣∣∣an0n1···nd′ for all n1, . . . ,nd′
and vK (π
n0
0 ) = n0/e0 ∈ {0,1/e0, . . . , (e0 − 1)/e0}. 
Finally, put P j ∈ OK [X0, . . . , Xd] for 0 j  d as follows: Let π = (π0, . . . ,πd).
• j = 0: There exists a unique g0 ∈ Λ such that π e00 = g0(π). Put P0 = Xe00 − g0. Note that P0 ≡
Xe00 mod πK OK [X0, . . . , Xd], by Lemma 3.16.• 1 j  d′: There exists a unique g j ∈ Λ such that f j(π1, . . . ,πd′ , td′+1, . . . , td) − t j = g j(π). Put
P j = f j(X1, . . . , Xd′ , td′+1, . . . , td) − g j(X0, . . . , Xd′) − t j . Note that X0 | g j(X) mod πK OK [X0, . . . ,
Xd], again by Lemma 3.16.
• j > d′: Put P j = X j − t j .
Let Π = (Π0, . . . ,Πd) ∈ Ad+1inf such that θ(Π0) = π0 with Π0 ∈ A˜+[πK ] if eL/K > 1, Π0 = [π˜K ] if
eL/K = 1, θ(Π j) = π j for 1 j  d′ (for example, Π j = [π˜ j]) and Π j = [t˜ j] for j > d′ . Note that if kK
is perfect, the condition about Π0 is not necessary since Ainf = A˜+[πK ].
Proposition 3.17. P0(Π), . . . , Pd(Π) are generators of I+ .
Proof. Obviously P0(Π), . . . , Pd(Π) ∈ I+ , hence we have only to prove that P0(Π), . . . , Pd(Π) gen-
erates I+/(I+,πK )I+ by Nakayama’s lemma. By Remark 2.4(iii), we identify I+/(I+,πK )I+ with
I+ + πK Ainf/(I2+ +πK Ainf) which is a ﬁnite free OCp/πK OCp -module with basis {[π˜K ], t1 − [t˜1], . . . ,
td − [t˜d]} by Corollary 2.3(ii). We will prove the assertion by calculating the coeﬃcient matrix C of
{P0(Π), . . . , Pd(Π)} with respect to this basis.
Write Π0 = [π˜L] + ε0, ε0 ∈ I+ . Since vE(π˜Le0) = vE(π˜K ), we can write π˜Le0 = π˜K u˜ for some
u ∈ O×
Cp
. If eL/K > 1, we have
P0(Π) ≡ Πe00 mod πK Ainf
≡ [π˜L] + e0[π˜L]e0−1ε0 mod I2+ +πK Ainf
≡ [˜u][π˜K ] + e0[π˜L]e0−1ε0 ≡ u[π˜K ] + e0π e0−1L ε0.
If eL/K = 1, P0(Π) ≡ [π˜K ].
We use the following sublemma for the calculation of P j(Π) for 1 j  d′ .
Sublemma. Let f (X1, . . . , Xn) ∈ OK [X1, . . . , Xn] and x1, . . . , xn ∈ OK . Then
f (x1, . . . , xn) ≡ f
([x˜1], . . . , [x˜n])+ ∑
1 jn
∂ f
∂ X j
(x1, . . . , xn)
(
x j − [x˜ j]
)
mod I2+.
Moreover, suppose that we are given π ∈ OK with 0 < vp(π) 1 and bm ∈ OK (m ∈ N) of which all but
ﬁnitely many is zero, such that f ≡∑m bpmXm mod πOK [X1, . . . , Xn] and put f˜ =∑m [b˜m]p Xm. Then we
have
f (x1, . . . , xn) ≡ f˜
([x˜1], . . . , [x˜n])+ ∑
1 jn
∂ f
∂ X j
(x1, . . . , xn)
(
x j − [x˜ j]
)
mod I2+ +π Ainf.
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sion. Since xp ≡ [˜x]p + pxp−1(x− [˜x]) mod I2+ for x ∈ OK , we have f ([x˜1], . . . , [x˜n]) ≡ f˜ ([x˜1], . . . , [x˜n])
mod I2+ +π Ainf, which proves the latter assertion.
Since Π pj ≡ [π˜ j]p mod I2+ + pAinf, we have for 1 j  d′ ,
f j(Π1, . . . ,Πd′ , td′+1, . . . , td) ≡ f j
([π˜1], . . . , [π˜d′ ], td′+1, . . . , td) mod I2+ +πK Ainf.
Applying the sublemma to f j(X1, . . . , Xd′ , td′+1, . . . , td) ∈ OK [X1, . . . , Xd′ ], we see that it is congruent
to f j(π1, . . . ,πd′ , td′+1, . . . , td) modulo I2+ + πK Ainf and applying the sublemma to f j(X1, . . . , Xd′ ,
Td′+1, . . . , Td) ∈ OK [X1, . . . , Xd′ , Td′+1, . . . , Td] with π = πK , we see that it is congruent to
f˜ j
([π˜1], . . . , [π˜d′ ], [t˜d′+1], . . . , [t˜d])+ ∑
d′+1kd
∂ f j
∂Tk
([π˜1], . . . , [π˜d′ ], [t˜d′+1], . . . , [t˜d])(tk − [t˜k])
modulo I2+ +πK Ainf. Hence we have
P j(Π) ≡ f˜ j
([π˜1], . . . , [π˜d′ ], [t˜d′+1], . . . , [t˜d])− g j(Π0, . . . ,Πd′) − t j
mod I2+ +
(
πK , td′+1 − [t˜d′+1], . . . , td − [t˜d]
)
Ainf.
By the deﬁnition of f j , we have f˜ j([π˜1], . . . , [π˜d′ ], [t˜d′+1], . . . , [t˜d]) − [t˜ j] ∈ (p, [π˜ ])A˜+ for some
π ∈ mCp . Let j be the ideal of Ainf generated by {[˜x]|x ∈ mCp }, then
P j(Π) ≡ [t˜ j] − t j − g j(Π) mod I2+ +
(
πK , td′+1 − [t˜d′+1], . . . , td − [t˜d]
)
Ainf + j.
Note that we have A˜+[πK ] ∩ I+ = (p − [˜p],πK − [π˜K ])A˜+[πK ] ⊂ πK Ainf + j: Indeed, when x =
f (πK ) ∈ I+ with f ∈ A˜+[X], x = ( f (πK ) − f ([π˜K ])) + f ([π˜K ]) ∈ (πK − [π˜K ])A˜+[πK ] + A˜+ ∩ I+ ⊂
(πK − [π˜K ], p − [˜p])A˜+[πK ]. By the deﬁnition of g j , g j(Π0, . . . ,Πd′ ) ∈ (πK ,Π0)Ainf ⊂ πK Ainf + j
since Π0 − [π˜L] = ε0 ∈ A˜+[πK ] ∩ I+ ⊂ πK Ainf + j. We have (πK , td′+1 − [t˜d′+1], . . . , td − [t˜d])Ainf + j =
(πK − [π˜K ], td′+1 − [t˜d′+1], . . . , td − [t˜d])Ainf + j and P j(Π) ≡ [t˜ j] − t j mod I2+ + (πK − [π˜K ], td′+1 −
[t˜d′+1], . . . , td − [t˜d])Ainf + j. Hence we can conclude
P j(Π) −
([t˜ j] − t j) ∈ I+ ∩ (I2+ + (πK − [π˜K ], td′+1 − [t˜d′+1], . . . , td − [t˜d])Ainf + j)
= I2+ +
(
πK − [π˜K ], td′+1 − [t˜d′+1], . . . , td − [t˜d]
)
Ainf + jI+,
since j ∩ I+ = (⋃x∈mCp [˜x]Ainf) ∩ I+ =⋃x∈mCp [˜x]I+ = jI+ .
For j > d′ , we have P j(Π) = [t˜ j] − t j .
Therefore the coeﬃcient matrix C ∈ Md+1(OCp/πK OCp ) of {P0(Π), . . . , Pd(Π)} for a basis
{[π˜K ], t1 − [t˜1], . . . , td − [t˜d]} satisﬁes
C ≡
⎛⎝ unit ∗ 00 −Ed′,d′ 0
0 ∗ −Ed−d′,d−d′
⎞⎠ mod mCp Md+1(OCp/πK OCp ).
In particular, C is invertible, hence P0(Π), . . . , Pd(Π) generates I+ +πK Ainf/(I2+ +πK Ainf). 
Here, we introduce a special form of expansion in a power series ring, which is used in the rest
of this subsection. Let m be the kernel of the surjection of K -algebras K [X0, . . . , Xd] → L; X j 
→ π j .
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a (d + 1)-dimensional complete regular local ring. Let f be the K -algebra homomorphism of equi-
dimensional regular local rings
f : K [X]m→ B+dR; X j 
→ Π j.
Since Cp ⊗ gr1 f : Cp ⊗ gr1K [X]m → gr1B+dR is surjective by Proposition 3.17, (P0(X), . . . , Pd(X)) is a
regular sequence of parameters of K [X]m .
Deﬁnition 3.18. Let Λ[p−1] =⊕0n j<e j K Xn00 · · · Xndd ⊂ K [X]m . Then Λ[p−1] is a complete set of rep-
resentatives of the surjection K [X]m → L; X j 
→ π j . Regard L as a sub-K -algebra of K [X]m by the
canonical K -embedding L → K [X]m . For x ∈ L, we deﬁne λn,x,P (X) ∈ Λ[p−1] (n ∈ Nd+1) by the ex-
pansion x=∑n∈Nd+1 λn,x,P (X)Pn(X) in K [X]m with P = (P0, . . . , Pd).
Deﬁnition 3.19. For x ∈ B+dR, put sk(x) = sup{m ∈ Z | x ∈ πmK Ainf + Ik+1} = wk(x¯) ∈ Z ∪ {∞}. Let
Q 0, . . . , Qd be generators of I+ . A minimal expansion (écriture minimale in [5]) of x in B+dR is an
expansion x=∑n∈Nd+1 λnQ n with λnQ n ∈ π s|n|(x)K I |n|+ .
Note that s0(x) s1(x) · · · sk(x) · · · for x ∈ B+dR and s0(x) = [vK (x)] for x ∈ K .
Proposition 3.20. For x ∈ L, x=∑n∈Nd+1 λn,x,P (Π)Pn(Π) is a minimal expansion of x in B+dR .
Proof. For a polynomial λ(X) =∑an Xn ∈ K [X0, . . . , Xd], put vGK (λ(X)) = inf vK (an). Note that, for
λ(X) ∈ Λ, we have vGK (λ(X)) = [vK (λ(π))] by Lemma 3.16, where [∗] denotes the integer part of ∗.
We claim that vGK (λn,x,P (X)) s|n|(x) for all n. By the deﬁnition of vGK , this claim proves the assertion.
Let us prove this claim by induction on k = |n|: When k = 0, λ0(X) ∈ Λ satisﬁes x= λ0,x,P (π). Hence
we have s0(x) = [vK (x)] = vGK (λ0,x,P (X)). For k > 0, by multiplying by some power of πK , we can
assume that sk(x) = 0. Since s0(x) s1(x) · · · sk(x) 0, the induction hypothesis implies that we
have λn,x,P (Π) ∈ Ainf for |n| < k and x ∈ O(k)K = K ∩ (Ainf + Ik+1). Therefore we have∑
|n|=k
λn,x,P (Π)P
n(Π) = x−
∑
|n|<k
λn,x,P (Π)P
n(Π) −
∑
|n|>k
λn,x,P (Π)P
n(Π)
∈ Ik ∩ (Ainf + Ik+1)= Ik+ + Ik+1
where the last equality is from Remark 2.4(iii). Once we identify Ik+/Ik+1+ to the free OCp -module
with basis {Pn(Π)}|n|=k , we have Ik/(Ik+ + Ik+1) = Cp/OCp ⊗OCp Ik+/Ik+1+ =
⊕
|n|=k(Cp/OCp )Pn(Π)
by Remark 2.4(iv). Thus we have λn,x,P (π) ∈ OCp for |n| = k and vGK (λn,x,P (X)) = [vK (λn,x,P (π))] 
0= s|n|(x). 
Corollary 3.21. Under the canonical identiﬁcation Ω(k)OK /OK = I
k/(Ik+ + Ik+1) = Cp/OCp ⊗ (Ik+/Ik+1+ ), for
x ∈ O(k−1)L , we have
d(k)(x) =
∑
|n|=k
λn,x,P (π) ⊗ Pn(Π).
Proof. Let x˜ =∑|n|k−1 λn,x,P (Π)Pn(Π). By Theorem 3.4(i), we have s0(x) · · · sk−1(x) 0, hence
we have x˜ ∈ Ainf by Proposition 3.20. Therefore, by Theorem 3.4(ii), we have
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≡
∑
|n|=k
λn,x,P (Π)P
n(Π) ≡
∑
|n|=k
λn,x,P (π) ⊗ Pn(Π). 
Proof of Theorem 3.13. Since we have O(k)
K
= O(k)
K ′ and a canonical isomorphism Ω
(k)
OK /OK
∼= Ω(k)O
K ′ /OK ′
for an unramiﬁed ﬁnite extension K ′/K , we can assume that L/K satisﬁes the condition of (∗) by re-
placing K by its maximal unramiﬁed extension in L: We use the notation as above. First prove (ii).
To do this, we have only to prove that the canonical map OK ⊗ Ω(k)OL/OK → Ω
(k)
OK /OK is injective.
We identify Ik+/Ik+1+ with the free OCp -module with basis {Pn(Π)}|n|=k , then we have Ω(k)OL/OK ⊂
(L/OL)⊕(
d+k
k ) ⊂ (Cp/OCp )⊕(
d+k
k ) = Ω(k)OK /OK by the above corollary and the fact λn,x,P (π) ∈ L. This
implies the injectivity of the above morphism. Let us prove (i). Since Ω(k)OL/OK is ﬁnitely gener-
ated over OL , we have Ω(k)OL/OK ⊂ (L/OL)⊕(
d+k
k )[pn] for some n. By the structure theorem of ﬁnitely
generated modules over discrete valuation rings, we obtain μ(Ω(k)OL/OK )  μ((p
−nOL/OL)⊕(
d+k
k )) =(d+k
k
)
. 
4. Good modules
Throughout this section, let L/K be an algebraic extension of local ﬁelds. In this section, we will
investigate modules of special form over OL , called “good modules” which play a crucial role in this
paper.
Deﬁnition 4.1. An OL-module M is good if there exists a direct system {Lλ}λ∈Λ consisting of ﬁnite
subextensions of L/K and a direct system {Mλ}λ∈Λ consisting of OLλ -submodules of M satisfying the
following conditions:
(i) Transitive maps are inclusions, i.e., we have Lλ ⊂ Lλ′ and Mλ ⊂ Mλ′ for λ < λ′ and L =⋃ Lλ ,
M =⋃Mλ . Moreover, for λ < λ′ , the canonical morphism OLλ′ ⊗ Mλ → Mλ′ is injective.
(ii) Mλ is an OLλ -module of ﬁnite length for λ ∈ Λ and supλ μ(Mλ) < ∞.
We call {Mλ}λ∈Λ a direct system of M . For a direct system {Mλ}λ∈Λ of M , put n(M) = supλ μ(Mλ)
and deﬁne (eλi )1in(M) ∈ Qn(M)0 so that
Mλ ∼=
⊕
1in(M)
OLλ/pe
λ
i OLλ , eλ1  eλ2  · · · eλn(M),
where pe
λ
i denotes any element in OLλ with p-adic valuation eλi . Then put r(M) = #{i | supλ eλi = ∞}.
Example 4.2.
(i) (L/OL)⊕n is a good OL-module with r(M) = n(M) = n.
(ii) For k ∈ N>0, M = Ω(k)OL/OK is a good OL-module with r(M) n(M)
(d+k
k
)
by Theorem 3.13.
(iii) If eL/K = ∞, then L/mL is not a good module. In fact, if it were a good module, we would have
L/mL ∼= L/OL by Theorem 4.8 below. However, the elements killed by mL of both sides are OL/mL
and 0, respectively.
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(i) Goodness is stable under sub, base change and direct sum: For a good OL-module M , sub OL-
modules of M are good. For an algebraic extension L′/L, OL′ ⊗OL M is a good OL′ -module. The
direct sum of two good OL-modules is also good.
(ii) n(M) and r(M) are invariants of M , i.e., independent of the choice of direct systems. They are
also compatible with base change. Indeed, it is easy in the case of n(M). In the case of r(M), it
follows from Theorem 4.8 below.
Lemma 4.4. Let n, r ∈ N and φ : (OL/pnOL)⊕r → (OL/pn+1OL)⊕r be an injective OL -module homomor-
phism. Then there exists ψ ∈ AutOL ((OL/pn+1OL)⊕r) making the following diagram commutative:
(OL/pnOL)⊕r
φ
p
(OL/pn+1OL)⊕r
ψ
(OL/pn+1OL)⊕r
where p is the OL-module homomorphism characterized by
p
(
(0, . . . ,
i
1ˇ, . . . ,0)
)
=
(
0, . . . ,
i
pˇ, . . . ,0
)
, 1 i  r.
Proof. We can assume L/K is ﬁnite. By the injectivity of φ, we have a commutative diagram
(OL/pnOL)⊕r
∃
φ
(pOL/pn+1OL)⊕r
inc.
(OL/pn+1OL)⊕r
where the dotted arrow is an isomorphism. Let A ∈ Mr(OL) be a lift of φ. Then, by the above diagram,
we have A = pB for some B ∈ GLr(OL). Taking ψ as the induced homomorphism by B−1, we obtain
the conclusion. 
Corollary 4.5. Let {Mn}n∈N be a direct system of OL -modules such that there exists r ∈ N with Mn ∼=
(OL/pnOL)⊕r for all n and that the transitive maps {φn : Mn → Mn+1}n∈N are all injective. Then
lim−→
n
Mn ∼= (L/OL)⊕r .
Proof. Choose an OL-isomorphism ψ1 : M1 → (OL/pOL)⊕r and deﬁne inductively OL-isomorphisms
ψn : Mn → (OL/pnOL)⊕r , which make the following diagram commutative:
Mn
φn
ψn
Mn+1
ψn+1
(OL/pnOL)⊕r
p
(OL/pn+1OL)⊕r .
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lim−→ ψn : lim−→ Mn
∼=→ lim−→
(OL/pnOL)⊕r = (L/OL)⊕r . 
Lemma 4.6. Let A be a discrete valuation ring with uniformizer π , let M1 ⊂ M2 be A-modules of ﬁnite length
and let e ji (1 i  n) be non-negative integers satisfying
M j ∼=
⊕
1in
A/π e
j
i A, e j1  e
j
2  · · · e jn.
Then e1i  e2i for any 1 i  n.
Proof. We have a commutative diagram
0 M1[πm−1] M1[πm] M1[πm]/M1[πm−1] 0
0 M2[πm−1] M2[πm] M2[πm]/M2[πm−1] 0
with exact rows. Since M1[πm−1] = M1[πm] ∩ M2[πm−1], the right vertical map is also injective.
Combining this with the equality dimk M j[πm]/M j[πm−1] = #{i | e ji m}, we obtain the assertion. 
Corollary 4.7. Let M be a good OL -module with a direct system {Mλ}. Then we have eλi  eλ
′
i for λ < λ
′ ,
1 i  n(M).
Theorem 4.8 (Structure theorem of good modules). Let M be a good OL-module.
(i) For m ∈ N suﬃciently large, Mdiv = pmM ∼= (L/OL)⊕r(M) and if r(M) = n(M), then we can take m = 0.
(ii) M ∼= (L/OL)⊕r for some r ∈ N ⇔ r(M) = n(M).
Corollary 4.9. Under the same hypothesis as above, we have
T pM ∼= OL̂⊕r(M), V pM ∼= L̂⊕r(M), dimL̂ V pM = r(M).
Proof of Theorem 4.8. We have only to prove (i). First, let us show pmM ∼= (L/OL)⊕r(M) for some
m ∈ N. For m ∈ N, pmM is good and r(M) = r(pmM). Moreover, by taking m suﬃciently large (for ex-
ample, supr(M)<i supλ e
λ
i m), we have r(pmM) = n(pmM). Hence it is enough to prove M ∼= (L/OL)⊕r
under the condition r = r(M) = n(M).
Choose {λN}N∈N ⊂ Λ such that λ0 < λ1 < · · · and eλNr  N (use Corollary 4.7). For N ∈ N, put
ΛN = {λ ∈ Λ | eλr  N, λ > λN }, then ΛN is coﬁnal with Λ by Corollary 4.7. Since we have a canonical
isomorphism OLλ ⊗OLλN (MλN [p
N ]) ∼= Mλ[pN ] for λ ∈ ΛN , there are canonical isomorphisms
M
[
pN
]∼= lim−→
λ∈ΛN
Mλ
[
pN
]∼= lim−→
λ∈ΛN
OLλ ⊗OLλN
(
MλN
[
pN
])∼= OL ⊗OLλN (MλN [pN]).
Since M is p-torsion, we have
M ∼= lim−→
N∈N
M
[
pN
]∼= lim−→
N∈N
OL ⊗
(
MλN
[
pN
])∼= (L/OL)⊕r,
where the last isomorphism follows from Corollary 4.5. 
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goodness. Recall (see [11, p. 413]) that, for a short exact sequence of abelian groups
0 M1 M2 M3 0 ,
we have a long exact sequence
0 M1[pn] M2[pn] M3[pn] M1/pnM1 M2/pnM2 M3/pnM3 0
which constitutes an inverse system. If {Mi[pn]}n∈N satisﬁes the Mittag–Leﬄer condition (ML) for
i = 1,2,3, then we have an exact sequence
0 T pM1 T pM2 T pM3 M̂1 M̂2 M̂3 0,
where ̂ means the p-adic Hausdorff completion. For an abelian group M , ML is satisﬁed for
{M[pn]}n∈N if pmM = 0 for some m ∈ N or M is p-divisible. Therefore, if M is a good OL-module,
{M[pn]}n∈N also satisﬁes ML.
Lemma 4.10. Let
0 M1 M2 M3 0
be an exact sequence of OL -modules with M2 good. Then
0 V pM1 V pM2 V pM3 0
is exact.
Proof. Since V p is left exact by the deﬁnition, we have only to prove the surjectivity. Since
V p(pnM) = V pM for an abelian group M , we can assume M2 is p-divisible by replacing M1 by
M1 ∩ pnM2, M2 and M3 by pnM2, pnM3 for suﬃciently large n. Since M3 is p-divisible and M1,
M2 are good, we have an exact sequence
0 T pM1 T pM2 T pM3 M̂1.
Since we have M̂1 ∼= M1/pnM1 for suﬃciently large n, we obtain the conclusion by tensoring the
above sequence with Qp . 
Corollary 4.11. Let
0 M1 M2 M3 M4 0
be an exact sequence of OL -modules. If M2 is good and pmM4 = 0 for some m ∈ N, then
0 V pM1 V pM2 V pM3 0
is exact.
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Deﬁnition 5.1. For k ∈ N, put Ak = lim←−n O(k−1)K /pnO
(k)
K
, i.e., the topological closure of O(k−1)
K
in Bk
and let d(k) : Ak → Ω(k)OK /OK be the canonical extension of d
(k) : O(k−1)
K
→ Ω(k)OK /OK by continuity.
We call a sequence {xn} ⊂ Bk is Bk-Cauchy if this sequence is a Cauchy sequence in Bk .
Lemma 5.2. Let k ∈ N.
(i) Jk ⊂ Ak.
(ii) There exists a commutative diagram:
0 Ik+/Ik+1+
inc.
inc.
Jk
inc.
pr.
Ik/(Ik+1 + Ik+)
ι−1
0
0 Ak
inc. Ak
d(k)
Ω
(k)
OK /OK 0
with exact rows. Where ι is the isomorphism in Theorem 3.4(ii).
Proof. (i) Let x ∈ Jk . Then, by Theorem 3.4(iv), there exists a Bk-Cauchy sequence {xn} ⊂ K which
converges to x. Then, this sequence converges to zero when viewed as a sequence in Bk−1. Therefore,
by Theorem 3.4(iv), xn is contained in O(k−1)K for suﬃciently large n. Hence x= lim xn is contained Ak .
(ii) The exactness of the upper horizontal sequence is obvious. The lower horizontal sequence is
obtained by taking the inverse limit of the exact sequences
0 O(k)
K
/pnO(k)
K
O(k−1)
K
/pnO(k)
K
Ω
(k)
OK /OK 0,
whose exactness follow from Theorem 3.4(iii), hence it is also exact. The commutativity of the left
square is obvious and therefore it suﬃces to prove the commutativity of the right square. For x ∈ Jk ,
write x = lim xn with xn ∈ O(k−1)K = K ∩ (Ainf + Ik). Write xn = yn + zn , yn ∈ Ainf, zn ∈ Ik , then we
have ι ◦ d(k)(x) = limn ι ◦ d(k)(xn) = ι ◦ d(k)(xn) = zn mod Ik+1 + Ik+ for n  0 by continuity of d(k) and
Theorem 3.4(ii). Since x− xn ∈ Ak for n  0, we have x− zn = x− xn + yn ∈ Ak ∩ Jk = Ik+/Ik+1+ where
denotes mod Ik+1. 
Put again d(k) : Jk → Ω(k)OK /OK the restriction of d
(k) : Ak → Ω(k)OK /OK to Jk .
Corollary 5.3. d(k) : Jk → Ω(k)OK /OK is a surjective OCp -modules homomorphism.
Deﬁnition 5.4. For k ∈ N, put L̂k = lim←−n L/pnO(k)L (resp. L̂∞ = lim←−n,k L/pnO(k)L ), i.e., the topological
closure of L in Bk (resp. B
+
dR). Of course L̂0 is just L̂.
Note that for x ∈ Jk ∩ L̂k , we have a Bk-Cauchy sequence {xn} such that x= lim xn with xn ∈ O(k−1)L
as in the proof of previous lemma. Let us note the following lemma:
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a complete topological F -vector space and let V0 be a sub F0-vector space of V which is closed in V . Then V0
is also a sub F -vector space of V .
In particular, Jk ∩ L̂k is an L̂-vector space and we have a well-deﬁned OL̂-module homomorphism
d(k) : Jk ∩ L̂k → (Ω(k)OL/OK )div. The image is contained in d(k)(O
(k−1)
L ).
Deﬁnition 5.6. For k ∈ N>0, L/K is said to be de Rham at level k if d(k)(O(k−1)L ) contains (Ω(k)OL/OK )div
and put H(k)dR (L/K ) = (Ω(k)OL/OK )div/d(k)( Jk ∩ L̂k).
Remark 5.7.
(i) The deﬁnition of de Rham at level k in this paper corresponds to that of de Rham at level k + 1
in [10]. Our numbering is natural as we will see in Theorem 5.10.
(ii) L/K is de Rham at level k if and only if H(k)dR (L/K ) = 0. In fact, assume that L/K is de Rham
at level k and let ω ∈ (Ω(k)OL/OK )div. Then we can take ωn ∈ (Ω
(k)
OL/OK )div and xn ∈ O
(k−1)
L such
that ω0 = ω, ωn = pωn+1 and ωn = d(k)(xn). Then, since d(k)(pxn+1 − xn) = pωn+1 − ωn = 0,
pxn+1 − xn is contained in O(k)L . Hence we have pn+1xn+1 − pnxn ∈ pnO(k)L , hence {pnxn} is a Bk-
Cauchy sequence. On the other hand, since pnxn ∈ pnO(k−1)L , {pnxn} converges to zero in Bk−1.
Hence we have d(k)(x) = ω with x= lim pnxn ∈ Jk ∩ L̂k .
By this argument and the OL-linearity of d(k) : Jk ∩ L̂k → (Ω(k)OL/OK )div, we can also prove that
H(k)dR (L/K ) = 0 if Im(d(k) : O(k−1)L → Ω(k)OL/OK )div generates (Ω
(k)
OL/OK )div over OL .
Lemma 5.8. Let L/K be de Rham at level k. Then there exists a constant mk ∈ N, which depends only on L,
satisfying the following:
For x ∈ Im(̂Lk → L̂k−1), there exists a lift x′ ∈ L̂k of x such that wk(x′) wk−1(x) −mk.
Proof. Take mk satisfying π
mk
K Ω
(k)
OL/OK = (Ω
(k)
OL/OK )div. Since wk(π
n
Ka) = wk(a)+n for all k, we can as-
sume wk−1(x) = 0. Let x′ ∈ L̂k be a lift of x. Choose {xn} ⊂ Jk ∩ L̂k such that πmkK d(k)(x′) = πmkK d(k)(x0),
d(k)(xn) = πKd(k)(xn+1). Then {πnK xn} is Bk-Cauchy and we have x′′ = limπnK xn ∈ Jk ∩ L̂k . We have
π
mk
K d
(k)(x′) = πmkK d(k)(x′′), hence the modiﬁed lift x′ − x′′ satisﬁes the required condition. 
In particular, a Bk−1-Cauchy sequence of L lifts to a Bk-Cauchy sequence of L̂k . Hence we have:
Corollary 5.9. If L/K is de Rham at level k, the canonical map L̂k → L̂k−1 is surjective.
Theorem 5.10 (Main theorem). For k ∈ N>0 , the following are equivalent:
(i) For 1 n k, L̂n = BGLn .
(ii) For 1 n k, Jn ∩ L̂n = J GLn .
(iii) For 1 n k, V p(Ω(n)OL/OK ) = J
GL
n and L/K is de Rham at level n.
Before the proof, we prepare an easy lemma:
Lemma 5.11. Let F be a non-trivial non-archimedean complete valuation ﬁeld. Let m,m′ ∈ N and let
φ : F⊕m → (F/OF )⊕m′ be an OF -module homomorphism. Then there exists an F -vector space homomor-
phism φ : F⊕m → F⊕m′ which makes the following diagram commutative:
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φ
φ
F⊕m′ pr. (F/OF )⊕m
′
.
Proof. We can assume that m =m′ = 1 and φ(OF ) = 0. Take a non-zero element π in the maximal
ideal of OF and choose xi ∈ OF such that φ(π−i) = π−i xi mod OF , then {xi} is Cauchy, therefore
φ(1) = lim xi satisﬁes the condition. 
Proof of Theorem 5.10. (i) ⇒ (ii) This follows from the commutative diagram with exact rows
0 Jn ∩ L̂n
inc.
inc.
L̂n
inc.
pr.
L̂n−1
inc.
0 J GLn
inc.
BGLn
pr.
BGLn−1.
(3)
(ii) ⇒ (iii) Put m = dimL̂ Jn ∩ L̂n = dimL̂ J GLn , m′ = dimL̂ V p(Ω(n)OL/OK ). Then mm′ by Remark 3.12.
By the structure theorem of good modules, we can identify (Ω(n)OL/OK )div = (̂L/OL̂)⊕m
′
. Since Jn ∩ L̂n ∼=
L̂⊕m , we have a commutative diagram by the previous lemma
L̂⊕m′
pr.
0 kerd(n)
inc.
Jn ∩ L̂n d
(n)
∃D(n)
(Ω
(n)
OL/OK )div
ker D(n)
with an exact row. Since ker D(n) ⊂ (kerd(n))div ⊂ (In+/In+1+ )div = 0, we have m′ m, i.e., m =m′ . This
implies that D(n) is an isomorphism, hence d(n) is surjective, i.e., L/K is de Rham at level n.
(iii) ⇒ (ii) Put m = dimL̂ Jn ∩ L̂n , m′ = dimL̂ V p(Ω(n)OL/OK ). Since we have the surjective OL̂-module
homomorphism
L̂⊕m ∼= Jn ∩ L̂n →
(
Ω
(n)
OL/OK
)
div
∼= (̂L/OL̂)⊕m
′
,
we have mm′ . Since Jn ∩ L̂n ⊂ J GLn , we have the conclusion.
(ii)+ (iii) ⇒ (i) By induction, this follows from the diagram (3), Theorem 2.6 and Corollary 5.9. 
6. Deeply ramiﬁed extensions and shallowly ramiﬁed extensions
For a ﬁnite algebraic extension L/K , denote DL/K the different ideal of L/K . This is the Fitting
ideal of Ω1O /O [6, Lemma 1.1].L K
1630 S. Ohkubo / Journal of Number Theory 130 (2010) 1609–1641Deﬁnition 6.1. An algebraic extension L/K is deeply ramiﬁed (resp. shallowly ramiﬁed) if
dimL̂ V p(Ω
1
OL/OK ) = d + 1 (resp. 0).
Note that, for a ﬁnite subextension K ′/K of L/K (resp. a ﬁnite extension L′/L), L/K is deeply
ramiﬁed or shallowly ramiﬁed if and only if L/K ′ (resp. L′/K ) is. In fact, we have r(Ω1OL/OK ) =
r(Ω1OL/OK ′ ) (resp. r(Ω
1
OL/OK ) = r(Ω1OL′ /OK )): In the case of Ω
1
OL/OK ′ , this follows from Lemma 3.3
and Lemma 4.10. Let us consider the case of r(Ω1OL′ /OK ). By [15, Lemma 6, V, §4], we may assume
that there exist ﬁnite extensions K ′′/K ′/K such that K ′′ and L are linearly disjoint over K ′ and that
K ′′L = L′ . Replacing K by K ′ , we may assume that there exists a ﬁnite extension K ′/K such that
L′ = K ′L and that L, K ′ are linearly disjoint over K . Let {Lλ} be the set of all ﬁnite subextensions of
L/K and put L′λ = L′Lλ . Then, by the deﬁnition of different via the trace form (see [15, III, §3]), we
have vp(DK ′/K ) vp(DL′λ/Lλ ). Hence Ω
1
OL′ /OL = lim−→λ Ω
1
OL′
λ
/OLλ is killed by some power of p and this
implies the equality r(Ω1OL/OK ) = r(Ω1OL′ /OK ) by Lemma 4.10. Also, it is easy to see that, if L/K is
deeply ramiﬁed, then L′/K is deeply ramiﬁed for all algebraic extensions L′/L.
Example 6.2. Let t1, . . . , td be a p-basis of K0. Put
Kn = K
(
ζpn , t
p−n
1 , . . . , t
p−n
d
)
, K∞ =
⋃
Kn,
where ζpn is a primitive pn-th root of unity. We prove that K∞ is deeply ramiﬁed over K . We can
assume K = K0. Note that
OKn ∼= OK [ζpn ] ⊗OK OK
[
t p
−n
1
]⊗OK · · · ⊗OK OK [t p−nd ].
By a simple calculation, we have
Ω1OK [ζpn ]/OK
∼= (OK [ζpn ]/pn− 1p−1 )dlog(ζpn ),
Ω1
OK [t p−nj ]/OK
∼= (OK [t p−nj ]/pn)dlog(t p−nj ), 1 j  d,
where dlog(ζpn ) = dζpn/ζpn and dlog(t p
−n
j ) = dtp
−n
j /t
p−n
j .
Thus, we have
Ω1OKn /OK
∼= (OKn/pn− 1p−1 )dlog(ζpn ) ⊕ ⊕
1 jd
(OKn/pn)dlog(t p−nj ),
which implies that K∞/K0 is deeply ramiﬁed.
As an obvious example, K/K is deeply ramiﬁed.
Typical examples of shallowly ramiﬁed extensions are tamely ramiﬁed extensions.
Theorem 6.3. For an algebraic extension L/K , the following are equivalent:
(i) L/K is deeply ramiﬁed.
(ii) For all ﬁnite extensions L′/L, TrL′/L(mL′ ) = mL .
(iii) For all algebraic extensions L′/L, Ω1OL′ /OL = 0.
(iii)′ For all algebraic extensions L′/L, mL′Ω1OL′ /OL = 0.
(iii)′′ There exists an integer m such that, for all algebraic extensions L′/L, pmΩ1OL′ /OL = 0.
(iv) Ω1O /O ∼= (L/OL)⊕d+1 .L K
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and Theorem 4.8(ii). Obviously (iii) ⇒ (iii)′ ⇒ (iii)′′ . Applying Lemma 3.3 to K/L/K and using
Lemma 4.10, (iii)′′ implies r(Ω1OL/OK ) = r(Ω1OK /OK ) = d + 1, i.e., (iv). Before proving (iv) ⇒ (iii),
note that, for any algebraic extensions L′/L/K (with L/K non-necessarily satisfying (iv)), we have
r(Ω1OL′ /OK )  r(Ω
1
OL/OK ): For a good module M over OL , we have T p(OL′ ⊗OL M) = T p(OL′ ⊗OL
pnM) = OL̂′ ⊗OL̂ T p(pnM) = OL̂′ ⊗OL̂ T pM for n  0 by Theorem 4.8(i), and we have an injection
V p(OL′ ⊗OL Ω1OL/OK ) → V p(Ω1OL′ /OK ) by Lemma 3.3. Hence we have the desired inequality by Corol-
lary 4.9. Assume (iv) holds. Then, by this inequality and Example 4.2(ii) and Theorem 4.8(i), (iv) holds
for L′/K . Therefore, by Lemma 3.3, to prove (iv) ⇒ (iii), we have only to prove that, for any algebraic
extension L′/K , an injective OL′ -module homomorphism ι : (L′/OL′ )⊕n → (L′/OL′ )⊕n is surjective: It
suﬃces to prove the surjectivity after taking the pm-torsion part of both sides and we can assume
that L′/K is ﬁnite. Then the length of the cokernel of ι[pm] is 0, i.e., ι[pm] is surjective.
We will ﬁnish the proof by proving (i) ⇒ (ii) and (ii) ⇒ (iii).
(i) ⇒ (ii) Obviously, we can choose a tower {Ln} of ﬁnite subextensions of L/K such that, for
each n, there exists a surjective OLn+1 -module homomorphism Ω1OLn+1 /OLn → (OLn+1/pOLn+1)
⊕d+1.
By replacing K by a ﬁnite subextension of K in L, we can take a ﬁnite extension K ′/K that is linearly
disjoint from L over K and L′ = K ′L. Then by [6, Theorem 1.2] and [16, Proposition 9], we have
TrL′∞/L∞(mL′∞) = mL∞ , where L∞ =
⋃
Ln and L′∞ =
⋃
LnK ′ . For any ﬁnite subextension Lλ/K of L/K ,
we can take a tower {Ln} as above, satisfying Lλ ⊂ L∞ . Then we have mLλ ⊂ mL∞ = TrL′∞/L∞(mL′∞) ⊂
TrL′/L(mL′ ). Hence we have TrL′/L(mL′ ) = mL .
(ii) ⇒ (iii)′′ First, note that (ii) implies eL/K = ∞: If not, by replacing K by a ﬁnite subextension
K1 of K in L with eL/K = eK1/K , we may assume eL/K = 1. Put L′ = L(π p
−1
K ) and K
′ = K (π p−1K ). Then,
for all ﬁnite subextensions Lλ/K of L/K , OLλK ′ = OLλ ⊗ OK ′ since eLλ/K = 1 and eK ′/K = [K ′ : K ] = p.
Denote the integer part of x by [x]. Then we have (see [15, Proposition 7, III, §3])
vLλ
(
TrLλK ′/Lλ (mLλK ′)
)= [vLλ (mLλK ′) + vLλ (DLλK ′/Lλ )]
=
[
1
p
+ eK + p − 1
p
]
= eK + 1> 1,
which is a contradiction.
Next, we prove that (ii) implies the following claim (♣):
(♣) For any ﬁnite extension K ′/K which is linearly disjoint from L over K , there exists a tower {Ln}
of ﬁnite subextensions of L/K such that vp(DLnK ′/Ln ) → 0 (n → ∞).
Note that, for any tower {Ln} of ﬁnite subextensions of L/K , {vp(DLnK ′/Ln )}n is a decreasing se-
quence. Choose a tower {Ln} such that {TrLnK ′/Ln (mLnK ′ )}n generate mL over OL . This is possible since
mL is countably generated over OL .
We claim that {Ln} satisﬁes the condition.
If vp(DLnK ′/Ln ) → ε = 0, we can choose n0 suﬃciently large such that 1/eLn0  vp(DLnK ′/Ln ) for all
n  0. Then we have
vK
(
TrLnK ′/Ln (mLnK ′)
)= [vLn (mLnK ′) + vLn (DLnK ′/Ln )] 1eLn/K

[
vLn (mLnK ′) + eLn
1
eLn0
]
1
eLn/K
 1
eLn0/K
,
which contradicts the assumption that the left-hand side converges to 0 as n → ∞. Hence we have
proved the claim (♣).
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lim−→L′′ Ω
1
OL′′ /OL where L
′′ runs through all the ﬁnite subextensions of L′/K . Moreover, we may replace
K by a ﬁnite extension of K in L. Hence we may assume that there exists a ﬁnite subextension K ′/K
in L′/K such that K ′ and L are linearly disjoint over K and that L′ = LK ′ . Let Lλ/K be any ﬁnite
subextension of L/K and put L′λ = LλK ′ . Then, by applying (♣) to the ﬁnite extension L′λ/Lλ , we
can choose a tower {Ln} satisfying the conclusion of (♣) with Lλ ⊂ L∞ =⋃ Ln . Since the canonical
map Ω1OL′
λ
/OLλ → Ω
1
OL′ /OL factors through the almost zero module Ω
1
OL′∞ /OL∞
= lim−→n Ω1OLn K ′ /OLn ,
the assertion is proved. 
Proposition 6.4. Let L/K be deeply ramiﬁed. Then:
(i) Ω1OL/OK is p-divisible.
(ii) vp(eL/K ) = ∞, i.e., supL′ vp(eL′/K ) = ∞ where L′ runs through all ﬁnite subextensions of L/K .
(iii) kL is perfect.
(iv) H1(GL,mK ) = 0, where mK is endowed with the discrete topology.
(v) Put L(x) = infσ∈GL v p(xσ − x) for x ∈ K (cf. [2]). Then L(x) = supa∈L v p(x− a) for all x ∈ K .
(vi) All Cp-representations of GL are admissible and Hk(GL, V ) = 0, k > 0, for all B+dR-representations V
of GL .
We only use the property (vi) in the following.
Proof. (i) This follows from Theorem 6.3(iv).
(ii) Assume vp(eL/K ) < ∞ and deduce a contradiction. By replacing K by a ﬁnite extension if nec-
essary, we can assume vp(eL/K ) = 0. Choose a ﬁnite subextension L′/K of L/K such that the p-adic
valuations (e1, . . . , ed+1) of the invariant factors of Ω1OL′ /OK satisfy e1  · · · ed+1 > 1. By replacing
K by the maximal unramiﬁed extension of L′/K , we can assume that L′/K satisﬁes the condition (∗)
of Section 3.2. Now use the same notation as Section 3.2. Since P0(X) ≡ XeL/K0 mod πK OK [X0, . . . , Xd]
by the construction of P0(X) and P0(π) = 0, we have
(
eL′/Kπ
eL′/K−1
L′ + aπK
)
dπL′ ∈
∑
0<id
OL dπi
for some a ∈ OL′ . Hence we have μ(pΩ1OL′ /OK ) d, this contradicts the assumption of ei ’s.
(iii) Assume that kL is not perfect. Choose t ∈ OL with t¯ ∈ kL \kpL and put L′ = L(t p
−1
). Then one can
prove that OL′ = OL[t p−1 ], therefore in particular Ω1OL′ /OL = 0, which contradicts Theorem 6.3(iii).
(iv) By [6, Theorem 2.4], H1(GL, OK ) is almost zero. If H1(GL,mK ) = 0, we have x ∈ K such that
the 1-cocycle s deﬁned by x has values in mK and is not a 1-coboundary. Choose ε ∈ vp(L) such that
infσ∈GL v p(xσ − x) > 2ε > 0. If we consider the 1-cocycle deﬁned by x/p2ε , his class in H1(GL, OK )
is killed by pε , hence we have x − pεx′ ∈ L for some x′ ∈ OK . Hence s is a 1-coboundary, which
contradicts the deﬁnition of s.
(v) Assume that there exists an element x ∈ K with L(x) > supa∈L v p(x− a). By multiplying with
some element in L − {0} if necessary, we may assume the inequalities infσ∈GL v p(xσ − x) > 0 >
supa∈L v p(x− a). Then, since the 1-cocycle deﬁned by x is zero in H1(GL,mK ) by (iv), there exists
a ∈ L such that x− a ∈ mK . This contradicts the above inequality.
(vi) We can reduce to the case where V is a Cp-representation. Since all Cp-representations of GL
are admissible by Theorem 6.3(ii) and the argument of [13, Proposition 4], it suﬃces to prove the
equality Hk(GL,Cp) = 0 for k > 0. We can prove this by the argument in [16, (3.2)], using Theo-
rem 6.3(ii). 
S. Ohkubo / Journal of Number Theory 130 (2010) 1609–1641 1633Remark 6.5. Let {GaK }a∈Q0 be the ramiﬁcation ﬁltration of Abbes and Saito [1]. An algebraic extension
L/K has a ﬁnite conductor if L ⊂ KGaK for some a. If L has a ﬁnite conductor, then L/K is shallowly
ramiﬁed by [1, Proposition 7.3]. In the classical case, i.e. when kK is perfect, the converse is also true
[4, p. 143]. In the imperfect residue ﬁeld case, the author does not know if this is true. For other
properties of deeply ramiﬁed extensions and geometric applications in the classical case, see [4].
Theorem 6.6. Let L/K be a deeply ramiﬁed extension. Put Ik = I/Ik+1 ⊂ Bk.
(I) In addition to the conditions of Theorem 5.10, the following are equivalent:
(i)′ L̂k = BGLk .
(ii)′ For 1 n k, Jn ∩ L̂n generates Jn as a module over Bn.
(iii)′ For 1 n k, V p(Ω(n)OL/OK ) = J
GL
n and d
(n) : O(n−1)L → Ω(n)OL/OK is surjective.
(iv) For 1 n k, In ∩ L̂n = IGLn .
(iv)′ For 1 n k, In ∩ L̂n generates In as a module over Bn.
(v) Ik ∩ L̂k = IGLk .
(v)′ Ik ∩ L̂k generates Ik as a module over Bk.
(II) The following are equivalent:
(i) L̂∞ = (B+dR)GL .
(ii) For all k ∈ N, L̂k = BGLk .
(iii) I ∩ L̂∞ = IGL .
(iii)′ I ∩ L̂∞ generates I as a module over B+dR .
Proof. (I) (i) ⇒ (i)′ is obvious and (i) ⇐ (i)′ follows from the surjectivity of BGLn → BGLn−1, which is a
consequence of Proposition 6.4(vi).
(ii) ⇔ (ii)′ A direct consequence of Proposition 6.4(vi).
(iii) ⇒ (iii)′ We have n(Ω(n)OL/OK )
(d+n
n
)
by Example 4.2(ii) and r(Ω(n)OL/OK ) = dimL̂ J
GL
n by Corol-
lary 4.9 and dimL̂ J
GL
n = dimCp Jn =
(d+n
n
)
by Proposition 6.4(vi). This implies (Ω(n)OL/OK )div = Ω
(n)
OL/OK
by Theorem 4.8(i), hence d(n) : O(n−1)L → Ω(n)OL/OK is surjective.
(iii) ⇐ (iii)′ is obvious.
(ii) ⇒ (iv) We will prove
I in ∩ L̂n =
(
I in
)GL for 1 i  n
by induction on n: In the case n = 1, there is nothing to prove. For general n, we use descending
induction on i, starting from i = n: In the case i = n, there is nothing to prove. For general i, the
conclusion follows from the following commutative diagram with exact rows
0 I in ∩ L̂n I i−1n ∩ L̂n J i−1 ∩ L̂i−1 0
0 (I in)
GL (I i−1n )GL J
GL
i−1 0,
where the surjection in the upper row follows from Corollary 5.9.
(iv) ⇒ (iv)′ , (v) ⇒ (v)′ Since the projection IGLn → IGL1 is surjective and I1 ∼= Cp ⊗ (IGL1 ), we have
the conclusion by Nakayama’s lemma.
(iv) ⇒ (v), (iv)′ ⇒ (v)′ Obvious.
(v)′ ⇒ (ii)′ From (In ∩ L̂n)n ⊂ Jn ∩ L̂n and Inn = Jn .
(II) (i) ⇒ (iii) Obvious.
1634 S. Ohkubo / Journal of Number Theory 130 (2010) 1609–1641(iii) ⇒ (iii)′ By Proposition 6.4(vi), we have the canonical surjection IGL = lim←− (IGLk ) → IGL1 and
the canonical isomorphism I1 ∼= Cp ⊗ (IGL1 ). From these, we see that IGL generates I by Nakayama’s
lemma.
(iii)′ ⇒ (ii) Since the canonical projection I → Ik is surjective, the condition (v)′ of (I) holds for all
k ∈ N.
(ii) ⇒ (i) (B+dR)GL = lim←−k BGLk = lim←−k L̂k = lim←−k lim←−n L/pnO(k)L = lim←−k,n L/pnO(k)L = L̂∞ . 
Corollary 6.7. Let L/K be deeply ramiﬁed. If L̂k = BGLk (resp. L̂∞ = (B+dR)GL ), then we have L̂′k = B
GL′
k (resp.
L̂′∞ = (B+dR)GL′ ) for all algebraic extensions L′/L.
Theorem 6.8. Let L/K be shallowly ramiﬁed.
(i) L̂k = BGLk for all k ∈ N and L̂∞ = (B+dR)GL .
(ii) The valuations {wk|L} of L are equivalent to each other. In particular, we have canonical isomorphisms
L̂ ∼= L̂k ∼= L̂∞
as topological rings.
The proof reduces to the following theorem:
Theorem 6.9. If L/K is shallowly ramiﬁed, then J GLk = 0 for all k ∈ N.
Let us prove Theorem 6.8, admitting Theorem 6.9: The equality L̂k = BGLk follows from Theo-
rem 5.10 since the inclusion Jk ∩ L̂k ⊂ J GLk is an equality because J GLk = 0. Since ker(̂Lk → L̂k−1) =
Jk ∩ L̂k = J GLk = 0, the canonical projection L̂k → L̂k−1 is injective. By the fact that wk(x) wk′ (x) for
x ∈ L and k  k′ , Lemma 5.8 implies the equivalence of semi-valuations {wk|L} and this equivalence
implies that L̂∞ = L̂ = lim←− BGLk = (B+dR)GL .
Before the proof of Theorem 6.9, we need some lemmas. For a while, let L/K be a general algebraic
extension.
Notation. Fix ζpn a primitive pn-th root of unity with ζ
p
pn+1 = ζpn and put ε = (1, ζp, ζp2 , . . .) ∈ E˜+ .
For x ∈ OK , put L(˜x) =
⋃
n L(˜x
(n)). For x ∈ OK − {0} and x˜ as before, let s˜x : GK → Zp be the map
such that σ (˜x)/˜x= ε s˜x(σ ) for σ ∈ GK . χ denotes the cyclotomic character and μp∞ denotes the set of
p-power roots of unity.
Lemma 6.10. Let K ′/K and L/K be linearly disjoint algebraic extensions. Let {Kμ} (resp. {Lλ}) ﬁnite subexten-
sions of K ′ (resp. L) over K and put Lμλ = KμLλ . Assume r(Ω1OK ′ /OK )+r(Ω
1
OL/OK ) r(OK ⊗OK ′ Ω1OK ′ /OK +
OK ⊗OL Ω1OL/OK ). Then there exists a constant C satisfying
0 vp(DKμ/K ) − vp(DLμλ /Lλ ) C .
Moreover, we have the equality
r
(
Ω1OK ′ /OK
)+ r(Ω1OL/OK )= r(Ω1OL′/OK ),
where L′ = K ′L.
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ness (see the argument after Deﬁnition 6.1). Denote M,N (resp. Mμλ , N
μ
λ ) the kernel and cokernel of
the canonical morphism of OL′ ⊗ Ω1OK ′ /OK → Ω
1
OL′ /OL (resp. OLμλ ⊗ Ω
1
OKμ/OK → Ω
1
O
L
μ
λ
/OLλ ).
Put Ω = OK ⊗OK ′ Ω1OK ′ /OK ⊕ OK ⊗OL Ω
1
OL/OK , Ω
′ = OK ⊗OK ′ Ω1OK ′ /OK + OK ⊗OL Ω
1
OL/OK and
denotes the Fitting ideals of Nμλ , M
μ
λ by I(Nμλ ), I(Mμλ ). Applying Lemma 4.10 to the exact sequence
0 OK ⊗OL′ M Ω Ω ′ 0
with Ω → Ω ′; (ω1,ω2) 
→ ω1 − ω2, we have r(OK ⊗OL′ M) = r(M) = 0. Note that {Mμλ } is a direct
system of M: For condition (i) of Deﬁnition 4.1, we have L′ =⋃λ,μ Lμλ , M =⋃λ,μ Mμλ since
M = ker(OL′ ⊗ Ω1OK ′/OK → Ω1OL′/OL )= lim−→
λ,μ
ker
(OLμλ ⊗ Ω1OKμ/OK → Ω1OLμ
λ
/OLλ
)= lim−→
λ,μ
Mμλ
and the rest of the condition follows from the fact that Mμλ is a sub-OLμλ -module of Ω
1
O
L
μ
λ
/OK by
Lemma 3.3. The condition (ii) follows from Example 4.2(ii). Hence we have a constant C such that
vp(I(Mμλ )) < C by deﬁnition of r(M). From the exact sequence
0 M
μ
λ
OLμλ ⊗ Ω
1
OKμ/OK
Ω1O
L
μ
λ
/OLλ N
μ
λ 0,
we have the ﬁrst assertion. Since we have the inequality vp(I(Nμλ )) vp(I(Mμλ )) by the ﬁrst asser-
tion and the above exact sequence, the last assertion follows from Corollary 4.11. 
For a while, let K0 is an absolutely unramiﬁed local ﬁeld and assume K = K0(ζpn0 ) for some n0 > 1
(Case 1) or K = K0 (˜t(n0)) (Case 2) for some n0  0 where t is an element of K0 such that t¯ ∈ kK0 \kpK0 .
Let us put
Kn =
{
K0(ζpn0+n) (Case 1),
K0(˜t(n0+n)) (Case 2),
and K ′ =⋃ Kn .
Lemma 6.11.
vp(DKn/K ) = n.
Proof. Since, for ﬁnite extensions L1/L2/L3/K , we have DL1/L3 = DL1/L2DL2/L3 [15, Proposition 8, III,
§4], this is a direct consequence of Example 6.2. 
Lemma 6.12. Let K , Kn, K ′ be as above and let L/K be an algebraic extension such that the extensions K ′, L/K
satisfy all the assumptions in Lemma 6.10. Let {Lλ} be the set of ﬁnite subextensions of L/K and put Lnλ = KnLλ ,
Ln = KnL, L′ = K ′L. Let σ be an element of GK such that σ |K 1 = idK 1 and let | · | be a p-adic norm. Then we
have the following:
(i) vp(DLnλ/Lλ ) = vp(DKn/K ) + b
(n)
λ , where {b(n)λ }n is a decreasing sequence and {b(n)λ }n,λ is bounded.
(ii) |TrLn+1/Ln (x)| |p|1+b
(n+1)
λ −b(n)λ |x| for all x ∈ Ln+1λ .λ λ
1636 S. Ohkubo / Journal of Number Theory 130 (2010) 1609–1641(iii) |x− p−1 TrLn+1λ /Lnλ (x)| |p|
−1|xσ pn − x| for all x ∈ Ln+1λ .
(iv) If we put tL′/L = lim−→n [Ln : L]−1 TrLn/L , then there exists a constant C1 such that∣∣tL′/L(x) − x∣∣ C1∣∣xσ − x∣∣.
Proof. The proof is similar to that in [16, (3.1)].
(i) We have only to prove that {b(n)λ }λ is decreasing. Since Lnλ and Kn+1 are linearly disjoint over Kn ,
we have 0 vp(DKn+1/Kn ) − vp(DLn+1λ /Lnλ ) = b
(n)
λ − b(n+1)λ by the argument after Deﬁnition 6.1.
(ii) Is a direct consequence of [15, Proposition 7, III, §3] and Lemmas 6.11, 6.12(i).
(iii) Note that, by the assumption on K , the set {σ pni |Ln+1λ }0i<p coincides with the set of conjugate
maps of Ln+1λ /Lnλ . Put τ = σ p
n
,
px− TrLn+1λ /Lnλ (x) = px−
∑
0i<p
τ i x=
∑
0i<p
(
1− τ i)x
=
∑
1i<p
(
1+ τ + · · · + τ i−1)(1− τ )x.
Hence |px− TrLn+1λ /Lnλ (x)| |(1− τ )x|.
(iv) Put tL′λ/Lλ = lim−→ [Lnλ : Lλ]−1 TrLnλ/Lλ . We prove by induction on n an inequality∣∣x− tL′λ/Lλ (x)∣∣ c(n)λ ∣∣xσ − x∣∣ if x ∈ Lnλ
with c(1)λ = |p|−1, c(n+1)λ = |p|b
(n+1)
λ −b(n)λ c(n)λ . This inequality implies the assertion. When n = 1, this
is (iii). Assume the above inequality is true for n. Then, for x ∈ Ln+1λ , we have∣∣TrLn+1λ /Lnλ (x) − ptL′/L(x)∣∣ c(n)λ ∣∣σ TrLn+1λ /Lnλ (x) − TrLn+1λ /Lnλ (x)∣∣
= c(n)λ
∣∣TrLn+1λ /Lnλ(xσ − x)∣∣ c(n)λ |p|1+b(n+1)λ −b(n)λ ∣∣xσ − x∣∣
by (ii). By (iii), we have
∣∣x− tL′/L(x)∣∣ sup(∣∣x− p−1 TrLn+1λ /Lnλ (x)∣∣, |p|b(n+1)λ −b(n)λ c(n)λ ∣∣xσ − x∣∣)
 sup
(
c(1)λ , |p|b
(n+1)
λ −b(n)λ c(n)λ
)∣∣xσ − x∣∣= |p|b(n+1)λ −b(n)λ c(n)λ ∣∣xσ − x∣∣.
Hence the asserted inequality is true for n+ 1. 
Corollary 6.13. In addition to the assumptions as above, we assume μp∞ ⊂ L in Case 2. Then,
H0(GL′/L, L̂′(n)) = 0 for n = 0 (Case 1), H1(GL′/L, L̂′) = L̂[s˜t] (Case 2), where (n) denotes the Tate twist
by χn and [ · ] denotes a cohomology class.
Proof. First, note that tL′/L : L′ → L extends to a continuous surjective L̂-linear map tL′/L : L̂′ → L̂.
Hence, by applying [16, Proposition 8], we have only to prove that the cohomology class of s˜t does not
vanish in Case 2. Since tL′/L kills 1-coboundaries B1cont(GL′/L, L̂
′) and tL′/L(s˜t) = s˜t ∈ Z1cont(GL′/L,Zp),
this follows from s˜t ≡ 0. 
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a p-basis t1, . . . , td of K0 and put K ( j) = K0(μp∞)(t˜1, . . . , t˜ j), L( j) = K ( j)L and s j = st˜ j for 0 j  d.
We claim that
{
K (0) ∩ L = K0(ζpn0 ),
r
(
Ω1OL(0) /OK
)= 1,⎧⎨⎩ K
( j+1) ∩ L( j) = K ( j)(t˜ j+1(n j+1)),
r
(
Ω1OL( j+1) /OK
)= j + 2
for some n j ∈ N. Moreover, we claim that H0(GL(0)/L, L̂(0)(n)) = 0 for n = 0 and H1(GL(d)/L(0) , L̂(d)) =⊕
1 jd L̂(0)[s j].
Let us prove this claim. By the hypothesis on K , if K (0) ∩ L = K0(ζpn0 ) for all n0, then
K (0) ⊂ L. Then we have 0 = r(Ω1OL/OK )  r(Ω1OK (0) /OK ) = 1, which is a contradiction. Therefore we
have K (0) ∩ L = K0(ζpn0 ) for some n0. Since K (0)/K0(ζpn0 ) is Galois, K (0) and L are linearly dis-
joint over K0(ζpn0 ) and hence we have r(Ω
1
OK (0) /OK0(ζpn0 )
) = r(Ω1OK (0) /OK ) = 1, r(Ω
1
OL/OK0(ζpn0 )
) =
r(Ω(k)OL/OK ) = 0 because V p(Ω
(k)
OL/OK ) ⊂ J
GL
k = 0 and Corollary 4.9, and r(OK ⊗ Ω1OK (0) /OK0(ζpn0 ) +
OK ⊗ Ω1OL/OK0(ζpn0 ) )  r(Ω
1
OK (0) /OK0(ζpn0 )
) = 1. Therefore K ′ = K (0)/K0(ζpn0 ) and L/K0(ζpn0 ) satisfy
the assumption of Lemma 6.10. Applying Lemma 6.10 and Corollary 6.13, we have r(Ω1OL(0) /OK ) = 1,
H0(GL(0)/L, L̂
(0)(n)) = 0. We prove the rest of the claim by induction on j (0 j < d). (Instead of prov-
ing H1(GL(d)/L(0) , L̂
(d)) =⊕1 jd L̂(0)[s j], we prove H1(GL( j+1)/L(0) , L̂( j+1)) =⊕1i j+1 L̂(0)[si].) Since
r(Ω1OK ( j+1) /OK ) = j + 2> j + 1= r(Ω
1
OL( j) /OK ) by Example 6.2 and the induction hypothesis, we have
K ( j+1) ⊂ L( j) , i.e., K ( j+1) ∩ L( j)/K ( j) is ﬁnite. Put K ( j+1) ∩ L( j) = K ( j)(t˜ j+1(n j+1)), then L( j)/K (t˜ j+1(n j+1))
and K (t˜ j+1)/K (t˜ j+1(n j+1)) satisfy the assumption of Lemma 6.10 since r(Ω1
K (t˜ j+1)/K (t˜ j+1(n j+1))
) = 1,
r(Ω1
L( j)/K (t˜ j+1(n j+1))
) = j + 1 and r(OK ⊗ Ω1K (t˜ j+1)/K (t˜ j+1(n j+1)) + OK ⊗ Ω
1
L( j)/K (t˜ j+1(n j+1))
)  r(OK ⊗
Ω1
L( j+1)/K (t˜ j+1(n j+1))
) = j + 2 by Example 6.2. As a consequence of Lemma 6.10 and Corollary 6.13,
we have r(Ω1OL( j+1) /OK ) = j + 2 and H
1(GL( j+1)/L( j) , L̂
( j+1)) = L̂( j)[s j+1]. In the inﬂation–restriction se-
quence
0 H1(GL( j+1)/L(0) , L̂( j)) H1(GL( j+1)/L(0) , L̂( j+1)) H1(GL( j+1)/L( j) , L̂( j+1))
GL( j)/L(0)
,
the base [s j+1] of the last term lifts to the middle term, i.e., the right arrow is surjective. Hence the
assertion follows from the induction hypothesis.
Now we have J1 =⊕0 jd Cp v j , where the action of GK on {v j} is given by
⎛⎜⎜⎜⎝
χ −t1s1 · · · −tdsd
1
. . .
1
⎞⎟⎟⎟⎠ (empty entries are 0)
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⊕
n∈Nd+1k Cp v
n where Nd+1k = {n ∈ Nd+1 | |n| = k} and vn = vn00 · · · vndd [3, just
before Lemme 2.1.12]. Obviously, H0(GL(d) , Jk) =
⊕
n∈Nd+1k L̂
(d)vn . Let  be the order on Nd+1k deﬁned
by
n(1)  n(2) def⇐⇒ n(1)0  n(2)0 ,n(1)1  n(2)1 , . . . ,n(1)d  n(2)d .
For n′ ∈ Nd+1k−1 , put Nn′ =
⋃
0 jd {n ∈ Nd+1k |n  n′ + e j}, N◦n′ =
⋃
0 jd {n ∈ Nd+1k |n  n′ + e j}, where
e j = (0, . . . ,
j
1ˇ, . . . ,0) for 0 j  d. Since
⊕
n∈Nn′ L̂
(d)vn and
⊕
n∈N◦
n′
L̂(d)vn are GL(d)/L-stable, we have
an L̂(d)-representation of GL(d)/L :
Vn′ =
⊕
n∈Nn′
L̂(d)vn/
⊕
n∈N◦
n′
L̂(d)vn ∼=
⊕
0 jd
L̂(d) v¯n
′+e j
and the Galois action on {v¯n′+e j } is given by⎛⎜⎜⎜⎜⎝
χn
′
0+1 −(n′1 + 1)t1s1χn
′
0 · · · −(n′d + 1)tdsdχn
′
0
χn
′
0
. . .
χn
′
0
⎞⎟⎟⎟⎟⎠ (empty entries are 0).
Then H0(GL(d)/L, Vn′) = 0: Let x=
∑
0 jd x j v¯
n′+e j ∈ H0(GL(d)/L, Vn′ ). Restricting to GL(d)/L(0) , we have
x j ∈ L̂(0) for j > 0 and (σ − 1)x0 =∑ j>0 (n′j + 1)x jt j s j(σ ) for σ ∈ GL(d)/L(0) . Since H1(GL(d)/L(0) , L̂(d))
is an L̂(0)-vector space with a basis [s1], . . . , [sd], we have x j = 0 for j > 0, therefore x0 ∈ L̂(0) . Also,
we have x0(log[ε])n′0+1 ∈ H0(GL(0)/L, L̂(0)(n′0 + 1)) = 0, i.e., x0 = 0.
Let us ﬁnish the proof. Let x=∑n∈Nd+1k xnvn ∈ J GLk with xn ∈ L̂(d) . To prove x = 0, we have only to
prove that, for all n′ ∈ Nd+1k−1 , we have xn′+e j = 0 for 0 j  d. If not, choose a minimal (with respect
to the above order ) n′ ∈ Nd+1k−1 with xn′+e j = 0 for some j. Then the image of
∑
n∈Nn′ xnv
n in Vn′ is
contained in H0(GL(d)/L, Vn′ ) by the minimality of n
′ . Hence we have xn′+e j = 0 for 0 j  d, which
is a contradiction. 
Finally, we describe some concrete examples.
Example 6.14. Fix a uniformizer πK of K , a p-basis t1, . . . , td of K and put Sm(X) = Xpm + πK X . Let
L/K be the algebraic extension generated by all roots of Sm(X) = π˜K (n) , Sm(X) = t˜ j (n) , 1 j  d, for
all n,m. We prove that L/K is deeply ramiﬁed and satisﬁes L̂k = BGLk for all k and L̂∞ = (B+dR)GL .
For n ∈ N>0, choose x0n, x1n, . . . , xdn such that S1(x0n) = π˜K (n) , S1(x1n) = t˜ j(n), . . . , S1(xdn) = t˜d(n) and put
Ln = K (π0n , . . . ,πdn ). Then, OLn = OK [π0n , . . . ,πdn ] = OK [π0n ]⊗· · · OK [πdn ] and the minimal polynomial
of π0n (resp. π
j
n ) over OK is S1(X)pn − πK (resp. S1(X)pn − t j). It is easy to see that the p-adic
valuation of the unique invariant factor of Ω1OK [π jn ]/OK
is at least n. Hence L/K is deeply ramiﬁed.
By the proof of Lemma 3.7, we see that L̂k contains [π˜K ], [t˜1], . . . , [t˜d], therefore contains πK − [π˜K ],
t1 − [t˜1], . . . , td − [t˜d] which generates I/Ik+1. Applying Theorem 6.6, we have the conclusion.
The following example is a generalization of [10, Corollary 8.2].
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· · · ◦ f (n-times). Put π00 = 0 and let π10 = t1, . . . ,πd0 = td be a p-basis of K . Let Kn/K be the algebraic
extension generated by all roots of f n(X) = π0j for 0  j  d and K∞ =
⋃
Kn . In the following, we
prove that K∞/K is deeply ramiﬁed and de Rham at level 1.
For n ∈ N>0, ﬁx π jn for 0  j  d with π01 = 0 such that f (π jn ) = π jn−1 and put Ln = K (π jn | 0 
j  d, n ∈ N), L =⋃ Ln . We have only to prove the assertion for L/K by Corollary 6.7.
By a simple calculation, we have
OLn = OK
[
π0n , . . . ,π
d
n
]= OK [π0n ]⊗OK · · · ⊗OK OK [πdn ],
Ω1OK [π jn ]/OK
= (OK [π jn ]/πn−δ jK )dπ jn ,
where δ0 = 1/(q − 1), δ j = 0 for 0 j  d. In particular, L/K is deeply ramiﬁed. On the other hand,
by taking derivation of the equation f (π jn+1) = π jn , we obtain q(π jn+1)q−1 dπ jn+1 + πKdπ jn+1 = dπ jn .
Hence, for λ ∈ OL with vK (λ) n+ 1− δ j − eKm vK (Ann(q(π jn+1)q−1 dπ jn+1)), we have
λdπ jn = πKλdπ jn+1. (4)
Put L j = K (π jn | n ∈ N) and we claim that, for ω ∈ Ω1OL j /OK and k ∈ N, there exists x ∈ OL j
such that ω = πkK dx. Let us prove this claim by induction on [vK (Ann(ω))]: Assume πKω = 0.
Write ω = λdπ jn for some n ∈ N, λ ∈ OL j and considering the annihilator of both sides, we have
vK (λ)  vK (Ann(dπ jn )) − vK (Ann(ω))  n − δ j − 1  n + 1 − δ j − eKm by the assumption eKm > 1.
Applying (4), we have λdπ jn = πKλdπ jn+1 and iterating this procedure and taking m suﬃciently large
with πm−kK λ ∈ O(1)L , we have ω = πmK λdπ jn+m = πkKd(πm−kK λdπ jn+m). For general ω, applying the in-
duction hypothesis to πKω, we have πKω = πk+1K dx and again applying the induction hypothesis to
ω − πkK dx, we have the conclusion. In particular, d : OL j → Ω1OL j /OK is surjective and this implies
H(1)dR (L/K ) = 0 by Remark 5.7(ii) since Ω1OL/OK =
⊕
0 jd OL ⊗ Ω1OL j /OK and Ω
1
OL j /OK is p-divisible.
Example 6.16. Assume K = K0. Let t1, . . . , td ∈ K be a p-basis and put Kn = K (ζpn , t˜1(n), . . . , t˜d(n)),
L =⋃ Kn . By Example 6.2, L/K is deeply ramiﬁed. We will show L/K is not de Rham at level 1. To
prove this, we only have to prove Im(d : OL → Ω1OL/OK )div = 0. In fact, we prove a ﬁner statement:
Proposition 6.17. Let ω ∈ Ω1OKn /OK , n  1. If there exists m  n + 1 and k ∈ N such that ω ∈
pk Im(d :OKm → Ω1OKm /OK ), then ω ∈ p
k Im(d :OKn → Ω1OKn /OK ).
Proof. We will prove ω ∈ pk Im(d : OKm−1 → Ω1OKm−1 /OK ). Put ε0 = 1/(p − 1), ε j = 0 for 0 < j  d
and put ω jm ∈ Ω1OKm /OK as ω0m = dlog(ζpm ), ω
j
m = dlog(t˜ j (m)) for 0 < j  d and put f = ( f0, . . . , fd)
where f0 = pm−1(p − 1), f j = pm for 0< j  d. By Example 6.2, we identify
Im
(
Ω1OKn /OK → Ω1OKm /OK
)= ⊕
0 jd
(
pm−nOKn + pm−ε j OKm/pm−ε j OKm
)
ω
j
m.
Let x ∈ OKm such that pk dx = ω. Let ω =
∑
j λ jω
j
n =
∑
j p
m−nλ jω jm with λ j ∈ OKn . Writing x =∑
0e< f aeπ
e with ae ∈ OK and π e = ζ e0pm t˜1(m)e1 · · · t˜d(m)ed and considering dx, we have
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∑
e
e jaeπ
e ∈ pm−nλ j + pm−ε j OKm (5)
for 0 j  d.
OKm has a basis T = {π e | 0 e < f } as a free OK -module and OKm−1 has a basis T1 = {π e | 0
e < f , p|e j for all j} over OK . Let V be the free OK -module spanned by T \ T1. Then the direct sum
OKm = OKm−1 ⊕ V is stable under multiplication by ζp , so is multiplication by pm−ε j . Writing both
sides of (5) as a sum OKm−1 ⊕ V and looking at the ﬁrst factor, we obtain
pk
∑
p|e0,...,ed
e jaeπ
e ∈ pm−nλ j + pm−ε j OKm−1 .
Hence y =∑p|e0,...,ed aeπ e ∈ OKm−1 satisﬁes pkdy = ω. 
Now we know L̂1 = BGL1 . As for L̂1 itself, the canonical projection pr : L̂1 → L̂ injective: For a
general algebraic extension L/K , we have an exact sequence
0 pnO(k−1)L /pnO(k)L L/pnO(k)L L/pnO(k−1)L 0
with Im(d(k) : O(k−1)L → Ω(k)OL/OK ) = O
(k−1)
L /O(k)L ∼= pnO(k−1)L /pnO(k)L . Passing to the limit, we have an
exact sequence
0 lim←− d
(k)(O(k−1)L ) L̂k L̂k−1 lim←−1 d(k)(O
(k−1)
L ) 0
where the inverse limit is taken for multiplication by p. Note that lim←− d
(k)(O(k−1)L ) = 0 if
Im(d(k) :O(k−1)L → Ω(k)OL/OK )div = 0.
Applying this to our L and k = 1, we see that pr : L̂1 → L̂ is injective since Im(d : OL →
Ω1OL/OK )div = 0. Moreover pr is not surjective: If not, pr would be an isomorphism on p-adic Ba-
nach spaces by the open mapping theorem of p-adic Banach spaces. However, {pnζpn } is a p-adic
Cauchy sequence, which is not B1-Cauchy: If there exists suﬃciently large n < m ∈ N such that
pmζpm − pnζpn ∈ p2O(1)L then, by a simple calculation, we have pm−2(ζpm − ζpn )dlog(ζpm ) = 0. This
implies vp(pm−2(ζpm − ζpn )) =m − 2+ 1/pm−1(p − 1) vp(Ann(dlog(ζpm ))) =m − 1/(p − 1) by Ex-
ample 6.2, which is a contradiction.
Remark 6.18. Assume [K : Qp] < ∞. As a consequence of the Lubin–Tate theory, Examples 6.15
and 6.16, K ab/K is deeply ramiﬁed and
K ab/K is de Rham at level 1 ⇐⇒ K = Qp .
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