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This article is a contribution to behavioral observer theory which
was started byValcher andWillems in 1999 andwhichwas recently
exposed by Fuhrmann in a comprehensive survey article. It is also a
further development of the article on T-observers byOberst and the
author. For a given continuous or discrete time linear time-invariant
behaviorwe assume that a linear function of a trajectory (e.g., some
components) can bemeasured.We are interested in estimating an-
other linear function of this trajectory.
We generalize the notions of T-observability and T-observers in-
troduced by Oberst and the author. T denotes a multiplicatively
closed subset of the ring of operators. For different choices of
T, T-observability coincides with observability, reconstructibility,
trackability, or detectability, a T-observer is an exact, dead-beat,
tracking, or asymptotic observer. We show the equivalence of
T-observability and the existence of T-observers and give a con-
structive parametrization of all T-observers. Corresponding results
for proper T-observers are also presented.
Partial observation of the state of a Kalman state space system
(compare e.g. Fuhrmann’s work) is a special case of our setting,
and so are the observers of certain unknown components of a be-
havior studied by Bisiacco, Valcher, and Willems. The ﬁrst result
on functional observers in context with Rosenbrock equations or
polynomial matrix descriptions is due to Wolovich (1974).
© 2009 Elsevier Inc. All rights reserved.
0. Introduction
This paper extends and simpliﬁes our article [2], primarily by the consideration of functional or
partial observerswhich have also been studied in special cases in the literature, in particular as reduced
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order observers already by Luenberger, compare [5, 13, Theorem 7.3.23, 3, Sections 3 and 5]. The
behavioral observers discussed by Valcher et al. [11,10,1] and Fuhrmann [3, Section 4] also ﬁt into this
setting.
Our aim in detail is the following: For a given (discrete or continuous) linear behavior B, we assume
that we can measure some image P ◦ w of a trajectoryw ∈ B. This image could for example consist of
some components ofw. We are interested in estimating the signalw itself, or, more generally, another
image Q ◦ w (e.g. some other components, or a linear combination of certain components). Observers
that estimate not the complete trajectory but just a function thereof are sometimes referred to as
functional or partial observers. One particular case that has received considerable attention in the past
is the estimation of a function Kx of the state x of a Kalman state space system, compare for example
Fuhrmann’s introduction [3, pp. 44–46]. Our setting also includes the situation of such a system that
may even be subject to unknown inputs.We introduce the termof T-observability of an image behavior
Q ◦ B from P ◦ B or of the signalQ ◦ w from P ◦ w forw ∈ Bwhere T is amultiplicatively closed subset
of the ring of operators as in [2]. T-observability signiﬁes that, whenever two measured signals P ◦ w
and P ◦ w˜ are equal, the difference between the corresponding signals Q ◦ w and Q ◦ w˜ (that we
want to estimate) is T-small, i.e., negligible if T has been chosen appropriately. For different choices of
the set T, T-observability coincides with observability, reconstructibility, trackability, or detectability
(compare e.g. [11, Deﬁnition 2.1, 3, pp. 62, 104, 105]).
We will characterize the property of T-observability and then deﬁne T-observers, i.e., input/output
behaviors such that, when the measured signal P ◦ w is used as input, the output is an estimation
for Q ◦ w. Again, the use of the set T in the deﬁnition allows the simultaneous treatment of exact,
dead-beat, tracking, asymptotic, and other observers (cf. [11, Deﬁnition 3.1, 3, pp. 77, 109, 110]).
The equivalence of the existence of a T-observer on the one hand and T-observability on the other
hand will be proved. Moreover, the existence of proper T-observers will be characterized. For both
cases a parametrization of all T-observers will be given. All results are constructive.
Using not only the quotient ringDT of the ring of operatorsD as in [2], but also the quotientmodule
FT of the signal module F makes the proofs of these results simple and short.
The contents of the paper are the following: in Section 1 we will introduce the localized signal
module DTFT and the localized FT -behaviors BT . The results established here will be the basis for the
techniques applied in Section2where theproblemsdescribed abovewill be treated and solved. Section
3 consists of the algorithms necessary in order to make the theory constructive and of an example.
1. Preparations
We will use the one-dimensional behavior theory summarized in the introduction of [2]. In this
section some further results and their proofs taken from the book [6] will be listed.
Let D denote the polynomial ring F[s] over some arbitrary ﬁeld F , and let F be an injective
cogenerator overD. We repeat the injectivity and cogenerator properties in the following two results:
Result 1.1. The following properties of amoduleDF over the principal ideal domainD are equivalent:
1. F is injective, i.e., HomD(−,F) is an exact functor.
2. F is divisible over D, i.e., each equation f ◦ y = u, 0 /= f ∈ D, has a solution y ∈ F for given
right side u ∈ F.
3. Every D-monomorphism f : F −→ M splits, i.e., there is a (non-unique) submodule M′ with
M = M′ ⊕ f (F).
Proof [4, Chapter 1, Section 3]. 
Result 1.2. For an injective D-module F the following properties are equivalent:
1. F is a cogenerator, i.e., HomD(−,F) is a faithful functor.
2. IfM is nonzero, then so is HomD(M,F).
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3. F contains each simple D-module up to isomorphism. Recall that, up to isomorphism, a simple
D-module is of the form D/Dqwhere q is a prime or irreducible polynomial.
4. For any two behaviorsBi = {w ∈ F; Ri ◦ w = 0}, Ri ∈ Dki×, the following equivalence holds:
B1 ⊆ B2 ⇔ D1×k2R2 ⊆ D1×k1R1 ⇔ ∃ X ∈ Dk2×k1 : R2 = XR1.
Proof [4, Section 19A, 7, Corollary 2.47]. 
Furthermore, let T be a multiplicatively closed subset of D \ {0}. Without loss of generality we
assume that T is saturated. The set T gives rise to the quotient ringDT and to the quotient module FT :
DT =
{
f
t
∈ F(s); f ∈ D, t ∈ T
}
⊆ F(s),
FT =
{
w
t
; w ∈ F , t ∈ T
}
,
where
w1
t1
= w2
t2
∈ FT :⇔ ∃ t ∈ T : t ◦ (t2 ◦ w1 − t1 ◦ w2) = 0.
Ourﬁrstaimis toestablish thedirect sumdecompositionF = FT ⊕ tT (F)where tT (F):= {w ∈ F;∃ t ∈ T : t ◦ w = 0} denotes the T-torsion submodule of F .
Lemma 1.3. The torsion module
t(F) = {w ∈ F; ∃ d ∈ D \ {0} : d ◦ w = 0}
is injective over D.
Proof. We show that t(F) is divisible overD, i.e., that any equation d ◦ w = vwith given d ∈ D \ {0}
and v ∈ t(F) has a solution w ∈ t(F): Since F is injective over D we know that such a solution w
exists in F . Now we use the fact that v ∈ t(F), i.e., there exists a d˜ ∈ D \ {0} such that d˜ ◦ v = 0. We
deduce:
0 = d˜ ◦ v = d˜ ◦ (d ◦ w) = d˜d ◦ w.
Since d˜d /= 0, it follows that w is really contained in t(F). 
In the following, let P be the representative system of all prime elements of D consisting of the
monic irreducible polynomials. We will study the primary decomposition
t(F) = ⊕
q∈P
Fq where
Fq :=
∞⋃
k=1
annF(q
k) =
∞⋃
k=1
{
w ∈ F; qk ◦ w = 0
}
=
{
w ∈ F; ∃ k : qk ◦ w = 0
}
.
We divide the prime elements in P into two subsets: P1 :=P ∩ T, P2 :=P \ P1.
Lemma 1.4. For q ∈ P and Fq as above, the localization (Fq)T has the following form:
(Fq)T
{= 0 if q ∈ P1,∼= Fq if q ∈ P2.
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Proof
1. If q ∈ P1, then any elementw ∈ Fq satisﬁes qk ◦ w = 0, qk ∈ T , for some k. Consequently, every
element w
t
∈ (Fq)T satisﬁes wt = q
k◦w
qkt
= 0
qkt
= 0 ∈ FT . We deduce that (Fq)T = 0.
2. If q ∈ P2, gcd(t, qk) = 1 for all t ∈ T and for all k. Then the canonical map Fq −→ (Fq)T is
bijective: To proof injectivity, assume that w ∈ Fq is mapped to zero, i.e., w1 = 0, i.e., ∃ t ∈ T :
t ◦ w = 0. On the other hand, sincew ∈ Fq, we know that qk ◦ w = 0 for some k. Consequently
(by the Euclidean Algorithm), gcd(t, qk) ◦ w is zero as well. Since gcd(t, qk) = 1, this means that
w = 0.
Now let w
t
be an element of (Fq)T , i.e.,w ∈ F with qk ◦ w = 0 for some k. Since gcd(t, qk) = 1,
the Euclidean Algorithm yields a, b ∈ D such that aqk + bt = 1. Then the following implications
hold:
qk ◦ w = 0 ⇒ aqk ◦ w = (1 − bt) ◦ w = 0 ⇒ w = bt ◦ w.
Consequently, the element b ◦ w ∈ Fq is mapped to b◦w1 = tb◦wt = wt , i.e., the canonical map is
really surjective. 
Corollary 1.5. The T-torsion submodule
tT (F) = {w ∈ F; ∃ t ∈ T : t ◦ w = 0}
= ker
(
can : F −→ FT , w −→ w
1
)
=: {w ∈ F; w is T-small}
has the following decomposition:
tT (F) =
⊕
q∈P1
Fq.
Consequently, we can now interpret tT (F) as a direct summand of t(F) :
t(F) = ⊕
q∈P1
Fq ⊕
⊕
q∈P2
Fq = tT (F) ⊕
⊕
q∈P2
Fq.
Proof
tT (F) = tT (t(F)) = ker( t(F) −→ t(F)T )
= ker(⊕
q∈P
Fq −→
⊕
q∈P
(Fq)T )
= ⊕
q∈P1
Fq,
where the last equality holds due to Lemma 1.4. 
Theorem 1.6. Consider the injective cogenerator DF.
1. The T-torsion submodule tT (F) of F is injective and therefore a direct summand of F , i.e.,
F = F ′ ⊕ tT (F)
for some D-module F ′.
2. The canonicalmapF −→ FT , w −→ w1 , is surjective and induces an isomorphismF ′ ∼= FT . There-
fore we identify
F ′ = FT = F/tT (F), w = w
1
= w¯
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and obtain
F = FT ⊕ tT (F)  w = wT + (w − wT ).
3. The DT -module FT is an injective cogenerator and therefore Results 1.1 and 1.2 apply to DTFT .
Proof
1. As direct summand of the injective module t(F) the module tT (F) is injective and therefore a
direct summand of F (see [4, Proposition 3.4]).
2. Let w
t
∈ FT . Since F is divisible there is z ∈ F with w = t ◦ z, hence
w
t
= t ◦ z
t
= z
1
∈ im(can : F −→ FT ) and (1)
F/tT (F) ∼= FT , w¯ → w
1
. (2)
The direct decomposition F ′ ⊕ tT (F) = F induces the isomorphism F ′ ∼= F/tT (F), w → w¯,
hence F ′ ∼= F/tT (F) ∼= FT .
3. (a) As direct summand of F ,FT is an injective, hence divisible D-module. Let ft /= 0 in DT .
Then f◦ : FT −→ FT is surjective (divisibility), and t−1◦ : FT −→ FT is even bijective,
thus
f
t
◦ = t−1 ◦ f◦ : FT −→ FT is surjective and FT is DT -divisible and thus
DT -injective.
(b) The set P2 of irreducible polynomials is a representative system of primes in DT
[2, p. 2424], hence the modules DT/DTq = (D/Dq)T , q ∈ P2, are all simple DT -modules up
to isomorphism. Since DF is a cogenerator there are embeddings D/Dq −→ F which give
rise to monomorphisms DT/DTq = (D/Dq)T −→ FT since (−)T is exact. By Result 1.2 this
signiﬁes that FT is a DT -cogenerator. 
Remark 1.7
1. The module F ′ is not unique and can in general not be constructed, for instance for D = C[s]
and F = C∞(R,C) or F = D′(R,C).
2. Note that a trajectoryw = wT + (w − wT ) inF = FT ⊕ tT (F) is in the standard examples (i.e.,
by appropriate choice of the set T , cf. for instance [2, Example 2.16]) essentially described by the
part wT because (w − wT ) is annihilated by some t ∈ T , i.e., it is T-small and thus negligible.
We will now repeat the deﬁnition of T-autonomy and T-stability (cf. [2, Theorem and Deﬁnition
2.15]):
Reminder 1.8
1. A behavior B =
{
w ∈ F; R ◦ w = 0
}
, R ∈ Dk×, is called T-autonomous :⇔
∃ t ∈ T : t ◦ B = 0.
Trajectories of a T-autonomous behavior are T-small.
2. An input/output behavior [2, p. 2419] B =
{(
y
u
)
∈ Fp+m; P ◦ y = Q ◦ u
}
where P ∈ Dp×p with
det(P) /= 0 and Q ∈ Dp×m is called T-stable if its autonomous part B0 = {y ∈ Fp;
P ◦ y = 0} is T-autonomous. This is equivalent to P ∈ Glp(DT ), i.e., P has an inverse with entries
in DT or det(P) ∈ T . Then the transfer matrix H :=P−1Q belongs to Dp×mT and the difference
between any two possible outputs to the same input is T-small.
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Theorem 1.9. Consider the decomposition
F = F ′ ⊕ tT (F), hence also
F = F ′ ⊕ tT (F)  w = wT + (w − wT )
and a behavior
B =
{
w ∈ F; R ◦ w = 0
}Malgrange∼= HomD(M,F), whereM :=D1×/D1×kR.
Then B inherits the decomposition, in detail:
1. B = B′ ⊕ tT (B) with
B′ :=B ∩ F ′ =
{
w′ ∈ F ′; R ◦ w′ = 0
}
, tT (B) = B ∩ tT (F).
2. B′ ∼= BT ∼= HomDT (MT ,FT ), hence we also identify
B′ = BT , w′ = w
′
1
like F ′ = FT . In particular, B′ = BT is an FT -behavior.
3.
B is T autonomous ⇔
⇔ ∃ t ∈ T with t ◦ B = 0 ⇔ ∃ t ∈ T with tM = 0
⇔ BT = 0 ⇔ MT = 0
⇔ R has a left inverse in D×kT .
Proof
1. Clear.
2. The decomposition from (1) implies
BT = B′T ⊕ tT (B)T = B′T .
Since F ′ ∼= FT is a DT -module, the multiplication t◦ : F ′ −→ F ′ is bijective for all t ∈ T .
Since t−1 ◦ R ◦ w′ = R ◦ t−1 ◦ w′ for w′ ∈ F ′, this implies t−1 ◦ B′ ⊆ B′ and thus that B′ is a
DT -submodule of F ′, hence
B′ ∼= B′T = BT =
{
w˜ ∈ FT ; R ◦ w˜ = 0
}
.
Since
MT = (D1×/D1×kR)T = D1×T /D1×kT R
the standard Malgrange isomorphism implies
HomDT (MT ,FT ) = HomDT (D1×T /D1×kT R,FT )
∼=
{
w˜ ∈ FT ; R ◦ w˜ = 0
}
= BT .
3. B is by deﬁnition T-autonomous iff there exists a t ∈ T such that t ◦ B = 0, i.e., B ⊆ tT (F)
and hence B ⊆ B ∩ tT (F) = tT (B). Since the decomposition B = BT ⊕ tT (B) holds, this is
equivalent to BT = 0 or MT = 0. The last equivalence has already been shown in [2, Theorem
and Deﬁnition 2.15]. 
Corollary 1.10. LetBi =
{
w ∈ F(i); Ri ◦ w = 0
}
, Ri ∈ Dk(i)×(i), i = 1, 2, 3, be threeF-behaviorswith
modules Mi = D1×(i)/D1×k(i)Ri and let P ∈ D(2)×(1), Q ∈ D(3)×(2). Assume that the sequences
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B1
P◦−→ B2 Q◦−→ B3
or, equivalently,
M1
(◦P)ind←− M2 (◦Q)ind←− M3
are well-deﬁned and exact, i.e.,
P ◦ B1 = {w ∈ B2; Q ◦ w = 0} .
Then also the sequences
B1T
P◦−→ B2T Q◦−→ B3T
and
M1T
(◦P)ind←− M2T (◦Q)ind←− M3T
are exact.
Proof. This follows directly from the exactness of the functor (−)T . 
Remark 1.11. Let R ∈ Dk×, Q ∈ Dq×, and B :=
{
w ∈ F; R ◦ w = 0
}
. The previous corollary im-
plies in particular that
BT =
{
wT ∈ FT ; R ◦ wT = 0
}
and
(Q ◦ B)T = Q ◦ BT .
2. Theory
In the following we consider an arbitrary behavior B and two image behaviors P ◦ B and Q ◦ B:
B :=
{
w ∈ F; R ◦ w = 0
}
, R ∈ Dk×,
P ◦ B = {w1 ∈ Fm; ∃w ∈ B : w1 = P ◦ w} , P ∈ Dm×, and
Q ◦ B = {Q ◦ w ∈ Fq; w ∈ B} , Q ∈ Dq×.
Deﬁnition and Lemma 2.1. Q ◦ B is called T-observable from P ◦ B :⇔ Q ◦ w is T-observable from
P ◦ w for all w ∈ B :⇔
Q ◦ (ker(P◦ : B −→ Fm)) = {Q ◦ w; w ∈ F, (R
P
)
◦ w = 0
}
is T-autonomous. This is equivalent to the existence of a matrix Y ∈ Dq×(k+m)T such that
Y
(
R
P
)
= Q .
Proof. Q ◦ B is T-observable from P ◦ B ⇔
⇔
{
Q ◦ w; w ∈ F,
(
R
P
)
◦ w = 0
}
is Tautonomous
Theorem 1.9⇔
{
Q ◦ w; w ∈ F,
(
R
P
)
◦ w = 0
}
T
= 0
Corollary 1.10⇔
{
Q ◦ wT ; wT ∈ FT ,
(
R
P
)
◦ wT = 0
}
= 0
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⇔
[
wT ∈ FT ,
(
R
P
)
◦ wT = 0 ⇒ Q ◦ wT = 0
]
⇔
{
wT ∈ FT ;
(
R
P
)
◦ wT = 0
}
⊆
{
wT ∈ FT ; Q ◦ wT = 0
}
⇔ ∃ Y ∈ Dq×(k+m)T : Y
(
R
P
)
= Q,
where the last equivalence holds since FT is a cogenerator over DT by Theorem 1.6 and due to
Result 1.2. 
Remark 2.2. The interpretation of T-observabiltity is the following: we assume that we can measure
the signal P ◦ w for a trajectory w ∈ B and that we are interested in an estimation for Q ◦ w. T-
observability signiﬁes that, whenever P ◦ w = P ◦ w˜ forw, w˜ ∈ B, then the difference betweenQ ◦ w
and Q ◦ w˜ is T-small.
The above deﬁnition is a generalization of the one given in [2, Deﬁnition and Corollary 2.18].
Similarly, the following deﬁnition of T-observers generalizes Deﬁnitions 3.1 and 4.1 in [2].
Deﬁnition 2.3. An input/output behavior
Bobs =
{(
wˆ
w1
)
∈ Fq+m; Pobs ◦ wˆ = Qobs ◦ w1
}
is called a T-observer of Q ◦ B from P ◦ B :⇔
Berr :=
{
wˆ − Q ◦ w ∈ Fq; w ∈ B,
(
wˆ
P ◦ w
)
∈ Bobs
}
is Tautonomous.
Fig. 1 shows the interconnection diagram of this situation. Note that we can assume without loss
of generality that Pobs is square since any input/output behavior can be described in this form.We use
this assumption for simplicity of the notation.
Example 2.4. For different standard choices of the set T , the terms T-observability and T-observer
have the following signiﬁcances (for the discrete or continuous standard signal modules), compare for
example [11, Deﬁnitions 2.1 and 3.1, 3, pp. 62, 77, 104, 105, 109, 110]:
1. T :={1} (resp. T :=F \ {0} if we want to choose a saturated T): T-observability coincides with
observability, and a T-observer is an exact observer.
2. T :={sk; k∈N} (resp. T :={csk; c∈F, c /=0, k∈N}): For this choice in the discrete standard case,
T-observability is called reconstructibility, a T-observer is a dead-beat observer (cf. also [10,1]).
3. T :=D \ {0}: T-observability is sometimes denoted as trackability, a T-observer as tracking ob-
server (cf. for example Fuhrmann’s paper [3]). Valcher and Willems [11, Deﬁnition 3.1] call a
T-observer with this choice of T just observer.
4. T :={t ∈ D; VC(t) ⊆ Λ1} where VC(t):={λ ∈ C; t(λ) = 0} and
Fig. 1. Interconnection diagram of the trajectoryw ∈ B, the observed signal P ◦ w, and the observer systemBobs that produces
an approximation wˆ for the signal Q ◦ w.
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Λ1 :=
{{λ ∈ C; (λ) < 0} in the continuous case,
{λ ∈ C; |λ| < 1} in the discrete case.
With this important choice, a T-observable behavior is detectable, and a T-observer is an asymp-
totic observer.
Lemma 2.5. Any T-observer Bobs is automatically T-stable.
Proof
Bobs Tobserver ⇔ Berr Tautonomous
B0obs =
{
wˆ ∈ Fq;
(
wˆ
0
)
∈ Bobs
}
⊆ Berr
⎫⎬⎭ ⇒ B0obs Tautonomous.
This is equivalent to T-stability of Bobs. 
Theorem 2.6. A T-stable IO behavior Bobs as above is a T-observer of Q ◦ B from P ◦ B if and only if there
is a matrix
X ∈ Dq×kT such that HobsP − Q = XR or (−X, Hobs)
(
R
P
)
= Q .
Proof. Bobs is a T-observer⇔ Berr is T-autonomous⇔ BerrT = 0 ⇔ the following implication holds
in FT :
R ◦ wT = 0, Pobs ◦ wˆT = Qobs ◦ (P ◦ wT ) ⇒ wˆT − Q ◦ wT = 0.
But since P
−1
obsQobs = Hobs ∈ Dq×mT due to the assumed T-stability of Bobs (compare Reminder 1.8.2)
and FT is a DT -module, we know that
Pobs ◦ wˆT = Qobs ◦ (P ◦ wT ) ⇔ wˆT = Hobs ◦ (P ◦ wT ) = HobsP ◦ wT in FT .
Consequently, we have shown that Bobs is a T-observer if and only if
R ◦ wT = 0 implies that HobsP ◦ wT − Q ◦ wT = 0 in FT , i.e.,{
wT ∈ FT ; R ◦ wT = 0
}
⊆
{
wT ∈ FT ; (HobsP − Q) ◦ wT = 0
}
.
Since FT is a cogenerator over DT , this is equivalent to the existence of a matrix X in Dq×kT such that
HobsP − Q = XR. 
Theorem 2.7. There exists a T-observer of Q ◦ B fromP ◦ B if and only if Q ◦ B is T-observable fromP ◦ B.
Proof. If anobserver exists the equation (−X, Hobs)
(
R
P
)
= Q of Theorem2.6 implies T-observability by
Deﬁnition and Lemma 2.1. On the other hand, if Q ◦ B is T-observable from P ◦ B and if (−X, Hobs) ∈
Dq×(k+m)T satisﬁes (−X, Hobs)
(
R
P
)
= Q according to Deﬁnition and Lemma 2.1, then the control-
lable realizationBobs =
{(
wˆ
w1
)
∈ Fq+m; Pobs ◦ wˆ = Qobs ◦ w1
}
ofHobs withD1×qPobs =
{
ξ ∈ D1×q;
ξHobs ∈ D1×m
}
, Qobs :=PobsHobs, is T-stable (cf. [2, Theorem and Deﬁnition 2.15]) and, again by The-
orem 2.6, a T-observer of Q ◦ B from P ◦ B. 
Corollary 2.8 (Parametrization). Assume that Q ◦ B is T-observable from P ◦ B, and let (−X, Hobs) ∈
Dq×(k+m)T satisfy (−X, Hobs)
(
R
P
)
= Q . Let (Pobs, −Qobs) be the controllable realization of Hobs. Then, for
any matrix A ∈ Dq×q with det(A) ∈ T,
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Bobs(Hobs, A):=
{(
wˆ
w1
)
∈ Fq+m; APobs ◦ wˆ = AQobs ◦ w1
}
is a (T-stable) T-observer of Q ◦ B from P ◦ B and all such T-observers can be obtained by this method.
In other words: the matrices (−X, Hobs) ∈ Dq×(k+m)T with (−X, Hobs)
(
R
P
)
= Q parameterize all con-
trollable T-observers of Q ◦ B from P ◦ B, and the triples (−X, Hobs, A)where in addition A ∈ Dq×q with
det(A) ∈ T parameterize all not necessarily controllable ones.
Two left inverses (−Xi, Hobsi) give rise to the same controllable T-observer ⇔ Hobs1 = Hobs2.
Proof. The controllable realization Bobs =
{(
wˆ
w1
)
; Pobs ◦ wˆ = Qobs ◦ w1
}
of Hobs is a T-observer by
the proof of the previous theorem. Multiplying both Pobs and Qobs by a matrix A with determinant in
T preserves both T-stability and the transfer matrix of the behavior. Consequently, Theorem 2.6 yields
that the resulting behavior is still a T-observer of Q ◦ B from P ◦ B.
On theotherhand, Theorem2.5yields that any T-observerBobs must be T-stable (⇒ Hobs ∈ Dq×mT ),
and Theorem 2.6 implies that the transfer matrix Hobs must satisfy (−X, Hobs)
(
R
P
)
= Q for some X ∈
Dq×kT . Hence, Bobs must have the form
Bobs =
{(
wˆ
w1
)
∈ Fq+m; APobs ◦ wˆ = AQobs ◦ w1
}
,
where (Pobs, −Qobs) is the controllable realization of such a matrix Hobs, and A ∈ Dq×q. T-stability of
Bobs implies that det(A) ∈ T . 
Remark 2.9. The existence of a matrix Y ∈ Dq×(k+m)T such that Y
(
R
P
)
= Q can be checked via the
Smith form of
(
R
P
)
. If such a matrix does exist, the set of all matrices with these properties is available.
For the details of those computations, cf. Section 3, Algorithm 3.1.
Hence, the theory presented here is completely constructive.
Corollary 2.10. There exists a proper T-observer of Q ◦ B from P ◦ B if and only if
∃ (−X, Hobs) ∈ Dq×kT × Sq×m : (−X, Hobs)
(
R
P
)
= Q,
where S :=DT ∩ F(s)pr denotes the ring of all proper T-stable rational functions. If this is the case, all such
matrices give rise to proper T-observers by the same construction as in Corollary 2.8. The parametrization
result from that corollary holds mutatis mutandis if only proper T-stable matrices Hobs are considered.
Remark 2.11. If the set T contains an element s − α for someα ∈ F , then the condition of the previous
corollary can be checked and all matrices satisfying this condition (if there are any) can be computed
by means of Algorithms 3.1 and 3.2 in Section 3.
Note that, for the important case F = C, the assumption that T does not contain such an element
s − α would imply that S = F . This is obviously too restrictive and hence not interesting.
We will now relate the present theory to the results obtained by our predecessors, in particular
by Valcher and coworkers [11,10,9,1], by Fuhrmann [3], by Vidyasagar [12], and by Wolovich [13] in a
series of examples.
Example 2.12 (Comparison to Valcher and Willems [11,10], Bisiacco et al. [1], and Fuhrmann [3]). One
important choice for the matrices P and Q is the following:
B =
⎧⎨⎩
⎛⎝wrwm
wi
⎞⎠ ∈ F r+m+i; Rr ◦ wr = Rm ◦ wm + Ri ◦ wi
⎫⎬⎭ ,
Rr ∈ Dp×r , Rm ∈ Dp×m, Ri ∈ Dp×i,
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P = (0, idm, 0) ∈ Dm×(r+m+i), P ◦
⎛⎝wrwm
wi
⎞⎠ = wm,
Q = (idr , 0, 0) ∈ Dr×(r+m+i), Q ◦
⎛⎝wrwm
wi
⎞⎠ = wr .
Here the components of w ∈ B are divided into three sets: the relevant variables wr that shall be
estimated, the measured variables wm, and the irrelevant variables wi that are not known and of no
interest. This is the setting studied in [10,1]. In [11,3] the special case i = 0 is considered (of course,
the case including irrelevant variables can be reduced to that case by elimination of the irrelevant
variables).
wr is Tobservable from wm
⇔ Q ◦ B is Tobservable from P ◦ B
⇔ ∃ (−X, Hobs) ∈ Dr×(p+m)T with
(−X, Hobs)
(
Rr −Rm −Ri
0 idm 0
)
= (idr , 0, 0)
⇔ ∃ (−X, Hobs) ∈ Dr×(p+m)T with
⎧⎨⎩
−XRr = idr ,
XRm + Hobs = 0,
XRi = 0
⇔ ∃ X ∈ Dr×pT : −X(Rr ,−Ri) = (idr , 0).
Compare [1, Theorem 3, iv and Corollary 4, iv, 3, p. 106, Proposition 4.2] for this result.
Let Hi ∈ Dk×p, k := i − rank(Ri), be a universal left annihilator of Ri w.r.t. D, i.e., the sequence
D1×k ◦Hi−→D1×p ◦Ri−→D1×i
is exactor im(◦Hi) = ker(◦Ri). ThenHi is alsoauniversal left annihilatorofRiw.r.t.DT since localization
preserves exactness. Consequently, T-observability is equivalent to
∃ X ∈ Dr×pT with − XRr = idr , ∃ Z ∈ Dr×kT : X = ZHi
⇔ ∃ Z ∈ Dr×kT with − ZHiRr = idr
⇔ Γ :=HiRr has a left inverse − Z ∈ Dr×kT .
Compare [1, Theorem 3, iii, and Corollary 4, iii] for this last condition. In this case, Hobs ∈ Dq×mT is
determined by
Hobs = −XRm = −ZHiRm
and hence (idr , −Hobs) = (−XRr , XRm) = −Z(HiRr ,−HiRm). If
Bobs =
{(
wˆ2
w1
)
∈ Fp+m; Pobs ◦ wˆ2 = Qobs ◦ w1
}
is any T-observer of wr from wm, i.e., Pobs ∈ Dp×p, det(Pobs) ∈ T, Qobs = PobsHobs, then
(Pobs, −Qobs) = Pobs(idr , −Hobs) = −PobsZ(HiRr , −HiRm) = L(Γ , −Φ),
where L := − PobsZ and Φ :=HiRm. It can easily be seen that an input/output behavior Bobs is a
T-observer if and only if (Pobs, −Qobs) = L(Γ , −Φ) for some L ∈ Dr×kT such that
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LΓ ∈ Dr×r , det(LΓ ) ∈ T, LΦ ∈ Dr×m
compare [1, (14)].
Example 2.13. Also the problems of partially observing the state of a Kalman state space system (cf.
for example Fuhrmann [3, Section 3, pp. 60–104]) and of observing the pseudo state of a Rosenbrock
system (=polynomial matrix description = differential operator representation, cf. [9,2, Section 4, pp.
2436–2447]) are special cases of the present framework:
B =
{(
x
u
)
∈ Fn+m; A ◦ x = B ◦ u
}
,
A ∈ Dn×n, B ∈ Dn×m, det(A) /= 0,
P =
(
C D
0 idm
)
∈ D(p+m)×(n+m), P ◦
(
x
u
)
=
(
C ◦ x + D ◦ u
u
)
=:
(
y
u
)
,
Q = (K, 0) ∈ Dk×(n+m), Q ◦
(
x
u
)
= K ◦ x =: z.
Here z is T-observable from
(
y
u
)
⇔Q ◦ B is Tobservable from P ◦ B
⇔∃ (−X, Hy, Hu) ∈ Dk×(n+p+m)T : (−X, Hy, Hu)
⎛⎝A −BC D
0 idm
⎞⎠ = (K, 0)
⇔∃ (−X, Hy, Hu) ∈ Dk×(n+p+m)T :
{−XA + HyC = K,
XB + HyD + Hu = 0
⇔∃ (−X, Hy) ∈ Dk×(n+p)T : −XA + HyC = K
⇔∃ (−X, Hy) ∈ Dk×(n+p)T : (−X, Hy)
(
A
C
)
= K.
Compare [3, p. 68, Proposition 3.3] for the case of partial state observers for Kalman state space
equations (i.e., A = (s idn − A′) and thematrices A′, B, C, D, and K are constant) and [9, Proposition 2.4,
2, Theorems 4.3 and 4.5] for the case of pseudo state observers for Rosenbrock systems (with K := idn).
This equation and its proper analogue also generalize [13, Eq. (7.3.24)]. Wolovich’s Theorem 7.3.23 in
[13] was the ﬁrst result on functional observers for special observable Rosenbrock equations.
If the above observability condition is satisﬁed, then Hu ∈ Dk×mT is determined by
Hu = −XB − HyD.
Note that Hu is automatically proper if we assume that Hy ∈ Sk×p ⊆ F(s)k×ppr and that KH1 (where
H1 :=A−1B) and H2 :=CA−1B + D are proper, i.e., under these conditions there exists a proper
T-observer of z from
(
y
u
)
if and only if
∃ (−X, Hy) ∈ Dk×nT × Sk×p such that (−X, Hy)
(
A
C
)
= K
(compare [2, Theorems 4.3 and 4.5]):
Hu = −XB − HyD = (−XA)(A−1B) − HyD
= (K − HyC)(H1) − HyD = KH1 − Hy(CH1 + D) = KH1 − HyH2 ∈ F(s)k×mpr .
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Example 2.14 (Comparison to Luenberger Observers [5]). We consider observable Kalman state space
equations, i.e.,
s ◦ x = A′x + Bu,
y = Cx + Du,
where A′ ∈ Fn×n, B ∈ Fn×m, C ∈ Fp×n, andD ∈ Fp×m. By the previous example, x is T-observable from(
y
u
)
if and only if there exist matrices X ∈ Dn×nT and Hy ∈ Dn×pT such that
(−X, Hy)
(
s idn − A′
C
)
= idn. (3)
This is satisﬁed for any choice of T since observability is assumed. Moreover, with Hu := − XB − HyD,
the controllable realization of (Hy, Hu) is a T-observer, and any T-stable IO behavior with this transfer
matrix is so as well.
A Luenberger Observer is deﬁned as
BLue :=
⎧⎨⎩
⎛⎝x̂y
u
⎞⎠ ∈ Fn+p+m; s ◦ x̂ = (A′ − MC )̂x + My + (B − MD)u
⎫⎬⎭
for somematrixM ∈ Fn×p such that the spectrum of A′ − MC is contained in the open left half plane,
i.e., such that det(s idn − (A′ − MC)) ∈ T where T is chosen as the set of polynomials with roots only
in the open left half plane.
BLue is T-stable by construction due to the choice of the matrixM, and its transfer matrix is
HLue :=(s idn − A′ + MC)−1(M, B − MD) =: (Hy, Hu).
We check whether Hy satisﬁes (3) for some X ∈ Dn×nT :
−X(s idn − A′) + HyC = idn
⇔ −X(s idn − A′) + (s idn − A′ + MC)−1MC = idn
⇔ −(s idn − A′ + MC)X(s idn − A′) + MC = s idn − A′ + MC
⇔ −(s idn − A′ + MC)X = idn
⇔ X = −
(
s idn − (A′ − MC)
)−1
.
X is contained in Dn×nT since det(s idn − (A′ − MC)) ∈ T . Moreover, it can easily be seen that Hu =
(s idn − (A′ − MC))−1(B − MD) is really equal to −XB − HyD. Hence, the Luenberger Observers are
indeed contained in the set of all T-observers parameterized in Corollary 2.8.
3. Practical computations
Algorithm 3.1 (cf. [12, p. 152, Lemma 4]). Let R be a principal ideal domain, e.g., R = DT , with quotient
ﬁeld K = quot(R) and let A ∈ Ka×c , B ∈ Kb×c . The following algorithm determines whether there
exists a matrix Y ∈ Rb×a such that YA = B and, if this is the case, gives a parametrization of all such
matrices. Let
(
E 0
0 0
)
= UAV, E =
⎛⎜⎜⎝
e1 0
. . .
0 er
⎞⎟⎟⎠ , r = rank(A)
be the Smith form of Awith respect to R. Then the following equivalences hold:
∃ Y ∈ Rb×a : YA = B
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⇔ ∃ Y ∈ Rb×a : YU−1︸ ︷︷ ︸
=:Y˜
UAV︸︷︷︸(
E 0
0 0
) = BV︸︷︷︸=:˜B
⇔ ∃ Y˜ ∈ Rb×a : Y˜
(
E 0
0 0
)
= B˜
⇔ ∃ Y˜ ∈ Rb×a : B˜ij =
{
Y˜ijej for 1 j r,
0 for r < j c, 1 i b.
⇔ ∀ i ∈ {1, . . . , b} ∀ j ∈ {1, . . . , r} : B˜ije−1j ∈ R,
∀ i ∈ {1, . . . , b} ∀ j ∈ {r + 1, . . . , c} : B˜ij = 0.
If this is the case, deﬁne Y˜ ∈ Rb×a by
Y˜ij :=
{
B˜ije
−1
j for 1 j r,
0 for r < j a,
1 i b.
Then Y := Y˜U ∈ Rb×a satisﬁes
YA = B.
Furthermore (parametrization):{
Y ′ ∈ Rb×a; Y ′A = B
}
= Y + Rb×(a−r)U2,
where U =:
(
U1
U2
)
∈ R(r+(a−r))×a, i.e., U2 is a universal left annihilator of A.
Proof. We only have to proof the result on parametrization:
Let Y ′ be an arbitrary matrix in Rb×a and U2 ∈ R(a−r)×a a universal left annihilator of A. Then the
following equivalences hold:
Y ′A = B ⇔Y ′A = YA ⇔ (Y ′ − Y)A = 0
⇔Y ′ − Y ∈ ker(◦A) = im(◦U2) = Rb×(a−r)U2
⇔Y ′ ∈ Y + Rb×(a−r)U2. 
Now consider in particular the ring R :=DT . The following algorithm can be used to determine
whether there exist propermatrices among those parameterized in the previous algorithm. Moreover,
a parametrization of all proper such matrices is given if there are any.
In particular, Algorithm 3.1 can be applied in order to ﬁnd (−X, Hobs) ∈ Dq×(k+m)T such that (−X,
Hobs)
(
R
P
)
= Q and a T-stable matrix U2 such that any pair (−X′, H′obs) satisfying this condition is of
the form (−X, Hobs) + ZU2 for some T-stable matrix Z . Then the following algorithm can be used to
ﬁnd all T-stable matrices Z such thatH′obs = Hobs + ZU22 is proper (U22 consists of the lastm columns
of U2).
Algorithm 3.2. Assume that T contains an element s − α for some α ∈ F and deﬁne
σ :=(s − α)−1.
Let C ∈ Db×dT , D ∈ Dn×dT . The following algorithm determines whether there exists amatrix Z ∈ Db×nT
such that C + ZD is proper and, if this is the case, gives a parametrization of all such matrices.
1574 I. Blumthaler / Linear Algebra and its Applications 432 (2010) 1560–1577
1. Let
(
E 0
0 0
)
= UDV, E =
⎛⎜⎜⎝
e1 0
. . .
0 er
⎞⎟⎟⎠ , r = rank(D)
be the Smith form of Dwith respect to S , i.e., with respect to F[σ ] (cf. [2, Deﬁnition and Lemma
2.14]).
For each elementary divisor ej ∈ F(s) = F(σ ), 1 j r, ﬁnd fj, gj ∈ F[σ ] such that
ej = fj
gj
and gcd(fj, gj) = 1.
Then:
∃ Z ∈ Db×nT : C + ZD ∈ Sb×d
⇔
{
(CV)ijgj ∈ DT for 1 j r,
(CV)ij = 0 for r < j d, 1 i b
Assume now that this condition is satisﬁed.
2. Construction of Z ∈ Db×nT with C + ZD ∈ Sb×d:
• 1 i b, 1 j r: Deﬁne Z˜ij by the following steps:
Since by assumption (CV)ijgj ∈ DT , there exist hij ∈ D and tij ∈ T such that
(CV)ijgj = hij
tij
.
Deﬁne
kij := deg(tij) − deg(hij).
Since gcd(fj, gj) = 1 by deﬁnition, the Euclidean Algorithm yields a1j , a2j ∈ F[σ ] such that
a1j fj + a2j gj = 1.
Case 1: kij  0: Deﬁne
Z˜ij := − (CV)ijgja1j .
Case 2: −kij > 0: ﬁnd a representation
fj = σf 1j , f 1j ∈ F[σ ], gcd(f 1j , σ) = 1.
Then, again by the Euclidean Algorithm and since gcd(f 1j , σ
−kij) = 1, there exist a3ij , a4ij ∈
F[σ ] such that
a3ijf
1
j + a4ijσ−kij = 1.
Now deﬁne
Z˜ij := − (a3ijσ−j + a4ija1j σ−kij)(CV)ijgj.
• 1 i b, r < j n: Deﬁne
Z˜ij :=0.
Then
Z := Z˜U ∈ Db×nT
satisﬁes C + ZD ∈ Sb×d.
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3. Parametrization: The following bijection is valid:{
Z′ ∈ Db×nT ; C + Z′D ∈ Sb×d
} ∼= Sb×r × Db×(n−r)T ,
Z + WGU←→W,
where
G :=diag(σ−1g1, . . . , σ−r gr , 1, . . . , 1) ∈ F(s)n×n.
Proof. See [2, Corollaries 3.9–3.14]. 
Example 3.3. As an example for the described theory and algorithms we consider the continuous
standard case, i.e., the signal moduleF = C∞(R,C) or, more general,F = D′(R,C). We assume that
we know the system equations R ◦ w = 0 of the behavior B, that we canmeasure the image P ◦ w and
want to estimate Q ◦ w as in Section 2 with the following data:
R :=
(
s2 + s s
−2 s + 1
)
,
P := (s + 1 −s) ,
Q :=
(
s −1
2 s2
)
.
We are interested in proper asymptotic observers, i.e., we choose the set
T := {t ∈ D; all complex zeroes of t have real part < 0} .
ByCorollary2.10 suchanobserver exists if andonly if there is amatrix (−X, Hobs) ∈ D2×2T × S2×1 such
that (−X, Hobs)
(
R
P
)
= Q . In order to check this, we study the existence of such matrices in D2×(2+1)T
(without properness) ﬁrst: Since the Smith Form of
(
R
P
)
is
(
1 0
0 1
0 0
)
, Algorithm 3.1 yields that such
matrices do indeed exist, and that any of them is of the form (−X, Hobs) = (−X0, H0obs) + ZU2 for
some Z ∈ D2×1T where
X0 =
⎛⎝1/4 (s + 2)(s − 1)(s + 1) −1/4 (s4 + 4 s3 + 3 s2 − 6 s − 4)
1/2
(
s2 + s + 1
)
(s + 1) −1/2 s
(
s3 + 4 s2 + 6 s + 5
) ⎞⎠ ,
H0obs =
⎛⎝1/4 (s + 2) (s − 1) (s2 + 3 s + 4)
1/2
(
s2 + s + 1
) (
s2 + 3 s + 4
) ⎞⎠ , and
U2 =
(
−
(
s2 + 1
)
s(s + 1)2 s
(
s2 + 2 s + 3
))
.
The matrix H0obs is the transfer matrix of an asymptotic observer, but it is obviously not proper. We
use Algorithm 3.2 in order to ﬁnd the proper ones among the matrices Hobs = H0obs + ZU22 where
U2 = (U21, U22) ∈ D1×(2+1). In our case suchmatrices do really exist, and they are exactly thosewith
Z = (˜Z + WG)U˜
for some free parameterW ∈ S2×1 and
Z˜ =
⎛⎜⎝ (s
5+6 s4+13 s3+12 s2+8 s+2)(s+2)(s−1)(s2+3 s+4)
2 (s+1)8
(s5+6 s4+13 s3+12 s2+8 s+2)(s2+s+1)(s2+3 s+4)
(s+1)8
⎞⎟⎠ ,
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G =
(
2
(s+1)3
)
and
U˜ = (−1/2) .
Choosing the parameterW as zero, we get Z = Z˜U˜ and thus
Hobs =
⎛⎜⎜⎜⎝
− (s+2)(s−1)(s2+1)(s2+3 s+4)(s2−2 s−1)
4 (s+1)8
− (s2+1)(s2+3 s+4)(s2−2 s−1)(s2+s+1)
2 (s+1)8
⎞⎟⎟⎟⎠ .
This matrix is obviously both proper and T-stable. Checking whether X :=X0 + ZU21 is also T-stable
and (−X, Hobs)
(
R
P
)
= Q shows that these conditions are indeed satisﬁed. So all that is left to do
is constructing the controllable realization Bobs =
{(
wˆ
w1
)
∈ F2+1; Pobs ◦ wˆ = Qobs ◦ w1
}
. The pair
(Pobs, −Qobs) deﬁning this behavior can be obtained as a universal left annihilator of
(
Hobs
id1
)
or of
d ·
(
Hobs
id1
)
where d is a common denominator of Hobs, cf. [2, Res. 2.10]. The universal left annihilator
of a matrix with entries in D can be computed by means of the Smith form, compare for example [2,
Deﬁnition and Lemma 2.7]. In our case we get that
Pobs =
(
1/2
(
s2 + s + 1
)
−1/4 (s + 2)(s − 1)
−4/3 (s + 1)8 2/3 (s + 1)8
)
, and
Qobs =
(
0
−
(
s2 + 1
) (
s2 + 3 s + 4
) (
s2 − 2 s − 1
)) .
Since det(Pobs) = (s + 1)8 is obviously contained in T,Bobs is T-stable as predicted by Lemma 2.5.
Wewant to checkwhether the error behaviorBerr =
{
wˆ − Q ◦ w ∈ F2; w ∈ B,
(
wˆ
P ◦ w
)
∈ Bobs
}
=:{
v ∈ F2; Rerr ◦ v = 0
}
is really T-autonomous. Computing Berr using the Theorem on images of
behaviors (cf. [7, p. 24, (34), 8, Theorem 6.2.6, 2, Res. 2.8]) yields that
Rerr =
⎛⎝ 4/3 (s + 1)8 −2/3 (s + 1)8
1/2
(
s2 + s + 1
)
−1/4 (s + 2) (s − 1)
⎞⎠ .
The determinant of Rerr is (s + 1)8 ∈ T , i.e., Berr is really T-autonomous.
Of course we can try to choose another parameterW ∈ S2×1 such that the resulting observer is of
a simpler form. Some trying shows that the choice
W :=
⎛⎜⎜⎝
7 s7+62 s6+227 s5+462 s4+573 s3+446 s2+225 s+46
4 (s2+2 s+3)(s+1)5
− 5 s7+34 s6+112 s5+213 s4+261 s3+196 s2+90 s+17
2 (s2+2 s+3)(s+1)5
⎞⎟⎟⎠ ∈ S2×1
is beneﬁcial: it leads to the transfer matrix
Hobs =
(−2
2
)
and thus to the asymptotic observer deﬁned by
Pobs =
(
1 0
0 1
)
, Qobs =
(−2
2
)
.
I. Blumthaler / Linear Algebra and its Applications 432 (2010) 1560–1577 1577
In this case the error behavior is described by the matrix
Rerr =
(
0 s2 + 2 s + 3
1 −3/2 s − 1/2
)
with det(Rerr) = −s2 − 2 s − 3 = −
(
s + 1 − i√2
) (
s + 1 + i√2
)
∈ T .
The problem of algorithmically ﬁnding “minimal” T-observers among all those parameterized in
the theory is not yet solved.
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