Abstract: This manuscript describes a technique for computing partial rankrevealing factorizations, such as, e.g, a partial QR factorization or a partial singular value decomposition. The method takes as input a tolerance ε and an m × n matrix A, and returns an approximate low rank factorization of A that is accurate to within precision ε in the Frobenius norm (or some other easily computed norm). The rank k of the computed factorization (which is an output of the algorithm) is in all examples we examined very close to the theoretical ε-rank. The method presented is inspired by the Gram-Schmidt algorithm, and has the same O(mnk) asymptotic flop count. However, the method relies on randomized sampling to avoid column pivoting, which allows it to be blocked, and hence improves performance on parallel architectures. Numerical experiments demonstrate that the accuracy of the scheme is in every instance we tried at least as good as column-pivoted QR, and is often much better. Computational speed is also improved substantially, in particular on GPU architectures.
1. Introduction 1.1. Problem formulation. This manuscript describes an algorithm based on randomized sampling for computing an approximate low-rank factorization of a given matrix. To be precise, given a real or complex matrix A of size m × n, and a computational tolerance ε, we seek to determine a matrix A approx of low rank such that (1) A − A approx ≤ ε.
For any given k ∈ {1, 2, . . . , min(m, n)}, a rank-k approximation to A that is in some ways optimal is given by the partial singular value decomposition (SVD),
A greedy template.
A standard approach in computing low-rank factorizations is to employ a greedy algorithm to build, one vector at a time, an orthonormal basis {q j } k j=1 that approximately spans the columns of A. To be precise, given an m×n matrix A and a computational tolerance ε, we build an m×k matrix Q k = [q 1 · · · q k ] with orthogonal column vectors such that A−Q k Q * k A ≤ ε, where the norm of the difference decreases as the range of Q contains more and more of the range of A. If we introduce an k ×n matrix B k = Q * k A, then we obtain the low rank approximation Q k B k of A such that A − Q k B k ≤ ε. The matrices Q k and B k may be constructed via the following procedure:
Algorithm 1S: Single vector QB algorithm (1) Q 0 = [ ]; B 0 = [ ]; A 0 = A; j = 0; (2) while A j > ε (3) j = j + 1 (4) Pick a unit vector q j ∈ ran(A j−1 ).
A j = A j−1 − q j b j (9) end while
Note that A j can overwrite A j−1 . It is easily verified that the matrices generated satisfy (3) A j = A − Q j Q * j A, and B j = Q * j A.
We will next discuss different choices for how to pick the vector q j on line (4). If we pick q j as simply the largest column of A j−1 , scaled to yield a vector of unit length, then we recognize the scheme as the column pivoted Gram-Schmidt algorithm for computing a QR factorization. This method often works very well, but can lead to sub-optimal factorizations. Reference [4] discusses this in detail, and also provides an improved pivoting technique that can be proved to yield closer to optimal results. However, both standard Gram-Schmidt (see, e.g., [3, Sect. 5.2] ), and the improved version in [4] are challenging to implement efficiently on modern multicore processors since they cannot readily be blocked. In other words, they rely on BLAS2 operations rather than BLAS3.
Another natural choice for q j on line (3) is to pick the unit vector that minimizes A j−1 −qq * A j−1 . This in fact leads to an optimal factorization, with the vectors {q j } k j=1 being left singular vectors of A. However, finding the minimizer tends to be computationally expensive.
In this manuscript, we propose a scheme based on choosing q j as a random linear combination of the columns of A j−1 . To be precise, we propose the following mechanism for choosing q j :
(4a) Draw a random vector ω whose entries are iid Gaussian random variables. This scheme is mathematically very close to the low-rank approximation scheme proposed in [5] , but is slightly different in the stopping criterion used (the scheme of [5] does not explicitly update the matrix, and therefore relies on a probabilistic stopping criterion), and in its performance when executed with finite precision arithmetic. We argue that choosing the vector q j using randomized sampling leads to performance very comparable to traditional column pivoting, but has a decisive advantage in that the resulting algorithm is easy to block. We will demonstrate substantial practical speed-up on both multicore CPUs and GPUs. Remark 1. The factorization scheme described in this section produces an approximate factorization of the form A ≈ Q k B k , where Q k is orthonormal, but no conditions areà priori imposed on B k . Once the factors Q k and B k are available, it is simple to compute many standard factorizations such as the low rank QR, SVD, or CUR factorizations. The details are discussed in Section 5.
Technical preliminaries
2.1. Notation. Throughout the paper, we measure vectors in R n using their Euclidean norm.
The default norm for matrices will be the Frobenius norm
, although other norms will also be discussed.
We use the notation of Golub and Van Loan [3] to specify submatrices. In other words, if B is an m × n matrix with entries b ij , and I = [i 1 , i 2 , . . . , i k ] and J = [j 1 , j 2 , . . . , j ] are two index vectors, then we let B(I, J) denote the k × matrix
We let B(I, :) denote the matrix B(I, [1, 2, . . . , n]), and define B(:, J) analogously.
The transpose of B is denoted B * , and we say that a matrix U is orthonormal if its columns form an orthonormal set, so that U * U = I.
2.2.
The singular value decomposition (SVD). The SVD was introduced briefly in the introduction. Here we define it again, with some more detail added. Let A denote an m × n matrix, and set r = min(m, n). Then A admits a factorization
where the matrices U and V are orthonormal, and Σ is diagonal. We let
denote the columns of U and V, respectively. These vectors are the left and right singular vectors of A. As in the introduction, the diagonal elements {σ j } r j=1 of Σ are the singular values of A. We order these so that σ 1 ≥ σ 2 ≥ · · · ≥ σ r ≥ 0. We let A k denote the truncation of the SVD to its first k terms, as defined by (2) . It is easily verified that
and that
where A spectral denotes the operator norm of A and A Fro denotes the Frobenius norm of A. Moreover, the Eckart-Young theorem states that these errors are the smallest possible errors that can be incurred when approximating A by a matrix of rank k.
2.3.
The QR factorization. Any m × n matrix A admits a QR factorization of the form
where r = min(m, n), Q is orthonormal, R is upper triangular, and P is a permutation matrix. The permutation matrix P can more efficiently be represented via a vector J c ∈ Z n + of column indices such that P = I(:, J c ) where I is the n × n identity matrix. As a result, the factorization can be written as:
The QR-factorization is often computed via column pivoting combined with either the GramSchmidt process, Householder reflectors [3] , or Givens rotations [1] . The resulting upper triangular R then satisfies various decay conditions [3] . The QR-factorization is often built incrementally via a greedy algorithm such as column pivoted Gram-Schmidt. This allows one to stop after the first k terms have been computed to obtain a "partial QR-factorization of A":
That is, taking the first k columns of Q and the first k rows of R, we can obtain the approximation:
We note that the partial factors Q k and R k can be obtained after k steps of the pivoted QR algorithm, without having to compute the full matrices Q and R. The main drawback of the classical partial pivoted QR approximation is the difficulty to obtain substantial speedups on multi-processor architectures.
2.4.
Construction of low-rank approximations via randomized sampling. Let A be a given m × n matrix that can accurately be approximated by a matrix of rank k, and suppose that we seek to determine a matrix Q with orthonormal columns (as few as possible) such that
is small. In other words, we seek a matrix Q whose columns form an approximate orthonormal basis (ON-basis) for the column space of A. This task can efficiently be solved via the following randomized procedure:
(1) Pick a small integer p representing how much "over-sampling" we do. (The choice p = 10 is often good.) (2) Form an n × (k + p) matrix Ω whose entries are drawn independently from a normalized Gaussian distribution. Note that each column of the "sample" matrix Y is a random linear combination of the columns of A. We would therefore expect the algorithm described to have a high probability of producing an accurate result when p is a large number. It is perhaps less obvious that this probability depends only on p (not on m or n, or any other properties of A), and that it approaches 1 extremely rapidly as p increases. In fact, one can show that the basis Q determined by the scheme above satisfies (9) ||A − Q Q * A|| ≤ 1 + 11 k + p · min{m, n} σ k+1 , with probability at least 1 − 6 · p −p , see [5, Sec. 1.5] . The error bound (9) indicates that the error produced by the randomized sampling procedure can be larger than the theoretically minimal error σ k+1 by a factor of 1 + 11 √ k + p · min{m, n}. This crude bound is typically very pessimistic; for specific situations sharper bounds have been proved, see [5] .
Relationship to earlier work
The work is inspired by earlier work on randomized approximation of matrices, as well as the rich literature on rank-revealing factorizations, including [1] . The basic scheme proposed here (Algorithm 1S) is an evolution of the randomized sampling scheme originally suggested in [7, 5, 8] (specifically, Algorithm 4.2 of [5] , which we refer to as the HMT algorithm). The schemes we propose in this paper (Algorithms 1S and 1B) are modified from the HMT algorithm in several respects to maximize computational efficiency, including the introduction of a blocking strategy, and a new deterministic stopping criterion. Let us now look at the basic version of our scheme and compare it to Algorithm 4.2 of [5] . The two algorithms appear side by side below:
Draw a Gaussian random vector w j+r ∈ R n (10)
end for (14) end while
end while
Let us first comment on the steps of the original HMT algorithm for Q. Lines (6) − (8) assure us that the range of the updated Q j satisfies:
range(Q j ) = span range(Q (j−1) ) ∪ q j and Q * j Q j = I Lines (9) to (12) project the updated y's away from the old contribution to the expanded Q and make sure that all the vectors y j lie in the range of I − Q j Q * j A. After a while, as Q captures more of the range of A, we thus expect the norms of the y vectors to get small. The algorithm quits the loop when this becomes the case, but on output, the HMT Algorithm only gives a probabilistic guarantee that Q is such that A − QQ * A is small. In our proposed scheme on the right, the convergence check is much simpler. We explicitly update the matrix A and only check the norm of the updated matrix at each iteration. On output, we have a deterministic guarantee that the norm A − QQ * A < ε. If we modify our algorithm to return both Q and B we obtain Algorithm 1, given in the Introduction. The addition of the matrix B can then be used to obtain other factorizations, which we will discuss below.
A randomized and blocked version of Gram-Schmidt
The main advantage of Algorithm 1S over existing methods like the HMT Algorithm is its ability to be blocked and hence offer significant speed up with the use of parallel computing. Other ideas such as the power method from [5] can also be used to improve performance for matrices with slowly decaying tail singular values.
4.1. The basic blocked scheme. A blocked version of Algorithm 1S, which we refer to as Algorithm 1B, is obtained simply by adding several samples to Q at each iteration instead of a single vector. The samples are obtained via matrix-matrix multiplication with A:
Draw an n × random matrix Ω.
Compute the m × matrix Q new = qr(AΩ, 0).
Note that relations (3) can also be proved to hold for this algorithm. Hence, the blocked and single vector schemes are expected to perform similarly with the blocked scheme having a distinct advantage in speed.
4.2.
Variations and improvements for the blocked scheme. In the simple QB algorithm above, it may be the case that the columns of Q new are not explicitly orthogonal to those of Q and hence the updated Q may lose orthogonality over time. In order to avoid loss of orthogonality, one may replace line (4) by: Also, for matrices whose tail singular values are significant, the use of the power scheme often results in substantially better performance. In this case, we can replace line (4a) by:
The advantages of this formulation stem from the fact that the singular value decomposition of (AA * ) q A with respect to that of A is UΣ 2q+1 V * . That is, the eigenvectors are preserved, while the singular values decay more rapidly. Typically q = 1 or q = 2 is sufficient for noticeable performance gain. Note that on a GPU this leads to essentially no increase in computational time as matrix-matrix multiplications scale very well to multi-processor architectures.
Applications of the QB Algorithm
Once a low rank QB factorization has been obtained (A ≈ QB), a number of standard factorizations can be efficiently computed. Amongst these are the low rank SVD, QR, ID and CUR factorizations.
5.1.
Computing the low rank SVD. To get a low rank SVD, we perform the full SVD on the smaller k × n matrix B, to get the factorsÛ,D,V. Thus, we get:
We can now choose a rank k to use based on the decaying singular values of D. Once a suitable rank has been chosen, we form the low rank SVD factors:
5.2.
Computing the partial pivoted QR factorization. Suppose that we would like to obtain the factorization AP ≈ QR from the QB decomposition. We can perform the pivoted QR factorization of the k × n matrix B to obtain BP =QR. Then, simply multiplying both sides by Q (from the QB factorization), we obtain:
Computing the interpolative decomposition and CUR. Once a partial pivoted QR factorization is available, the interpolative decomposition (ID) and CUR factorization can be easily computed. Given an m × n matrix A, its interpolative decomposition takes the form
where J is a vector of indices marking k of the columns of A, and the k × n matrix X has the k × k identity matrix as a submatrix and has the property that all its entries are bounded by 1 in magnitude. In other words, the interpolative decomposition picks k columns of A as a basis for the column space of B and expresses the remaining columns in terms of the chosen ones.
The ID can be computed efficiently and accurately via a sequence of BLAS2 operations using the techniques of [4] , as described in [2] . Practical algorithms for computing the interpolative decomposition produce a matrix X whose elements slightly exceed 1 in magnitude.
Numerical experiments
In this section, we substantiate via numerical experiments the following key claims pertaining to the QB algorithm:
• In terms of both the Frobenius and the spectral norms, the approximations resulting from the QB scheme with q = 2 are as small, or smaller, than those resulting from (partial) column pivoted QR.
• The errors of the single vector QB scheme (Algorithm 1S) and the blocked scheme (Algorithm 1B) are almost identical. In other words, blocking does not introduce additional errors.
• The runtime of the block QB algorithm is lower than that of pivoted QR, especially for larger problems and especially when run in parallel on multiprocessor architectures such as GPUs.
For illustration, we use several types of test matrices which we now describe. First, we use 1000 × 1200 matrices (1) and (2) which are obtained from the reverse SVD construction A (1,2) = US 1,2 V * by taking U and V orthonormal Gaussian random matrices and by setting the singular values in S to be log-spaced between 10 0 and 10 −1 (matrix (1)) and between 10 0 and 10 −4 (matrix (2)). Next, we use matrix (3) defined by
introduced in [9] . We use m = 1200 and n = 1000 and define u j and v j in Matlab notation via u j = sprand(m, 1, 0.01) and v j = sprand(n, 1, 0.01). This is a matrix designed specifically so that partial column pivoted QR provides a particularly good approximation. Matrix type (4) is based on the classical Kahan type counterexample [6] . This example is formed via the matrix matrix product SK where:
Then SK is upper triangular, and classical column pivoting will not perform any pivoting at all. Yet, the rank-k approximation resulting from column pivoted QR is substantially less accurate than the optimal rank-k approximation resulting from truncating the full SVD [4] . To be precise, we use in our numerical experiments a 1000 × 1000 matrix family which is a slight variation of the classical Kahan example that avoids some pathologies. The construction was supplied to us by Ming Gu of UC-Berkeley (private communication).
We now describe the figures which we present below. In Figure 1 , we present the results for Gaussian random matrix types A (1) and A (2) . This represents the average case of partial column pivoted QR performance. In each case, we plot median quantities over 5 trials. Rows 1 and 2 of Figure 1 correspond to results for matrix type A (1) ; rows 3 and 4 for matrix type A (2) . In the first column, we plot the logarithmic errors log A − A k versus k using the Frobenius and spectral norms with A k being the low rank approximation obtained by different single vector methods: partial pivoted QR (in red), partial QB with different values of the power parameter q (q = 0, q = 1, and q = 2) and the optimal value of A − A k obtained via the truncated SVD of A.
We notice that for both types of singular value decay, the QB algorithm gives superior results to partial pivoted QR, as measured in both norms, as long as q ≥ 1 is used. In fact, the results obtained are close to those given by the optimal rank k SVD. In the second column, we compare errors incurred by the single vector QB algorithm for different q and the blocked QB algorithm. Thus, "QB 1S" refers to the single vector QB scheme with q = 1, while "QB 1B" refers to the blocked scheme with q = 1. We notice, as expected, that when the number of iterations times the block size in the blocked QB algorithm is the same as the number of iterations in the single vector QB algorithm, performance is very similar.
In Figure 2 , we present the same information as in Figure 1 , but for matrix types A (3) and A (4) . This represents the two extreme cases, where partial pivoted QR does particularly well (for A (3) ) and particularly poorly (for A (4) ). We see that in both cases, performance of the QB scheme is superior to partial pivoted QR when q ≥ 1 is used, even for matrix type A (4) .
In Figure 3 , we present the results of some timing experiments done in Matlab, where we run the blocked QB scheme with k = 100 and k = 200 for different values of q against partial column pivoted QR and the full QR algorithm (built in, compiled function) for increasing matrix sizes (dense n × n matrices). We also show timing results for a Matlab GPU implementation of the QB schemes. We use block sizes of 20 and 40. We notice that as n increases, the QB methods run substantially faster. It is also interesting to observe that using q = 2 versus q = 0 costs little additional time, especially on the massively parallel GPU where matrix matrix multiplications can be performed very efficiently. Figure 2 . Errors for matrices of types three (first two rows) and four (last two rows). On the left, the errors for the "single vector" version are shown, on the right, the errors for the blocked version. column pivoted QR randomized QB (q=0) randomized QB (q=1) randomized QB (q=2) randomized QB on GPU (q=0) randomized QB on GPU (q=1) randomized QB on GPU (q=2) full qr using LAPACK Figure 3 . Timing results for different algorithms on CPU and GPU.
Concluding remarks
We have presented a new randomized algorithm for the low rank approximation of matrices. The algorithm is similar to classical column pivoted QR, yet is significantly more efficient, especially on parallel architectures, because it can be easily blocked. The included numerical examples demonstrate that in many cases, the QB algorithm computes near optimal rank k approximations, at least when the parameter q is set to 2 (corresponding to taking two steps of the "power iteration"). Another advantage of the algorithm is that standard low rank factorizations such as the low rank SVD, ID, and CUR can be easily computed once the QB factorization is obtained, by operating on the matrix B which is substantially smaller than the original A. Finally, the algorithm we presented can easily be implemented in software by calling standard libraries such as, e.g., BLAS3 and LAPACK; this ensures high performance on multicore architectures, and greatly improves portability.
