Abstmct-Combining the outputs of multiple neural networks has led to substantial improvements in several dimcult pattern recognition problems. In this article, we introduce and investigate robust combiners, a family of classifiers based on order statistics. We focus our study to the analysis of the decision boundaries, and how these boundaries are affected by order statistics combiners. In particular, we show that using the ith order statistic, or a linear wmbination of the ordered classifier outputs is quite beneficial in the presence of outliers or uneven classifier performance. Experimental results on several public domain data sets corroborate these findings.
I. INTRODUCTION
In recent years, a great deal of attention has been focused on pooling as a means to improve the generalization ability of neural networks [22] . Approaches to pooling classifiers can be separated into two main categories: simple combiners, e.g., voting [4], [5] or averaging [16] , and computationally expensive combiners, e.g., stacking [3] , [28] .
The simple combining methods are best suited for problems where the individual classifiers perform the same task, and have comparable success. However, such combiners are susceptible to outliers and to unevenly performing classifiers.
In the second category, "meta-learners," i.e., either sets of combining rules, or full fledged classifiers acting on the outputs of the individual classifiers, are constructed [l] , 191, [28] . This type of combining is more general, but suffers from all the problems associated with the extra learning (e.g., averparameterizing, lengthy training time).
Both these methods are in fact ill-suited for problems where most (but not all) classifiers perform within a wellspecified range. In such cases the simplicity of averaging the classifier outputs is appealing, but the prospect of one poor classifier corrupting the combiner makes this a risky choice. Weighted averaging of classifier outputs appears to provide some flexibility [7] , [12] . Unfortunately, the optimal weights are determined by the inverse of an estimated "mismatch" covariance matrix, leading to inaccuracies for small training sets. Also, the weights are assigned on a per classifier, rather than per sample or per class basis. If a classifier is accurate only in certain areas of the inputs space, this scheme fails to take advantage of the variable accuracy of the classifier in question. Using a meta learner that would have weights for each classifier on each pattern, would solve this problem, but at a considerable cost.
The robust combiners presented in this work aim at bridging the gap between simplicity and generality by allowing the flexible selection of classifiers without the associated cost of training meta classifiers. Section I1 provides the background, by summarizing the relationship between classifier errors and decision boundaries, and describes the order statistics combiners [25] . Based on these concepts, in Section III we derive the errors associated with the linear combination of ordered classifier outputs. Section V discuses the implications of using linear combination of order statistics as a strategy for pooling the outputs of individual classifiers.
BACKGROUND A. Classification Error
Based on the well-known result that the outputs of certain classifiers, trained to "iw! mean square error functions, approximate the a posteriori probability densities of the corresponding classes It has been shown in [26] 
where y = +.
Therefore, the power of an ensemble method is determined by how much it can reduce the boundary variance [26] , [27] . [21] . In particular, we obtain:
with a k given in Table I and can be used as the b&is for different types of combiners, such as the trimmed mean or the spread combiners discussed in the following section.
LINEAR COMBINING OF ORDERED OUTPUTS
We now propose two combinations of averaging and order statistics for pooling classifier outputs.
A . Trimmed Means
In this scheme, only a certain fraction of all available classifiers are used for a given pattern. The main advantage of this method over weighted averaging is that the set of classifiers who contribute to the combiner vary from pattern to pattern. F'urthermore, they do not need to be determined externally, but are a function of the current pattern and the classifier responses to that pattern. Let us formally define the trimmed mean combiner as follows:
where:
'The linear combining of classifiers without assuming that the errors are i.i.d. is presented in [27] .
The variance of $am(z) is given by:
where cou(., e ) represents the covariance between two variables.
Note that because of the ordering, each variance in the first term of Equation 8 can be expressed in terms of the individual classifier variances. F'urthermore, the covariance between two order statistics can also be determined in tabulated form for given distributions. Table I1 provides 
Mz
where a m : N is the variance of the mth ordered sample and &J:N is the covariance between the mth and lth ordered samples, given that the initial samples had unit variance [21] . By using the theory highlighted in Section II-A and Equation 9 , we obtain the following model error reduction:
Instead of deleting the extreme values as is the case with the trimmed mean combiner, one can base a decision on those values. The maximum and minimum of a set of classifier outputs carry specific meanings. Indeed the maximum can be viewed as the class with the most evidence for it. Similarly the minimum deletes classes with little evidence. In order to avoid a single classifier from having too large an impact on the eventual output, these two values can be averaged to yield the spread combiner. This combiner strikes a balance between the positive and negative Table I11 presents the error reductions based on Tables I-I1 and Equation 14 .
IV. RESULTS
The two methods proposed in this paper are expected to (12) do best when: [27] . Briefly: 0 WOC is a 25-dimensional feature set mainly based on RRO is a 24dimensional feature set based on autoTables IV and V present the combining results for the Probenl benchmarks and the underwater acoustic data sets respectively, when the individual classifier performance was highly variable. The expected misclassification percentage of individual classifiers is reported in the first column, under the name of the data set4. The results of the averaging combiner is also presented in order to provide a basis for comparison. For the trimmed mean combiner, we also provide MI and M2, the upper and lower cutting points in the ordered average used in Equation 7.
These results indicate that when the individual classifier performance is highly variable, order statistics based combiners (particularly the spread combiner) provide better classification results than the ave combiner on five of the eight data sets. For the other three data sets, no statistically significant differences were detected among the various combiners.
A close inspection of these results reveals that using either the m m or mzn combiners can provide better classification rates than ave, but it is difficult to determine which of the two will be more successful given a data set. A validation set may be used to select one over the other, but in that case, potentially precious training data is used solely for determining which combiner to use. The use of the spread combiner removes this dilemma, by consistently providing results that are comparable to or better than the best of the mm-man duo.
When there is ample data, and all the classifiers are fine tuned and perform well, the average combiner is expected to perform well. However, it is not always possible to determine whether all conditions that lead to such an ideal situation are satisfied. Therefore, it is important to know that the trimmed mean and spread combiners presented in this article do not perform worse than the average combiners under such conditions. To that end we have combined finely tuned feed forward neural networks using the methods proposed in this article and compared the results the traditional averaging method. In this experiment, all the conditions favor the averaging combiner (i.e., all possible difficulties for the average combiner have been removed). The results displayed in Tables VI and VI1 indicate that even under such circumstances, both the spread and trim combiners provide results that are comparable to the ave combiner and even provide improvements on two data sets.
4All results reported in these tables are misclassification percentages on the test set based on 20 runs, followed by the standard deviation.
Gabor wavelet coefficients; and regressive coefficients. In this article we present and analyze combiners based on order statistics. They are motivated by their ability to blend the simplicity of averaging with the generality of meta-learners. When classifier performance is sample dependent (e.g., significant differences in class to class accuracy) the flexibility of order statistics combiners becomes variability among the classifiers, the order statistics based combiners outperform the traditional averaging combiner, whereas in the absence of such variability these combiners perform no worse than the average combiner. In other words, the family of order statistics combiners extract the "right" amount of information from the classifier outputs without requiring numerous additional parameters.
