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Summary. Model-based and model-assisted methods of survey estimation aim to improve the
precision of estimators of the population total or mean relative to methods based on the nonpara-
metric Horvitz-Thompson estimator. These methods often use a linear regression model defined in
terms of auxiliary variables whose values are assumed known for all population units. Information
on networks represents another form of auxiliary information that might increase the precision of
these estimators, particularly if it is reasonable to assume that networked population units have
similar values of the survey variable. Linear models that use networks as a source of auxiliary
information include autocorrelation, disturbance and contextual models. In this paper we focus
on social networks, and investigate how much of the population structure of the network needs
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to be known for estimation methods based on these models to be useful. In particular, we use
simulation to compare the performance of the best linear unbiased predictor under a model that
ignores the network with model-based estimators that incorporate network information. Our re-
sults show that incorporating network information via a contextual model seems to be the most
appropriate approach. We also show that one does not need to know the full population network,
but that knowledge of the partial network linking the sampled population units to the non-sampled
population units is necessary.
Keywords: BLUP, social network models, linear models, model-based survey estimation
1 Introduction
Survey estimation typically focuses on estimating the total TY =
∑
i∈U Yi of the values of a vari-
able Y defined over a finite population U . Here i ∈ U denotes the N units making up the pop-
ulation U . Given a sample s of n units from U , TY is usually estimated by T̂Y =
∑
i∈swiYi,
where the wi are sample weights and i ∈ s denotes the n units in the sample. Traditionally, these
weights are expansion weights, i.e. wi is the inverse of the selection probability of the ith popula-
tion unit. However, expansion weights can be quite inefficient, and alternative weighting methods
derived from model-based and model-assisted methods of survey estimation, see Chambers and
Clark (2012) and Srndal et al. (1992), are used to increase the precision of T̂Y . In most cases this
is done by defining the sample weights so that T̂Y is an efficient unbiased predictor of TY under a
linear regression model for Y in terms of a multivariate auxiliary variable X .
Population regression models that link an individual’s value of Y to auxiliary variables corre-
sponding to that individual’s geographic location, gender and age are commonly used in survey
estimation. However, auxiliary information can be more complex than this. In particular, infor-
mation about other individuals in the population that are ‘linked’ to a particular individual also
constitutes auxiliary information about that individual. This is sometimes referred to as network
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information, and typically indicates between individual correlation in the population values of Y .
In this paper we describe model-based survey estimation methods that exploit auxiliary informa-
tion about population networks. In particular, we describe how the specification of the best linear
unbiased predictor (BLUP) of TY can be tailored to allow for between individual correlation in-
duced by the presence of a population network.
In order to motivate the use of network information in survey estimation, consider the case of
the British Household Panel Study (BHPS, http://www.iser.essex.ac.uk/survey/
bhps/). This is an annual longitudinal survey of British households that has been conducted
since 1991. It is based on a sample of approximately 5, 500 households, covering more than 10, 000
individuals. The main objective of the survey is to further the understanding of social and economic
change at the individual and household level in Britain. However, in addition to information about
the surveyed individual, the BHPS also provides information about a person’s three closest friends.
Variables collected on the three closest friends are: age, sex, ethnicity, distance to friend (< 1 mile,
between 1 and < 5 miles, between 5 and 50 miles, > 50 miles) and unemployment status. This
information is available in seven waves, corresponding to the even-numbered years 1992 - 2004.
Because friends tend to share common characteristics, it is plausible that the BHPS informa-
tion on friendship ties may be of value when modelling the other survey variables, in the same
way as the ties between household members are typically viewed as influential in determining the
outcomes of many social and economic variables. For example, a person whose friends are older
than the norm might have a higher than average income, even after adjusting for that person’s age
and gender. As a consequence, one might think of also controlling for the average age of friends
when predicting a person’s income. A model of this type is referred to as a contextual model in
what follows since it controls for contextual effects, such as the average age of friends. Clearly,
since the BHPS collects information on a person’s three best friends, there is scope for applying
a contextual model when estimating using BHPS data. This might lead to more precise survey
estimates, as a contextual variable represents an additional source of information.
The friendship data collected in the BHPS are a special case of a general type of auxiliary
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data whose availability is becoming increasingly widespread, especially with the rapid uptake of
modern telecommunications technology. This is network data, defined by the existence, direction
and strength of relationships between individuals in a population of interest. Statistical modelling
of networks is now reasonably well established, see for example Frank and Strauss (1986); Snijders
(2002); Hunter and Handcock (2006), though applications to very large networks (e.g. defined by
populations similar in size to those covered by a survey like the BHPS) are still rare, with data on
very large networks now considered to be part of the ubiquitous Big Data concept. Furthermore,
we are not aware of any attempt to use the information in a network defined on a population of
interest to improve survey estimation for that population, although, as the argument put forward in
the previous paragraph indicates, there may be value in doing so.
In order to use network information in a model linking a survey variable Y to an auxiliary
variable X we need to characterise the population network as the outcome of a random process.
In this context, we focus in this paper on a network that identifies the existence and direction
of a relationship between individuals in a population of size N . It is standard to represent such a
network by a matrix of zeros and ones, Z = (Zij)Ni,j=1 with Zii = 0 by convention. If a relationship
exists between two individuals i and j, then Zij = 1 and we refer to i and j as being linked;
otherwise Zij = 0. Such a network is said to be undirected if Z = Z′, otherwise it is a directed
network.
Networks are most useful when characteristics of the individuals that make up the population
covered by the network are also known. In such networks one not only knows the characteristics
of a particular individual, but also the characteristics of the other individuals in the population
linked to that individual via the network. This external auxiliary information may be useful in
discriminating between individuals, and hence may be useful in prediction, the ultimate goal of
survey estimation. For example, the BHPS collects information about the three best friends of a
surveyed individual, without identifying the friends. Given that the links corresponding to being
‘one of three best friends’ define a network, this information can be treated as auxiliary data for
the surveyed individual, and, combined with a model for the network, may help with formulating
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a more efficient prediction model for the population.
Linear models that use a social network as additional information to model the expected value
of a response variable include contextual network (CN) models (Friedkin 1990). However, this
information can also be used to model between unit correlation in the population values of the
response variable. Such second order models include network effects models, also known as au-
tocorrelation (AR) models, and network disturbance (ND) models (Ord 1975; Doreian et al. 1984;
Duke 1993; Marsden and Friedkin 1993; Leenders 2002).
When the network defined by Z is known for all N individuals in the population, the CN,
AR and ND population models can be used for survey estimation. However, in practice it is
extremely unlikely that Z will be fully known, and a more realistic scenario is one where one or
more components of this matrix will be known. The most obvious is where only the component
Zss corresponding to the sub-network of relationships between the n sampled individuals in s is
known. Unless the sampling fraction is large, or the sample is highly clustered, it is unlikely that
this sub-network will contain much useful information. Of more use, perhaps, is the component
Zsr, defined by the links between the sampled individuals and the remaining N − n non-sampled
individuals in the population, denoted collectively by r. Clearly, if the network is an undirected
one, the links from the non-sampled individuals to the sampled individuals will then also be known
since, under symmetry, Zrs = Z′sr. The remaining component of Z is Zrr, which corresponds to
the sub-network defined by the links between theN−n non-sampled individuals in the population.
This will generally be unknown. Using network information in a survey sampling context therefore
implies that one has to deal with situations where partial network information is observed. This
inevitably means that one needs to either use more complicated modelling methods or that one
needs to somehow impute the missing network components.
The main focus of this paper is on the potential use of network information in survey estimation.
In particular, we aim to address three questions: (i) Is embedding network information useful for
survey estimation based on linear models? (ii) If the answer to (i) is yes, then which network
models are potentially useful? and (iii) How much network data needs to be collected in order to
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obtain potentially higher precision for survey estimation? In Section 2 we provide some context
for these questions by defining a standard linear model that is often used for survey estimation,
as well as its extension to a linear mixed model that allows for random cluster effects. Neither
of these models incorporate network information, so we then describe three widely used linear
models that allow for the availability of network information in addition to standard covariate and
cluster information.
In Section 3 we briefly discuss estimation of the population mean of a survey variable using the
empirical version of the BLUP (typically referred to as the empirical best linear unbiased predictor
or EBLUP) based on a linear model for this variable, and its application under the network models
introduced in the previous Section. In Section 4, the exponential random graph model (ERGM) for
a network is introduced and its use in imputation of missing network information is described, with
the aim of using this imputed information in the network model-based estimators introduced in
Chapter 3. These ideas are then brought together in Section 5 where we describe a simulation study
that investigates the performances of the imputation-based EBLUPs defined by these different
network models. In particular, we compare these estimators with the standard linear estimators
that ignore network information. Section 6 completes the paper with a discussion of our findings
as they relate to the three questions raised above.
2 Linear Models on Networks
In this section we describe a number of population level linear models that use network infor-
mation. Throughout, we use a friendship social network structure for simplicity of exposition.
In order to develop our notation, the starting point is the linear model that assumes uncorrelated
errors.
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2.1 The Standard Model
The classical linear model for a population of N individuals can be written in matrix form as
Y = Xβ + ε, ε ∼ N(0, σ2I), (1)
where Y = (Y1, . . . , YN)′ is a population vector of responses, X = (X1, . . . ,XN)′ with Xi =
(Xi1, . . . , Xip)
′ is the model design matrix for the population with p columns defined by a set
of covariates that depend on auxiliary population information, ε = (ε1, . . . , εN)′ is the vector of
population model residuals with εi ∼ N(0, σ2) and β = (β1, . . . , βp)′ is the vector of regression
coefficients. The population mean vector and population covariance matrix of Y are then µ = Xβ
and V = σ2IN . Here IN denotes the identity matrix of order N .
It is assumed that the matrix X defined by the auxiliary population information does not include
variables related to social networks, so (1) does not use social network information.
2.2 The Mixed Model
Survey populations are often hierarchical, and can be characterised as grouped into clusters, with
each cluster j accounted for by a cluster-specific random effect uj in the model. A simple mixed
model, i.e. a model characterised by fixed and random effects, for such data is
Yij = Xijβ + uj + εij; j = 1, . . . , K; i = 1, . . . , Nj (2)
with uj ∼ N(0, σ2a) and εi ∼ N(0, σ2e). Here Yij is the value of the response for subject i (level 1)
in cluster j (level 2), and we note that this model implies the following covariance structure
Cov(yij, ykl) =

σ2u + σ
2
e i = k and j = l;
σ2u i 6= k and j = l;
0 j 6= l.
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It is well known that this mixed model can be written as the general linear model
Y = Xβ + ε, ε ∼ (0,Σ), (3)
where Σ = Diag(Σ1, . . . ,ΣK) has a block diagonal structure and corresponds to the covariance
matrix with elements of Σi determined by Cov(yij, yil).
As in Section 1.1 it is assumed that (3) does not use social network information. In the rest of
this section we therefore describe linear models for the response variable that use a social network
as an additional source of auxiliary information.
2.3 The Contextual Network (CN) Model
Consider an educational modelling exercise where academic performance (AP) is the response
variable and socio-economic status (SES) of the student is the explanatory variable. A classical
contextual approach might then lead one to include the average SES of the student’s school as
another explanatory variable. Friedkin (1990) adapts this idea to network data by considering
models where the response for a particular subject also depends on the characteristics of other
subjects that are linked to the one of interest. In our example this would correspond to modelling
AP in terms of both the student’s SES as well as the SES values of the student’s friends. Since
a student will generally have several friends, a student’s AP could then be modelled in terms of
his/her SES as well as the average SES of the his/her friends.
In general, such a CN model can be written in matrix form as
Y = Xβ + Uγ + ε, (4)
where Y and X have the same meaning as for model (1), but the columns of U correspond to
statistics derived from the variables that are measured on the network. In particular, the ith row
of U contains appropriate summary characteristics of those other individuals on the network that
are linked to individual i. Thus, in the preceding example, assuming that SES is the only covariate
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measured on the network, then U is the column vector of length N whose ith value is SESi, the
average SES of all friends of student i. More generally, letting T denote the population matrix of
covariates measured on the network, then one way of defining U is via the identity
U = WT (5)
where W is a row-normalised version of Z, i.e. the rows of W sum to one.
Remark
A contextual variable for person i often includes the value for this person, for example a house-
hold contextual effect is computed over all household members including person i. However, the
contextual value for person i defined by (5) excludes person i, because Zii = 0 by definition.
2.4 The Autocorrelation (AR) Model
The matrix T introduced in the preceding description of the CN model can be any set of measure-
ments on the individuals in the network. In particular, it can be Y. This leads to another class
of models, called Autocorrelation (AR) models, and also known as network effects models, that
incorporate network information into a linear structure. See, for example, Doreian et al. (1984),
Duke (1993), Marsden and Friedkin (1993) and Leenders (2002), and in the context of spatial
models, Ord (1975). Under an AR model,
Y = θȲ + Xβ + ε (6)
where Ȳ = (Ȳ1, . . . , ȲN)′ and Ȳi is the average response of the individuals in the network that are
linked to individual i, so Ȳ = WY, with W defined in the previous sub-section. The conditional
(on X) mean and variance of Y under (6) are µ = D−1Xβ and V = σ2(D′D)−1, where D =
IN − θW. Note that W can be defined in a variety of ways, see Leenders (2002), though typically
it is defined as the row-normalised version of Z, i.e.
∑N
j=1Wij = 1. The parameter θ is restricted
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to the open interval (−1,+1) as a necessary condition for V to exist.
In the context of the academic performance example introduced in the previous sub-section we
see that (6) implies that a student’s AP score now depends on his/her SES value as well as the
average AP scores of his/her friends.
2.5 The Network Disturbance (ND) Model
Models of this type have been considered by Ord (1975) and Leenders (2002) among others, and
correspond to imposing an AR structure on the error term in the standard linear model (1). They
are referred to as network disturbance (ND) models and are specified by
Y = Xβ + ε, ε = θε̄ + v,where v ∼ N(0, σ2IN). (7)
Here ε̄ = (ε̄1, . . . , ε̄N) where ε̄i is the average error of those individuals in the network linked to
individual i. Returning to the academic performance example introduced in sub-section 2.3, the
model can be interpreted as implying that if a student’s friends have a below/above average AP
value (as predicted by their SES values), then the student is more likely to have an AP value that
is also below/above average.
Note that the model (7) can be re-written as
Y = Xβ + ε, ε ∼ N(0, σ2(D′D)−1) (8)
where D was defined at the end of the previous sub-section, with |θ| < 1. The parameter θ is
an indicator of the strength of the between individual correlations generated by the network. For
θ = 0, the correlation between the Y values of any two individuals in the network is zero after one
adjusts for their respective values of X . Under (8), the conditional (on X) mean and variance of Y
are µ = Xβ and V = σ2(D′D)−1 respectively.
It is worth pointing out that under the ND model, µ = Xβ is unaffected by the social network,
whereas under the AR model (6), µ = D−1Xβ depends on the network through D. That is, under
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the ND model, the expected value of Y for an individual only depends on the values of that indi-
vidual’s covariates. Unbiased prediction of Y can therefore ignore the network. Of course efficient
prediction depends on the second order moments of (8), and so requires network information -
as does prediction variance and mean squared error estimation. This is analogous to estimation
under a multi-level model, where one can ignore the multi-level structure of the data if unbiased
estimation is the aim, but one needs to take this structure into account for efficient inference.
2.6 Combining Network Effects and Area Effects
Under the assumption that residual heterogeneity can be modelled using hierachical random ef-
fects, the network models can be combined with area random effects. To start the mixed model (2)
can also be written as
Y = Xβ + Gu + ε, ε ∼ (0, σ2eI), (9)
with random intercept design matrix G = Diag(1N1 , . . . ,1NK ), u = (u1, . . . , uK)
′ ∼ N(0, σ2aIK),
where 1n is a vector of ones of length n. Define the intra-cluster correlation by ρ = σ2a/σ
2 with
σ2 = σ2a + σ
2
e . Then µ = Xβ and V = σ
2(ρGG′ + (1− ρ)IN).
Using this notation, the contextual model with area random effects can be written as
Y = Xβ + Uγ + Gu + ε, ε ∼ N(0, σ2IN) (10)
leading to µ = Xβ + Uγ and V = σ2(ρGG′ + (1− ρ)IN).
Similarly the AR and ND models with area random effects can be expressed as
Y = θȲ + Xβ + Gu + ε, ε ∼ N(0, σ2IN) (11)
leading to µ = D−1Xβ and V = σ2D−1(ρGG′ + (1− ρ)IN)(D−1)′, and
Y = Xβ + Gu + ε, ε ∼ N(0, σ2(D′D)−1), ε ∼ N(0, σ2IN) (12)
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leading to µ = Xβ and V = σ2D−1(ρGG′ + (1− ρ)IN)(D−1)′.
3 Prediction of Population Totals Using Network Models
The models discussed in the previous section are predictive models, i.e. when second order mo-
ments are known, they can be used to compute efficient predictions of unknown values of the
response variable. We now describe how these models can be fitted, and how predicted values
derived from them can be used to estimate the population total TY =
∑
i∈U Yi given the sample
values {Yi i ∈ s}, the population matrix of model covariates X and either part of or all of the
network matrix Z. Throughout we assume that inclusion in sample does not depend on Z and that
there is non-informative sampling given X, see Section 1.4 in Chambers and Clark (2012). Conse-
quently, all unknown parameter values for the standard model (1) can be estimated from the sample
data and predicted values of Y for the non-sampled population individuals can be computed. We
start by summarising known results from finite population estimation theory.
3.1 The Empirical Best Linear Unbiased Predictor
Let EY = µ = Hλ, where H is a known matrix with N rows and q columns and λ is an unknown
parameter vector of length q. Also, suppose that Var(Y) = V is a positive definite matrix of
order N whose value is known up to a constant of proportionality. Examples of H and V are
given in the following sub-section. The best linear unbiased predictor or BLUP of the population
total TY =
∑
i∈U Yi is then an efficient estimator of this quantity, see Royall (1976). In order to
specify the BLUP, let s and r denote the n sampled and N−n non-sampled population individuals
respectively, and put H = (H′s,H
′
r)
′ and Y = (Y′s,Y
′
r)
′. The matrix V can then be partitioned
conformably as
V =
Vss Vsr
Vrs Vrr
 .
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A standard expression for the BLUP is its so-called predictive form
T̂BLUPY =
∑
i∈s
Yi +
∑
i∈r
Hiλ̂ +
∑
i∈s
τi(Yi −Hiλ̂) (13)
where Hi is the ith row of H, λ̂ = (H′sV
−1
ss Hs)
−1H′sV
−1
ss Ys is the best linear unbiased estimator
(BLUE) of λ, and τi is the ith element of the vector V−1ss Vsr1N−n, with 1N−n denoting a vector
of ones of size N − n.
However, the BLUP can also be expressed as a weighted sum T̂BLUPY =
∑
i∈swiYi = w
′
sYs
of the sample values of Y , where
ws = 1n + V
−1
ss AB1N−n (14)
is the vector of BLUP weights. Here 1n is a vector of ones of size n, A = Vsr1N−n−Hs(H′sV−1ss Hs)−1
and B = H′sV
−1
ss Vsr −H′r.
A key assumption of the BLUP is that the variance matrix V is known up to a constant of
proportionality. This is often unrealistic, since V can depend on unknown parameters, which must
then be estimated. Methods for doing this are described in the next section. Substituting these
estimates into V defines its plug-in estimator V̂, which can be used in (14) instead of V. The
resulting estimator of the population total is called the empirical BLUP or EBLUP.
3.2 Calculating the EBLUP under Network Models
In order to use the EBLUP with the different network models defined in the previous section, we
need to specify H and V as well as estimators of the unknown parameters that underpin these
matrices. These are defined as follows:
Standard Model : Here H = X and V = σ2IN . The residual mean squared error defines an
unbiased estimator of σ2.
Mixed Model : Here H = X and V = Σ. To obtain unbiased estimates of σ2a and σ2e that
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define Σ restricted restricted maximum likelihood estimation (REML) can be applied using
R package lme4 (Bates et al. 2014).
CN Model : For this model H = [X,U] and V = σ2IN . We can unbiasedly estimate σ2 using
the residual mean squared error.
AR Model : In this case H = D−1X with D = IN − θW and V = σ2(D′D)−1. Estimates of σ2
and θ can be obtained by maximum likelihood (ML). Restricted ML (REML) is often used
to obtain unbiased variance estimates but it cannot be applied here, because both the mean
and variance depend on the parameter θ. The EBLUP uses the plug-in estimates of H and
V defined by the ML estimates of σ2 and θ.
ND Model : Here H = X and V = σ2(D′D)−1. ML estimation of σ2 and θ can be carried out,
and the resulting plug-in estimate of V used to calculate the EBLUP.
CN Model with area effects : H = [X,U] and V = σ2(ρGG′ + (1− ρ)IN). REML estimation
can be used as for the ‘Mixed model’ above.
AR Model with area effects : H = D−1X and V = σ2D−1(ρGG′ + (1 − ρ)IN)(D−1)′. We
have implemented ML estimation for this model.
ND Model with area effects : H = X and V = σ2D−1(ρGG′ + (1 − ρ)IN)(D−1)′. We have
implemented REML and ML estimation for this model.
ML estimation of σ2 and θ for the AR and ND models is not straightforward. Both models
are not reproducible, i.e. they do not share the property that the model for a subset of units of the
population has the same form as the model for the whole population. To see this, note that the
variance of the population response vector Y under both models is σ2(D′D)−1 so that the variance
for the sample response vector Ys is σ2[(D′D)−1]ss. In general, this will not equal σ2(D′ssDss)
−1,
which is the assumed variance if the model is fitted via ML at the sample level. This misspec-
ification can lead to biased estimates of the model parameters. A modified approach that yields
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unbiased estimates of the fixed effects in the model is described in Suesse (2012). However this
is computationally intensive. An alternative approach replaces D−1 by a 4th order Taylor series
approximation. This speeds up computation considerably since it effectively replaces matrices of
dimension N ×N by matrices of dimension n× n. See Suesse (2012) where it is shown that ML
estimates based on this approximation are essentially identical to those obtained using the modified
ML method.
3.3 Variance Estimation for the EBLUP
The prediction variance of the BLUP is
Var(T̂BLUP − T ) = w̃′Vw̃ (15)
with w̃ = (ws − 1n,−1N−n). This formula assumes that the vector of survey weights ws is
fixed. We can use the same formula for the EBLUP, although from (14) it is clear that the EBLUP
weights are not fixed in general because the plug-in estimates of H and V used to calculate them
will depend on estimated parameters. However, the increase in the prediction variance due to
ML estimation of these parameters will be small for large sample sizes, and can be ignored, see
Chambers et al. (2011).
Using (15) to estimate the prediction variance of the EBLUP depends on correct specification
of the second order moments of Y . For the standard model and the CN model, we can avoid this
by using an alternative prediction variance estimator that does not rely on specification of these
second order moments, see Section 9.2 of Chambers and Clark (2012). This estimator is given by
V̂ar(t̂BLUP − t) =
∑
i∈s
(wis − 1)2(Yi − µ̂i)2 + (N − n)σ̂2 (16)
where µ̂i is the estimated mean for i ∈ s, i.e. µ̂i = Xiβ̂ for the standard model and µ̂i = Xiβ̂+Uiγ̂
for the CN model, with σ̂2 corresponding to the usual unbiased estimator of σ2 under each model.
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For the AR and ND models we use equation (15) with a plug-in estimator V̂. In this context,
we note that ML estimates of variance parameters are known to be biased, which could therefore
lead to a bias in V̂ and in the resulting plug-in estimator defined by (15). The standard approach
to dealing with this issue is to apply REML instead of ML. Unfortunately, the AR model does
not allow the application of REML, and furthermore REML is computationally more complex
when fitting these population models. Consequently a bias-corrected version of ML was applied,
based on the approach set out in Goldstein (1989), which adjusts IGLS to obtain estimates that
are equivalent to REML. The details of this are outlined in the Appendix of Suesse and Chambers
(2014).
4 Modelling and Imputation of Networks
Our EBLUP development in the previous section assumed that the matrix Z defining the network
is known. This is rather unlikely to be the case. It is far more likely that we will know either just
that part of the network defined by the sampled individuals (i.e. Zss) or that part of the network
defined by the sampled individuals and their corresponding network links (i.e. Zss and Zsr). An
implementation of a ‘network-based’ EBLUP in this situation must therefore take account of this
incomplete network data. In this section we describe simple model-based imputation methods that
can be used to approximate the impact of the unknown full network (i.e. Z) on this EBLUP. In
turn, this requires that we have a way of modelling Z, given that we see only a part of this matrix.
We start with a brief overview of models for networks.
4.1 Exponential Random Graph Models
The most popular class of models for a network Z is the class of (curved) exponential random
graph models (ERGMs), these are discussed in Wasserman and Faust (1994) and Carrington et al.
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(2005). Under an ERGM, the distribution of Z is characterised by
Pr(Z = z) = exp (η(ζ)′G(z)− κ(ζ)) , (17)
where ζ is the vector of model parameters, η(ζ) is a mapping from p-dimensional to q-dimensional
space with p ≤ q, and κ(ζ) is the normalising constant. Here G(z) is a vector of q ‘network
statistics’ which, together with ζ, completely characterises the distribution of Z. Simple examples
of network statistics are the number of ‘edges’ in the network (i.e. the number of observed links,
usually expressed as a fraction of the total number N(N − 1) of possible links) and the number of
triangles (a triangle is said to exist between individuals i, j and k, if Zij = Zjk = Zik = 1). A more
complicated, but widely used network statistic is GWESP, or the geometrically weighted edgewise
shared partner statistic. Roughly speaking, this corresponds to a weighted sum, over possible
values of m, of counts of the number of links ‘connecting’ any two individuals in the network who
are themselves linked to exactly m other individuals. Like interaction terms in regression, such
statistics allow one to model networks whose ‘connectivety’ structure is extremely complicated.
Fitting an ERGM via ML is usually not possible, mainly because direct calculation of the
normalising constant κ(ζ) is infeasible. One way of circumventing this problem is to sample from
the network distribution (17) using a Markov-Chain-Monte-Carlo (MCMC) algorithm in order to
obtain a stochastic approximation to the maximum likelihood estimate of ζ. Such estimates are
called MCMC ML estimates (Hunter and Handcock 2006). Describing the network distribution via
simple network statistics, such as the number of triangles then becomes problematic, because such
specifications often lead to degenerate MCMC samples. Some authors (Snijders 2002; Snijders
et al. 2006) have therefore proposed the use of more complex network statistics, such as the family
of GWESP statistics, for which degeneracy seems less of a problem. For more details of network
modelling, see Strauss and Ikeda (1990); Hunter and Handcock (2006); Hunter (2007); Hunter
et al. (2008b) and Butts (2008).
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4.2 Imputation of Partly Observed Networks
An estimate Ẑ of the full network is necessary for calculation of the EBLUP under the network
models considered in this paper. However, in practice only part of the network will be observed,
say Zobs, and another part will be missing, say Zmis. For example, the observed network Zobs could
be Zss, in which case the missing network Zmis is Zsr ∪ Zrs ∪ Zrr. In what follows we assume an
undirected network, i.e. Z = Z′, so Zsr = Zrs. We also focus on single-value imputation of Zmis.
Our approach can be extended to multiple imputation.
Method 1
An efficient model-based approach to imputing the missing network components is to use the min-
imum mean square error predictor (MMSEP) E(Zmis|Zobs = zobs) under an appropriate ERGM
for Z. Unfortunately, these conditional expectations are often intractable and can only be estimated
by sampling from the ERGM using MCMC methods. This approach is impractical in a simulation
study and so we describe a simpler, more feasible, approach.
Suppose conditionally on zobs that Zmisij and Z
mis
kl are conditionally independent for any two
distinct pairs of individuals i, j and k, l, where both pairs are in mis and by distinct we mean that
(i, j) 6= (k, l) and (i, j) 6= (l, k) hold. Then Pr(Zmis = zmis|Zobs = zobs) =
∏
ij∈mis Pr(Zij =
zij|Zobs = zobs), where
∏
ij∈mis denotes the product over all distinct pairs is in the set mis . It
follows that we can write, for a distinct pair (i, j) ∈ mis,
Pr(Zij = 1|Zobs = zobs)
Pr(Zij = 0|Zobs = zobs)
= exp(ηT (ζ)∆Gmisij ), (18)
where ∆Gmisij is the change statistic, i.e. the difference in G between
(Zij, z
mis−(i,j), zobs) = (1, zmis−(i,j), zobs)
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and
(Zij, z
mis−(i,j), zobs) = (0, zmis−(i,j), zobs).
Note that mis − (i , j ) here denotes the set mis with the distinct pair (i, j) excluded. Re-arranging
Equation (18) gives the MMSEP under conditional independence, E(Zij = 1|Zobs = zobs) =
Pr(Zij = 1|Zobs = zobs) = expit(ηT (ζ)∆Gmisij ) with expit(x) = exp(x)/(1 + exp(x)). It re-
mains to observe that it is only necessary to compute ∆Gmisij in order to obtain this MMSEP for
any distinct pair (i, j) ∈ mis. Since the conditional independence assumption is generally unwar-
ranted, this approach can only be considered as defining an approximation to Pr(Zmis|Zobs = zobs).
However, it is computationally feasible for realistic sample and population sizes. This imputation
method equires knwoledge of the ERGM parameters. The R package ergm (Hunter et al. 2008a)
can fit ERGMs with missing data. However fitting ERGMs with a lage portion of missing data,
takes much longer (on a single core of a modern High Performance Cluster 4 hours) than fitting a
model to a network with fully observed data (a few seconds). This means fitting an ERGM in a
simulation study for thousands of data sets is not feasible. Instead we use the true known ζ.
Method 2
An even simpler approach is to calculate the proportion of Zij = 1 in zobs and use this proportion
(the network density) to impute Zmis. This corresponds to imputing on the basis of an ERGM
model defined by just the EDGES statistic, i.e. the number of edges in the network. This ERGM is
equivalent to assuming that each Zij in the network matrix Z is an independent Bernoulli variable
with a common probability of a ‘success’.
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5 Simulation Study
5.1 Study Design
This section contains the results from a simulation study whose aim was to investigate the effect
of using networks as an additional source of information when estimating the population total TY
of a survey variable Y . A networked population of size N = 1, 000 was independently simulated
2,000 times, balancing computation time against the number of different scenarios that were ex-
plored in the study, and independent simple random samples of size n = 100 and n = 200 were
independently selected without replacement from each simulated population.
Network Generation
The literature on network analysis suggests that networks are often well characterised by an ERGM
defined in terms of an EDGES (number of edges) statistic and a GWESP statistic (Hunter et al.
2008a). Consequently, Z was generated as a random draw from an ERGM with an EDGES statistic
equal to θ on the logit scale and a weight parameter of 1.0 for the GWESP statistic. In what follows
we use ERGM(m) to denote such an ERGM, where m is the network density, i.e. the average
number of links per individual. The values θ = −5.81,−4.18,−2.944 were then chosen in order
to generate a network with a density of about m = 3, 15, 50 network links respectively for each
individual, i.e. m ≈ P (Zij = 1)×N with P (Zij = 1) ≈ expit(θ). Note that with this specification
the number of network links for an individual is random, with only the approximate population
average number of links fixed. However we also consider the situation where we constrain the
number of links to 3 links per individual following the ‘three best friends’ BHPS example. This
is achieved by removing or adding links randomly to each individual until the desired 3 links are
obtained.
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Imputation of Partly Observed Networks
In the simulation study we restricted ourselves to the two most realistic cases where network data
are observed on a sample. In both cases, only part of the network is observed and so the unobserved
components must be imputed. In the first case, denoted by SS in what follows, only Zss is observed
and so Zsr and Zrr are missing. In the second case, denoted by SS+SR in what follows, Zss and
Zsr are observed but Zrr is missing. This second case is more realistic from the viewpoint of
having usable network information, since here we at least have complete network information for
all sampled individuals.
For the ERGM network both imputation Method 1 and imputation Method 2 lead to the same
imputed value of Zmis in the SS scenario. In contrast, these methods lead to different imputed
values in the SS+SR scenario under the ERGM network. We therefore denote the application
of imputation Method 1 in the SS+SR scenario for the ERGM network by SS+SR/1, and the
corresponding application of imputation Method 2 by SS+SR/2.
Finally, we also considered the situation where no network data are used (the standard model
and mixed model) and also the case where the population network is fully known.
Parameter Specification for Linear Network Models
We generated data under all four of the linear network models discussed in Section 2 with (ρ = 0.1)
and without area random effects (ρ = 0.0).
In each case, all of these models were fitted to the sample data, and EBLUP estimates of the
population total T were then computed based on these fits (see the discussion in Section 3). Even
though we simulated population data under all the models described in Section 2.6, i.e. including
both area and network effects, we did not fit network models with area effects to the sample data.
This was done in order to simplify the simulation study and also because as will be seen from the
results, accounting for the random effects does not yield significant efficiency gains.
Population data were simulated assuming σ2 = 2, β0 = 40 and β1 = 5. Furthermore, two
models for the auxiliary variable were considered: i) X takes values randomly in the set Xi =
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1, . . . , 9, and ii) Xi ∼ N(0, 25). Both models have high predictive power, since for case i) the
Standard model implies a theoretical value of R2 = 0.928, while for case ii) R2 = 125/127 =
0.984 under this model.
CN Model :
Yi = β0 +Xiβ1 + Uiγ + εi, εi ∼ N(0, σ2)
Here γ = 2 and the contextual variable Ui is defined as the average value of X for all
individuals in the network that are linked to individual i, i.e. U = WX, where W is the
row-normalised version of Z and X denotes the vector of population values of X .
AR Model :
Y = θWY + β0 + Xβ1 + ε, ε ∼ N(0, σ2IN)
with θ = 0.5.
ND Model :
Y = β0 + Xβ1 + ε, ε = θWε + v, v ∼ N(0, σ2IN)
with θ = 0.5.
CN Model with area random effects : see Model (10) with ρ = 0.1, γ = 2.
AR Model with area random Effects : see Model (11) with ρ = 0.1 and θ = 0.5.
ND Model with area random effects : see Model (12) with ρ = 0.1 and θ = 0.5.
5.2 Simulation Results
Results for the n = 100 case with ρ = 0.0 and ρ = 0.1 and X ∼ U{1, 2, . . . , 9} are presented.
Tables 1, 2, and 3 show the Monte Carlo relative mean squared errors of the estimates of T when
the network is generated under an ERGM where the total number of friends is random, with expec-
tations 15, 3 and 50 respectively, and Table 4 shows the same relative mean squared errors when
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this value is fixed at 3. Corresponding simulation results for X ∼ N(0, 25) are presented in Tables
5 to 8 in the Appendix. Results for the n = 200 case are similar. Note that we do not show Monte
Carlo bias, since these values were effectively zero for all methods. The results displayed in each
Table include the two cases where the network is ignored (the ‘standard’ model and the ‘mixed’
model) and when the population network matrix Z is fully known (‘full network known’). For par-
tially observed network data we show results for the SS case (only Zss known), the SS+SR/1 case
(Zss and Zsr known, Method 1 imputation) and the SS+SR/2 case (Zss and Zsr known, Method 2
imputation). All results are shown relative to those for the BLUP, which uses complete network
information as well as knowledge of θ. Although the level of knowledge required to compute the
BLUP is unrealistic in practice, its performance provides us with a benchmark against which to
gauge the relative benefit of putting more effort into collecting more network information and in
carrying out more intensive network modelling for imputation of the unknown parts of the net-
work. Furthermore, comparisons with the ‘Standard’ or ‘Mixed’ cases allow us to assess how
much efficiency is lost by ignoring network information.
It is clear from the results shown in Tables 1 to 4 that ignoring the network (i.e. using the
‘Standard’ or ‘Mixed’ models for estimation) can lead to a large loss in efficiency if in fact either
the AR or the CN models are true. Interestingly, our results also seem to indicate that adopting the
CN model when in fact the AR model is true seems as good as using the correctly specified AR
model when the number of friends is not small. Note that when the ND model is true, ignoring the
network information in the data only leads to a marginal loss in efficiency. In fact, the EBLUPs
based on the different network models are all almost fully efficient in this case, irrespective of
whether the assumed network model is true. These results also indicate that there is very little
difference between using the ‘Mixed’ or the ‘Standard’ models for estimation.
When Z is known, but not θ, we see a loss of efficiency of up to 97% under the AR model,
mainly because the pseudo-design matrix D−1(θ)X for this model depends on the estimated value
of θ. As the number of friends increases, this loss of efficiency associated with having to estimate
θ from the sample data decreases in importance. This problem is much less of an issue for the ND
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model because in this case the design matrix does not depend on θ. Obviously, there is no impact
under the CN model.
In order to see why the CN model yields similar results as the AR model when in fact the
AR model holds, we note that the mean of the AR model is µ = D(θ)−1Xβ. If we approximate
D(θ)−1 by a first order Taylor series around zero, i.e. D(θ)−1 = (IN − θW)−1 ≈ IN + θW, then
µ ≈ Xβ + θWXβ = Xβ + Uγ
with γ = θβ and U = WX. That is, the implied mean structure under the AR model is approxi-
mately the same as that under a CN model.
When Zss and Zsr are observed, the EBLUP based on the CN model appears to perform well
generally. This is because the EBLUP under this model does not depend on Zrr and hence is
unaffected by imputation of this part of the network. This is in contrast to the performance of this
EBLUP when only Zss is observed. Here we see that the need to impute Zsr leads to a significant
loss of efficiency. Since estimation of θ in the pseudo-design matrix D(θ)−1X under the AR model
has a larger negative effect than the approximation of the AR model by the CN model, we conclude
that the EBLUP based on the CN model seems a generally more robust method for estimating the
population total than the EBLUP based on the AR model. The AR model’s performance is good
provided the number of friends is medium or large or the number of friends is fixed, however the
model is not useful when the number of friends is small and not fixed, supporting the argument
that the CN model is generally more robust and preferred, as it always provides efficiency gains in
the SS+SR case.
Our results indicate that the imputation method SS+SR/1, based on the conditional indepen-
dence method (Method 1), is never more efficient than SS+SR/2, the simple proportion approach
(Method 2). While this result is somewhat surprising, it can be explained by the roughness of the
approximation implicit in the imputes generated using SS+SR/1 and the robustness of the simple
proportion method used in SS+SR/2. A priori, however, we would expect that a model-based ap-
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proach using E(Zmis|Zobs = zobs) as a predictor, say obtained by the MCMC technique, should
lead to higher efficiency than using SS+SR/2. In particular, it is possible that a multiple imputation
version of SS+SR/1 might yield better results. However such methods still need to be developed
for ERGMs, see for example Koskinen et al. (2011). In any case, it should be noted that the small
observed differences between SS+SR/2 and the complete network known case indicates that the
possible gains from the use of these more sophisticated methods may be minimal.
We now focus on the case where the expected number of friends per subject is small, here equal
to 3. When the actual number of friends is random, see Table 2, there is no gain associated with
using imputation method SS compared to ignoring the network information and basing estimation
on the ‘Standard’ or ‘Mixed’ models. Here we see that network imputation based on SS+SR/1 and
SS+SR/2 provide some gains relative to ignoring the network when the contextual CN model is
fitted, but still lead to a loss in efficiency when the AR model is fitted and the AR model holds,
and only a small gain when the AR model is fitted but the CN model holds. Overall, it seems
that when the number of friends is random, with a small expected number of friends, then it is
not worthwhile to apply the AR model, whereas there is still value in fitting a CN model. Table
4 on the other hand shows what happens when the number of friends remains small but is now
fixed. Here we see a dramatic improvement in performance for methods based on the CN and
AR models, with results similar (but with greater relative mean squared errors) to the situations
where the number of friends is random, but with a larger expected value. This ‘fixing’ eliminates
variation in the calculation of the matrix W which requires dividing by the unknown number of
friends. It also leads to more efficient imputation, explaining the superior performance of the CN
and AR model when the number of friends is fixed compared to this number being random. For
example when the number of friends is fixed at three and a sampled subject has 2 friends inside
the sample, then we know that there is exactly 1 remaining friend in the non-sampled part of the
population. The matrix W is then simply the imputed Z divided by 3.
Average lengths and associated coverages for nominal 95% Gaussian confidence intervals gen-
erated by the estimates of the mean squared errors of the different estimators are set out in Tables
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Table 1: n = 100: ERGM(15) network & X ∼ U{1, .., 9}: Ratio of MSE(EBLUP) to
MSE(BLUP)
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP - actual MSE 19, 333 18, 810 18, 803 16, 882 18, 131 18, 130
ZU known (ρ = 0.0) 1.00 1.00 1.00 1.02 1.05 1.03
CN (ρ = 0.0) SS 1.69 2.14 1.02 1.82 2.12 1.04
SS+SR/1 1.10 1.16 1.00 1.14 1.16 1.04
SS+SR/2 1.06 1.11 1.01 1.10 1.09 1.05
AR (ρ = 0.0) SS 1.71 2.16 1.02 1.84 2.13 1.03
SS+SR/1 1.11 1.15 1.00 1.14 1.15 1.04
SS+SR/2 1.06 1.10 1.01 1.10 1.08 1.05
ND (ρ = 0.0) SS 1.77 2.26 1.00 1.88 2.24 1.03
SS+SR/1 1.78 2.25 1.00 1.89 2.21 1.03
SS+SR/2 1.78 2.25 1.00 1.89 2.21 1.03
Standard (ρ = 0.0) 1.74 2.24 1.00 1.88 2.23 1.02
Mixed (ρ = ρ̂) 1.76 2.26 1.02 1.91 2.24 1.00
10, 12, 14 and 16 for X ∼ U{1, 2, . . . , 9}, and Tables 9, 11, 13 and 15 for X ∼ N(0, 25), which
can all be found in the Appendix. Monte Carlo coverages in all cases are close to the nominal
level. However, the average confidence interval length in the SS+SR case is considerably shorter
than that for the SS case when estimation is carried out under the AR and CN models. This pro-
vides further support for the conclusion reached above, that basing an EBLUP on a CN model
seems a generally robust approach to using network data when estimating a population total, even
though one must keep in mind that the simple linearization-based prediction variance estimator
(16) used with the CN model slightly underestimates random variation due to its assumption of
fixed sample weights, resulting in too narrow confidence intervals with slight undercoverage.
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Table 2: n = 100: ERGM(3) network & X ∼ U{1, . . . , 9}: Ratio of MSE(EBLUP) to
MSE(BLUP)
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP - actual MSE 19, 190 22, 686 22, 638 17, 137 22, 320 22, 352
ZU known (ρ = 0.0) 1.00 1.01 1.03 1.02 1.06 1.04
CN (ρ = 0.0) SS 5.88 9.66 1.06 6.58 10.5 1.10
SS+SR/1 1.42 2.29 1.04 1.52 2.53 1.10
SS+SR/2 1.42 2.29 1.04 1.51 2.52 1.10
AR (ρ = 0.0) SS 6.20 10.1 1.05 6.85 10.9 1.10
SS+SR/1 1.44 2.16 1.05 1.57 2.33 1.10
SS+SR/2 1.44 2.18 1.05 1.58 2.32 1.10
ND (ρ = 0.0) SS 6.21 10.4 1.04 6.88 11.2 1.05
SS+SR/1 6.10 8.68 1.01 6.68 9.30 1.04
SS+SR/2 6.15 8.67 1.01 6.64 9.39 1.04
Standard (ρ = 0.0) 6.11 10.1 1.05 6.85 10.9 1.09
Mixed (ρ = ρ̂) 6.11 10.2 1.06 6.87 10.9 1.07
Table 3: n = 100: ERGM(50) network & X ∼ U{1, .., 9}: Ratio of MSE(EBLUP) to
MSE(BLUP)
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP - actual MSE 19, 067 17, 728 17, 730 16, 949 17, 154 17, 152
ZU known (ρ = 0.0) 1.00 1.00 1.00 1.03 1.02 1.02
CN (ρ = 0.0) SS 1.22 1.31 1.01 1.25 1.32 1.04
SS+SR/1 1.15 1.20 1.01 1.17 1.21 1.03
SS+SR/2 1.02 1.06 1.01 1.04 1.07 1.04
AR (ρ = 0.0) SS 1.22 1.29 1.01 1.24 1.29 1.03
SS+SR/1 1.15 1.20 1.00 1.17 1.20 1.03
SS+SR/2 1.03 1.05 1.01 1.04 1.05 1.04
ND (ρ = 0.0) SS 1.23 1.31 1.00 1.25 1.34 1.02
SS+SR/1 1.23 1.31 1.00 1.25 1.34 1.02
SS+SR/2 1.23 1.31 1.00 1.25 1.34 1.02
Standard (ρ = 0.0) 1.22 1.31 1.00 1.25 1.33 1.02
Mixed (ρ = ρ̂) 1.23 1.31 1.00 1.25 1.33 1.02
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Table 4: n = 100: ERGM(3) network with fixed number of friends & X ∼ U{1, .., 9}: Ratio of
MSE(EBLUP) to MSE(BLUP)
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP - actual MSE 19, 328 21, 962 21, 938 17, 059 21, 534 21, 411
ZU known (ρ = 0.0) 1.00 1.03 1.02 1.02 1.12 1.05
CN (ρ = 0.0) SS 4.43 6.84 1.02 4.97 6.80 1.09
SS+SR/1 1.31 2.07 1.02 1.40 2.11 1.09
SS+SR/2 1.31 2.07 1.02 1.40 2.11 1.09
AR (ρ = 0.0) SS 4.67 7.02 1.01 5.25 6.97 1.09
SS+SR/1 1.34 2.00 1.02 1.44 1.99 1.09
SS+SR/2 1.34 2.00 1.02 1.44 1.99 1.09
ND (ρ = 0.0) SS 4.95 7.60 1.02 5.44 7.44 1.05
SS+SR/1 5.10 7.38 1.03 5.50 7.18 1.05
SS+SR/2 5.10 7.38 1.03 5.50 7.18 1.05
Standard (ρ = 0.0) 4.86 7.64 1.00 5.41 7.53 1.08
Mixed (ρ = ρ̂) 4.85 7.66 1.01 5.38 7.62 1.07
6 Discussion
At the end of Section 1, we stated that our aim in this paper is to address the questions: (i) Is
embedding network information useful for survey estimation? (ii) If the answer to (i) is yes, then
which models are potentially useful? and (iii) How much network data needs to be collected in
order to obtain potentially higher precision for survey estimation? Given the simulation results that
we present in Section 5, our tentative answer to (i) is yes, and our corresponding answer to (ii) is
the CN and AR models when either model is true, because in both cases the mean of the response
depends on the network. Our simulation results provide some evidence that this conclusion holds
for almost all situations except where the number of links is small and random, in which case
they suggest that only the CN model provides efficiency gains. However when the mean does not
depend on the network, as is the case under the ND model, our results suggest that ignoring the
network does not result in a significant loss of efficiency. We have also investigated this for other
‘network covariance’ models, where the mean structure is unaffected by the network, and we have
observed similar results, see Suesse and Chambers (2014). In effect, ignoring the network under
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the CN and AR models leads to a mis-specification of the mean model, but this does not apply
for the ND (and similar) models. Finally, our answer to (iii) is that in realistic applications it will
usually be impossible to collect the full network, and our simulation results are some evidence that
when either the CN model or the AR model is true then both Zss and Zsr must be collected in order
to obtain efficiency gains. Knowledge of Zss alone is not enough.
In practice, we suggest a careful model fitting exercise be carried out before attempting to
use either the CN model or the AR model for survey estimation. Given the numerical difficulties
with fitting the AR model, see Suesse (2012), we recommend that the CN model be used if it is
a reasonable fit to the data, otherwise caution is warranted and ignoring the network might be the
best option.
Clearly, more extensive information on networks needs to be collected in conjunction with
standard survey data to gain further insight into the usefulness of network models for survey es-
timation. In this paper we have focused on undirected networks, so knowing Zsr is equivalent to
knowing Zrs. For directed networks, this equivalence does not apply and conclusions, particularly
for the case when Zss and Zsr are known, are likely to be different. We make a start on the is-
sue of imputation methods for the missing network information in this paper, but many questions
remain. Is an appropriate single value imputation (let alone multiple imputation) method using
E(Zmis|Zobs = zobs) (Method 1) better than the simple proportion approach (Method 2)? The
numerical intensity of the MCMC methods used to fit network models like the ERGM when popu-
lation sizes are large meant that we could not fully explore this issue. There is current research that
tries to address some of these issues (Koskinen et al. 2011), but more is required. However, given
that the simple SS+SR/2 imputation method that ignores the fitted ERGM model is consistently
better than the SS+SR/1 imputation method that uses the fitted ERGM, we anticipate that more
sophisticated imputation methods are unlikely to lead to substantial efficiency gains in most cases.
However in some cases, see Table 2, substantial gains seem possible.
All network models considered in this paper assume that the value of the response variable
Y for an individual in the study population depends on a linear combination of the values of this
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variable for the other individuals in the population that are linked to this person in the network.
If there is an implicit ordering in the strength of these links, then this can be allowed for in the
network model for Y . For example, in the case of a ‘best friend’ network, where the friendships
are ordered by their strength, one can modify the CN model so that there is a separate parameter
for each level of ‘best friend’, see Friedkin (1990) for similar examples. To illustrate, in the BHPS
application, when this extended contextual model is fitted, a Wald test for equality of these effects
supports the assumption of a common effect.
Finally, we note that throughout this paper we have assumed that the method of sampling
is independent of the network structure given the available population auxiliary information. In
effect, we assume that measurement of the network is something that is done on the sample (as in
our BHPS application), rather than sampling being something that is carried out on the network.
However, there are important applications, see Thompson and Seber (1996), where inclusion in
sample depends on being linked to another sampled individual via a network. It is clear that in
these cases we cannot treat the observed network structure in Zss and Zsr in the same way as we
have in this paper, and this ‘informative’ method of sampling needs to be taken into account when
we attempt to impute the unknown components of Z. Work on this problem is continuing.
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A Further Simulation Results
Table 5: n = 100: ERGM(15) network &X ∼ N(0, 25) : Ratio of MSE(EBLUP) to MSE(BLUP)
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP - actual MSE 18, 217 19, 690 19, 703 17, 763 17, 682 17, 706
ZU known (ρ = 0.0) 1.00 1.01 1.02 1.05 1.05 1.06
CN (ρ = 0.0) SS 4.33 6.19 1.03 4.60 6.81 1.07
SS+SR/1 1.53 1.94 1.03 1.56 1.99 1.05
SS+SR/2 1.28 1.61 1.03 1.32 1.68 1.06
AR (ρ = 0.0) SS 4.38 6.25 1.03 4.68 6.85 1.07
SS+SR/1 1.52 1.86 1.03 1.56 1.93 1.05
SS+SR/2 1.29 1.57 1.03 1.33 1.64 1.06
ND (ρ = 0.0) SS 4.69 6.64 1.02 4.93 7.31 1.05
SS+SR/1 4.66 6.50 1.02 4.91 7.14 1.05
SS+SR/2 4.65 6.50 1.02 4.90 7.15 1.05
Standard (ρ = 0.0) 4.65 6.61 1.02 4.88 7.30 1.05
Mixed (ρ = ρ̂) 4.65 6.64 1.02 4.89 7.35 1.02
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Table 6: n = 100: ERGM(3) network & X ∼ N(0, 25): Ratio of MSE(EBLUP) to MSE(BLUP)
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP - actual MSE 18, 092 23, 647 23, 697 17, 911 24, 361 24, 469
ZU known (ρ = 0.0) 1.00 1.03 1.03 1.05 1.12 1.04
CN (ρ = 0.0) SS 22.4 38.7 1.04 22.9 37.3 1.05
SS+SR/1 3.18 7.39 1.04 3.23 6.78 1.06
SS+SR/2 3.17 7.37 1.04 3.22 6.76 1.06
AR (ρ = 0.0) SS 23.7 40.7 1.04 24.3 39.2 1.05
SS+SR/1 3.23 6.89 1.04 3.44 6.28 1.06
SS+SR/2 3.24 6.82 1.04 3.33 6.34 1.06
ND (ρ = 0.0) SS 23.9 41.4 1.04 24.2 39.8 1.04
SS+SR/1 22.3 34.6 1.02 22.9 33.4 1.04
SS+SR/2 22.3 34.6 1.02 22.9 33.3 1.04
Standard (ρ = 0.0) 23.5 40.3 1.04 23.9 38.7 1.05
Mixed (ρ = ρ̂) 23.8 40.9 1.05 24.4 39.4 1.04
Table 7: n = 100: ERGM(50) network & X ∼ N(0, 25): Ratio of MSE(EBLUP) to MSE(BLUP)
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP - actual MSE 18, 169 17, 667 17, 674 17, 951 19, 358 19, 360
ZU known (ρ = 0.0) 1.00 1.02 1.01 1.05 1.03 1.02
CN (ρ = 0.0) SS 1.91 2.42 1.02 2.01 2.38 1.03
SS+SR/1 1.62 1.88 1.02 1.63 1.78 1.03
SS+SR/2 1.06 1.15 1.03 1.14 1.13 1.03
AR (ρ = 0.0) SS 1.91 2.43 1.02 2.02 2.38 1.03
SS+SR/1 1.60 1.85 1.02 1.62 1.76 1.04
SS+SR/2 1.06 1.15 1.03 1.14 1.13 1.03
ND (ρ = 0.0) SS 1.98 2.55 1.01 2.12 2.49 1.02
SS+SR/1 1.98 2.55 1.01 2.12 2.49 1.02
SS+SR/2 1.98 2.55 1.01 2.12 2.49 1.02
Standard (ρ = 0.0) 1.98 2.54 1.00 2.12 2.49 1.02
Mixed (ρ = ρ̂) 1.99 2.55 1.02 2.09 2.48 1.00
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Table 8: n = 100: ERGM(3) network with fixed number of friends & X ∼ N(0, 25): Ratio of
MSE(EBLUP) to MSE(BLUP)
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP - actual MSE 18, 165 22, 508 22, 440 17, 919 20, 438 20, 424
ZU known (ρ = 0.0) 1.00 1.03 1.03 1.05 1.15 1.04
CN (ρ = 0.0) SS 17.5 27.8 1.02 17.8 30.7 1.05
SS+SR/1 2.55 5.61 1.05 2.67 5.91 1.05
SS+SR/2 2.55 5.61 1.05 2.67 5.91 1.05
AR (ρ = 0.0) SS 18.2 28.5 1.02 18.4 31.3 1.05
SS+SR/1 2.77 5.37 1.05 2.89 5.59 1.05
SS+SR/2 2.77 5.37 1.05 2.89 5.59 1.05
ND (ρ = 0.0) SS 19.0 29.9 1.01 19.2 32.6 1.05
SS+SR/1 18.7 28.4 1.02 19.0 31.1 1.03
SS+SR/2 18.7 28.4 1.02 19.0 31.1 1.03
Standard (ρ = 0.0) 18.8 29.8 1.02 19.0 32.8 1.05
Mixed (ρ = ρ̂) 19.0 30.3 1.03 19.3 33.4 1.04
Table 9: n = 100: ERGM(15) network & X ∼ N(0, 25): Ratio of average lengths of nominal
95% Gaussian CIs (EBLUP/BLUP), with % actual coverage in subscript
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP av(length) 53195.9 59795.6 59895.3 52295.2 58794.8 58795.0
ZU known (ρ = 0.0) 0.9894.5 1.0094.0 1.2995.0 1.0094.9 1.0093.3 1.0794.0
CN (ρ = 0.0) SS 4.4794.0 7.8393.5 1.0195.3 4.5593.4 7.9793.9 1.0394.1
SS+SR/1 0.9871.1 5.3590.1 1.0195.2 1.0072.8 5.4590.0 1.0294.4
SS+SR/2 0.9871.9 5.3590.2 1.0195.2 1.0073.2 5.4590.1 1.0294.3
AR (ρ = 0.0) SS 4.3992.8 7.6191.7 1.0194.9 4.4791.9 7.7592.8 1.0294.0
SS+SR/1 2.3278.9 1.6800.2 1.0195.0 2.3678.8 1.7300.5 1.0394.0
SS+SR/2 2.3279.0 1.7000.4 1.0195.0 2.3679.0 1.7400.6 1.0394.0
ND (ρ = 0.0) SS 4.5993.6 7.8392.9 0.9894.5 4.6793.0 7.9893.8 1.0093.5
SS+SR/1 4.3091.3 7.9193.3 0.9894.7 4.3991.6 8.0594.7 1.0093.8
SS+SR/2 4.3291.3 7.9193.4 0.9894.6 4.3991.8 8.0594.7 1.0093.8
Standard (ρ = 0.0) 4.6294.1 7.9493.7 1.0195.3 4.7193.0 8.0994.4 1.0394.4
Mixed (ρ = ρ̂) 4.6594.1 7.9793.8 1.0295.2 4.7393.1 8.1294.7 1.0293.9
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Table 10: n = 100: ERGM(15) network & X ∼ U{1, .., 9}: Ratio of average lengths of nominal
95% Gaussian CIs (EBLUP/BLUP), with % actual coverage in subscript
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP av(length) 53193.9 54095.2 54095.2 52295.6 53195.5 53195.6
ZU known (ρ = 0.0) 0.9893.5 0.9895.0 0.9894.8 0.99795.3 0.99894.2 0.99794.6
CN (ρ = 0.0) SS 1.2794.1 1.4595.0 0.9994.9 1.3094.0 1.4795.1 1.0194.5
SS+SR/1 0.9892.4 1.0093.4 0.9994.9 1.0093.9 1.0192.8 1.0094.3
SS+SR/2 0.9893.1 1.0093.7 0.9994.7 1.0094.9 1.0194.3 1.0194.3
AR (ρ = 0.0) SS 1.2793.8 1.4494.6 0.9994.7 1.2994.5 1.4694.5 1.0094.6
SS+SR/1 0.9892.5 1.0093.1 0.9994.6 1.0093.6 1.0293.4 1.0094.2
SS+SR/2 0.9793.5 0.9993.4 0.9994.6 0.9994.4 1.0193.8 1.0094.3
ND (ρ = 0.0) SS 1.2993.5 1.4894.7 0.9895.2 1.3294.9 1.5094.5 1.0094.5
SS+SR/1 1.2692.4 1.4594.2 0.9894.6 1.2993.9 1.4793.6 0.9995.0
SS+SR/2 1.2792.6 1.4694.3 0.9894.6 1.3094.4 1.4893.7 1.0094.8
Standard (ρ = 0.0) 1.3093.8 1.4995.1 0.9995.1 1.3394.5 1.5194.8 1.0194.8
Mixed (ρ = ρ̂) 1.3193.7 1.5095.1 1.0095.1 1.3293.9 1.5194.8 0.9994.4
Table 11: n = 100: ERGM(50) network & X ∼ N(0, 25): Ratio of average lengths of nominal
95% Gaussian CIs (EBLUP/BLUP), with % actual coverage in subscript
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP av(length) 53195.8 53195.1 53195.2 52294.9 52293.9 52293.8
ZU known (ρ = 0.0) 0.9894.6 0.9994.3 0.9993.9 1.0094.3 0.99793.0 1.0092.7
CN (ρ = 0.0) SS 1.3495.0 1.5395.1 0.9994.1 1.3794.1 1.5593.5 1.0093.2
SS+SR/1 0.9887.0 0.9986.5 0.9994.3 1.0085.9 1.0183.7 1.0092.7
SS+SR/2 0.9894.1 1.0094.1 0.9994.4 1.0093.6 1.0192.0 1.0092.9
AR (ρ = 0.0) SS 1.3494.9 1.5194.8 0.98594.1 1.3694.0 1.5493.3 1.0092.9
SS+SR/1 1.0088.2 1.0287.7 0.9994.2 1.0287.0 1.0385.2 1.0092.7
SS+SR/2 0.9894.0 0.9993.9 0.9994.0 0.9993.5 1.0091.3 1.0092.6
ND (ρ = 0.0) SS 1.3794.9 1.5694.5 0.9994.1 1.3993.6 1.5993.8 1.0092.7
SS+SR/1 1.3594.3 1.5594.2 0.9893.8 1.3792.6 1.5893.4 1.0092.2
SS+SR/2 1.3794.7 1.5594.5 0.9993.9 1.3993.3 1.5893.5 1.0092.5
Standard (ρ = 0.0) 1.3895.0 1.5794.4 0.9994.5 1.4093.5 1.6093.7 1.0093.1
Mixed (ρ = ρ̂) 1.3895.0 1.5794.6 1.0093.8 1.4093.5 1.6094.0 0.9992.9
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Table 12: n = 100: ERGM(50) & X ∼ U{1, .., 9}: Ratio of average lengths of nominal 95%
Gaussian CIs (EBLUP/BLUP), with % actual coverage in subscript
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP av(length) 53194.0 53295.1 53295.0 52295.2 52294.9 52294.9
ZU known (ρ = 0.0) 0.9893.3 0.9894.7 0.9894.5 1.0095.6 1.0094.5 1.0094.9
CN (ρ = 0.0) SS 1.0792.9 1.1395.6 0.9994.7 1.0994.6 1.1594.9 1.0094.3
SS+SR/1 0.9891.5 0.9992.9 0.9894.8 1.0093.3 1.0092.7 1.0094.4
SS+SR/2 0.9893.2 0.9993.5 0.9994.5 1.0095.6 1.0094.1 1.0094.2
AR (ρ = 0.0) SS 1.0792.9 1.1295.7 0.9894.5 1.0994.7 1.1495.1 1.0094.8
SS+SR/1 1.0092.3 1.0193.0 0.9894.6 1.0194.3 1.0393.3 1.0094.4
SS+SR/2 0.9793.2 0.9894.1 0.9894.4 0.9995.3 1.0094.5 1.0094.4
ND (ρ = 0.0) SS 1.0793.2 1.1495.5 0.9894.6 1.1095.0 1.1694.6 1.0094.8
SS+SR/1 1.0692.7 1.1395.6 0.9894.4 1.0894.5 1.1594.5 0.9994.6
SS+SR/2 1.0793.1 1.1395.5 0.9894.5 1.0994.7 1.1594.7 1.0094.9
Standard (ρ = 0.0) 1.0893.4 1.1495.4 0.9994.6 1.1094.9 1.1695.0 1.0094.5
Mixed (ρ = ρ̂) 1.0893.9 1.1595.6 0.9994.7 1.0995.1 1.1594.4 0.9994.1
Table 13: n = 100: ERGM(3) network & X ∼ N(0, 25): Ratio of average lengths of nominal
95% Gaussian CIs (EBLUP/BLUP), with % actual coverage in subscript
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP av(length) 53195.9 60095.4 60095.2 52195.2 58993.6 58993.2
ZU known (ρ = 0.0) 0.9894.6 1.0094.2 1.2694.4 1.0094.9 1.0192.6 1.2493.1
CN (ρ = 0.0) SS 4.5994.3 6.0593.4 1.0194.6 4.6793.2 6.1793.6 1.0393.7
SS+SR/1 0.9872.1 1.8882.4 1.0194.9 1.0071.9 1.9384.2 1.0393.1
SS+SR/2 0.9872.2 1.8882.5 1.0194.9 1.0072.3 1.9384.2 1.0393.1
AR (ρ = 0.0) SS 4.5192.8 5.8891.4 1.0094.6 4.5991.7 5.9991.6 1.0293.3
SS+SR/1 1.0574.6 1.7180.5 1.0094.9 1.0773.7 1.7479.5 1.0293.0
SS+SR/2 1.0674.6 1.7180.8 1.0094.9 1.0773.3 1.7579.6 1.0293.0
ND (ρ = 0.0) SS 4.7193.6 6.1392.8 0.9994.0 4.8093.5 6.2592.9 1.0092.9
SS+SR/1 4.3492.3 5.6192.3 0.9894.6 4.4190.8 5.7294.1 0.9992.7
SS+SR/2 4.3592.0 5.6292.5 0.9894.7 4.4290.9 5.7394.0 1.0092.8
Standard (ρ = 0.0) 4.7494.0 6.2493.7 1.0195.1 4.8393.4 6.3694.1 1.0393.4
Mixed (ρ = ρ̂) 4.7794.0 6.2793.6 1.0294.8 4.8593.5 6.3993.9 1.0293.0
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Table 14: n = 100: ERGM(3) network & X ∼ U{1, .., 9}: Ratio of average lengths of nominal
95% Gaussian CIs (EBLUP/BLUP), with % actual coverage in subscript
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP av(length) 53294.3 60095.7 60095.8 52295.1 59095.2 59095.3
ZU known (ρ = 0.0) 0.9893.3 0.9995.3 1.2095.3 1.0095.2 1.0093.4 1.2393.7
CN (ρ = 0.0) SS 2.3392.5 2.9894.6 1.0194.8 2.3793.3 3.0493.9 1.0294.1
SS+SR/1 0.9888.0 1.2690.4 1.0194.5 0.9988.5 1.2889.7 1.0293.8
SS+SR/2 0.9888.5 1.2690.3 1.0194.5 0.9988.5 1.2889.7 1.0293.8
AR (ρ = 0.0) SS 2.2991.4 2.9193.2 1.0094.5 2.3492.1 2.9692.4 1.0294.0
SS+SR/1 0.9987.8 1.1989.5 1.0094.2 1.0189.1 1.2188.5 1.0293.6
SS+SR/2 0.9987.9 1.1989.8 1.0094.2 1.0188.8 1.2188.4 1.0293.6
ND (ρ = 0.0) SS 2.3892.2 3.0193.9 0.9894.6 2.4293.4 3.0792.9 1.0093.5
SS+SR/1 2.2091.4 2.7895.0 0.9894.7 2.2490.8 2.8393.2 0.9993.4
SS+SR/2 2.2191.6 2.7895.2 0.9894.8 2.2591.2 2.8393.2 0.9993.5
Standard (ρ = 0.0) 2.3993.0 3.0795.2 1.0194.5 2.4493.8 3.1293.2 1.0294.0
Mixed (ρ = ρ̂) 2.4093.4 3.0894.7 1.0294.5 2.4493.7 3.1493.4 1.0193.7
Table 15: n = 100: ERGM(3) network network with fixed number of friends & X ∼ N(0, 25):
Ratio of average lengths of nominal 95% Gaussian CIs (EBLUP/BLUP), with % actual coverage
in subscript
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP av(length) 53195.7 57595.3 57595.2 52294.8 56595.2 56595.4
ZU known (ρ = 0.0) 0.9894.9 0.9893.5 0.9893.1 1.0094.6 1.0194.8 1.0094.6
CN (ρ = 0.0) SS 3.9493.4 5.1894.0 1.0094.9 4.0093.0 5.2894.2 1.0294.5
SS+SR/1 0.9878.1 1.8287.4 1.0094.0 1.0076.6 1.8586.0 1.0294.5
SS+SR/2 0.9878.1 1.8287.4 1.0094.0 1.0076.6 1.8586.0 1.0294.5
AR (ρ = 0.0) SS 3.9192.7 5.0893.0 0.9994.8 3.9792.4 5.1892.5 1.0194.4
SS+SR/1 1.0678.7 1.7186.1 0.9994.0 1.0878.1 1.7384.8 1.0194.4
SS+SR/2 1.0678.7 1.7186.1 0.9994.0 1.0878.1 1.7384.8 1.0194.4
ND (ρ = 0.0) SS 4.0793.4 5.3093.0 0.9894.3 4.1493.4 5.4093.7 1.0094.1
SS+SR/1 3.9292.2 5.0892.8 0.9793.2 3.9992.1 5.1893.6 0.9994.2
SS+SR/2 3.9292.2 5.0892.8 0.9793.2 3.9992.1 5.1893.6 0.9994.2
Standard (ρ = 0.0) 4.1293.3 5.4094.3 1.0094.9 4.1993.6 5.5094.3 1.0294.7
Mixed (ρ = ρ̂) 4.1493.4 5.4394.3 1.0094.7 4.2193.4 5.5394.2 1.0194.7
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Table 16: n = 100: ERGM(3) network network with fixed number of friends & X ∼ U{1, .., 9}:
Ratio of average lengths of nominal 95% Gaussian CIs (EBLUP/BLUP), with % actual coverage
in subscript
Population Data Generated Under Model
ρ = 0.0 ρ = 0.1
EBLUP Based On CN AR ND CN AR ND
BLUP av(length) 53294.5 57594.5 57694.5 52295.2 56594.7 56594.5
ZU known (ρ = 0.0) 0.9893.3 0.9993.7 0.9893.6 1.0095.3 1.0192.6 1.0092.7
CN (ρ = 0.0) SS 2.0493.5 2.5994.7 1.094.4 2.0894.0 2.6494.6 1.0293.3
SS+SR/1 0.9888.5 1.2390.0 1.0094.8 1.0090.6 1.2590.3 1.0292.7
SS+SR/2 0.9888.5 1.2390.0 1.0094.8 1.0090.6 1.2590.3 1.0292.7
AR (ρ = 0.0) SS 2.0393.2 2.5593.8 0.9994.3 2.0792.9 2.5994.0 1.0193.0
SS+SR/1 0.9988.5 1.1888.6 1.0094.5 1.0189.9 1.2089.3 1.0192.7
SS+SR/2 0.9988.5 1.1888.6 1.0094.5 1.0189.9 1.2089.3 1.0192.7
ND (ρ = 0.0) SS 2.1093.1 2.6494.3 0.9893.6 2.1493.8 2.6994.0 1.0093.1
SS+SR/1 2.0391.0 2.5593.8 0.9893.7 2.0792.2 2.5993.1 0.9992.8
SS+SR/2 2.0391.0 2.5593.8 0.9893.7 2.0792.2 2.5993.1 0.9992.8
Standard (ρ = 0.0) 2.1294.2 2.6994.8 1.0094.7 2.1694.6 2.7494.7 1.0293.2
Mixed (ρ = ρ̂) 2.1394.4 2.7194.8 1.0194.8 2.1794.7 2.7594.4 1.0193.4
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