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Abstract
This dissertation reports a study on the identification of damping in multiple
degree-of-freedom systems with particular attention to the spatial location of the
sources of energy dissipation. The main focus is in developing practical tools
which can be used in real problems to obtain valuable information about the
amplitude, the location and the way energy is dissipated in a structure.
The physical phenomenainvolved in the energy dissipation of real vibrating struc-
tures are various. All these mechanisms have been studied separately with success
by several authors, but there is still considerable doubt on how the damping be-
haviour should be represented in a suitable manner for engineering applications.
Despite viscous damping being widely utilised in software and applications,it is
a mathematical approximation of reality and therefore has to be used with an
awarenessof this limitation.
The initial research focuses on the analysis of the existing damping models and
identification methods. From the knowledge gained, a new and improved method
is developed. The advantages and limitations of each methodidentified in the
literature are considered and used to develop a new method based on the balance
between the energy input by external forces and the energy dissipated by damp-
ing. This method is able to spatially identify different sources of damping and
does not require any information about the inertial and elastic properties of the
system provided the full set of measurements is available. This new method has
been tested and validated by numerical simulations and by two different experi-
ments on real structures.
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Nessuno vuole la realta
(No one wants reality)
Gareth A. Vio
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Chapter 1
Introduction
1.1 Historical background
The dynamic behaviour of vibrating mechanical systems is mainly governed by
the cyclic transformation between kinetic and potential energy whichis associated
with inertia and elastic properties [1]. These properties have been well known
since the 17'" century; inertia forces were formally defined in Newton’s second
law of motion in 1687 [2] whereas elastic forces were described by Hooke’s law in
1679 [3]. Mass andstiffness discrete elements are normally used to represent these
properties in mathematical models which allow the explanation and estimation
of important characteristics of vibrating systems, such as natural frequencies
and mode shapes. Several methods are already well established for modelling
or identifying these elements and they are used everyday in various applications
with a relatively small level of uncertainty.
There are other aspects of vibration, such as the limited response of a vibratory
system excited at resonanceorthe decayoffree vibrations, which can be explained
only by accounting for mechanisms which remove energy from the system [4],
i.e. the damping. Since in the majority of mechanical systems the dampingis
considered light and the dynamical behaviour is principally determined by the
relatively large elastic or inertial forces [5], it is often oversimplified or totally
neglected in many engineering designs. However, damping can be very important
in systems where the dynamic behaviour is dominated by the energy dissipation.
If a model is to be used to predict transient responses, dynamic instabilities or
decay times, a good understanding of dampingis necessary. Defining an accurate
damping model requires an higher degree of complexity than a mass andstiffness
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system. The difficulty lies in representing all the sources of damping, which are
very different in terms of nature, extent and distribution within the structure.
Even if each physical energy dissipation phenomenon had beenstudied separately
with success, there still remains many different theories on how damping should
be represented by mathematical models for engineering applications.
Thefirst attempt to study damping was probably made by Poisson in 1831 while
analysing the theory of friction for the case of a compressible fluid [6]. In 1851,
Stokes derived an equation for the motion of pendulums which considers the vis
viva (from the Latin for living force) lost by internal friction [7]; Maxwell mea-
sured the coefficient of viscosity or fluid internalfriction of air and other gasses in
1866 [8]. The first important and famous model of damping is thelinear viscous
damping, introduced by Lord Rayleigh [9] in 1878 by grouping the coefficients of a
quadratic energy dissipation function into a symmetric matrix called the damping
matrix. Lord Rayleigh also developed the so-called proportional damping which
considers the damping matrix as a linear combination of the stiffness and mass
matrices. A large numberof theories and models of damping have been developed
since Lord Rayleigh, but in a large numberof standard applications his model
is still used to approximate the energy dissipated in a system. This approxima-
tion is attractive computationally because it results in systems of second order
differential equations with solutions that are readily available by well-understood
techniques.
The modern engineering design of structures demands a damping model which
is capable of accurately reproducing the response of large structures within the
frequency range of interest and this is not always possible by using the viscous
damping model only. At the same time, the model should not be too complex
since the analysis must be performed in a reasonable computational time. Con-
sequently, the various physical damping mechanisms must be approximated to
a mathematical representation which takes into consideration the predominant
sources of damping whichaffect a particular structure subjected to a certain type
of excitation within a specific range of frequencies. For this reason, a reasonably
good damping model for one application could give completely unreliable results
for a different system. Moreover, spatial agreement between the mathematical
model and the real system is also important, since it could help the implementa-
tion of the model in the Finite Element Model (FEM) approach.
Damping could be a significant factor in many different fields: the instabilities in
aircraft wings, the design of buildings in seismic areas, bridges in windy regions,
the dynamic behaviourof rotors, acoustics, geophysics and astronomy, the design
of musical instruments and audio systemsor the prediction of earthquake effects
are just a few examples. Damping can also be deliberately introduced in a system
to reduce the amplitude of vibration at frequencies close to resonance: vehicles
or simpler structures like washing machines usually contain damping mechanisms
in order to increase the comfort of passengers, to reduce the acoustic noise or to
avoid unwanted movements. These damping devices can be divided into passive
and active mechanisms. The passive mechanisms include applying layers of high
damping materials (usually viscoelastic polymers, synthetic rubbers) over the
surface of the structure, or within the core of a sandwich-type structure [10],
the attachment of mechanical vibration absorbers such as viscous fluid dampers
or magnetic eddy current dashpots [11, 12, 13] in strategic locations, applying
piezoelectric materials shunted with passive electric circuits [14, 15] or tuned mass
dampers[16, 17]. It is also theoretically possible to increase the initial structural
damping by appropriate heat treatment (of metallic copper-manganese alloys
typically) to modify the material damping, but this inevitably changes other
important mechanical properties and so may not be totally advantageous [10].
Acoustic (or radiation) damping can also be increased by changing the surround-
ing medium (e.g. immersing the structure in water) or varying the shapeorsize
of the structure itself. In these cases there will be obvious changesin the inertial
and elastic properties too. The influence of damping on the performance of pas-
sive vibration isolation were discussed by Ruzicka [5] including several idealized
isolators (viscous, Coulombfriction, quadratic, velocity-n'" power and hysteretic
damping) and their effect on transmissibilities. Active and semi-active methods
usually include the use of actuators along with sensors and feedback controllers
(analogor digital) to producean actuation with the right timing to counteract the
resonant oscillation. These techniques comprise active constrained-layer damp-
ing [18], the use of controlled circuits with piezoelectric materials [19] as well as
traditional actuators or shakers [20, 21].
1.2 Classification of damping
Separating and evaluatingall the sources of damping in a structure is practically
impossible but it can be interesting to classify them into categories in order to
understand which kinds of damping can be the most relevant and which ones can
be neglected in a particular application. Damping phenomena can beinitially
divided into two main categories: material and non-material damping.
1.2.1 Material damping
Material damping can be found in theliterature under various different names:
internal or hysteretic damping andinternalfriction are the most common. Mate-
rial dampingis related to the energy dissipated in a volumeof continuous media;
Lazan [22] used the term macro-continuous media to exclude the damping gener-
ated at interfaces between separated recognizable parts of a structure, yet include
the damping originated at interfaces between internal micro and sub-micro struc-
tures.
Muszynska [23] listed several types of internal energy dissipation mechanisms by
classifying the different internal structure reorganizations which are associated
with these mechanisms and separating between linear and non-linear sources.
Without going into the details of each mechanism, it could be useful to name
some of these phenomena in order to have an idea of the complexity of the
problem. Included are electronic mechanisms (electronic absorption of ultra-
sounds, phonon and phonoelectronic mechanisms), damping depending on solvent
atoms (Snoek’s damping, ordering in solid solutions, Koester’s damping, damp-
ing caused by phase processed in solid solutions), relaxation on point defects,
dampingfrom dislocations (relaxation of dislocations, dislocation resonance, dis-
location hysteresis, damping depending on history of deformation, deformation
hysteresis), relaxation on grain boundaries, irreversible intercrystal heat flux,
viscoelastic delay micro-creep, thermoelastic damping, thermal hysteresis, mag-
netoelastic relaxation, eddy currents and ferromagnetic hysteresis.
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For practical reasons it is not possible to account for all the precise physical
mechanisms but it is important to know that they exist and that all materials
dissipate a certain amount of energy during cyclic deformations. Generally these
behaviours in engineering problems are experimentally estimated by measuring
the energy dissipated per unit volume per cycle for a number of samples of each
material or by extracting information from the hysteresis loops, again from ex-
perimental measurements [24, 25]. Bert [26] described some of the mathematical
models and experimental techniques for the rheological behaviourof a solid. Rhe-
ologyis defined as “the science dealing with the deformation and flow of matter”
(27, 25]. The term rheological has been used by Lazan and then byothers to in-
clude deformation, flow andall stress-strain-time properties of material systems.
The mathematical models for material damping include the Maxwell model (a
spring and a dashpotinseries), the Kelvin-Voigt model (a spring in parallel with
a dashpot) and the Kimball-Lovell complex stiffness model. Koeller [28] mod-
elled the viscoelastic behaviour of polymers including fractional or viscoelastic
elements called springpots, which constitute an intermediate device between a
spring and a dashpot. Schmidt and Gaul [29] provided a finite clement formu-
lation of the viscoelastic constitutive equations using fractional time derivatives.
There are also models which combines the Kelvin-Voigt and Maxwell model in
different ways to obtain three-parameter models [30] or add even more elements
to obtain the so-called Kelvin chain or the generalized Maxwell model [31].
1.2.2 Non-material damping
Non-material damping includesall the energy dissipation mechanisms acting on
the interfaces between parts of the structure and the interactions with the sur-
rounding medium. The main sources of non-material damping include the effects
of friction in joints, radiation into surrounding fluid, air pumping and squeeze
film damping. A series of experiments by Beards [32] showed that the energy
dissipated in joints is generally muchlarger than the dissipations due to material
damping; bolted, riveted and welded connections are often the main source of
damping in a structure. Two papers by Ungar[33, 34] offer a comprehensive and
exhaustive overview of the mechanisms involved, the magnitudes and the status
of the engineering knowledge.
The physical phenomenaexperiencedin joints are described in an article by Good-
man [35], which focus on interfacial slip damping: thefriction in joints dissipates
energy in two different ways, known as microslip and macroslip. Since friction
forces depend on the normal force, and since the actual normal pressure distri-
bution is not uniform when the structure is loaded dynamically, there could be
an initial behaviour when the shearing forces are not sufficient to create global
sliding and some of the surfaces in contact are sticking and some others have
local slip: i.e. the microslip [36, 37]. When loads and the relative displacements
increase, slip takes place over the entire surface and the so-called macroslip hap-
pens [38]. An approach to the mathematical modelling of frictional joints is the
Iwan network model [39] which consists of springs andsliders in a parallel-series
or series-parallel configuration. A slider is a dissipation element which follows
Coulombfriction properties when the excitation is greater than a break-free force
[40]. Other approaches includes the Valanis model [41], based on a first order dif-
ferential equation originally intended for plasticity in order to unify the isotropic
hardening models and kinematic [42] and the Bouc-Wen model [43].
A different non-material form of damping is the acoustic radiation damping,
which is due to the coupling of the response of a structure with the surrounding
fluid medium, normally the air, which reduces vibrations and produces noise and
sounds |9, 33]. This kind of damping depends both on the characteristic of the
fluid (density, etc.) and on the properties of the structure (mass, stiffness, shape,
size, etc.). Its order of magnitude is usually too small to be considered in most
engineering structures, but can be important for specific applications (i.e. mu-
sical instruments). However, the amount of acoustic damping can be in theory
estimated by fluid-structure equations [24].
Another mechanism involving the fluid surrounding the structureis the air pump-
ing damping. Air can be entrappedinside someparts of the structure or in joints;
when the structure vibrates, the air can be compressed and rarefied and forced
to flow through leaks by laminar or turbulent motion, depending on a multitude
of factors [33]. This kind of damping can have a small effect at low frequencies
but generally appears to be negligible in most cases.
1.3. Scope of the thesis
The scopeof this thesis is to provide a brief but comprehensive survey on the main
spatial damping identification techniques currently available and to develop and
validate a new improved method. The main interest is in the location and iden-
tification of the main sources of damping in multiple degree-of-freedom systems
using a practical method supported by engineering knowledge. Traditional modal
dampingidentification methods normally used in standard vibration problemsare
certainly well-established techniques which are easier to apply and reliable but
they provide information which are more difficult to link to a specific region of
the structure or to a specific physical phenomenon. Having an idea of the spatial
distribution and amplitude of damping sourcesin a structure gives several advan-
tages: for example, if the equivalent viscous damping coefficient of a particular
joint is known, it can be used as an element of the damping matrix of a larger
structure and, if the location of these joints is known, it can easily be imple-
mented in FEM. Accurate information on the location of the sources of energy
dissipation could also help the solution of local problems that cannot be properly
addressed by knowing the modal damping ratio only as well as detecting other
kinds of malfunctions in a particular region.
In chapter 2, basic notions on modal analysis and on the effect of damping in
vibrations are given in order to provide the necessary knowledge to understand
the methods presented afterward; the effect of viscous damping on the frequency
response function, time response, hysteresis loop, energy dissipation and Nyquist
plot of a single degree-of-freedom system is discussed together with other forms of
damping as hysteretic damping or Coulombfriction. Theeffect on the eigenvalues
and the eigenvectors of multiple degree-of-freedom systems and considerations on
classical or proportional damping are addressed.
In chapter 3 some modal damping andsingle degree-of-freedom identification
techniques are explained and a literature review of the main spatial multiple
degree-of-freedom damping identification techniques is presented, with somecrit-
ical observations on some aspects of the philosophy and performance of different
approaches. Thedifferent techniques have beenclassified into three main groups:
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methods based on the inversion of the receptance matrix, methods based on modal
parameters and methods based on time histories. The survey includes the works
of several authors with different approaches and a numerical simulation in order
to compare the performance of the methods when dealing with the problem of
modal incompleteness; a commonissue in experiments on real structures.
In chapter 4 the theory and details of the proposed identification method based
on the balance between the energy input in the system by external forces and the
energy dissipated by damping is presented. After deriving the energy equation,
some techniques are proposed in order to improve the identification by address-
ing issues such as the damping matrix parameterisation, the spatial and modal
incompleteness of measurements and the underdetermination of the system of
equations. How to solve the energy equation in order to obtain sensitive pa-
rameters with physical meaning is considered, with particular attention to the
non-negative definiteness of the identified viscous damping matrix.
In chapter 5 the results of numerical simulations on a finite element model of
a cantilever beam is presented to validate the theory, to show how the energy
method deals with spatial and modal incompletenessandto illustrate the meaning
of “energy-equivalent viscous damping”. A simulation on the beam damped with
a Coulomb friction device and a larger structure (the Goland wing) are also
presented in order to demonstrate the versatility of the method.
In chapter 6 the design and theresults of two different experiments are presented
and discussed. Thefirst one consists of an aluminium cantilever beam with several
different sources of damping attached to it. These sources are magnetic dashpots,
air dashpots and friction devices located between the different degrees of freedom
of the beam and the ground. The aim of the experiment is to locate and estimate
the value of damping using the measurementsof ten accelerometers equally spaced
along the length of the beam whenexciting it by a set of single frequency harmonic
forces. In this case the sources of dampingare called “absolute” and they dissipate
the energy of the system to the ground directly. The second experiment is a
five degree-of-freedom system with “relative” sources of damping between two
or more degrees of freedom of the structure. The results of the identification
method and somepractical issues on the integration of measurements are given
and considerations on the viscous equivalent damping and the physical meaning
of this approximation are discussed.
Chapter 7 summarises the main outcomesof the research with particular attention
to the practical aspects of the study from an engineering point of view. Some
new ideas on future work and possible extensions of the method proposed are
also given.
1.4 Closure
It appears from this introduction why damping remains one of the most un-
predictable and difficult aspects of mechanical vibrations. Being aware of the
complexity of the problem is the first step in trying to develop a simple proce-
dure or a modelin order to obtain the necessary amount of information from
standard measurements. Thedifficulty lies in choosing a priori the sufficient level
of accuracy for each application, in deciding when damping can be neglected or
whenefforts must be spent to estimate certain parameters which can be crucial
in the dynamic behaviour of the system in the range of frequency of interest. In
the next chapter, basic notions on modal analysis and onthe effect of damping in
vibrations are given in order to provide the necessary knowledge to understand
the methods presented afterward.
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Chapter 2
Models for damping in vibrating
systems
2.1 Dynamics of mechanical systems
Modelling the dynamics of a real mechanical system does not mean describing
how all the features of the system interact with one another. In most cases, it is
sufficient to consider the basic properties separated into simple discrete elements
which can represent the dynamic properties of the system to desired accuracy.
These properties are mass, stiffness and damping whichare responsible for in-
ertia, elastic and dissipative forces respectively [44]. Depending on the number
of degrees of freedom (DOF) of the discretised model, systems can be classified
into single degree-of-freedom (SDOF) and multiple degree-of-freedom (MDOF)
systems.
2.2 Single degree-of-freedom systems
2.2.1 Undamped systems
In an undamped SDOFsystem, the dynamic properties are usually represented
in the first place by an infinitely rigid constant mass m and an ideal massless
spring of constant stiffness k. The equation of motion is written as
mi(t) + ka(t) = f(t) (2.1)
where x(t), #(t) are respectively the displacement and the acceleration response
of the system induced by the time dependent excitation force f(t). The free
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vibration solution is obtained considering the system with no external forcing
mi(t) + ka(t) = 0. (2.2)
Excluding the trivial solution where x(t) = 0, which corresponds to no motion at
all, it is known that the solution of eq. (2.2) is of the form
a(t) = toe (2.3)
where i is the imaginary unit (V-1), x9 represents the amplitudeof the displace-
ment and w the frequency of vibration. By substituting eq. (2.3) into eq. (2.2)
and solving for w, the natural frequency w,, is obtained
Wn= (2.4)
which represents the frequency at which the system naturally vibrates once it has
been set into motion. In the case of forced vibration, considering an harmonic
excitation of the form
f@®= foe (2.5)
where fy represents the amplitude of the force, it is a common procedure to study
the behaviour of the system by looking at the Frequency Response Function
(FRF) which relates the output (displacement, velocity or acceleration) to the
input f(t). For an undamped system excited with an harmonic force, the FRF
can be calculated as
_ Xo 1=bow (2.6)h(w)
where h(w) is the receptance of the system. Alternative forms of FRF can be
obtained by relating velocity or acceleration to the excitation force, called re-
spectively mobility and accelerance.
2.2.2 Viscously damped systems
The simplest and commonest approach to modelling damping in SDOF systems
is representing the dissipative forces by an ideal massless dashpot with constant
viscous damping coefficient c. A viscous dashpotis a linear device which produces
12
a force Fy proportional to the relative instantaneous velocity «(t) across the
damper, as
Fy = ci(t) (2.7)
which, in a physical sense, corresponds to the force obtainable by certain types
of laminar flow of a fluid through restriction [5]. The system is schematically
represented in figure 2.1. The equation of motion of the viscously damped SDOF
x(t)
SS
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Figure 2.1: Single degree-of-freedom system
system becomes
mi(t) + ca(t) + ka(t) = f(t) (2.8)
whosesolution is of the form
a(t) = xoe™ (2.9)
where s is a complex quantity, sometimes referred as the Laplace variable [44].
Considering the free vibration
mi(t) + c&(t) + kx(t) = 0 (2.10)
by substituting eq. (2.9) in eq. (2.10), the characteristic equation is obtained
ms? +cs+k=0 (2.11)
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and solving for s
ioe (-) _* (2.12)2m 2m m
two roots are obtained. When the term inside the square root is equal to zero,
the system is said to be critically damped andthecritical damping coefficient c-,
is definedas
Cp = Dy kom, (2.13)
The viscous damping present in the system c divided by c¢,, gives the damping
ratio ¢
¢=— (2.14)
which can be used to determine if a system is critically damped (¢ = 1), under-
damped (¢ < 1) or overdamped (¢ > 1). Substituting eq. (2.4) and eq. (2.14)
into eq. (2.10), the equation of motion can be expressed in the form
&(t) + 2wpt(t) + wy?x(t) = 0 (2.15)
and the two roots becomes
S12 = —Wn6 + tun VC? — 1. (2.16)
It can be seen from eq. (2.16) that the roots of the characteristic equation are
real and equal if the system is critically damped, real and distinct if it is over-
damped and complex conjugate if it is underdamped. Figure 2.2 shows the time
responses of a SDOF system to an initial unitary displacement: the critically
damped system converges to zero faster than any other, and without oscillating;
the overdamped system will take longer to return to the equilibrium position,
again without oscillating, whereas the underdamped system will oscillate at a
frequency which is lower than the natural frequency of the system, defined as the
damped natural frequency wa,
Wg =WnV1—C (2.17)
for a certain numberof cycles until it converges to zero. The undamped system (¢
= 0) will instead vibrates at its natural frequency forever since the initial energy
cannot be dissipated in any way.
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Figure 2.2: Free vibration time response to an initial unitary displacement
for different values of ¢. wy, = 10 rad/s.
Effect of viscous damping on the FRF
The receptance of a viscously damped system excited by a harmonic force as
eq. (2.5) is given by
1
k+iwe—w2mh(w) (2.18)
and it is generally a complex quantity. The FRF is normally plotted in two
distinct figures showing the magnitude and the phase angle of h(w) versus the
frequency, also know as the Bode plot. The phase angle @ of the FRF is defined
— tannt (She)oe"ay) ”
where & and ¥# respectively indicates the imaginary and real part. The effect
as
of viscous damping is shown in figure 2.3: the FRF of the undamped system
(C = 0) presents a high peak when w =w,, since the denominator of eq. (2.18)
is zero and the amplitudeof the response is infinite. This will never happen in
real systems since a small source of damping is always present in practice, but
the amplitude of the response can be very large. The term resonance is used to
indicate when a structure is excited with a harmonic force at a frequency close
15
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Figure 2.3: Amplitude and phase of the FRF (receptance) of a viscously
damped SDOFsystem for different values of ¢. m = 2 kg, k =
1000 N/m.
to the natural frequency; in normal structures, this situation is usually avoided
since large displacements can lead to destructive events. The effect of viscous
damping is much morevisible in the proximity of resonance: from the amplitude
plot it can be seen that the magnitude of the resonance peak is reduced when the
amount of damping is increased. Moreover, the maximum amplitude occurs now
at wg and not at w,. The phase shift of the response, which in the theoretical
undamped case happens from 0° to —180° instantaneously when the frequency
of the excitation passes through resonance, becomes gradual when dampingis
present, with a value of —90° at resonance.
The way the FRFis displayed can help the identification of damping. The Bode
plot is only one of the possibilities to plot a complex value versus frequency using
two separate figures; another way is to plot the real part and the imaginary
part versus frequency, again in two separate figures, or plotting the real part
versus the imaginary part in the Argand plane [45]. The latter case is also known
as the Nyquist plot and it can be particularly helpful to visualize the damping
properties.
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Effect of viscous damping on the Nyquist plot
The Nyquist plot consists of displaying the real part versus the imaginary part of
the FRF in the Argand plane. One of the advantages of this plot is the fact that
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Figure 2.4: Nyquist plot of the receptance of a viscously damped SDOF
system for different values of ¢. The numbers appearing in the
plot indicate the w/w, ratio. m = 2 kg, k = 1000 N/m.
the frequencies close to resonanceareclearly identified and well separated on the
plot and the size of the curves obtained is related to damping. Depending on the
type of damping, the choice of which FRF (receptance, mobility or accelerance)
is displayed in the Nyquist plot is important. The Nyquist plot of the receptance
of a viscously damped system showedin figure 2.4 can be related to the viscous
damping coefficient but it is difficult to extract precise values from the plot. The
plot of mobility (figure 2.5) is instead the right choice if the interest is in viscous
damping: the mobility of a viscously damped system excited by a harmonic force
as eq. (2.5) is given by
awb = 2.20(w) k+iwe-—w2m ( )
its real and imaginary part are respectively
R(b(w)) =own?twp (2.21)
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w(k — w?m)S(bw)) =
h—
wee
toe
(2.22)
The two equations can be arranged in the following equation
1%? 5 1\?(R06) -F) +(90))* = (5) (2.28)
which is the equation of a circle in the Argand plane centred at point (1/2c, 0)
with a radius of 1/2c allowing an easy estimation of the damping simply by
measuring the diameter of the circle of the mobility plot.
Effect of viscous damping on the hysteresis loop
The hysteresis loop is a plot of instantaneous force versus instantaneous displace-
ment of a system during steady state forced vibration [24] often used to display
the viscoelastic behaviour of materials (in that case, stress versus strain is a more
commonversion). In an undamped system this plot is simply a line segment in
the first and third quadrant and the slope depends on the mass and thestiffness
of the system. Lazan [25] showed that the hysteresis loop of a viscously damped
system (figure 2.6) is elliptical and the area enclosed by the ellipse represents
the energy dissipated per cycle. This property make it a valid instrument to
experimentally estimate the global energy dissipated in a system.
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Figure 2.6: Hysteresis loop of a viscously damped SDOFsystem for differ-
ent values of ¢. fo = 1N, w = 10 rad/s, m = 1 kg, k = 1000
N/m.
Energy dissipated by viscous damping
The energy lost per cycle Ey by a general damping force Fy can be calculated by
and it might depend on multiple factors, such as amplitude, frequency or temper-
ature [46]. Considering a viscously damped SDOFsystem,substituting eq. (2.7)
Ea = pct dz = ft’ dt (2.25)
If the system is excited by a single frequency harmonic force in the form
in eq. (2.24) it becomes
f(t) = fosin (wt) (2.26)
the steady state velocity will assume the form
x(t) = waxgcos (wt — @) (2.27)
Substituting eq. (2.27) in eq. (2.25)
bys fei’ di = fc (wayoos (wt — @))? dt (2.28)
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The period T of the response is the same as that of the excitation force
ran (2.29)
WwW
so the energy dissipated per cycle becomes
T
Ex = cw}, [oo (wt — d) dt = mewx? (2.30)
0
Crandall [4] defined the loss factor 7 by dividing the energy lost in a cycle by the
peak potential energy V stored in the system during that cycle
Ea= 2.31Q7V ( )1)
giving a convenient measure of the structural damping. In real structures, the
values for 1 typically vary in a range from 10~° to 107! but it can be larger for
specific applications. For an ideal viscous dashpot, the loss factor becomes
1= = (2.32)
It can be seen from eq. (2.30) and eq. (2.32) that the energy dissipated per cy-
cle by viscous damping and the loss factor are proportional to the frequency of
the vibration. It is observed in experiments that this frequency dependenceis
not so pronounced in most common materials and real structures [44, 4]. The
actual behaviour is closer to a frequency independent or weakly dependent dis-
sipation mechanism. This fact suggests that other models of damping, different
from viscous, could be more suitable to represent damping in a real structure.
Jacobsen [47] introduced an approximation, known as equivalent viscous damp-
ing, based on the energy dissipated per cycle within a system. If the frequencies
at which damping is important are known and the damping can be considered
light, which is the case in most engineering applications, it is a common assump-
tion to consider an ideal equivalent viscous dashpot by equating eq. (2.30) to the
actual energy dissipated by the real, and probably non-viscous, system at those
frequencies (usually at resonances) and calculating an equivalent viscous damp-
ing coefficient c.g. This coefficient is used to represent the energy dissipated at
a specific frequency only, but it can be considered an acceptable approximation
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in a wider range of frequencies. If a more reliable model is required orif critical
instabilities and frequencies are not known in advance then a different and more
accurate model becomes necessary.
2.2.3. Non-viscously damped systems
As stated previously, viscous damping is just one of the possible models for en-
ergy dissipation in vibrating systems which is often chosen for mathematical rea-
sons rather than for accurate representation of the physical system. Potentially,
any model which guarantees that the energy dissipation rate is non-negative can
represent the damping of a given system [48]. The most common models of non-
viscous damping include hysteretic damping, Coulomb friction and velocity n™
power damping.
Hysteretic damping
The idea of hysteretic damping was introduced with the aim of describing the
material damping properties of solids by Kimball and Lovell [49]. Theodorsen
and Garrick [50] introduced a linear structural friction model of damping with
frequency independent dissipated energy per cycle to obtain results closer to the
experimental behaviourof real structures while studying the flutter problem. This
model provides a damping force “proportional to the displacement, but in phase
with the velocity” and was labelled hysteretic damper by Bishop and Johnson
[51]. Crandall [52] points out that the behaviour of the hysteretic damper model
can be described by a transfer function in the frequency domain, but deriving the
differential equation linking the physical variables is not so straightforward as for
the viscous damping. Using the same notation used by Crandall [4], a frequency
dependent dashpot parameter can be defined as
cw) = i (2.33) 
which leads to the frequency domain equation of motion for the SDOF system
[—mw? + ic(w)w + k] x(w) = f(w) (2.34)
or
[—mw? + k (1+ in(w)sen(w))| x(w) = f(w) (2.35)
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where x(w) and f(w) are the Fourier transforms of the response and excitation
respectively. Many authors have then wrongly derived time domain equations
from eq. (2.34) such as
mii(t) + c(w)a(t) + ka(t) = f(t) (2.36)
and used it directly to calculate transient motions. Crandall [4] calls eq. (2.36)
“non-equation” since it mixes time-domain and frequency-domain operations
without properly inverting the frequency dependent damping.
Eq.(2.33) is a general expression for the frequency dependent dashpot. If the loss
factor is assumed to be a constant 7 independent of frequency, it becomes
kinoc(w) = — (2.37)||
known as the ideal hysteretic damper [52]. The unit impulse response function
for a SDOFsystem with ideal hysteretic damping has been derived [53, 54, 55]
as
1h(t) =
(¢) knot
showing a non-physical behavioursince it violates causality. This means that the
 (—co < t < ow) (2.38)
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Figure 2.7: Amplitude and phase of the FRF (receptance) of a SDOFsys-
tem with ideal hysteretic damperfor different values of jo. m
= 2 kg, k = 1000 N/m.
state of the system at a given point of timeis affected not only by the events
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in the past but also by the events in the future [56] so that the response may
anticipate the excitation. This flaw put some limitation to this model, which can
be anyway used in some common applications such as steady state oscillation in
instability analysis or stationary random vibration. For a harmonically excited
(w > 0) SDOFsystem with an ideal hysteretic damper, the receptance becomes
1h(w) = ——_.——____() —mw? + k (1 + ino) (2.39)
and the effect on the FRF is shownin figure 2.7. An important aspect which
can be noticed in comparison with figure 2.3 for the viscous damper, is that
the maximum amplitude of the FRF now is always obtained when w = wp,
regardless of the amount of damping. This behaviour is in contrast with real
structures experiments, showing again how it is difficult to accurately represent
real damping mechanisms using a mathematical model. Anotherdifferenceis the
presence of a non-zero phase angle when w approaches zero [44]. If the dampingis
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Figure 2.8: Nyquist plot of the receptance of a SDOF system with ideal
hysteretic damperfor different values of no. m = 2 kg, k = 1000
N/m.
low, however, the two models (viscous and hysteretic) at resonance aresufficiently
close to be assumed equivalent and it can be proven that the constant loss factor
of the ideal hysteretic damper 7 and the dampingratio ¢ of the viscous dashpot
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at resonance are related by
No © 2¢ (2.40)
On the Nyquist plot, following a similar procedure to the one used to derive
eq. (2.23), the equation of a circle can now be obtained on the receptance plot as
R (h(w))? + (20) + oa) 7 (a) (2.41)
Thecircle, shown in figure 2.8, is now centred at point (0, —-1/2nok) with a radius
of 1/2nmk. The hysteresis loop (figure 2.9) is still elliptical and, as it is plotted
in this case, it cannot actually give any useful information about the nature of
damping, since it shows the loop for a harmonic excitation at a certain fixed
frequency so that the frequency dependence of c(w) is not visible. If equation
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Figure 2.9: Hysteresis loop of a hysteretically damped SDOF system for
different values of yp. fo = 1N, w = 10 rad/s, m = 1 kg,
k = 1000 N/m.
eq.(2.40) holds and the hysteresis plot of the two equivalent systems is plotted
for an exciting force at a frequency close to resonance, then the size of the loops
will be approximately the same. Away from resonance, the size of the two loops
will be considerably different.
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Other forms of non-ideal hysteretic damping can be found in literature as, for
example, the band-limited hysteretic damper suggested by Bishop and Price[57],
which is defined by transfer functions within certain frequencies which vanish
outside these bands, or combinations of hysteretic dampers with springs like the
modified hysteretic model and the quasi hysteretic model introduced by Muravskii
[58, 59].
Coulombfriction
Coulombfriction is a non-linear damping mechanism attainable from the relative
motion of two contacting dry surfaces which slide relatively to each other with a
normal force F;, holding them together[5], so that
Fy = pwF,sgn(2z) (2.42)
where 1 is the coefficient of friction, which is mainly a function of the material and
of the roughness of the two surfaces. The dampingforce described by eq.(2.42) is
shownin figure 2.10. This modelof friction presents two main problems:firstly,
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Figure 2.10: Coulombfriction force. F, = 1N, p= 1.
nonlinearity and discontinuity cause numerical stiffness when the change in the
direction of relative velocity occurs. This results in very small integration time
steps in simulations and high computational costs. It is also possible, with certain
time-integration methods, for numerical instabilities to develop [60]. Second,
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the actual behaviour of the friction forces is not as simple as the one shown in
figure 2.10.
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Figure 2.11: Coulombfriction force with stiction. F, =1N,uw=1. us =
1.5.
Morin [61] suggested the existence of a static friction force F, at rest which is
larger than the Coulombfriction of eq. (2.42) when there is motion. In trying
to represent this force, a slightly more elaborate model includes two different
coefficients: the kinetic coefficient offriction, which is used exactly as in eq. (2.42)
for all velocities different from zero, and the static coefficient offriction 1, which
is used to represent the equilibrium force during static friction or stiction. The
two parameters model produces the force shown in figure 2.11.
Stribeck [62] showed that the static friction force does not decrease discontinu-
ously asin figure 2.11, but that there is a velocity dependence which is continuous.
A common model for this behaviour is shown in figure 2.12. The latter model
is fairly representative of the actual behaviour but it still contains an important
discontinuity when the velocity changes direction. Several authors have tried to
reduce this discontuinity by considering a small region close to the zero velocity
where the change from negative to positive force is not a vertical line but it is
replaced by a slope or by a hyperbolic tangent or logarithmic curve (60).
A common way of dealing with Coulombfriction in complex structuresis to define
an energy equivalent viscous model as explained in section 2.2.2. By assuming
that under forced harmonic excitation the velocity is sinusoidal in the form of
26
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Figure 2.12: Coulomb friction force with Stribeck friction. F, = 1 N,w=. ps = 1.5.
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Figure 2.13: Hysteresis loop of a SDOF system with Coulombfriction for
different values of p. fo = 15 N, Fy, = 1N, w = 138 rad/s,
m = 1 kg, k = 1000 N/m.
eq. (2.27), the energy dissipated per cycle [46] by the Coulombfriction force of
eq. (2.42) is given by
Ea = pF dz = f Putt = A4pF,Xo (2.43)
ai
By equating eq. (2.43) and eq. (2.30)
TCeqwy = 4FZo (2.44)
the equivalent viscous damping coefficient c., can be estimated as
4uF,Ceq = (2.45) TW
This approximation means that the equivalent system with a viscous dashpot
with damping coefficient c.4 dissipates the same amount of energy per cycle of
the original system with Coulomb friction as eq. (2.42), but only at the specific
frequency w. Since usually the importance of damping is visible only in the
proximity of resonance, this method allows a simpler calculation of the resonant
amplitude of a Coulombfriction damped system using well knownlinear solutions
used for viscous damping. The hysteresis loop for a SDOF system with Coulomb
friction (figure 2.13) is no longer an ellipse and shows the non-linear behaviour
of this type of energy dissipation.
Velocity n* power damping
In a more general sense, the damping force can be assumed to be proportional to
the n™ power of the relative velocity as
Fy = cnt |e|"* (2.46)
Eq. (2.46) includes viscous damping (n = 1) and Coulombfriction (n = 0) as
special cases but also quadratic damping (n = 2) obtainable from the turbulent
flow of a fluid through an orifice [5], cubic damping (n = 3) and other kinds
of damping, included fractional values for n too. Whereas for some value of n
ththere is a corresponding physical phenomenon, the n‘" power damping model can
be used as an abstract mathematical model in inverse problems where c,, and n
becomes the identification parameters [63].
Fractional time derivatives models
Fractional derivatives have been formally and mathematically defined by sev-
eral authors in different ways; the most commondefinitions are known as the
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Riemann-Liouville and the Griinwald—Letnikov derivatives [64]. Practically speak-
ing, a fractional derivative is a derivative of order n for n being a fraction. The
physical meaning of such an operator is not straightforward: for example, it is
knownthat velocity is the order 1 derivative of displacement with respect to time
but the meaning of order 1/2 derivative of displacement is quite obscure. A de-
tailed geometric and physical interpretation of several fractional derivatives has
been suggested by Podlubny [65].
Fractional time derivatives offer a powerful and versatile instrument in dynamics,
especially for the curve-fitting of experimental data. Oneof the first applications
of fractional derivatives to mechanics was the modelling of stress relaxation of
some materials by Nutting [66] in 1921. Koeller [28] modelled the viscoelastic
behaviour of polymers including fractional or viscoelastic elements called spring-
pots, which constitute an intermediate device between a spring and a dashpot.
Schmidt and Gaul [29] provided a finite element formulation of the viscoelastic
constitutive equations using fractional time derivatives.
2.3 Multiple degree-of-freedom systems
Normally the behaviour of a real structure cannot be represented by a SDOF
model, unless it is a very simple system. However, even if a real structure is
a continuous system and has aninfinite number of degrees of freedom, a good
approximation of the real structure can be a model with a finite numberofele-
ments representative of the most important properties from a dynamic point of
view. Most commonly, models consider discretised masses (known as lumped-
mass model) connected with springs and dashpots similarly to the SDOFsystem.
2.3.1 Undamped systems
The equations of motion of a MDOF system are usually written in a matrix
form. Considering, for example, the system showninfigure 2.14, the equilibrium
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Figure 2.14: Undamped multi degree-of-freedom system
equations can be written as
m,4,(t) = (ky + ky)a1 (t) = koXo(t) = 0
MoHo(t) — koxy(t) + (ko + kg)axo(t) — k3x3(t) = 0 (2.47)
m3a3(t) = k329(t) + k3x3(t) = f(t)
or, in a more compact form
Mx(t) + Kx(t) = f(t) (2.48)
where M € R"*” is the mass matrix, K € R"*” is the stiffness matrix, x(t) and
x(t) € R"*! respectively represent the vector of displacements and accelerations
and f(t) € R”*! is the forces vector. n represents the number of degrees of
freedom. The mass andstiffness matrices are symmetric and positive definite. In
this example:
my 0 0 ky + ko —ko 0
M= 0 mg 0 K= —ko ko + kg —ke
0 0 m3 0 —kg kg
x(t) = 22(t) X(t) = do(t) f(t) =
x3(t) i3(t) f(t)
Similarly to the SDOFsystem,the solution of eq.(2.48) when exciting the system
with a harmonic force is in the form
x(t) = xge"“* (2.49)
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where Xp € R”*! is the vector of displacement amplitudes. Substituting eq.(2.49)
into eq.(2.48) and considering the free motion, an eigenvalue problem is obtained:
(K — w*M) xp = 0 (2.50)
The non-trivial solution can be calculated when
det (K — w*M) = 0 (2.51)
yielding n solutions w?, w3, ..., w? which are the eigenvalues of eq.(2.50) whose
square roots represents the natural frequencies of the MDOFsystem. By solving
eq.(2.50) for each natural frequency, n vector solutions @,, ..., @,, are obtained,
known asthe eigenvectors of eq.(2.50), representing the mode shapesof the dy-
namic system. Mode shapes are usually grouped into the modal matrix ®
h=(, ... ©, (2.52)
A mode shape q,describes the way the system vibrates for a particular nat-
ural frequency w, and it is useful for visualizing the dynamic behaviour of the
structure. The absolute magnitude of a mode shape is not definite since it only
describes the shape of the vibration and the relative quantities between the differ-
ent degrees of freedom. For this reason it can be arbitrarily scaled by multiplying
it by any constant. For example, figure 2.15 shows thefirst 6 mode shapes of a
cantilever beam scaled so that the maximum valueis equal to 1. The eigenvectors
of the undampedsystem possess orthogonality properties so that for two distinct
modes p and q where p # q b,Mo, = 0 (2.53)
o,Kb, = 0
whereasif gq = p
ob,Mo, = mp
(2.54)
ob,Ko, = ky
where m, and k, are respectively the modal mass and the modalstiffness of mode
~p, and T indicates the transpose. The orthogonality properties of the undamped
mode shapes can be summarised by the two equations
®'™M® = diag(m,...,™n) (2.55)
®'K® = diag(ky,..., kn)
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Figure 2.15: Mode shapes of a cantilever beam
 
where diag() indicates a matrix € R"*” with the modal quantities on the diagonal
and zero elsewhere. These orthogonality properties are important since they
allow the uncoupling of the equations of motion so that they can be solved as n
uncoupled SDOF equations. A common way to normalize the eigenvectorsis
~T me® M%=I
(2.56)i 5® K® = diag(w?,...,w?)
where ® is now the mass-normalised modal matrix and is the identity matrix.
To uncouple the equations of motion, define the coordinate transformation
x(t) = ®u(t) (2.57)
where u(t) is the vector of modal coordinates. Substituting eq.(2.57) into eq.(2.48),
~Tpremultiplying by ® , using the orthogonality properties and considering the free
vibration
ii(t) + ON’ u(t) = 0 (2.58)
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where (2 is defined as
Q = diag(w,..., Wn) (2.59)
obtaining n uncoupled SDOFequations for each modal coordinate u, in the form
iip(t) + weup(t) = 0 (2.60)
Natural frequencies, mode shapes and orthogonality properties represent the basis
of modal analysis which is at the present time one of the most powerful tools in
vibration engineering.
2.3.2 Viscously damped systems
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Figure 2.16: Viscously damped multi degree-of-freedom system
Considering the systemin figure 2.16, the equations of motion become
m2 + (ky + kg) a1 + (cy + C9) ay = ko — CL =0
MoXo —_ koX4 _ Cot + (kp + k3) ao + (C2 + C3)£2 = k323 = C323 = 0
M323 = k3%o = C3XQ + k323 + C323 = f (2.61)
which can be written in the matrix form
Mx(t) + Cx(t) + Kx(t) = f(t) (2.62)
where x(t) € R”*! represents the vector of velocities and C € R"*” is the viscous
damping matrix. In this example
Cy + Cg —C2 0 a(t)
C= —C2 C2 +C3 —C3 x(t) = £2(t)
0 —=C3 C3 £3(t)
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The viscous damping matrix is symmetric and non-negative definite. Considering
the free vibration
Mx(t) + Cx(t) + Kx(t) = 0 (2.63)
the solution [44] can be found in the form
x(t) = xge™ (2.64)
The dynamics of the system is governed by the second-order matrix pencil P(s)
as
P(s) =Ms?+Cs+K (2.65)
the eigenvalues and eigenvectors of which satisfy
P(Xp)p, = 0 (2.66)
or
(MX) + Cr, + K)tp, = 0 (2.67)
This is a complex eigenproblem so the solution is usually found using a different
approach. Adding the equation
Mx(t) — M(t) = 0 (2.68)
to eq.(2.63) and using the symmetric state-space arrangement [67] by defininga8] ee [38] 90 ( 8)
where A and B € R?"*?" and y(t) € R”*', another matrix equation is obtained
Ay(t) + By(t) =0 (2.69)
Thesize of the problemis doubled but eq.(2.69) is a first order differential equa-
tion leading to a simpler eigenvalue problem
(AA + B)yo = 0 (2.70)
The eigenvalues \, and the eigenvectors & € C””*! of eq.(2.70) are generally
complex quantities and they are related to the eigenvectors tp, € C”™? ofeq.(2.66)
by
wp,Ab= { ve | 2.71'p Wp, ( )
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In case of underdampedsystems, the eigenvectors of eq.(2.70) appear in complex
conjugate pairs and so do the eigenvalues, so that
= { er \ (2.72)
where * indicates the complex conjugate, is also an eigenvector of the problem.
The eigenvectorsstill have orthogonality properties as in the undampedcase but
with respect to the matrices A and B. If the state-space modal matrix = is
defined as
E=([& & ... Ean] (2.73)
and the coordinate transformation as
y(t) = Bu(t) (2.74)
the orthogonality properties can be expressed by
[1]TAS = diag(ay,...,@2n)
(2.75)
[1]TBE = diag(b,,..., bon)
where a, and b, € C, leading to 2n SDOF equations for each modal coordinate
Up in the form
Aptty(t) + byptp(t) = 0 (2.76)
whose solution can be found in the form
Up(t) = Tye*”" (2.77)
where
Ap = _ bp (2.78)
ap
and w, represents the amplitude of the modal coordinate and depends on the
initial conditions. The free vibration response can be calculated considering the
separate contributions of each mode as
2nu(t) = 5° E,tie" (2.79)
p=1
Taking as analogy the SDOFcase, each eigenvalue 4, can be written in the form
Ap = —Wpbp + twp /1 -— @ (2.80)
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which allows the calculation of the modal damping ratio of each mode by
ais —R(Ap) 
From an engineering point of view, the state-space analysis presents several draw-
backs when comparedto the classical modal analysis used for the undampedsys-
tem. The doubled size of the eigenvalue problem results, especially in the case
of large structure, in high computational effort to solveit; the physical meaning
of complex modeshapesis less straightforward than the classical normal modes.
Plots like figure 2.15 are meaningless for the damped system, since the complex
nature of eigenvectors introduces a phase shift which causes the maximumdis-
placement for each DOFto be reached at different instants [44] so that a static
mode shape is not representative of the dynamic behaviour and an animated
mode shapeis required. In order to apply classic modal analysis to damped sys-
tems, the modal matrix W of the eigenproblem in eq.(2.66) should be real and
able to diagonalise simultaneously M, K and C. Thereal eigenvectors obtained
from the undamped system do not necessarily diagonalize the damping matrix,
i.e. ®'C® does not yield a diagonal matrix. The additional coupling due to
damping doesnot allow a direct use of the modal analysis theory to the damped
system unless approximations or constraints on the viscous damping matrix are
introduced. A common procedure, when damping is considered small, simply
consists in neglecting the off-diagonal terms of ®'C®, known as the decoupling
approximation [56]. Several studies were focused on understanding the effects of
this approximation on the dynamic behaviour [68, 69] and on the best way for
obtaining the optimal diagonal matrix from the non-diagonal matrix [70].
A different strategy can be applied to the normalization of the mode shapes
measured in real experiments, since it causes a transfer of information between the
real and imaginaryparts of eigenvectors. Ibrahim andSestieri [71] proposed a way
to normalize the eigenvectors so that the real part holds most of the information;
by doing so, the error produced by using the real part of the mode shape in place
of the full complex mode shape is minimized. The normalization is obtained using
the equations
wMVA + ADTMY + OCW = 2iA, (2.82)
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and
AW'MWA + U'KW = 2iA;A (2.83)
where A is defined as
and AR and Aj,respectively represent the real and imaginary part of A. This
normalization can beuseful, for example, in the identification of the real modes
of an undamped FEMmodel associated with the complex modes of experiments.
The classical approach, however, is to select a damping matrix C which is diag-
onalisable by the normal modes of the undamped system.
Classical viscous damping
Lord Rayleigh [9] introduced proportional damping (or Rayleigh damping) in
order to apply the concept of classical modal analysis of undamped systems to
damped systems. The damping matrix is assumed to be proportional to the
stiffness and mass matrix and becomes
C=ak+ 6M (2.85)
where a and (3 are constants. From a physical point of view there are no reasons
for the damping matrix to have this kind of relation with the other two matrices,
but from a mathematical point of view this formulation offers two important
advantages: the mode shapes are always real and they uncouple the equations
of motion by simultaneously diagonalizing the three matrices M, C and K. By
substituting eq.(2.85) into eq.(2.63) using the coordinate transformation (2.57),
previously applied to the undamped system, and premultiplying by ®
&'M@ii(t) + 6 (aK + 6M) u(t) + &KGu(t) = 0 (2.86)
remembering the normalization (2.56)
ii(t) + diag(aw? + 3,...,aw? + B)a(t) + diag(w7,...,w2)u(t) = 0 (2.87)
leading to n uncoupled equations
iip(t) + (aw? + B)tp(t) + weu(t) = 0 (2.88)
ov
By analogy with eq.(2.15) for the viscously damped SDOFsystem,it is possible
to write eq.(2.88) in the form
iip(t) + 2G,wptp(t) + wp?up(t) = 0 (2.89)
where ¢, is the modal damping ratio of mode p
AWp B— — 2.902 : 2Wp ( )Cp =
Using this formulation, each mode can be studied separately from the other ones
as a simple SDOF system. Proportional damping is widely used in simulations
since it is computationally efficient and it reduces the numberof identification
parameters for the damping matrix to two (a and ) in inverse problems. Pro-
portional dampingis only a special case of classical viscous damping. Necessary
and sufficient conditions for a viscously dampedlinear system to possess classical
normal modes were established by Caughey [72] and Caughey and O’Kelly [73]
and can be expressed by the equation
KM'!C =CM'!K (2.91)
Unfortunately, real systems normally possess complex modes so proportional
damping, despite the unquestionable advantages just mentioned, is not always
accurate enough to represent damping in certain applications. Different strate-
gies were developed in order to obtain forms of damping which allow complex
modesbutarestill affordable from a computational point of view. Link [74] pro-
posed an interesting parameterisation applied to model updating. His idea is to
use a proportional damping matrix for each substructure, reducing considerably
the number of parameters compared to a fully populated viscous matrix, and
then assemble the global damping matrices as
q qC= SoaiKi+ >> 3M; (2.92)
where gq is the number of substructures considered and M; and K;,are the mass
and stiffness matrices of the 2" substructure. In this way the updating parameters
are reduced to 2q and the global viscous matrix C is not classical and can possess
complex modes.
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Effect of viscous damping on the FRF
The FRF of a MDOFsystem subjected to a harmonic input force can be calcu-
lated by
H(w) = [K + iwC —w?M]™ (2.93)
where H(w) € C”*” is the receptance matrix of the system. The element Hq
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Figure 2.17: Receptance of an undamped MDOFsystem. m; = 3 kg, m2
= 5 kg, m3 = 8 kg, ky = 5000 N/m, ko = 2000 N/m, k3 =
1000 N/m.
of the receptance matrix represents the response of the system at the degree of
freedom p when the system is excited at the degree of freedom g. The amplitude
and phase of the receptance H,3 of the undamped system in figure 2.14 are
displayed in figure 2.17. The three peaks in the amplitude plot correspond to the
three natural frequencies of the system, where a 180° phase shift occurs as for
the SDOF system. Depending on the location and on the type of damping, the
effect on the FRF can bedifferent for each mode. For example, in figure 2.18
the effect of adding a viscous dashpot between DOF 1 and DOF2 (figure 2.16)
with three different damping coefficient is shown. The dashpot in this particular
location does not seem to affect too much mode 1 and mode 2 whereas it seems
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to be very important for the amplitude of the response at frequencies close to the
natural frequency of mode 3. Figure 2.19 shows the effect of adding a viscous
dashpot between DOF 2 and DOF 3. In this case, mode 1 and mode 3 seems
unaffected whereas mode2 is highly affected by the dashpot. The sameresults
can be obtained by comparing the values of the modal dampingratios calculated
using eq.(2.81). Considering the most damped configuration in figure 2.19, with
c, = 0 Ns/m, c2 = 0 Ns/m and c3 = 9 Ns/m, we obtain the modal damping
ratios for the three modes respectively ¢; = 0.0028, ¢2 = 0.0571 and ¢3 = 0.0009
confirming that the second mode is the most affected by the dashpot in DOF 3.
These results can be justified by looking at the mode shapesof the system, since
the viscous damping force is proportional to the relative velocities between the
DOFs where the dashpot is connected. If the dashpot is located between two
DOFswhich do not have relative displacement for a particular mode shape,it
will not dissipate any energy so the effect on the FRF at the frequency of that
mode will be very small.
2.4 Closure
The basic notions on modal analysis and on the effect of damping in vibrations
have been provided in order to give the necessary grounding for a better under-
standing of the rest of the dissertation. In the next chapter, some modal damp-
ing and SDOFidentification techniques are explained and a literature review
of the main MDOF damping identification techniques is presented, with some
critical observations on aspects of the philosophy and performance of different
approaches.
Al
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Chapter 3
Damping identification
3.1 The inverse problem
Dampingidentification is a typical engineering inverse problem. The aim is to
use the information collected by experiments in order to infer the values of the
parameters of the model characterizing the system underinvestigation. This kind
of problems can be verydifficult to solve for many reasons; firstly, the identified
model parameters could be wrong or insufficiently detailed, resulting in mean-
ingless values which cannot be used to represent the real system in simulations.
Secondly, the inverse problem can be underdetermined, so that different values
for the parameters could be consistent with the data but not necessarily with
the physical system. The inverse problem could also be overdetermined, so that
a least squares approximation would be necessary and the parameters identified
by the solution are a sort of equivalent average of the values of the real system
under certain conditions.
Given the complexity of the damping mechanism listed in chapter 1, the methods
considered have been restricted to linear damping models andspecifically viscous
damping. However, some of the analysed methods are capable of identifying
other kinds of linear and non-linear damping too. The techniques presented in
this chapter can be divided into two main categories: the identification of modal
damping, which estimates the values of the damping ratio ¢ for each modeor the
loss factor 7, and the spatial identification of damping, which aimsto identify the
location and the value of the coefficients of the damping matrix. In this thesis
the main interest is in the location and the identification of the main sources of
damping in a MDOFsystem, so most of the work has been done on the spatial
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identification. In engineering problems, however, the value of ¢ is often sufficient
for the analysis of most structures, especially when the damping is considered
light.
In this chapter, after a short description of some modal damping and SDOF
identification techniques, a literature review of the main MDOF dampingidenti-
fication techniques is presented, with somecritical observations on some aspects
of the philosophy and performanceof different approaches.
3.2 SDOF and modalidentification
The identification of damping in SDOF systems can be performed in several
different ways; the most famousare the logarithmic decrement method and the
half-power bandwidth method which are used to identify the damping ratio ¢ or
the loss factor 7. Other methods include the energy method, whose modification
leads to the MDOFimproved method proposedin chapter 4, and the estimation of
damping from the Nyquist plot and fromthe hysteresis loop as already mentioned
in chapter 2. All these method can be adapted to the identification of the modal
damping ratio in MDOFsystems when the modesare well separated and can be
treated as separate SDOF systems.
3.2.1 Logarithmic decrement
The logarithmic decrement technique is based on the measurement of the rate of
decay of free oscillations [46]. Starting from the general solution of eq. (2.11),
given by
x(t) = aye’ + age** (3.1)
where a; and az are constants determined by the initial conditions, and remem-
bering eq. (2.16), the solution can be written in the form
nepeaes (areen'v 16? + agewnt re) (3.2)
or
z(t) = roe“"** sin (ont 1—¢?+ 0) (3.3)
Thelogarithmic decrement 0 is defined as
dd
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Figure 3.1: Free vibration response. ¢ = 0.2.
x(t)6=I1n
where z(t,) is the amplitude of the peak of the free vibration at a certain instant
t; and 7 is an integer multiple of the damped period Tq defined as
2 214 = = —L— (3.5)
Wd wnVl—C
The values of x(t,) and x(t; +7) can beeasily extracted from the plot of a simple
free vibration test as in figure 3.1 and 6 can be directly estimated. Assuming
T = ntg, where n is an integer, and substituting eq. (3.3) into eq. (3.4) the
expression for the logarithmic decrement becomes
ewnStt sin (wnt /1— C2 + )
 d=In (3.6)
e—wnC(ti+nra) sin (on(tr +nta)~1—C2 + 0)
The values of the sines are equal after each period Ta, then
eTenGi6 =In qawnthnray = CWNTy (3.7)
Substituting eq. (3.5) into eq. (3.7) leads to
Zzp= hm (3.8)vi
45
which can be used to estimate the value of ¢ knowing n and 6. Forlightly damped
systems, eq. (3.8) is often simplified as
6 = 2na¢ (3.9)
so that the damping ratio is simply obtained by
6_ 3.10ant ( )C=
3.2.2 Half-power bandwidth method
The half-power bandwidth method is based on the data obtainable from the plot
of the FRF of aSDOFsystem, but it can be used in MDOFsystemstoo, provided
that the modes are well separated in the FRF plot. Theoretically, the value of
damping could be extracted directly from the receptance plot without using the
half-power bandwidth method [44]; defining the amplification factor Q for the
SDOF system as
= (3.11)
where xp is the amplitude of the displacement under dynamic load and z, is
the amplitude of the displacement under static load, equal to fo/k. From the
definition of receptance
|h(w)| = | (3.12)
which leads to
log(Q) = log |h(w)| — log (z) (3.13)
The amplification factor Q on the FRF is represented by the distance between
a point of the FRF and the horizontal stiffness line. If the value of Qmaz at
resonance can be measured and the dampingis light, the value of the damping
ratio ¢ can be derived directly from
GeO in) | rs ] : log (2¢ 3, 14= Oo —_— _ — — .
or
t
eran = 2¢ (3.15)
Unfortunately, the precise value of the resonance peak amplitude is very diffi-
cult to measure so the half-power bandwidth method is usually preferred. As
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Figure 3.2: Half power points definition
previously stated damping is mainly effective at the resonance frequency, but
also in the proximity where the amplitude is easier to measure. Consider a hys-
teretically damped SDOFsystem understeady-state harmonic vibration [44], the
energy dissipated per cycle of oscillation at resonance is
Ea(maz) = Tomax) KN =T hw)an fokn (3.16)
the half-power points are defined at frequencies where the energy dissipated per
cycle is half of the maximum energy dissipated at the resonance frequency wg.
Since the energy is proportional to the square power of the amplitude of the
receptance, the half-power frequencies are found where
— lh) hnac|h@)|.2 = 9 (3.17)
and are indicated with w, and wy. It can be demonstrated [45] that the loss factor
can be calculated by 2 2
n= WI (3.18)
QWwa
Recalling eq. (2.40), at resonance it is possible to write
2 42Cm (3.19)
dwg
AT
since the peak at resonance down to the half-power points is quite symmetric, a
reasonable approximation is to consider
We + WwW, & QW (3.20)
and therefore the damping ratio ¢ can be calculated as
i (3.21) Cf
2Qwa
3.2.3. Energy-dissipation method
The energy-dissipation method or energy-balance method in SDOF was proposed
and experimentally validated by Liang and Feeny [75] in 2006. The method is
based on the balance between the energy input by an external force and the
energy dissipated by damping and results in the “equivalent viscous and Coulomb
damping” parameters identification. Consider the SDOF system
mé + kx + d(a,%,%) = f(t) (3.22)
where d(x, <,%) represents a generic damping function of displacements, velocities
and accelerations. The energy-balance equation is obtained by an integration
along a motion path C as
| Gos he + OG, ot,de = / f(t)dz (3.23)
ag Oo
or, changing the integration variable to time
t+Ty t+Ty
/ (mz + ka + d(x, 4,%)) edt = / f(t)adt (3.24)
‘t ‘t
where TJ; is a finite time interval. Defining
t+Ti
z= / (mz + ka) edt
t
t+Ty
Ey = t d(x, &,#)iat (3.25)
i
t+Ty
Ey = / f(t)edt
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where E, is the energy contribution of the conservative components of the system,
Eq is the energy dissipated by damping and FE; is the energy input by the external
force f(t). Eq. (3.24) can be now expressed as
Ey = E; — E, (3.26)
In case of a periodic excitation f(t) and a response x(t) of the sameperiod T,if
the integration is performed overa cycle of periodic motion or an integer multiple
of that period, E, is equal to zero from thedefinition of conservative force. The
energy-balance equation in this case becomes
ar T
ic a, onde = [rot)edt (3.27)
00
which represents the base of the identification method: the energy dissipated by
damping in a cycle of periodic motion equals the energy input by the external
force. Viscous damping is a special case where
as, i, 2) > a (3.28)
In this case, eq. (3.27) is reduced to
c | idt = / f(t)adt (3.29)
By measuring the input force and the response, the viscous damping coefficient
c can be estimated by
TJ f(edt
c= +— (3.30)
f «dt
0
In order to obtain the “equivalent viscous and Coulomb damping” parameters,
Liang and Feeny [75] apply this method to a system with a damping function of
the type
d(x, z,%) = ct + pF,sgn(z) (3.31)
so that the energy equation becomes
T T -
c [ars ur, f santa)Jedt = ict)adt (3.32)
00 0
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In order to identify the two parameters (c and the product jF;,), at least two
different excitations are necessary. Multiple tests measurements will lead to a
least-squaresversion of eq. (3.32) which provides the equivalent parameters which
are representative of the system in the frequency range and force amplitude used
in the tests. A more detailed study of this method will be given in chapter 4
leading to the improved MDOF method proposed.
3.2.4 Other methods
Besides the three techniques just described, there is a large amountof literature
on theidentification of damping in SDOF systems or modal damping ratios. It
has already been mentioned how to extract information about damping from
the Nyquist plot and from the hysteresis loop; other techniques, which will not
be treated in this dissertation, include different methods based on free decay
vibrations measurements [{76, 77], other energy-related methods [78] and method
based on modulations of responses [79] and wavelets [80, 81, 82]. The present
study is more concerned with the spatial identification of damping in MDOF
systems rather than the damping ratio identification; the next section presents a
summary of the main MDOF damping identification techniques.
3.3. MDOFspatial identification
There are several MDOF dampingidentification methodsavailable in literature,
each of them has its own advantages and drawbacks. Regarding linear viscous
damping identification, the methods can beclassified into three main groups
depending on the input data used: methods based on the FRF matrix, methods
based on modal parameters (frequencies and mode shapes) and methods based
on time histories.
There are review papers which present surveys on the existing methods to iden-
tify the linear viscous damping matrix. Srikantha Phani and Woodhouse have
compared the performance of a numberof specific identification routines using
a numerical simulation [83] and an experiment [84]. In particular, they try to
determine which are the best methods for a given vibration measurements from
50
a test structure, what is the sensitivity of the damping identification methods to
noise and truncation and what is the influence of modal and spatial incomplete-
ness of data. The study is performed by comparing indices based on numerical
accuracy and spatial distribution. Prandina et al. [85] concentrated particularly
on the philosophy of the methods and not so much with the performance of par-
ticular implementations and routines; important considerations are focussed on
the effects of modal truncation which is an inevitable consequence of modal test-
ing over a limited frequency range. Pilkey and Inman [86] listed and explained
the main features of a number of different methods showing the theories of the
different approaches.
3.3.1 Preliminary calculations
Before starting the literature review, some calculations are presented in order
to draw conclusions in the next sections. Recalling the eigenproblem of the
damped MDOFsystem in eq. (2.66), the eigenvalues and eigenvectors forming
self-conjugate sets can be arranged to form the spectral and modal matrices as
A 0 __ diag(A,) 0 2nx2nlo ated 0 diag(at) € © (3.33)
(eG) = fp, ... W, we... we] ec" (3.34)
Using the symmetric state-space arrangement [67] it can be shown that
AUT wt 0 M|,|-M 0 GA WA) |wt wt) lM Cc 0 K vy wi”
slI—A 0
where W is normalised so that
AW wt 0M WA W*A*| tet a | La © || vw [= i336)
AWT GT )[-M O]/WA WA*] JA O (3.37)
Atwt pt 0 K vy wil O A*
Expanding eqs.(3.36) and (3.37) leads to the orthogonality relationships given by
Lancaster [87]
51
oer | MI ']| witli o ne] | ger | Mie w+
+ i | Clvw}=I1 (3.38)
[ox] [o]morei[o a) *[ee|xo-0 AX} wT 0 A* wrAO__ —? (3.39)
 
3.3.2 FRF-based methods
Thefirst category ofidentification methods considered uses the FRF matrix (typ-
ically the receptance matrix) as the input data to identify the viscous damping
matrix. The equations of motion of a viscously damped MDOFsystem
MX(t) + Cx(t) + Kx(t) = f(t) (3.40)
described in section 2.3.2 can be written in the frequency domain as
x(w) [K + iwC — w?M] = f(w) (3.41)
where x(w) and f(w) are respectively the Fourier transform of x(t) and f(t). The
receptance matrix is defined as
—1H(w) = [K + iwC — w*M| (3.42)
and can be directly measured from experiments. The element H,4 of the recep-
tance matrix represents the response of the system at the degree of freedom p
when the system is excited at the degree of freedom q. For a linear conservative
system, Maxwell’s Rule of Reciprocity applies [44] so that H,, = Hj» and the
FRF matrix is symmetric. This property is often used to check the quality of the
measured data by reciprocity checks.
Chenet al.
A method based on FRF measurements was proposed by Chen et al. [88]. The
frequency response function generated from the normal modes H% (w) is defined
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as
—1H* (w) = [K — w?M] (3.43)
eq. (3.41) can be rewritten as
HY (w)7!x(w) + iwCx(w) = f(w) (3.44)
and premultiplying eq. (3.44) by H% (w) yields
x(w) + iG(w)x(w) = H® (w)f(w) (3.45)
where
G(w) = wH*(w)C € R”™” (3.46)
recalling that
x(w) = H(w)f(w) (3.47)
and using eq. (3.45), the relationship between the FRFs generated from the nor-
mal modes H’ (w) and the complex modes H(w) can be written as
H* (w) = [I+ iG)] Hw) (3.48)
By separating H(w) into real and imaginary parts
H*(w) = [I+ 1G(w)] (R H(w)) + #3 (Hw) (3.49)
Expanding eq. (3.49) yields
Hw) = [R(HW)) — G&)S (A&))] + 1[GW)R AW)) +S (H(w))} (3.50)
Since H’ (w) is real, the imaginary part of the right hand side of eq (3.50) can
be set to zero and G(w) can be obtained from the FRF as
Gv) = -3 (H(v)) [R(A())™ (3.51)
The viscous damping matrix can be obtaineddirectly from eq. (3.46) andeq.(3.48)
as
1C=— [H(w)]GW) (3.52)
Symmetry of the damping matrix is then imposed and the equation can besolved
in a least squares sense over the frequency range measured.
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Lee and Kim
Lee and Kim [89] proposed a method based on the inversion of the receptance
matrix measured from experiments. The method considers the identification of:
the viscous damping matrix C and the structural damping matrix D, consid-
ered as complex-stiffness damping. In this case the equations of motion in the
frequency domain become
[K +i(wC + D,) — w?M] x(w) = fw) (3.53)
and the receptance matrix
=a,H(w) = [K+i(wC+D,) —w*M] (3.54)
The dynamicstiffness matrix (DSM) Z(w) can be obtained from the inversion of
A(w)
Z(w) = (Hw)]"* = K —w’M +i(wC+D,) (3.55)
By separating the real and imaginary part
R(Z(w)) =K —w?M (3.56)
¥(Z(w)) =wC + D, (3.57)
eq. (3.57) can be written in the form
[Iw] Ee | = 3 (Z(w)) (3.58)
Eq. (3.58) can be solved for the range of frequencies at which the FRF has been
measured, so that the two damping matrices C and D, can be determined in a
least squares sense from
7 : wil)" S (Z(a1))
ra | “ Wl ¥ (Z(we)) (3.59)
I boveapel a (Z(Wmax))
where * indicates the pseudo-inverse of the matrix.
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Instrumental variable
Fritzen [90] proposed aniterative method based on the minimisation of the error
Ege Of the equation of motion defined as
Epp = f(w) — (K + iwC — uM) x(w) (3.60)
by applying the instrumental variable method,initially developed for parameter
estimation in econometrics. Srikantha and Woodhouse [83] applied the same
concepts on the error E between the dynamic stiffness Z(w) and the inverse of
the measured Frequency Response Function H(w), which can be expressed as
E = H(w)Z(w) —I (3.61)
It is possible to separate the real and imaginary part as
R(-w"H wH H)]| O _ft _f®) aa
3(-w?H iwH H) K ~ 10 9(E)
and then use the instrumental variable method to estimate the three matrices M,
C and K. Theinstrument variable method is able to significantly reduce bias
when noise is present and Fritzen {90], after several examples, concluded that the
accuracy is better than least squares methods. The iterative solution is of the
form
[M CK].=[WtA]‘wy (3.63)
where
A=[A,...Ms ... A)" (3.64)
_ (—w iw,H H)
Ax =| ( an iw,H H) (5)
|(i)(8) om
and W is the “instrumental variable” matrix. The choice of W is particularly
important and has restrictions such that W andthe error are not correlated.
Srikantha and Woodhouse suggest to use the dynamic stiffness matrix obtained
using the matrices M,,,, C,, and K,,, identified in each previous iteration as
Winet = Km —w’?Mm + iwCn (3.67)
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after an initial estimate which can be based onthe least square solution from the
inverse of the FRF matrix similar to Lee and Kim’s method. Theiteration is
performed until convergence is reached according to variouscriteria based on the
normsof the identified matrices, natural frequencies or minimisation of the error
between the measured and reconstructed FRFs.
Considerations on the inversion of the FRF
The three methods described are representative of the large number of techniques
which extract damping information from FRF measurements. Most of these
methods are based on the inversion of the FRF matrix. There is an important
aspect which has to be considered when using these methods in real experiments
[85]. Considering a system with viscous damping only, the receptance matrix can
be written in the form
“(Wy WerbpH(s) = d, (< ytwet| (3.68) 
where wp, and A, have been definedin section 2.3.2. When s = iw
| “(vb
or, in a more compact form
H(iw) = 8" (ivI — A) BW + W*T (wl — A*) (3.70)
where
Y=([y, ... ¥,] (3.71)
and
A = diag(A1,..., An) (3.72)
From eq. (3.69) it is observable that H(iw) is dominated by the eigenvalues closest
to the frequency w where the denominator goes to zero (Figure 3.3). Considering
the dynamicstiffness expressed in state-space form
zie) =| rete) ate, |= (la eft {oe x }) 87)
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Figure 3.3: Effect of modal incompleteness on the FRF of a 10 degree-of-
freedom system.
and in terms of the modal and spectral matrices
-1,;. 11. \. AW wr iwl — A 0 WA WrA*Zi(iws) = [tw wet 0 wi-A|| uo w a)
By combining eqs. (3.74) and (3.36)
Pitie 0M WTA W*A* iwl — A 0mM=!luMec vw 0 iwl—A*caer | LeeAtwet wet M C (3.75)
and the dynamic stiffness matrix Z(iw) can be expressed from eq. (3.73) in the
form
Z(iw) =K-— w*M + we = w?Z11 (iw) + Z'59 (iw) (3.76)
By expanding the product of the three central matrices on the right-hand side of
eq. (3.75)
WA WA |fiwI-A 0 AWT BT ]_[Qu Qp (3.77)v Ww O iwl—A* ATW WT] Qa, Qo )
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where
It can be seen
130
120
70
60
50
40
Qui => (yA(iw — App + 5A}?(iw — 935")
PQuz => (Av(iw — ApWT + w5A5(iw — AS)b*)
pQo => (tb,Ap(iw — ANT + EAT(iw — A457)
Pp
Qoo = S_ (tp, (iw — App + Wh(iw — AF)WH;”)
Pp
 
(3.78)
(3.79)
(3.80)
(3.81)
that the elements of Z'(iw) which are present in eq. (3.76) de-
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Figure 3.4: Effect of modal incompleteness on the DSM of a 10 degree-of-
freedom system.
pends on the summations from eqs. (3.78-3.81) which show that the contribution
of the p" mode vanishes as iw approaches A, and the high-frequency poles be-
come very significant through squaring in Q,,. Thus the low-frequency dynamic
stiffness matrix is dominated by the high-frequency eigenvalues far away from the
frequency w (Figure 3.4). Berman [91, 92] explained the meaningof this result;
that it is impossible to invert the receptance matrix of a practical structure with
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many modes, measured over a limited frequency range, in order to estimate the
matrices M, C and K. Consequently, a damping matrix identified by extracting
the imaginary part of an inverted matrix of measured receptances will only be
correctif all the modes are present in the measurements. This is possible in simu-
lation but never happensin practical case of mechanical systems with distributed
mass andstiffness.
3.3.3. Modal parameters methods
Methods based on modal parameters consider complex mode shapes and natural
frequencies extracted from modal analysis tests as input for the identification.
Information about damping is often extracted from the imaginary part of the
modal parameters, since the mode shapes of an undampedsystem are real. Partial
information about the mass and stiffness matrices are often required and usually
extracted from FEM.
Lancaster
Lancaster’s formula [87] appeared in 1961 without proof as a derivation from a
previousarticle [93], although a proof was given subsequently by Lancaster and
Prells [94] using the theory of matrix polynomials. The formula states that if the
eigenvectors are normalized so that
wp, (2MA, + C) wp, = 1 (3.82)
the damping matrix can be obtained by
C=—-M (WAU + WAP) M (3.83)
The formula can be alternatively developed [85] from eq. (3.36) in a few simple
steps as demonstrated below. By inverting eq. (3.36)
AWT wT ){0 M][WA War]\'_, (3.84)Aw wt M C v Ww —
Expanding the inverse on the left hand side and rearranging leads to
(3.85)0 M]_ [WA Wat] ABT wTM C | wv oF wT wt
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or
0M]_[ BAe? wag? WATT LAYT) 3 96M C VAY 0 WAtwt 0 |
it can be proven using the Schur complement [95] that the left hand side matrix
inverse is f 0 M | 7 | —M-!CM-! M7! (3.87)
M C M! 0
by comparing the right handside in eq. (3.86) and eq. (3.87) it is seen that
—M7'CM7! = WAP" 4 WAPWT (3.88)
or
C=— (MUA°W'M + MW*A?UM) (3.89)
which is Lancaster’s formula. This formula can be expanded in order to show the
contribution of each mode as
_ 241.7 * *2.,.*TC=—-MY- (p,Apb, + W2A;71p7") M (3.90)
Pp
or
C=-2MS—R(p,AZ,) M (3.91)
p
To apply this method the mass matrix must be known, which may be an ac-
ceptable restriction, and we see that the damping matrix is constructed mode-
by-mode. This means that if we know an incomplete set of eigenvalues and
eigenvectors corresponding to the limited frequency range of a vibration test and
no others, then the same eigenvalues and eigenvectors will be returned exactly
from eq. (2.66) when C is computed using the truncated series in eq. (3.91). The
same equation ensures that the identified damping matrix is strictly real. There-
fore the damping matrix C appears to be computed correctly by the truncated
series for the frequency range in question and for example will reproduce exactly
the modal damping ratios obtained in the test.
Pilkey and Inman
Pilkey and Inman [96] proposed two methods based on Lancaster’s formula; one
iterative and one direct. The iterative method is due to the fact that Lancaster’s
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formula requires the normalization in eq. (3.82) but the damping matrix C is
unknownatfirst, so the eigenvectors are normalized using an initial guess Co for
the viscous damping matrix
wp, (2MA, + Co) p, = 1 (3.92)
then the matrix C, is computed using Lancaster’s formula
C, = —M (WAP+ WAY") M (3.93)
and compared to theinitial guess according to convergencecriteria. If the criteria
are not satisfied, a new normalization is performed using C, as
wp, (2MA, + Ci) p, = 1 (3.94)
and so on until convergenceis reached. The direct method avoids the iteration but
implies knowledge of the stiffness matrix K. The eigenvalue problem in eq. (2.67)
can be written as 1wp,Cw, =—-p, («5 + M2) w, (3.95)
P
which, substituted into the normalization eq. (3.82) yields a normalization con-
dition which does not contain the damping matrix as
ww, (MX? — K) p, =p (3.96)
The two normalizations in eq. (3.92) and eq. (3.96) are essentially the same equa-
tions as eq. (3.38) and eq. (3.39) obtained directly [85] from the eigenproblem of
the viscously damped MDOFsystem described in eq. (2.66).
By measuring the complex mode shapes and knowing the mass andstiffness ma-
trices it is then possible to normalize the eigenvectors and estimate the damping
matrix using Lancaster’s formula directly without iteration.
Ibrahim
Ibrahim [97] proposed a method to identify the viscous damping matrix from
measured complex modes together with an analytical mathematical modelof the
structure under investigation that needs improvements. The data extracted from
the experiments consists of: m complex eigenvectors tp,...tp,, measured at n
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points on the structure where n > m, the damped natural frequencies (w,4); and
the dampingfactors ¢;. The data extracted from the mathematical modelconsists
of the analytical mass matrix M4 € R”"*”, the n normal modes ,...@,, and
the natural frequencies (w,,);. If the structure is linear, the measured parameters
satisfy the equation
a - Wi 2 ns[MK MC i vv \ aah, (3.97)
for i = 1,...,m, where \; is the i® characteristic root of the system which is
related to the idamping factor and the i'® damped natural frequency through
These equationsare not sufficient to compute the two matrices M~!K and M“!C,
the equation
since n > m. The remaining equations regarding the unmeasured modesout of
the frequency range over which the modal test was conducted are assumed to
satisfy
ell = 0; — _\2.[| M'K M c]{ %}- ND; (3.99)
fori = m-+1,...,n, where A; is now defined as
Ni = —(Wn)iG + i(Wn)iV 1 — ¢? (3.100)
where ¢is the average damping factor of the m measured modes. Combining
eq. (3.97) and eq. (3.99), the equation obtained can be solved for M~'K and
M~!C.These two matrices have been obtained from data derived from both the
modaltest and analytical model. The matrix M~!K can now be used to compute
the experimental normal modes by meansof the equation
[MK] @ =u" (3.101)
The first m eigenvectors obtained from eq. (3.101) are the computed normal
modes obtained from the measured complex modes, the remaining eigenvectors
are the higher analytical modes previously used. The mass matrix can now be
corrected using an approach based on minimum changes [98] by computing a mass
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matrix that satisfies the orthogonality condition of the computed experimental
normal modes. The orthogonality relation of the analytical mass matrix
}'M4® = diag(m,...,™mn) =Mn (3.102)
can be used to obtain the corrected mass matrix
: M = M,+M,®M;! [I —M,,]| M7'®'™M, (3.103)
which can be used to derive the stiffness and damping matrix using the previously
identified matrices
K = M[M"'K| (3.104)
C=M([M"'C] (3.105)
Minas and Inman
The method proposed by Minas and Inman [99] assumes knowledge of the analyt-
ical stiffmess and mass matrices from a FEM and measurement of an incomplete
set of eigenvalues and eigenvectors from experiments. The mass andstiffness ma-
trices are then reduced to the size of the modal data measured. The eigenvalue
problem in eq. (2.67) can be written as
iCy, =—y (2M + K) wp, = f (3.106)
and its complex conjugate transpose is
WC =f, (3.107)
which can be solved by separating the real and imaginary parts and rearranging,
obtaining the equation
G,d=b, (3.108)
where G, contains the real and imaginary parts of the eigenvectors, d contains
the (n? — n)/2 unknown parameters of the symmetric damping matrix and b,
contains the real and imaginary parts of f,. Eq. (3.108) can be solved using the
least-squares approach or other optimization procedures depending on thesize of
the modal data available which can lead to an overdetermined or underdetermined
problem.
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Adhikari and Woodhouse
Adhikari and Woodhouse[100] introduced a damping identification method based
on perturbation analysis. A similar approach with a comparison of perturbation
and exact solutions of a system with non-classical damping can be found in a
paper by Lees [101]. This methodis based onthe following expressions,originally
developed by Lord Rayleigh [9], of the complex eigenvalues A, and eigenvectors
tp, in terms of undampedeigenvalues w, and eigenvectors ®,
 
aC\y= ee+ iw, (3.109)
| o,Co,p, = b, + iu» >> w 0; (3.110)
j Pp J
From the matrix of measured complex eigenvectors YW, matrices U = R(W) and
V = 9(W) are extracted andit is assumed that the columns of V are given by a
linear combination of the columnsof U,so that
V = UB (3.111)
and
B=(UTU)UV (3.112)
for an incomplete set of frequencies and modes. From eq. (3.110) and eq. (3.111)
it can be seen that
(op—43) bi
Wpcy = &,CO; = j#P (3.113)
and from eq. (3.109)
Cy = &,CH, = 2R(Ap) (3.114)
Eqs. (3.113) and (3.114) complete the matrix C’, which is the fully populated
damping matrix in the modal coordinates of the undamped system. The matrix
C in physical coordinates is then computed as
C =U(UTU)' CC’ (UTU)UT (3.115)
It is seen that the matrices C and C’ are generally not symmetric. Adhikari
and Woodhouse [102] modified their formulation by placing a constraint on the
solution of B that ensured a symmetric solution for C’ and hence for C.
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Considerations on the perturbation method
The method depends on pseudo inversions of the undamped eigenvectors U in
eqs. (3.112) and (3.115). By combining eqs. (3.111) and (3.112) the projection of
V onto the columns of U is obtained as
U(UTU)(U'V=V4V (3.116)
This means that the matrix B obtained from eq. (3.112) results in the projection
V’ when substituted into eq. (3.111). The error E = (V — V’)is therefore carried
into eq. (3.113) which in turn produces erroneous values for C’. The Frobenius
norm €, of this error,
_ Elle |ce, = —~. 100% 3.117>= TI, (3.117)
may be used as an indicator to assess whether or not enough modes have been
included in U and V.In eq. (3.115) pseudoinverses are used in the transformation
from modal to physical coordinates, of C’ to C. By pre and postmultiplying
eq. (3.115) by UT and U,thereby reversing the transformation, then
UTU (UTU)CC’ (UTU) UTU = C' (3.118)
It can be seen that if the damping matrix in modal coordinates C’ is known
exactly it is converted to physical coordinates with perfect accuracy by eq.(3.115).
Thusit is the pseudoinverse in eq. (3.112) that introduceserrors into the damping
estimate and not the pseudoinversion in eq. (3.115). Moreover, since eqs. (3.109)
and (3.110) are developed using the undamped orthogonality equation,it is clear
that the first order perturbation method requires a known mass matrix too.
3.3.4 Time histories methods
Thelast group of dampingidentification techniques consists in methods which use
measurementsin the time domain as input to estimate the damping matrix. These
measurements are usually obtained from force transducers and accelerometers
from which velocities and displacements are derived.
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Liang
The method proposed by Liang [103] extends the technique introduced in the
previous paper [75] by Liang and Feeny presented in section 4.2 to MDOF sys-
tems. The concept is the same: balancing the energy input by the external forces
with the energy dissipated by damping. Starting from the equation of motion of
a MDOFsystem with viscous damping and Coulombfriction
Mx + Kx + Cx+ D(x)f, = f(t) (3.119)
where f, € R"*! represents a vector consisting of Coulomb elements such that
D(x)f,, models the Coulomb damping. Assuming someof the damping coefficients
are known, eq (3.119) can be rearranged as
Mx + Kx + e(x, x) + B(x)c’ + G(x)f"', = f(t) (3.120)
where e(x, x) € R”*' contains all the known damping forces and c’ and f’, con-
tains all the viscous damping and Coulombfriction coefficients to be identified.
These coefficients are multiplied by B(x) and G(x) which represent the associ-
ated state functions (velocities and sign functions). As for the SDOF method,
the excitation and the response must have a common fundamental period T. Pre-
multiplying eq. (3.120) by x7, where x; = [0...a;...0]’ € R™! and integrating
over a full cycle of vibration, an energy equation is obtained
t+T tee t+T
i x)M&dt + if x}Kxdt + / xe(x, x)dt+
t G t
t+T tT tT
aa | aBecar+ | xa.9ear - J tae (3.121)
t t b
Repeating the premultiplication by all the vectors x} with 7 = 1,...,n, assuming
M is diagonal, remembering that the integration of conservative components over
a cycle of periodic motion are zeros and rearranging leads to n equations of the
type
GFact ess Cte + Ppa++. + Pegg = Fi (3.122)
where, for? = 1c
t+T
Ti = J stmt ae (3.123)
t
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t+T
Vii = J 9stvat GS 1 orn yG (3.124)
t
t+T t+T / t+T
B= | filoviat - / (32h a,dt — J eGonnat (3.125)
t t jFi t
Eq. (3.122) can be rearranged to obtain a least squares problem with a solu-
tion which gives a column vector of the unknown damping parameters. From
eq. (3.125) it can be seen that knowledge of the stiffness matrix is required to-
gether with some known damping coefficients and the assumption of a diagonal
mass matrix in order to obtain enough equations to identify the unknown damp-
ing parameters.
3.3.5 Hybrid and other methods
To conclude the literature review, there are other methods which differ from the
three main groups and use different types of input together in order to improve
the performance of the identification.
Srikantha Phani and Woodhouse
Srikantha Phani and Woodhouse [83] proposed a method which relies on both
FRF measurements and modal parameters. The philosophy of the method is to
combine the results from the perturbational method described in section 3.3.3 by
Adhikari and Woodhouse [100] developed from the equations by Lord Rayleigh [9]
with a series expansion for the FRF matrix of a viscously damped system. First,
the diagonal part of the modal damping matrix C’ is obtained using the modal
parameters and then the off-diagonal terms are obtained from a perturbation
expansion. The FRF can be written in modal coordinates as
H(w) = [-w°I+ iwC’ + A] (3.126)
where A in this case is a diagonal matrix with squared undampednatural frequen-
cies. From the experiments the modal damping factors determine the diagonal
elements of C’ whereas a standard series expansion is used to identify the off-
diagonal terms. Defining
A(w) =A-—w'I+ iw), (3.127)
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where C’, is the diagonal part of C’, it is possible to approximate H(w) as
H(w) = [A(w) + iwC4]7* = AT} (w) — wA7(w)ChA*(w) (3.128)
where Cy is the off-diagonal part of C’. At this point, the full FRF matrix
H(w) can be measured on the test structure and the matrix of real modes U,
damping amplification factors Q, and natural frequencies w,, for each mode can
be extracted using standard modalidentification techniques. The diagonal terms
of C’ is obtained by
 
/ Wn,= — 5.129dnn QO, ( )
the off-diagonal terms are given by
A(w) — A(w)H(w)Aae eee (3.130)
iw
Matrix C’ can then be converted to physical coordinates by
C= [UT] ‘CU (3.131)
Since in eq. (3.130) C’ is frequency dependent, a least squares solution is required
and can be obtained by considering the range of frequency of interest.
Other methods
In this section some other approaches which have been found in literature and
have not been studied in details are listed for the sake of completeness. Caravani
and Thomson[104] proposed an iterative method where the aim is to minimize
the difference between the response vector of the identified system and the real
system. Beliveau [105] used a Bayesian approach based on perturbation and a
Newton-Raphson scheme. Fabunmiet al. {106] used mobility and the knowledge
of mass andstiffness matrices as input of the identification method based on
the transformation of the response vector as a linear combination of orthonormal
basis vectors. Other useful references can be found in the works by Hasselman
[107], Starek and Inman [108], Wang [109], Gaylard [110], Mottershead and Foster
[111] and Roemer and Mook [112].
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3.3.6 Numerical comparison
Three of the identification methodslisted in this chapter (Lancaster’s formula,
perturbational method andinversion of the FRF matrix) have been compared [85]
in a numerical simulation in order to estimate the effect of modal incompleteness
on the performanceof the identification. The cantilever beam shownin figure 3.5
is used for this purpose. The beam, of length 0.56 m and cross section 0.04 m
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Figure 3.5: Cantilever beam with three dashpots in DOF 3, 13 and 17
(breadth) x 0.004 m (depth) has the standard material properties of aluminium.
In-plane bending vibrations are considered. Grounded dashpots are connected
at coordinates 3, 13 and 17 with damping coefficients of 0.2, 0.5 and 0.15 Ns/m
respectively. The beam model consists of ten Euler-Bernoulli beams, having
twenty coordinates and the same number of damped modes of vibration. One
way of assessing the effectiveness of the identified damping matrix is to compute
the eigenvalues of the system, using the known M,K andtheidentified C.
Natural frequencies and modal damping ratios determined for the computed
eigenvalues are shown in tables 3.2 and 3.1 using the identified damping ma-
trix from data consisting of five measured modes. All three methods produce
estimates very close to the exact natural frequencies. In table 3.2 all three meth-
ods return estimated damping ratios that exactly reproduce the damping ratios
for the first five modes. Since the data is restricted to thefirst five modes, the
remaining modes should be undamped. It is seen that Lancaster’s formula and
inverse do indeed correctly reproduce the undamped modes. The perturbation
methodidentifies damping in modes 6-20 that should not be present.
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| Mode Exact | Lancaster | FRF inverse | Perturbation|
1 65.45 65.45 65.45 65.45
2, 410.16 410.16 410.16 410.16
3 1148.71 1148.71 1148.71 1148.71
4 2252.59 2252.59 2252.59 2252.60
5 3729.53 3729.53 3729.53 329.53
6 5587.26 5587.26 5587.26 5587.31
we 7839.20 7839.20 7839.20 7839.24
8 10502.37 10502.37 10502.37 10502.46
9 13579.43 13579.43 13579.43 13579.51
10 16881.19 16881.19 16881.19 16881.35
iE 22468.11 22468.12 22468.11 22468.32
12 27144.31 27144.30 DAACSI: 27145.03
13 32905.22 32905.22 32905.22 32906.51
14 39714.40 39714.40 39714.40 39718.82
15 AT122.(0 147722:70 47722.70 47743.74
16 57076.72 57076.73 57076.73 57189.76
17 67741.22 67741.23 67741.22 67789.80
18 79084.58 79084.65 79084.63 79272.22
19 89058.18 89058.08 89058.11 88698.73
20 111455.14 111455.07 111455.15 111265.52 
Table 3.1: Identified natural frequencies (rad/s). Five measured modes.
The modes determined from the identified C and those with exact damping are
compared using a generalised MACcorrelation,
{ AnWy, bw Aj; \ Aj; \wyae
W;, wp; Wp;
 MAC(j, k) = = (3.132)
{ Aj; \ wi AjW,; \ AKW lwxaetb, A ab, tb,
where the modal weight W,is given by
0 M —M 0W, = 14, M & | =n Ok | (3.133)
where is the identified damping matrix. The modal properties for the identified
C and the exact C are denoted by the subscripts j and k respectively. This
generalised MACreturns an identity matrix when C=C.Thearray given by
= |I— MAC| (3.134)
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 | Mode | Exact | Lancaster | FRF inverse | Perturbation
1 0.036247 0.036247 0.036247 0.036247
2 0.002208 0.002208 0.002208 0.002208
3 0.002140 0.002140 0.002140 0.002140
4 0.000711 0.000711 0.000711 0.000711
5 0.000281 0.000281 0.000281 0.000281
6 0.000433 0.000000 0.000000 0.000553
7 0.000243 0.000000 0.000000 0.000292
8 0.000097 0.000000 0.000000 0.000301
] 0.000224 0.000000 0.000000 0.000201
10 0.000186 0.000000 0.000000 0.000195
fi 0.000022 0.000000 0.000000 0.000171
12 0.000027 0.000000 0.000000 0.000304
13 0.000066 0.000000 0.000000 0.000428
14 0.000031 0.000000 0.000000 0.000729
15 0.000027 0.000000 0.000000 0.002977
16 0.000040 0.000000 0.000000 0.009675
17 0.000015 0.000000 0.000000 0.004627
18 0.000004 0.000000 0.000000 0.004859
19 0.000004 0.000000 0.000000 0.134941
20 0.000006 0.000000 0.000000 0.007014       
Table 3.2: Identified damping ratios. Five measured modes.
results in the null matrix for exact dampingidentification.
E,, computed with different numbers of measured modes are shown in figures
3.6-3.8. The method based on the inverse of the FRF consistently returns the
most accurate eigenvectors and the least accurate are those given by first-order
perturbation. It is seen that inverting H(iw) returns thefirst five eigenvectors
with excellent accuracy even when only five modes are measured. The contents
of the identified damping matrix determined by the three methods using different
numbers of measured modesare shown infigures 3.9-3.11.
It is seen that inverting H(iw) produces three prominent peaks at the correct
locations of the grounded dampers, DOF's 3, 13 and 17, even when only five modes
are measured. A very accurate representation of the damping matrix is obtained
using 10 modes. Lancaster’s formula also produces a good estimate of C, but not
quite as good as the inverse FRF method. Thefirst-order perturbation method
results in a fully populated damping matrix with the damping distributed over
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(a) 5 modes (b) 10 modes (c) 15 modes
Figure 3.6: MACerror for Lancaster’s formula with different numbers of
measured modes.
0.02
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10.005,   
(a) 5 modes (b) 10 modes (c) 15 modes
Figure 3.7: MACerrorfor inversion of FRF with different numbers of mea-
sured modes.
 
(a) 5 modes (b) 10 modes (c) 15 modes
Figure 3.8: MACerrorfor first-order perturbation with different numbers
of measured modes.
almost all of the system coordinates. It is seen in figure 3.11 that the identified
damping terms are very small for the cases of 5 and 10 measured modes.
Figures 3.9-3.11 are all shown with the same scale on the vertical axis. When
fifteen modes are measured prominent peaks begin to appear at coordinates 3
and 13. Theerror in the damping matrix is assessed in figure 3.12 using €¢
te
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(a) 5 modes (b) 10 modes (c) 15 modes
Figure 3.9: Identified damping matrix using Lancaster’s formula with dif-
ferent numbers of measured modes.
  
(a) 5 modes (b) 10 modes (c) 15 modes
Figure 3.10: Identified damping matrix using inversion of FRF with differ-
ent numbers of measured modes.
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(a) 5 modes (b) 10 modes (c) 15 modes
Figure 3.11: Identified damping matrix usingfirst-order perturbation with
different numbers of measured modes.
defined as c-¢| FEEc =>_- 100% (3.135)Cll
It is seen that the inverse of H(iw) method converges most rapidly. All three
methods converge to the correct damping matrix whenall the modesare available
for measurement. The first-order perturbation approachis investigated further
in figure 3.13 where the projection error €,, described in section 3.3.3, is shown
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Figure 3.12: Error ec for the three methods
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Figure 3.13: Error by first-order perturbation
together with ec. Even when the projection error is reduced to a very small
amount, when ten or more modes are measured,a significant error persists in the
terms of the damping matrix and their distribution on the beam. Prandina et
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al. [85] demonstrated that the energy method described in section 3.3.4 and its
modifications described in the following chapters are equivalent to the method
based on the inversion of the FRF for the case of viscous damping. For this
reason, the energy methodalso produces a good estimate of C when dealing with
modal incompleteness.
3.4 Closure
Some modal damping and SDOFidentification techniques have been described
and a literature review of the main MDOF dampingidentification techniques has
been presented. A numerical comparison between three of the main techniques
has been performed with particular interest in the accuracy of the results when
dealing with the problem of modal incompleteness, which is an unavoidable issue
in most vibration tests. The MDOFidentification method based on energy pro-
posed by Liang [103] in section 3.3.4 gives the basis for the new method presented
in the next chapter.
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Chapter 4
Energy balance method
4.1 Advantages and drawbacks of the existing
method
In this chapter a multi degree-of-freedom dampingidentification method based
on the balance between the input energy and the energy dissipated by damping
is presented. The identified damping matrix parameterisation, the spatial and
modal incompleteness of measurements and the underdetermination of the system
of equations are also addressed in order to improve theresults of the identification.
The MDOFidentification methods based on energy, such as the one proposed
by Liang [103], are powerful tools since they present some important advantages
compared to the majority of the other techniques considered. The most important
advantage is that they are able to identify different forms of damping as opposed
to just viscous damping. Liang considered viscous damping and Coulombfriction
but the method can be applied, for example, to quadratic damping with a few
small changes in the equations. Another advantage is that from the results of
the numerical simulation presented by Prandina et al. [85] it was found that
the error in the identification of the viscous damping matrix when dealing with
modal incompleteness is smaller than the one from methods based on Lancaster’s
formula or perturbational approach.
Unfortunately, the method proposedin [103] also presents some drawbacks. Firstly,
it assumes the knowledgeof the stiffness matrix which is not always available and
it is also a source of uncertainty. Secondly, the assumption of having a diagonal
mass matrix is valid for certain types of structures only and cannot be applied to
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every case. Even if this problem can be avoided by using a similar formulation to
the one for the stiffness matrix, in that case the mass matrix must be knowntoo.
Finally, the method requires some known dampingcoefficients which are difficult
to estimate a priori.
In order to avoid these disadvantages but maintain the versatility and perfor-
mance of the method. a different energy approach is proposed in this chapter.
4.2 The energy balance method
The energy balance method theory is presented in this section; after deriving the
energy equation, some techniques are proposed in order to improve the identifi-
cation by addressing issues such as the damping matrix parameterisation, spatial
incompleteness of measurements and the underdetermination of the system of
equations.
4.2.1 Theory
The equations of motion of a damped multi degree-of-freedom system can be
written in the matrix form
Mx + Kx + D g(x, x, x) = f(t) (4.1)
where D € R"*” represents a generic damping matrix of coefficients multiplied
by g(x, x, x) R”*', a function of displacements, velocities and accelerations. This
is a generic formulation for damping, which includes viscous damping, Coulomb
friction, quadratic damping and many other models. If eq. (4.1) is integrated
along the motion path C’, an energy equation is obtained as
[ Mxee+ [xxtrsJ g(x, x, x)dx = JHae (4.2)
and changing the integration variable into time
t+T t+T t+T t+T
/ x’MXdt + / xKxdt + / x'D g(x, x, X)dt = / x"£(t)dt (4.3)
t t t t
The main difference between this formulation and the one presented in [103] is
Tthe premultiplication by the full vector of velocities x*, instead of the vector
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x) = ([0...%;...0]. This modification, together with the assumption that the
excitation and the response have a common fundamental period T, allows the
simplification of the energy equation by removing the integration of conservative
componentsovera full cycle of periodic motion. The kinetic and potential energy
over this period
t+T t+T
/ x™Mdt = / x’Kxdt = 0 (4.4)
t t
are equal to zero and eq. (4.3) becomes
t+T t+T
/ x'D g(x, x, %)dt = / xf(t)dt (4.5)
t t
Eq. (4.5) represents the balance between the energy dissipated by damping mech-
anisms on the left hand side of the equation and the energy input to the system
by external forces on the right hand side. This equation is the base of the identifi-
cation method proposed. An important remarkis that the mass andstiffness ma-
trices are no longer required and there are no particular restrictions on g(x, x, X)
except that x'D g(x, x, x) must be integrable. On the otherside, this approach
introduces an important drawback: only one equation is available for each force
configuration. Whereas the method proposed in [103] provides n equations for
each different excitation, in this case a different strategy in performing the ex-
periments and solving the energy equation must be applied. The identification
parameters in eq. (4.5) are represented by the coefficients in D, which has to be
parametrized in a proper way for the method to be practical.
4.2.2 Parameterisation of the damping matrix
As previously stated, D € R”"*” represents a generic damping matrix of coef-
ficients multiplied by g(x, x, X) R"*', a function of displacements, velocities or
accelerations in order to obtain the damping forces. For example, viscous damp-
ing forces d, can be expressed in the form
d, =Cx (4.6)
12
where C is the viscous damping matrix. The Coulombfriction dissipative forces
d. can be expressed by
d, = D, sgn(x) (4.7)
where D, represents the coefficients of friction multiplied by the normal forces,
and so on. Thedifferent formulations can be used together in a model simply by
adding all the sources in the energy equation as in this case
t+T t+T t+T
/ xCxdt + / x'D, sen(x)dt = / xf(t)dt (4.8)
t t t
For simplicity, consider viscous damping only and the following energy equation
t+T t+T
ih xCat = / x£(t)dt (4.9)
t t
Considering a fully populated viscous damping matrix, eq. (4.9) can be written
as Fe ze T
ase i. tja¢,dt = / x"£(t)dt (4.10)
j=1,k=1 a
The numberof equations available for the identification can be increased by using
m different force configurations f;(t) at different frequencies w;. The equations
can then be arranged in a matrix form as
Gc=e (4.11)
where G is the matrix of velocity integrals, c is a column vector containing the
unknown dampingcoefficients and e contains the energy input by external forces
as
Ty Ti Ti ThfaPdtag) faitedta) ...  fantnaidta,  f #dta)
0 0 0 0G= a ‘eg des as Bae (4.12)
Tm Tm Im Toyf tedies  f aimeding: ai | Deitpadton | O2dten
0 0 0 0
c 2a f XT£,(t)dt
1,2 0a= Bee e= Le (4.13)
Cnyn— oea J XTfn (Cat
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From a mathematical point of view, the identification problem in eq. (4.11) is
underdetermined if matrix G has less rows than columns, i.e. if m < n? in the
case of fully populated viscous damping matrix. At this point there are several
different strategies which can be applied in order to remove the underdetermina-
tion of the problem or to reduce it as much as possible. The number m ofdifferent
excitations cannot be increased unconditionally; each different test has a cost in
terms of money and time and the numberof frequencies where the damping can
effectively be measured and at which an independent equation can be obtainedis
limited. For this reason, reducing the number of unknownsis an alternative way
to reduce the underdetermination of the system of equations. The simplest way
of doing this is assuming that the viscous damping matrix is diagonal as
C = diag(c;,;,) € R"*” (4.14)
where c¢;,; is the damping coefficient at the i" degree of freedom of the diagonal.
In this particular case there would be only n unknowns and matrix G and vector
c would be reduced to
Ty TifaPdta ...  fadta)
0 0 C11G= _ a ee c= a (4.15)
Tm » Tin Can
0 0
Alternatively, the energy equation can be solved considering the symmetry of the
viscous damping matrix. This would reduce the numberof unknownsfor the fully
populated matrix from n? to (n? + n)/2. Moreover, a constraint on the positive
definiteness of the viscous damping matrix can also be addedto the system of
equations to further improve the solution.
However, if the diagonal assumption could be considered oversimplistic, the so-
lution for a fully populated matrix is probably unnecessary since matrices of dy-
namic systems are normally sparse and usually diagonal band matrices. For this
reason a damping pattern approach is presented. The viscous damping matrix
can be written as a summation of p different matrices in the form
p
i=1
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where L; € ”*” is a matrix which indicates the location of the 7 viscous
damping sources of amplitude c¢;.
/
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Figure 4.1: Absolute dashpot connecting DOF 2 to the ground
Consider for example a cantilever beam with ten vertical DOFs numbered from
1 to 10 starting from the clamp. In the case of an absolute dashpot connecting
one degree of freedom (e.g. degree-of-freedom 2, see figure 4.1) of the structure
to the ground, L; takes the form
bes..0 0
0 1 0 0ro 0 00 © (4.17)
See OB
OO 8 0
In this case the pattern approach does not help the reduction of the number of
unknowns, but helps a systematic procedure to define the damping sources in
an automated way. In the case of a relative dashpot connecting two consecutive
/
   
 
Figure 4.2: Relative dashpot connecting DOF 1 to DOF 2
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degrees of freedom together (e.g degree-of-freedom 1 and 2, see figure 4.2), L;
takes the form 1 -1 0: 0
-1 1 0--. 0
L,=| 9 9 O-::: 0 (4.18)
: > or Ut. QO
0 0 0 0 0
which allows the reduction of the number of parameters to identify from 4 to
1. If the damping between two consecutive degrees of freedom is assumed to
be the same for all the different couples (figure 4.3) representing, for example,
the material damping between identical elements or similar connections or joints
between parts of the structure, L; can take the form
1 =1 06 0 0-1 2 -1 0 00 -1 2 0 0L; = (4.19)-1 0
reducing the numberof non-zero unknowns,in a 10 degrees of freedom example,
from 28 to 1.
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Figure 4.3: Identical relative dashpots connecting consecutive DOF's
Assuming p different possible configurations for the damping sources, the energy
equation can be arranged as
T T T
oy | Rysat +o f XLaxat +... +eofx'L,xdt = [xtdt (4.20)
0 0 0
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and by exciting the structure with m excitations at different frequencies, different
versions of eq. (4.20) are obtained and arranged in a matrix form
Ti Ti DiPRTLgkdt 2.0: PeLgkde f xf (edt
0 0 Cy 0
= (4.21)
Tm Tm Cc Tmjf SLikdt in J aehed p J x"fin (t)dt0 0 0
which can be written in the same compact form as eq. (4.11),
Gc=e (4.22)
This parameterisation can considerably reduce the number of unknowns and
eq. (4.22) can be solved for vector c using least square techniques and forcing
the non-negative definiteness of the identified damping matrix at the sametime.
When vector c is calculated, the full identified viscous damping matrix can be
obtained from eq. (4.16).
4.2.3. Expansion of incomplete measurements
Another common issue in damping identification and, more generally, vibration
experiments is spatial incompleteness. In real experiments it is often impossi-
ble to measure accelerations, velocities and displacements at all the degrees of
freedom. This happens for many reasons: a limited number of accelerometers
is usually available and attaching too many accelerometers to a structure may
considerably change the dynamic behaviourof the initial system by adding fur-
ther mass, stiffness and damping. The amount of data acquired during a test
is also limited and repeating tests and moving accelerometers all around a big
structure could take several days of work. Moreover, rotational degrees of free-
dom are moredifficult to measure than translational degrees of freedom and even
if rotational accelerometers are commercially available it seems that the quality
of measurement at the momentis still not as good as conventional translational
accelerometers. For these reasons, matrix G described in the previous section can-
not be fully computed since some measurements are missing. To overcome this
problem there are two strategies: model reduction and modal expansion [113].
Model reduction consists of reducing the number of degrees of freedom in the
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analytical model to the number of degrees of freedom measured in experiments,
using techniques such as Guyan static reduction or dynamic reduction. Modal
expansion consists in expanding the measured data to the numberof degrees of
freedom of the analytical model.
It has been stated before that one of the advantages of the energy methodis the
fact that an analytical model is not necessary but in chapter 3 the importance of
having information about the location of damping (MDOFspatialidentification)
rather than a single scalar for each mode (modal damping) has also been consid-
ered. In order to apply the energy method and haveuseful information about the
location of dampingin large structures, modal expansion of measurements could
be necessary, so stiffness and mass matrix of the analytical model are required.
The chosen method for expanding the measurements uses concepts similar to the
ones used by Jalali et al. [114]. Consider the full vectorof velocities x/(t) € R"*?
necessary to compute G andthe set of accelerations X,,(t) € R?*! measured at p
different degrees of freedom, where p < n. If the damping is small and the system
is excited by a single frequency harmonic force close to the 7“ natural frequency,
the acceleration response of the structure may be written in the form
X= Gilt) (4.23)
where ¥;(t) € R”! is the full vector of accelerations, db; € R”*? is the full i™
mode shape of the undampedstructure obtained from the analytical model and
qi(t) is the modal acceleration. By using this approximate formulation it is pos-
sible to estimate g;(t) from the experimental measurements and then substitute
into eq. (4.23) to obtain the complete set of data. Consider eq. (4.23) for the
degrees of freedom of the incomplete measurements only
x = Pin, Gilt): (4.24)
where Pn) is the incomplete 7 mode shapein the form
pi
Ping = |... (4.25)
Pp
containing the p measured degrees of freedom. If the excitation is harmonic at a
single frequency w;, the response of the system will be harmonic too and generally
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would contain higher harmonics due to nonlinearities. The modal coordinate g(t)
may be represented using
3
Gi(t) = (Agsin(kw,t) + B,cos(ku;t)) (4.26)
For simplicity, consider the linear case without higher harmonics so eq. (4.26) is
reduced to
g(t) = Asin(w;t) + Bcos(w;t) (4.27)
By substituting eq. (4.27) in eq. (4.24), it is possible to rearrange the equation
for each time instant from to to teng in a matrix form so that
dysin(w;to)  ,cos(u;to) ¥1(to)
-| (4.28)
Ly (tena)
psin(w;to) p,cos(wyto) [4] Lp(to)
disin(Witend) 1c0s(witend)
psin(witena) ,cos(witena) Bsben)
Using a least squares procedure, A and B can be determined. The analytical
integration of eq. (4.27) can be used to calculate the modal coordinate velocity
qi(t) and the modal coordinate displacement q;(t) as
q(t) = ~(—Aeos(.t) + Bsin(w;t)) (4.29)
at = (-Asin(uit) ~ Beos(wit)) (4.30)
and to reconstruct the full vector of velocities by
xp =; - a(t). (4.31)
to be used in the calculation of G.
4.2.4 Localisation of damping
The energy equation per se does not give direct information about the location
of damping. However, each column of matrix G is related to a specific degree of
freedom or to a specific hypothetical damping configuration L;. These columns
are vectors which will be linearly combined through the damping coefficients c;
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to obtain the vector of external energy e. Since the problem is often underdeter-
mined, as previously discussed, locating the damping means understanding which
columns of G are the most suitable to represent vector e. One way of choosing
the “best” columnsis using a criterion based on the angle between vectors. This
method was used by Friswell et al. [115] for a different application in model
updating. The angle J between two vectors a and b can be calculated by
v0 =cos!i (4.32)
Amongthe large number of columnsof matrix G, a certain s number of columns
with the smallest value of ? is selected. From a vector point of view, these columns
are the most parallel to the vector e so they are the best representative in a one-
dimensional approximation. After selecting these columns, the concept of angle
between subspacesis introduced [116]. Consider the two matrices A € R"*”™ and
B € R”*?. An orthogonal basis for these subspaces can be obtained by the QR
algorithm
A=QiR, (4.33)
B=Q,Rp (4.34)
where Q4 and Qz are orthogonal matricesof size n xm and nx q respectively and
R, and Rg,are uppertriangular. If ¢ < m there will be q principal angles between
the subspaces, 0;, which are computed from the singular value decomposition of
QiQz. Thus
cos(0;) = o;(Q)Qz) (4.35)
where o;() indicates the i" singular value. Again, it is now possible to select a
number s of subsets of two columns of G that have the smallest angle with e.
These subsets were created using combinations of one of the previously selected
vectors with the other columns of G. This method can then be applied for bigger
subsets of three columns and so on. When the angle between these subsets and
e is sufficiently small, the selection can be stopped and only the chosen columns,
which carry spatial information, will be used to solve the energy equation. This
criterion does not guarantee the correct location of the sources of damping but
gives a physically meaningful location from an energy point of view and for the
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range of frequencies used. In the next chapter the results of numerical simulations
show that in most cases the angle criterion leads to the correct location in most
cases and even when it does not, the identified location is close to the correct one
and the amplitude of the damping coefficient varies accordingly to the energy
dissipation.
4.2.5 Solution of the energy equation
The solution of the energy equation (4.11) is a basic linear least squares problem
which can be stated as follow [117]:
Given a realm x n matriz A of rank k < min(m,n), and given a real m-vector
b, find a real n-vector x minimizing the euclidean length of Ax — b.
This problem can lead to six different cases:
1. m=n, Ax =b, rank(A)=m=n
2.m=n, Ax =b, rank(A)=k<m=n
3. m>n, Ax =b, rank(A) =n<m
4.m>n, Ax =b, rank(A)=k<n<m
5. m<n, Ax =b, rank(A) =m<n
6. m<n, Ax =b, rank(A) =k<m<n
Most of the simulations and experiments performed in this research fall into cases
5 and 6, since the numberof useful single frequency harmonic excitations m is
always smaller than the number of damping parameters to identify n, which
are normally of the same order of the number of degrees of freedom or larger.
This was deliberately done in simulations (where the numberof possible force
configurations can increase considerably since there are no physical constraints)
in order to simulate real engineering problemson large structures with thousands
of degrees of freedom which cannot be practically excited with the same amount
of different force configurations. Moreprecisely, case 5 is the most common case
since matrix G is almost always of rank m. However, in some cases some rows
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of matrix G were very close to being linearly dependent, especially when the two
different excitations were similar in terms of frequency, amplitude and location.
As it has already been mentioned, the solution can be achieved using the angle
criterion and reducing the problem to the square problem (case 1) which possess
a single solution or an overdetermined problem (case 3) which can be solved by
pseudo-inverting matrix G. Another way of solving the equation, which gives
good results especially with real data, has been found to be the non-negative
least squares algorithm (also known as NNLSin [117]) which minimise the norm
of Ax —b subject to x > 0. If the damping matrix is parameterised as described
in section 4.2.2, forcing x > 0 (which in this case represents the vector of the
damping coefficients of the dashpots physically connected to different degrees of
freedom) automatically means forcing the non-negative definiteness of the damp-
ing matrix, which is what is expected from a passive structure. On the other
hand forcing x > 0, even if reasonable from a physical point of view, constraints
the solution from a mathematical point of view so that the solution may be not
exact (Ax # b) even for case 1 and 5. This never happened in simulations,
where the added damping wasviscous or in other known forms, but happened in
experiments where the model for damping is assumed to be viscous butis in fact
an uncertain approximation.
4.3. Energy method and inverse FRF equivalence
In the case of linear viscous damping only, the energy method provides exactly
the same solution of the identification methods based on the inversion of the
receptance matrix describedin chapter 3. Specifically eq. (3.57) in the case where
D,is zero can berelated to eq. (4.9), demonstrating a mathematical equivalence of
the two methods despite the different kinds of measurement and processing used,
with all advantages and drawbacksrelated. In eq. (4.9), f(t) can be expressed as
fi
Ft) = 4? bcos(ut) = fcos(wt) (4.36)
tn
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If the system is linear as in this case, the vector of velocities x(t) can be written
in the following way
 
R(x) | S(21)
x(t) = —w R(z2) » sin(wt) + w S(z2) cos(wt) (4.37)
or in condensed form ;
ay by
x(t) = —w ” sin(wt) + w ¢ bs cos(wt) = —wasin(wt) + wb cos(wt)
On L bn (4.38)
The two quantities inside the integrals become
&™Cx =alw?Casin?(wt) — atw?Cb sin(wt) cos(wt)+
—bw?Casin(wt) cos(wt) + b™w?Cb cos? (wt) (4.39)
and
xTf = —wa'f sin(wt) cos(wt) + wb’f cos” (wt) (4.40)
and since 27 20/ oo? Gat(ait) — / sin2(wt)d(wt) = (4.41)
0 0
on
; cos(wt) sin(wt)d(wt) = 0 (4.42)
0
then eq. (4.9) may be cast in the simplified form
a'(wC)a +b" (wC)b = b'f (4.43)
Now, assuming that f = e; where e; is the 7 column of the identity matrix, the
response to this 7" force input may be then expressed as
his
x; = fai (4.44)
Ps
so that
his hi;
a, =P" hai b; = 3 hoi (4.45)
Ps hn
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where h,; is the receptance at degree of freedom j when exciting the structure at
degree of freedom i. Eq. (4.43) becomes
a} (wC)a; + b; (wC)b; = b;e; (4.46)
From the definition of receptance matrix
(R(H~') + iS(H~'))(R(H),; + i3(H)) =1 (4.47)
so that
R(H~')a; — S(H~')b; = e; (4.48)
R(H-!)b; + S(H~)a; = 0 (4.49)
and
—w*M + K = &(H“'(iw)) (4.50)
—wC = 9(H!(iw)) (4.51)
Eqs. (4.48) and (4.49) may be cast as
(—w?M + K)a; = wCb; =e; (4.52)
wCa; + (—w?M + K)b; = 0 (4.53)
From eq. (4.53)
b; = —(—w?M + K)7!(wC)a; (4.54)
and premultiplying eq. (4.52) by b} and combining with eq. (4.54), the following
equation is obtained from the receptance matrix
which is the sameas eq. (4.46) from the energy method. In chapter 3 it has been
shown that methods based on the inversion of the receptance are the ones which
have the best results when dealing with modal incompleteness. By demonstrating
this equivalence it is stated that the energy method should perform in the same
wayfor the case of viscous damping, with the advantageof the possibility of being
applied to different types of damping too.
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4.4 Closure
The theory of the damping identification method based on the balance of the
energy input by external forces with the energy dissipated by damping has been
presented. A damping-pattern matrix parameterisation has been proposed in
order to reduce the number of unknownsof the identification problem together
with a criterion based on the angle between vectors to localize the main damping
sources when the problem is uderdetermined. In the case of viscous damping,
the method is equivalent to methods based on the inversion of receptance which
were found to be the best when dealing with modal incompleteness. In the
next chapter the method will be used to identify sources of damping in several
numerical simulations performed in Matlab and Simulink in orderto validate the
proposed theory.
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Chapter 5
Numerical simulations
5.1 Introduction
Several numerical simulations have been performed in order to validate the pro-
posed method. In this chapter a selection of the most interesting results is pre-
sented to show the advantages of the method together with some considerations on
the physical meaning of the energy-equivalent identified damping, incompleteness
of data and size of the model. The simulations include a ten-element cantilever
beam with absolute viscous dashpots and spatial incompleteness of the measured
accelerations, a similar example including Coulombfriction and a larger problem
on a 196 degrees of freedomsimplified aircraft wing.
5.2 Cantilever beam
Thefirst numerical simulation consists of a ten element (22 degrees of freedom)
cantilever beam clamped at one side and free to vibrate on the other side. The
DOF numbering is shown in figure 5.1. The two clamped degrees of freedom are
not considered so that the size of the system matrices is 20 x 20. The beam
dimensions are 4 x 40 x 560 mm and the material is aluminium.
5.2.1 Case 1: same damping coefficients
Four viscous dashpots (figure 5.2) are attached between the ground and degrees
of freedom number3, 5, 13 and 17, as the absolute dashpot described in section
4.2.2, figure 4.1. The viscous damping coefficient of the four dashpots is set to
the same value of 0.1 Ns/m as shownin table 5.1. After selecting an appropriate
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Figure 5.1: Cantilever beam and DOFs numbering
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Figure 5.2: Numerical simulation: cantilever beam with four absolute vis-
cous dashpots attached at DOF 3, 5, 13 and 17 with accelera-
tion measurements at DOF 7, 11 and 19.
set of single frequency excitations, the signals from three accelerometers, contam-
inated with 5% white noise and applied on degrees of freedom 7, 11 and 19 are
measured and thefull vector of velocities is derived using the expansion described
in section 4.2.3. A realistic damping pattern (section 4.2.2) is defined according
to the engineering knowledgeof the structure and the matrix G and vector e are
computed to obtain the energy equation. The minimum angle criterion described
 Dashpots Damping
DOF coefficients (Ns/m)
[3] 5 [13] 17 | 0.1] 0.1] 0.1 | 0.1 |   
Table 5.1: Dashpots configuration for case 1.
in section 4.2.4 is used to locate the main damping sources and the non-negative
least squares algorithm [117] is used to extract the values of the equivalent damp-
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ing coefficients. Thefirst step is the selection of the force configurations used to
excite the structure. Theoretically, the method would work with any set of m
different excitations which leads to a well conditioned matrix G so the choice
could fall into a sufficient numberof forces applied in different places at different
random frequencies. In practice changing the location of the exciting force(i.e.
moving a shaker along the length of the beam) could be unnecessarily expensive
and time consuming, moreover choosing random frequenciesis also not the opti-
mal selection from an engineering point of view. It has been shown in chapter 2
that the effect of damping is mainly visible in the proximity of resonances, so if
the excitations are at frequencies close to those of the modesof vibration of the
structure, the information held by this kind of test is likely to be more valuable
when dealing with the identification of damping. In this example eight different
excitations are used and consist of single frequency harmonic forces applied at
DOF19 at frequencies close to the first 8 bending modes, respectively at 10, 65,
182, 358, 593, 889, 1247 and 1671 Hz. The responses of the system excited with
these forces is simulated in Simulink and the measurement of the accelerations at
degrees of freedom 7, 11 and 19 is obtained. It is very important at this stage to
wait for the transient to end before measuring the accelerations. If the transient
is still present, the energy balance equation used for the identification is wrong
since the response is not periodic and the energy of conservative forces does not
vanish.
For this simple example the parameterisation consists in 20 localisation matrices
as eq. (4.17), one for each degree of freedom (rotational degrees of freedom in-
cluded) representing the 20 possible locations of an indefinite numberof absolute
dashpots. It must be considered that in a general identification problem it is not
always known where the damping sources are and how many they are. In this
simulation there are many issues involved: spatial incompleteness (3 accelerom-
eters only for 20 DOFs), modal incompleteness (excitations at frequencies close
to 8 out of 20 modes), uncertainty on the location and quantity of the sources of
damping (20 possible locations for a maximum of 8 equivalent absolute viscous
dashpots to identify).
After expanding the measurements and deriving velocities as explained in section
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4.2.3, the integrals present in matrix G have to be computed. Remembering the
energy matrix equation, for this case is
Ti Ty Ty
f x™Lyxdt ... f xTLaoxdt J x™£,(t)dt
0 0 G1 0
: = (5.1)
Tg Tg C20 TsfxTLixdt ...  f x™Laoxdt J x"fg (t)dt
0 0 0
or
Gc=e (5.2)
If the accelerations are assumed to be in the form
£i(t) = asin(w;t) + bcos(w;t) (5.3)
where w; is the frequency of the excitation, velocities can be written as
14i(t) = —(—acos(w;t) + bsin(w;t)) (5.4)
Wj
so the integrals in G can be calculated analytically. Consider the expanded
acceleration measurements for the 7“ excitation in the form
@1,(t) a, bi,
X(t) = = : sin(w;t) + : cos(w;t) (5.5)
i29; (t) 20; b20;
or
X;(t) = a; sin(w;t) + b; cos(w;t) (5.6)
so that velocities and displacements can be calculated by analytical integration
KC) * (—a; cos(w;t) + b; sin(w;t)) (5.7)
%,(t)= = (a; sin(w;t) + b; cos(w;t)) (5.8)
a
Consider now the integrals in the j* column of matrix G
T;
/ x'L,xdt (5.9)
0
the period T; for the linear case is equivalent to the period of the excitation, then
_ 20T; (5.10)Wj
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so that the analytical solution of the integral becomes
3
t
Ti
0)
Regarding the vector of input energy e, each force can be expressed as
0
B(t)= 2° (5.12)fi(t)
0
with f(t) in the corresponding degree of freedom (in this case DOF 19) which
can also be fit to a sinusoidal curve in the form
fi(t) = rj sin(w;t) + s; cos(w;t) (5.13)
so that the entries of e can be calculated as
T;
7x"f,(t)dt = (bi9,7i — 19, Si) (5.14)
0
When matrix G and vector e have been calculated, the localisation of damping
through the minimum angle criterion can start. The first step is finding the
smallest angle between each column g; of matrix G and the vector e, using the
formula
1 gie0; = cos ——=>_— 5.5
Vegi VeTe
The smallest 5 angles are selected, corresponding to the degrees of freedom dis-
played in table 5.2. From this first calculation, two aspects can be observed.
3; (deg)
 19 6.505
13 6.899
17 6.905
15 13.468
11 18.420    
Table 5.2: Selection of smallest angles.
Firstly, the degree of freedom corresponding to the smallest angle (DOF 19)is
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not where the dashpots actually are (3,5,13 and 17). This is not unexpected
since the minimum angle criterion does not guarantee the correct location of the
equivalent dashpots, especially when the number of equivalent dashpots selected
(corresponding to the numberof columns whichin thisfirst step is equal to one)
is smaller than the actual number of damping sources. The second and third
smallest angles correspond to two of the correct degrees of freedom (DOFs13
and 17). Secondly, the five smallest angles are all related to translational degrees
of freedom so it seems that this preliminary criterion “understands” that the
dashpots are not rotational but they are actually acting on the vertical degrees of
freedom. Theselection of the columnscould stop after the first step and the value
of the damping coefficient of the equivalent dashpot at DOF 19 can be calculated
by applying the non-negative least squares algorithm to
[ gio | { cio fre (5.16)
which leads to cjg = 0.107 Ns/m. From an energy point of view, this result means
that a dashpot with this damping coefficient located at DOF 19 dissipates the
same amount of energy as the four original dashpots (in a least square approxi-
mation sense and for the 8 modes considered). Even if the damping coefficient is
small compared to the sum of the four dashpots that it is representing, it must be
considered that DOF 19 is the one which possess the largest velocities in the se-
lected range of frequencies so it will dissipate more energy than a similar dashpot
attached, for example, at DOF 1. If the error between the actual energy vector
e andtheidentified energy vector e;g, calculated as
Cia = [ S19 | { Cig } (5.17)
does not meet the desired requirements, the location of a second dashpot can be
selected. Since the number of combinations will grow in a factorial way which
becomes very costly in computation, the five best DOFs were kept and only the
combination of these five DOFs with the other one are considered instead ofall
the possible combination of two locations. Using the definition of angle between
subspace [116] described in section 4.2.4
cos(J;) = 7:(QasQe) (5.18)
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where Gg is a matrix containing two columns of G selected as previously ex-
plained, it is now possible to select the combination with the smallest angle,
which in this case corresponds to DOFs 13 and 19, and calculate the equivalent
damping coefficients solving
[ gis gio | { “13 \ we (5.19)Cig
by applying the non-negative least squares algorithm and re-checking the error
between actual and identified energy. If the result is not satisfactory, the number
of equivalent dashpots can be increased to three and so on until an acceptable
error is obtained. Theidentification results for up to four equivalent dashpots
(which corresponds to the actual number of dashpots attached to the structure)
are summarised in table 5.3. It can be seen that the method leads to the cor-
 Numberof Dashpots Damping v0;
dashpots DOF coefficients (Ns/m) (deg)
1 -|-]} - 19] - - - 0.107 6.505
2 -}- 13] 19] - - 0.151 0.059 0.404
3 -|5]15}17] - 0.212 0.127 0.055 0.124
4 3|5)13}17] 0.1} 0.099} 0.1 0.101 0.001            [ Original [3]5]13]17]01] 01 [ 01 | 01 | - |
Table 5.3: Results for case 1.
rect solution when a sufficient number of equivalent dashpots is selected for the
identification (with some negligible differences due to the added noise). An inter-
esting result is the equivalent configuration obtained using three dashpots; two
of the three locations (DOFs 5 and 17) are correct and the third one (DOF 15)is
relatively close to the correct location (DOF 13). The value of the coefficientsis
reasonable since the 0.212 Ns/m dashpot at DOF5 could represent a sort of sum
of the two 0.1 Ns/m dashpots at DOFs 3 and 5 and the remaining ones appears
close to the expected values, considering that the numberofidentified parameters
is smaller than the actual numbernecessary to describe the damping. This result
has to be seen from an engineering point of view on larger and more complicated
structures. The information extracted from the three dashpots equivalent sys-
tem is valuable both for the location and the amplitude of the damping sources.
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Moreover they have been obtained from incomplete data.
The energy equivalence is reflected in the damping ratio ¢. In table 5.4 a com-
parison of the dampingratio of the first 10 modes (using respectively 1, 2 and 3
equivalent dashpots) of the identified system versus the original system is shown.
 [ Mode ] Goriginat | Geq(1) | Err% | Geo(2) | Err % | Ceq(3) | Err % |
 
1 1.41E-02 1.35E-02 4.09% 1.41E-02 0.14% 1.41E-02 0.13%
2 1.50E-03 2.16E-03 44.15% 1.50E-03 0.07% 1.50E-03 0.22%
3 1.02E-03 7.71E-04 24.74% 8.95E-04 12.60% 1.04E-03 1.22%
4 3.38E-04 3.94E-04 16.66% 3.05E-04 9.68% 3.41E-04 0.95%
5 1.38E-04 2.39E-04 73.13% 1.49E-04 7.97% 1.34E-04 2.90%
6 1.90E-04 1.61E-04 14.82% 1.93E-04 1.99% 1.81E-04 4.517%
7 1.14E-04 1.17E-04 2.68% 1.18E-04 4.23% 1.01E-04 11.37%
8 5.75E-05 8.85E-05 53.99% 4.88E-05 15.07% 4.84E-05 15.81%
9 1.06E-04 6.84E-05 35.49% 7.30E-05 31.11% 1.05E-04 0.51%
10 8.51E-05 4.43E-05 47.96% 6.14E-05 27.87% 8.73E-05 2.62%          
Table 5.4: Dampingratios for case 1 for thefirst ten modes. Ceg(1), Ceq(2)
and Ceq(3) respectively indicate the dampingratios of the system
with 1, 2 and 3 equivalent dashpots.
The agreement between the two systems increases with the number of columns
selected andit is interesting to notice how theerror for the first seven modes when
using only two equivalent dashpots to represent four dashpotsis smaller than 10%,
which in the field of dampingidentification is already a reasonably positive result.
The methodis then capable not only of obtaining valuable information about the
location and the magnitude of the single source but also to keep modal values
close to the exact ones.
5.2.2 Case la: same damping coefficients with known lo-
cation
A subcaseof case 1 is considering the same problem when one or more damping
locations are known. For example, consider the case when the location of the
dashpot at degree of freedom 3 is known. Starting from this information, a
different pattern of solutions is found by forcing the presence of DOF 3 in the
column selection, summarised in table 5.5.
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Numberof Dashpots Damping 0;
dashpots DOF coefficients (Ns/m) (deg)
1 3}-| - - 0.856} - - - 72.055
2 3}- - 17] 0.322] - - 0.148 2.284
3 3} - 13} 19} 0.060} - 0.177 0.049 0.120
4 3}5}|13}17} 0.1 0.099} 0.1 0.101 0.001
[ Original [3]5]13])17] 01 [| 01 [ O1 |] O1 | - |
Table 5.5: Results for case la.
Despite the fact that the angle between column number3 and the energy vectoris
large, adding a second dashpot to the identification process immediately reduces
the angle to 2.284 degrees with reasonable results in terms of location and value.
This new set of possible solutions is also valid and leads to the same solution of
case 1 when four equivalent dashpots are used.
Results from case 1 and case la represent different sets of energy equivalent
solutions to the same problem, obtained using different initial information. Which
one is better is difficult to judge since it depends not only on the agreement
between modal damping ratios and correct locations of the sources, but also on
the problem under examination. An incomplete set of dashpot locations might
represent certain modes well and this could be a practical good solution, though
not the physically correct one.
5.2.3. Case 2: different damping coefficients
In case 2 the dashpots and accelerometers are located at exactly the same de-
grees of freedom as case 1, but the value of their viscous damping coefficientsis
different so that there are now large sources of damping to identify together with
smaller and possibly negligible ones. The values of the damping coefficients for
case 2 are shownin table 5.6. The same procedureas case 1 is used with the same
forces configuration and amount of noise. The results are summarised in table
5.7. In this case results are qualitatively better than in case 1 for two distinct
reasons. Firstly, the location of dampingis always correct even using the first ap-
proximation with only one equivalent dashpot. Secondly, the order the dashpots
are selected using the minimum angle criterion is from the largest to the smallest
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 Dashpots Damping
DOF coefficients (Ns/m)
[3] 5[13] 17] 0.01 [05/01] 1 |   
Table 5.6: Dashpots configuration for case 2.
damping coefficient. This is a good result from an engineering point of view since
 
Numberof Dashpots Value of damping v; (deg)
dashpots DOF coefficients (Ns/m)
1 -}-| - 17) - - - 1.084 12.557
2 -/|}5] - 17] -) 0.581 - 1.042 1.029
o -/|5]13}17] - 0.506 0.124 0.989 0.263
4 3/5/13] 17}0.01]) 0.5 0.1 1 0.001            | Original [3]5]13]17]001] 05 | 01 | 1 | - |
Table 5.7: Results for case 2.
in real problems there is not much information about the total numberof sources
of damping and one must decide at what level of approximation to stop. If, for
example in this case the decision is to consider a two-dashpot equivalent system
then the two most important sources are correctly located whereas the smallest
ones are somehow included through a small increase in the value of the damping
coefficients of the larger ones.
5.2.4 Case 3: Viscous and Coulombfriction
Oneof the advantages of the energy methodis the fact that it is theoretically able
to identify sources of damping that are different from viscous damping. To check
if this feature works effectively, a simulation on the previous structure damped
with both viscous dashpots and Coulombfriction devices (figure 5.3) has been
tested. A total of six damping sources (three viscous and three Coulombfriction)
have been attached to the cantilever beam. The values of the viscous damping
coefficients and the values of the product Fi, of the normal forces F;, and the
friction coefficients ju
F.=nF, (5.20)
102
       
          
/
X7 Xi X19
C] oO CTl l l
Fey bees Fig
C3 C13 C17
777> J ALP
Figure 5.3: Numerical simulation: cantilever beam with three absolute vis-
cous dashpots attached at DOF 3, 13 and 17, three Coulomb
friction devices attached at DOF 7, 15 and 19 with acceleration
measurements at DOF 7, 11 and 19.
as described in section 2.2.3 are displayed in table 5.8.
 | Viscous damping coefficients | F, |
DOF 3 13 17 7 15 19
Value 0.2 Ns/m 0.5 Ns/m 0.15 Ns/m 3.2N 5.1N]1N         
Table 5.8: Damping sources configuration for case 3.
The method works in the same way as the previous two cases with some small
differences. Maintaining the same damping pattern as the previous examples for
the possible location of the sources, the size of matrix G is doubled (8 x 40 instead
of 8 x 20) since it contains the integrals of both types (viscous and Coulomb
friction) in the form
dt Ty qh Ty
f x!L,xdt ces f x!Looxdt J x?Lsen(x)dt oo J x™Laosgn(x)dt
0 0 0 0
Ts Ts Tg Tg
f x™L,xdt ai i f xTLooxdt f x?Lsen(x)dt 6a f xLoosgn(x)dt
0 0 0 0) (5.21)
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and vector c is also doubledin size (it is now 40 x 1) in the form
Cy
cc= EF, (5.22)
F.20
whereas the length of e remains unchanged(8 x 1) since it depends on the number
of excitations only. The terms of matrix G have different orders of magnitude
between the viscous and the Coulomb friction parts. The integrals in the first
twenty columns are proportional to the squared velocities whereas the remaining
columnsare related to the absolute value of the velocities. This may lead to scal-
ing problems when solving the energy equation through least squares techniques,
so matrix G and vector e are normalized in order to solve the equation and sub-
sequently the solution of the normalized equation is converted to the solution of
the original equation. The integrals in the form
Ti
/ x™L,sen(x)dt (5.23)
can be solved analytically. The accelerations previously written in the form
&;(t) = asin(w;t) + bcos(w;t) (5.24)
can be written as
£;(t) = pcos(w;t — vy) (5.25)
where
p=vVa?+b? (5.26)
and
[6yp = cos p if a>0 (5.27)
[6p = — cos D if a<0 (5.28)
Velocities become
1#(t) = oP cos(w;t — y) (5.29)
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and assuming QnTs (5.30)
Wi
the integral combining, for example, degrees of freedom 1 and 2 will be
2aTi
J sven£)dt =p= 2 [snot — y,) sgn(sin(w;t — y2))dt (5.31)
0 v
Since the function is periodic, the value of the definite integral between 0 and
27/w; is the same as the one between 2/w; and (2 + 27)/w;. To integrate the
sign function it is possible to split the integral into two parts according to
 
  
sgn(sin(w;t — Y2)) = +1 for Pct< “- “ (5.32)
Wi i
2sniinws—p))=-1 br “22 22eet= (5.33)
Wi Wi
so that
potnr egt2n  -Ti wi;
J svsen(ia)at— / sin(wjt — y,)dt — / sin(w,;t — ~,)dt (5.34)
; Wj ;0 7 Els
e Ss
which results in r
. : 4p,4\sgn(2)dt = BP cos(y1 — Y2) (5.35)
0 u
In a n degrees of freedom system (as in this case) for the i” excitation the two
vectors are defined as
Pi; 1;
B=¢ : g; = : (5.36)
and the matrix of phase differences cosines Pp as
cos(~1 — 91) cos(~2— 1) --. Cos(~n — Y1)
Pp = cos(~1 — 2) cos(y~2— 2) .-. Ccos(Y~n — Y2) (5.37)
cos(%1 — Yn) cos(~2— Yn) .-- Cos(Yn — Yn)
The analytical solution of the integral in eq. (5.23) for responses in the form of
eq. (5.25) is then
Ti 4/ x"Ljsgn(x)dt = Pi+PpLjun (5.38)
Oo
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where u,, is the unity vector
Un=¢ : e€R™! (5.39)
1
It is now possible to build matrix G analytically and to proceed to the minimum
angle selection to locate the damping sources and to solve the energy equation
as in the previous case. It is not known priori if the equivalent sources to
identify are related to viscous damping or Coulombfriction. In this specific case
(with three viscous dashpots and three Coulombfriction devices attached to the
structure) it is possible that the equivalent system could consist of six viscous
dashpots as well as six Coulomb friction devices. The results of the identifica-
tion are summarised in table 5.9. As in previous cases, the rotational degrees
 
     
Numberof Viscous damping DOF Coulombfriction DOF
dashpots and coefficients (Ns/m) and F, (N)
1 DOF - - - - 13 - -
Value - - - - 35.3 - -
9 DOF - - : - 13 15 -
Value - - - - 29.7 4.6 -
3 DOF - - 13 - - 15 19
Value - - 0.45 - - 8.4 6.2
4 DOF 3 11 13 17 - - -
Value 0.36 0.06 0.51 0.25 - - -
5 DOF °s 7 13 17 - 15 -
Value 0.28 0.08 0.52 0.20 - 3.4 -
6 DOF 3 - 13 17 7 15 19
Value 0.20} - 0.5 0.15 3.18 5.08 1
Ouicival DOF 3 ~ 13 17 7 15 19
Value 0.2 - 0.5 0.15 3.2 5.1 1      
Table 5.9: Results for case 3.
of freedom (which are indicated using even numbers) are never selected by the
minimum angle criterion showing that the method somehow understandsthe di-
rection of the damping sources. It can be seen that the two largest sources for
each type are correctly located using three equivalent dashpots. Unfortunately
the quality of the damping location for the Coulomb friction devices seems to
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decrease when four dashpots are used. The reasons for this are not clear but
it must be said that the selection is based solely on the angle between vectors
from an incomplete set of data and the amount of information which can be ex-
tracted with few measurementsis still remarkable. Using an appropriate number
of equivalent dashpots leads to the correct solution (with small differences due
to noise contamination) confirming that the equations used have been correctly
formulated. The error between the identified energy vector and the original one,
however, always decreases with an increasing numberof equivalent dashpots.
The numerical simulation on the cantilever beam appears to be reasonably suc-
cessful for the three cases proposed. The results are particularly good for case
2, where the location is always correct and the dashpots are selected from the
largest to the smallest. Cases 1 and 3 behaveslightly differently but a logical
trend is visible and the results can be explained and justified using reasonable
physics and engineering considerations. The next simulation on a larger structure
aims to test the identification of relative dashpots between two different degrees
of freedom when the amount of data available is considerably smaller compared
to the size of the model.
5.3 Goland wing
The Goland wing(figure 5.4) is a benchmark structure in aeroelastic studies and
provides a valid example for testing the dampingidentification method on a more
complex structure than the previous cantilever beam. Thefinite element model of
the heavy version of the Goland wing is composed of upper and lowerskins, three
spars, eleven ribs, three spar caps, eleven rib caps and 33 posts (1-D elements)
with nominal thicknesses and areas as defined [118] in tables 5.10 and 5.11.
 | Parameter | Thickness (m)|
Upper and lower wing skins 0.0047
Leading andtrailing edge spars 0.00018
Centre spar 0.0271
Ribs 0.01058    
Table 5.10: Nominal values of thicknesses for the Goland wing FEM.
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 Figure 5.4: Finite element model of the heavy version of the Goland wing
 Parameter | Areas (m?)|
Leading andtrailing edge spar caps 0.003865
Centre spar cap 0.013898
Rib caps 0.003921
Posts 0.000074    
Table 5.11: Nominal values of areas for the Goland wing FEM.
Each node of the finite element model has three degrees of freedom (translation
along x, y and z axis) for a total of 198 degrees of freedom. Six nodes (at
coordinate y = 0) are clamped reducing the size of the system matrices to 180 x
180. The aim of this simulation is to check the performance of the method when
dealing with the identification of relative dashpots between two different degrees
of freedom. In this case fourteen viscous dashpots acting on the vertical degree
of freedom (z axis) of fourteen couple of consecutive nodes is applied as shown in
figure 5.5. These dashpots create a damping force which is proportional to the
relative velocity in the z direction of the two connected nodes. The value and
the location of the dashpots have been chosen in order to spatially cover most
of the wing and to obtain damping ratios ¢; for the first ten modes in the range
0.01-0.06 (table 5.12) which is an average typical value for mechanical systems.
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All dashpots have the same damping coefficient equal to 2919 Ns/m. The nodes
 
Figure 5.5: Location of viscous dashpots on the Goland wing
are numbered starting from the clamp to the free end of the upper part of the
wing (node 1 to node 30, three nodes for each rib excluding the clamped one)
and in the same way for the lower part of the wing (node 31 to node 60). For
clarity, x and y direction degrees of freedom will not be displayed in the results so
that DOFs 1 to 60 indicate the z direction only; however they have been included
in the calculations. The identification methodis not restricted to one-direction
sources of damping; the dashpot pattern proposedis just a simple example with
the purpose of showing the philosophy and the physical meaning of the equivalent
spatial damping identification on large structures. The fourteen dashpots have
been located between the following groups of nodes: 1-4, 5-8, 9-12, 13-16, 17-20,
21-24, 25-28, 32-35, 36-39, 40-43, 44-47, 48-51, 52-55, 56-59. It can be seen that
the modal damping of mode 4 is zero; this is due to the fact that mode 4 is an
in-plane mode andthereis no relative displacement in the z direction.
In this example, there are no dashpots connecting the structure to the ground
so the damping pattern selected for the identification is different from the one
selected for the cantilever beam. In this case it is preferred to use the relative
dashpot localisation matrices described by eq. (4.18). In this part of the iden-
109
 |
Mode | Frequency (Hz) | ¢ |
 
 
1 1.967 0.0216
2 4.047 0.0092
3 9.651 0.0192
{ 13.272 0.0000
5 13.450 0.0263
6 17.998 0.0233
7 23.888 0.0292
8 29.940 0.0452
9 31.017 0.0495
10 35.196 0.0569     
Table 5.12: Natural frequencies and damping ratios of the first 10 modes
of the Goland Wing.
tification process engineering knowledge of the structure is used to reduce the
possibilities for the location of the damping sources. A set of single frequency
harmonic excitations at frequencies close to those of the first five modes has been
used to perform the energy-balance dampingidentification method. Considering
that the system possess 180 modes, the information used to identify the equiv-
alent viscous damping matrix represent a small percentage of the whole data
theoretically available. This is a useful test to evaluate the behaviour in case of
modal incompleteness in the data.
The response of the system excited by single frequency harmonic excitations
has been simulated in Matlab by using the damping matrix described in the
previous section together with the mass and stiffness matrices extracted from the
MSC.NASTRAN model used in [118, 119] derived from the Goland wing model
described in [120] originally developed by Goland [121]. The response can be
calculated in two ways: numerically or analytically. The first way consists of
using the three system matrices in a Simulink model. By applying a harmonic
source to the system the differential equations of motion are solved for each
time instant by using the Matlab “ode45” solver to obtain accelerations which
are then numerically integrated to obtain velocities and displacements. This
approach has been used in previous simulations of the cantilever beam since
it allows the calculation of the response of a system with different sources of
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damping (included non-viscous sources) and gives an easy visualisation of the
measurements, including the transient.
However, for the application of the energy method in this specific case the ap-
proach is not convenient for two main reasons: firstly, solving a system of 180
coupled differential equations for each time instant is computationally intensive
and secondly the energy method is based on the steady-state response so it is
necessary to wait for the transient to end, which could take a significant amount
of time and calculation depending mainly on the level of damping. Since in this
case the dampingis viscous and the closed form solution of the forced response of
a viscously damped multi-degree-of-freedom system is available in literature [44]
and has been described in section 2.3.2, the analytical solution has been used to
produce the necessary data to apply the identification method,i.e. the velocities.
Following a similar procedure to the one used for the cantilever beam, the re-
sults of the identification are represented in figure 5.6 The size of the red circles
 
Figure 5.6: Location of the identified viscous dashpots on the Goland wing.
represent the amplitude of the damping sources with respect to the ones shown
in figure 5.5. The limited amount of data used provides an identified viscous
damping matrix which does not exactly represent the spatial distribution of the
original dashpots but it gives an energy-equivalent result which is valid for the
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five modes considered.
A relative dashpot with a viscous coefficient c located between two degrees of
freedom p and q produces four entries in the viscous damping matrix. Two of
these entries are off-diagonal terms located at the p® column of the gq‘ row and
vice versa, both equal to —c, whereas the other two entries are on the diagonal
on the p™ and q'" row. Since the whole 180 x 180 matrix is difficult to display,
an estimation of the quality of the damping location and identification can be
extracted from the plot of the sixty terms corresponding to the vertical degrees of
freedom, from the diagonal of the identified damping matrix versus the original
damping matrix (figure 5.7). As already mentioned, the degrees of freedom from
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Figure 5.7: Amplitude of the diagonal elements of the identified and orig-
inal damping matrices
1 to 30 represent the upper part of the wing whereas the degrees of freedom from
31 to 60 refer to the lower part. It can be seen that the identified values are of
the same order of magnitude of the original values and in some cases the location
is very accurate too (see for example degrees of freedom 1 and 4). There is also
an almost “empty” area between degrees of freedom 25-30 in the upper part and
between 31-38 in the lower part. This can be explained by the fact that the
identified equivalent damping in the 1-15 upperzone is larger than the original
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damping, therefore it compensates for the missing dashpots in the lower 31-38
zones whereasthe big values between DOF's 50 to 60 in the lower part compensate
for the missing damping in the corresponding upper part. Another factor that
affects the location of damping in case of incomplete data is that some of the
original dashpots could have been located between degrees of freedom which do
not have large relative velocities in the range of frequencies considered. Identify-
ing their location becomes moredifficult with a limited number of measurements
and other locations are preferred for the energy-equivalent model. From a modal
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Figure 5.8: Modal damping ratio comparison for the first 10 modes.
point of view, the results are shown in figure 5.8 and table 5.13. The agreement
between the modal damping coefficients of the original and identified system is
very accurate for thefirst five modes used to perform theidentification (the maxi-
mum erroris -0.104%) andit is still acceptable for further modes with reasonable
errors up to 4%. The energy methodis then able to give a reasonable spatial
pattern of dashpots with viscous damping coefficients of the same order of the
original one together with a good agreement of the modal properties even on large
structures using a relatively small amount of data.
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 | Mode | ¢ Original | ¢ Identified | Error (%)|
 
1 0.021636 0.021635 -0.003%
2 0.009169 0.009169 -0.001%
3 0.019158 0.019149 -0.045%
4 0.000000 0.000000 0.000%
5 0.026271 0.026243 -0.104%
6 0.023350 0.023658 1.319%
7 0.029190 0.029165 -0.086%
8 0.045236 0.045047 -0.417%
9 0.049506 0.047473 -4.107%
10 0.056917 0.054697 -3.901%      
Table 5.13: Identified versus original modal damping comparison
5.4 Closure
The numerical simulations on two different structures with different damping con-
figurations have been studied in order to evaluate the advantages and drawbacks
of the method proposed. This methodis a spatial identification method aimed
at providing information about the location and amplitude of the sources of en-
ergy dissipation in order to link the dampingto a specific region or to a specific
physical phenomenon. This method seems to give valuable information in all
the cases proposed. The numerical simulation on the cantilever beam appears to
be reasonably successful for the three cases proposed. Particularly in case 2 the
location is always correct and the dashpots are selected from the largest to the
smallest. Cases 1 and 3 present some inaccuracies due to limited data and noise,
but a logical trend is visible and the results can be explained using engineering
considerations. In the Goland wing example, the identified damping pattern ob-
tained possess viscous damping coefficients of the same order of magnitudeas the
original and the location is globally representative of the spatial distribution on
the wing. From a modal damping point of view, the two systems (original and
identified) are very close to each other for the first five modes used to identify
the damping and remain close for further modes.
Although these results are encouraging, they are not sufficient to validate a
method. Simulations can validate the mathematics behind the method and even-
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tually the effect of noise or other kinds of contaminations, however they are not
able to validate the relationships between the real world and the way the damping
is modelled and the approximations introduced. For these reasons in the next
chapter two different experiments have been designed in order to test the method
on real structures with different sources of damping.
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Chapter 6
Experiments
6.1 Introduction
Most of the identification methods found in the literature work very well in the-
ory and in simulations but there are not many papers on their validation with
regard to real structures, especially for the location of the sources of energy dis-
sipation. An interesting article on the subject is written by Srikantha Phani and
Woodhouse [84], who compared the performance of a numberof specific identifi-
cation routines on two different test structures: a three cantilever beam system
and a free-free beam. In this chapter the proposed energy balance identification
method is tested on two structures: an aluminium cantilever beam with nominal
dimensions close to the one of the numerical simulations described in chapter 5
and a five degrees of freedom mass-spring structure. Both structures have been
designed and built for the purpose of validating the method andseveral different
damping devices (eddy current dashpots, air viscous dashpots, Coulombfriction
devices) have been attached to these structures in order to locate and evaluate
their damping properties.
6.2 Design of experiment 1: cantilever beam
Since the numerical simulations on the cantilever beam performed reasonably
well, the idea is to repeat a similar experiment on a real structure. A sketch of the
experiment is showedin figure 6.1. The cantilever aluminium beam has nineteen
equidistant holes in orderto have different locations for the damping devices along
the length of the beam by means of small wings attached to it. The dimensions
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 Figure 6.1: Cantilever beam experimental setup
and material of the beam have been designed so that the natural frequencies of
the first ten modes are well separated from each other, in order to minimise the
effect of each mode on thoseclosest to it. The chosen material is aluminium since
the damping devices that will be used on the beam include magnets and there
could be unwanted interactions in case of ferromagnetic materials, even if they
are located considerably far from the beam. After choosing the dimensions of the
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Figure 6.2: Effect of the length of the beam on natural frequencies
rectangular section of the beam (40 x 4 mm), an eigenvalues analysis based on a
FEMof the beam(figure 6.2) was performedin order to choose the optimal length.
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Figure 6.3: Effect of added mass on natural frequencies
An appropriate length was found to be 560 mm. The mass of the wings attached
to the beam to provide damping will have an effect on the dynamics of the beam
(figure 6.3) which has been considered in the design. The mass for one pair of
wings at the same degree of freedom wascalculated as 0.014 Kg. In table 6.1 are
displayed the values of the natural frequencies of the first ten modes for three
different wings configuration: the beam only without added mass (configuration
1), the beam with wings at 500 mm distance from clamp (configuration 2) and the
beam with wings at 200 mm distance from clamp (configuration 3). It can be seen
that frequencies are well separated and the location of the wings does not affect
modes considerably if the wings are reasonably light. The shape of the wings
was optimised in order to provide enough conductive material for the magnetic
dashpot, described in the following section, while keeping the mass of 0.014 Kg.
The beam is stiffly clamped in compression between two large steel blocks. Ten
translational accelerometers are placed along the beam, five for each side and
equidistant from each other; no rotational degrees of freedom are considered.
Degrees of freedom are numbered from 1 to 10 starting from the clamp to the
free end and a shaker, which provides the external excitation forces, is placed at
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 [Mode | Description | w (Hz) case 1 | w (Hz) case 2 | w (Hz) case 3 |
     
1 1* bending xy 10.380 9.7256 10.536
2 2°? bending xy 65.034 64.271 63.469
3 1* bending xz 103.05 96.679 102.82
4 3° bending ry 181.98 182.42 177.66
5 1** torsional 269.11 233.66 264.09
6 4 bending xy 356.75 357.91 393.13
7 5 bending ry 588.27 591.69 582.99
8 2™* bending xz 628.73 623.06 606.53
9 2"* torsional 809.35 754.52 684.69
10 6bending xy 885.38 885.09 873.69 
Table 6.1: Natural frequencies for three different wing configurations
DOF3 (figure 6.4). The complete experimental setup is shown in figure 6.5. On
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Figure 6.4: Experiment 1: DOFs numbering and location of the shaker
the left a magnetic eddy current dashpot is visible acting on DOF 9 where the
two wings are attached,five accelerometers can be seen on oneside of the beam
whereas the other five are on the opposite side; the large white cylinder is the
shaker. As previously discussed in the introduction, all structures exhibit some
forms of damping. In this case there would certainly be some energy dissipation
in the clamp, which cannot be considered completely ideal, and also somefriction
between the beam and thesteel blocks of the clamp. The cables connected to the
accelerometers will also dissipate some vibration as well as the material damping
of the aluminium itself. However, the experiment is aimed to locate and measure
the external added sources of damping which are meant to be larger than these
intrinsic values which can then potentially be neglected.
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 Figure 6.5: Experimental setup
6.3. Damping sources
The three different damping sources chosen for this experiment consist in eddy
current dashpots, air viscous dashpots and Coulombfriction devices. The mag-
netic eddy current dashpots provide a damping force close to viscous damping
with the advantage of not having moving parts in contact so that unwanted forms
of friction are avoided. The air viscous dashpots consist in the traditional cylin-
der with a movable piston which creates a damping force proportional to velocity
by forcing a laminar flow of air through a restriction. The Coulombfriction de-
vices are essentially callipers which compress the wings through an adjustable
normal force; different materials can be used on the contact surfaces to change
the friction coefficient.
6.3.1 Magnetic eddy current dashpot
The movement of a conductor (in this case the aluminium wing) through a sta-
tionary magneticfield (figure 6.6) generates an electromagnetic force that creates
a damping effect proportional to instantaneous velocities similar to pure viscous
damping {12, 13]. By varying the air gap between the magnet and the conductor
it is possible to vary the damping coefficient of the dashpot. This coefficient
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can be estimated if the size of the magnets and conductor are known [11]. The
value of the damping coefficient can be further increased by using two magnets
placed on the two sides of the conductor with opposite direction of the magnetic
flux density B,,. The viscous damping coefficient of this device is proportional
Conductor
 
 
Air gap  
  ~ Magnet
Figure 6.6: Eddy current dashpot model
to the size and geometry of the magnet and the conductor, the magnetic flux
density in the direction orthogonal to the displacements, the electric resistance of
the conductor and the air gap between the magnet and the conductor [11]. The
 
Figure 6.7: Magnetic eddy current dashpot located at DOF 9
constraint on the mass of the wings, which represent the conductor (aluminium)
of the eddy current dashpot, limits the value of the damping coefficient in the
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0-1.5 Ns/m range depending on the air gap between the magnet and the conduc-
tor. This value seems to be a valid compromise in order to have a light device
providing viscous damping withoutfriction.
6.3.2 Air viscous dashpot
The viscous dashpot(figure 6.8) used in the experimentsis a precision air damp-
ing dashpot by Airpot® type 2KS160A2.0TX which is able to produce higher
damping coefficients than the magnetic eddy current dashpot, in the 0-20 Ns/m
range, with the minor disadvantage of experiencing a small amount of energy
dissipation by friction due to the movable parts in contact.”
 
Figure 6.8: Air dashpot at DOF 4
However, this amount of energy is relatively small compared to the energy dissi-
pated by viscous damping, soit is assumedto be negligible during the identifica-
tion process. The value of the damping coefficient in this case can be varied by
adjusting a screw which reduces or increases the section of the hole where theair
is forced to flow through. Even if the viscous dampingcoefficient is theoretically
constant at any frequency and this kind of dashpots are normally used to repre-
sent viscous damping, it has been found that the actual dampingcoefficient is not
constant but it varies considerably depending on the frequency. For this reason
an average value of the damping coefficient within the range of frequencies used
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in the identification process has been previously estimated on the dashpot only
in order to compare it with the value identified once attached to the structure.
6.3.3. Coulomb friction device
The Coulomb friction device consists of the simple system showedin figure 6.9.
A calliper acts on the aluminium wing by meansof a normal force obtained by
turning the screwin the middle of the device creating a deflection of the two small
beams. The normal force can be adjusted using the screw while films of different
 
Figure 6.9: Coulombfriction device at DOF 9
materials can be applied to the wings and to the callipers to provide different
combinations and different friction coefficients w. On the back of the calliperit
is possible to measure the tangential force through a load cell transducer while
the normal force can be measured by static tests before starting the dynamic
experiment.
6.4 Test procedure
The experimental procedure is similar to the procedure used for the numeri-
cal simulations; a preliminary Frequency Response Function of the undamped
structure under investigation (the cantilever beam only) is measured in order to
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choose the frequencies at which the excitations will be applied for the identifica-
tion method. The choice is to use frequencies close to the ones of the first eight
modesof the undamped system, where the effect of damping is morelikely to ap-
pear when the additional sources will be attached. The structure is then excited
using these single-frequency forces and maintaining the input energy as constant
as possible in order to have similar order of magnitude in each row of matrix G
and vector e in eq. (4.22). The measured data from the load cell attached to the
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Figure 6.10: Typical measured force versus harmonicfitted force
shaker and the ten accelerometers are then fitted to a harmonic function. In this
ten degree-of-freedom system, with the shaker attached at DOF 3, the measured
forces vector will take the form
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(6.1)
and f;(t) will be fitted to the harmonic function
fi(t) = rj sin(w;t) + s; cos(w;t) (6.2)
by estimating the two coefficients r; and s; using least squares techniques. A
representative typical measured force versusits fitted harmonic function is shown
in figure 6.10. The same procedure is done for the acceleration measurements
(figure 6.11). In this example, the vector of measured accelerations will be
£1, (t) a, bi,
a(t) = : = ; sin(w;t) + : cos(w;t) (6.3)
10, (t) Q10; bio,
or
X;(t) = a; sin(w;t) + b; cos(w;t) (6.4)
Once a; and b; have been estimated, velocities and displacements can be calcu-
lated by analytical integration as
at) = - (—a; cos(w;t) + b; sin(u,t)) (6.5)
x(t) = = (a; sin(w;t) + b; cos(w;t)) (6.6)
i
This harmonic fitting is not necessary but it is advantageous for many reasons.
For example, the analytical integration of the harmonic-fitted accelerations is
faster than using the fast Fourier transform (FFT) on all frequencies and then
apply the inverse to obtain velocities and displacements. The sameis valid for the
integrals present in matrix G and vector e. Since the excitation frequencies are
known and the nonlinearities present in the system are considered negligible, it is
an acceptable approximation to assume that the responseis at the same frequency
of the excitation. This is an important advantage since it must be considered that
the amount of measured data when using this method is considerably large. A
certain number of periods of the time histories with a proper resolution is needed
for each accelerometer and force transducer (for each excitation frequency, for
each test) which results in large files that would have taken a large amount of
time to be integrated numerically. However, in order to check if the chosen
approximation was reasonable, the values for the entries of matrix G and vector e
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Figure 6.11: Typical measured acceleration versus harmonic fitted acceler-
ation
in the very first experiment obtained by analytical and numerical integration have
been compared. The maximum erroris found to be 0.12% by using the analytical
harmonic fitted solution instead of the numerical inverse-FF'T integration, and for
this simple ten degree-of-freedom example the ratio between the time consumed
to perform the integrations using the two methods is about 1 to 250. Moreover,
high frequency noise is automatically filtered by assuming a linear relationship
between input force and response. Other numerical integration related problems
such as the error in the trapezoid sum or phaseshifts are also avoided or reduced
by analytical integration.
In order to compute matrix G it is necessary to choose a parameterisation for
the damping matrix by meansofthe localisation matrices L,; described in section
4.2.2. In this experiment the dampingis going to be applied between some degrees
of freedom and the ground so ten relative dashpot localisation matrices in the
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form
00 0 -:-:-- 0
010 --- 0
L,=| 00 0--- 0 (6.7)
Poe & % JY
000 0 0
have been used (eq. (6.7) refers to a dashpot connected between DOF 2 and the
ground, for example). Moreover, a matrix in the form
is used to represent dissipations between all pairs of two consecutive degrees of
freedom. These energy dissipations are assumed of equal magnitudesince nothing
is connected between two of these DOFs and all damping is due to material
dampingin the aluminium, which is considered an homogeneous material. There
might also be some dampingdue to the accelerometers’ cables, which can be larger
in the proximity of the clamp (DOF 1) since there are ten cables there compared
to the free end (DOF 10) where only the cable of the last accelerometeris present.
A total of eleven equivalent viscous damping coefficients are identified to represent
the damping of the structure. Once matrix G and vector e have been calculated
for each test, the identification procedureis the sameas the numerical simulations
in chapter 5, i.e. by applying the non-negative least squares algorithm and the
minimum angle criterion.
6.5 Results for experiment 1
In this section the results of the energy equivalent damping identification are
presented on different damping configurations: the undamped cantilever beam
(referred as “offset damping”, i.e. the intrinsic damping of the structure itself
without any added source), the cantilever beam with a magnetic dashpot attached
at DOF 8, the cantilever beam with an air dashpot attached at DOF 8, the
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cantilever beam with a Coulombfriction device attached between at DOF 6 and
the cantilever beam with two air dashpots attached at DOFs6 and 8.
6.5.1 Case 1: undampedcantilever beam
The first experiment is performed on the undampedcantilever beam in order to
estimate the offset damping due to the clamp, material damping, cables, air and
everything else. The identified equivalent viscous damping matrix C,q for the
range of frequencies selected (10 + 1000 Hz)is
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and it is shown in figure 6.12. Immediately visible is a large value (5.67 Ns/m) in
the proximity of the clamp (DOF 1), with similar, albeit smaller, values for the
rest of the beam. This result was expected since the clamp region is the most
C
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Figure 6.12: Identified damping matrix for case 1
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affected by the damping due to the non-perfect boundary conditions and cables.
However, the values of damping coefficients are larger than it was expected by
preliminary studies during the design stage, confirming how dampingis difficult
to predict and to model a priori. From an energy point of view, it is not strictly
valid to compare the value of the coefficients of the equivalent viscous damping
matrix in order to find the largest sources of damping. The energy dissipated in a
particular degree of freedom is obviously proportional to the damping coefficient
but also to the velocity of that DOF. For this reason the degree of freedom with
the highest damping valueis not necessarily the one which dissipates most energy
in a certain frequency range. It makes more sense to compare the percentage of
energy dissipated in a particular degree of freedom compared to the total energy
dissipated by the whole damping matrix, in the frequency range of interest, as
shownin figure 6.13. In the undamped case the energy dissipated in the clampis
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Figure 6.13: Energy DOF contribution (% of the total dissipation) of the
identified damping matrix for case 1
still relatively the largest, since there are no other important external sources of
damping and material damping seems to be negligible. However, in subsequent
cases this way of displaying the results will help with the location of the main
sources of energy dissipation. The identified damping matrix for case 1 will be
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used to compare the other cases for detecting the additional damping provided
by the different devices.
6.5.2 Case 2: single magnetic dashpot
The first damped experiment uses the magnetic eddy current dashpot described
in section 6.3.1 as additional external source of viscous damping. Due to the
constraints occurred during the design stage the maximum damping coefficient
attainable with this device in the frequency range of interest, according to Nagaya
and Kojima [11], is 1.5 Ns/m. This value is of the same order of magnitude (or
even smaller) of the offset damping, which has been found to be larger than ex-
pected, so locating and identifying it could be challenging. The magnetic dashpot
has been attached between degree of freedom 8 and the ground as showninfigure
6.14, and its viscous damping coefficient has been set to the maximum value 1.5
Ns/m. The identified damping matrix is shown in figure 6.15. The magnetic
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Figure 6.14: Case 2: magnetic dashpot location (DOF 8)
dashpot creates some small disturbances with respect to the matrix identified
from the undampedsystem in figure 6.12 and evenif a small value (1.17 Ns/m)is
present at degree of freedom 8 (where the magnetic dashpotis actually located),
the system seems to exhibit some damping of approximately the same value at
DOFs2 and 6 too, which is not present in the real system. The plot of the energy
contributions in figure 6.16 shows that the clamp is no longer the main source
of energy dissipation but the effect of the magnetic dashpotis still too small to
be correctly located. Although the results of this first case are not particularly
successful, there are some positive aspects that can be extracted from the com-
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Figure 6.15: Identified damping matrix for case 2
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Figure 6.16: Energy DOF contribution (% of the total dissipation) of the
identified damping matrix for case 2
parison of the undamped case with this lightly damped example. Firstly, the
normofthe identified damping matrix which has increased from 5.6863 Ns/m to
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6.1293 Ns/m showing that the added dashpot has a direct effect on the identified
damping matrix in the right direction. This could look banal but considering
the uncertainty and simplicity of the chosen damping model (only eleven viscous
linear parameters to describe and locate all sorts of energy dissipation in a real
structure) and the numberof assumptions and approximations made during the
handling of measured data, it was not so obvious. Secondly, though the method
is not able to explicitly locate the magnetic dashpot, the general damping pattern
is reasonable and confirms the presence of damping in the clamp region and the
second largest value of the damping matrix at the right degree of freedom (DOF
8). A conclusion of this first experiment is that the external added damping
source which was meant to be identified has been undersized during the design
stage and as such the methodis not particularly effective in locating it. This is
because the useful information is lost within the offset damping.
6.5.3. Case 3: single air dashpot
Following the results of case 2, the choice for case 3 is to use a dashpot with
a larger damping coefficient at the same degree of freedom (DOF 8). The air
dashpot described in section 6.3.2 has been used, with a damping coefficient set
to 5 Ns/m bya previous experiment on the daspot alone. The identified damping
matrix is shown in figure 6.17. The identified damping matrix presents a peak of
4.4312 Ns/m at the location where the air dashpot is attached, some small values
at DOFs 3, 4 and 7 and the usual large value in the clamp region. Despite the
value of the identified damping at the location of the air dashpot being slightly
lower than expected, the value of the coefficient in the clamp region (DOF 1) has
increased from 5.67 Ns/m to 7.75 Ns/m. This result may look strange but it must
be considered that DOF1 is the one with smallest velocities in the frequency range
under examination, so the actual increase from an energy point of view is not
particularly remarkable. From theplot of the energy contributions (figure 6.18) it
is now clear that the main sourceof dissipation is given by the added air dashpot
at DOF 8. Unexpectedly, there seems to be some kind of energy dissipation
at DOFs 3 and 4. These “perturbations” may occur for numerical or physical
reasons: one interpretation may berelated to the minimum angle selection which
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Figure 6.18: Energy DOF contribution (% of the total dissipation) of the
identified damping matrix for case 3
might select the wrong column(in section 4.2.4 it is stated that the method does
not guarantee a correct location but it just leads to it in most cases; even in
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numerical simulations it happened to have wrong but reasonable solutions). A
physical reason, instead, could be the fact that the shaker is attached at DOF 3
and it surely affects the dynamics of the structure and the damping as well. The
results obtained in case 3 seem reasonably good and it appears that if the source
is relatively big and the type of damping is mainly viscous, the methodis able
to locate the source and its magnitude effectively. In the next case a non-viscous
source is attached to the system to check if an equivalent viscous damping system
is able to give useful information on this different kind of source as well.
6.5.4 Case 4: single Coulomb friction device
In case 4, a Coulomb friction device such as the one described in section 6.3.3
has been attached between degree of freedom 6 and the ground, as schematically
shownin figure 6.19. A thin sheet of biaxially-oriented polyethylene terephthalate
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Figure 6.19: Case 4: Coulombfriction device location (DOF 6)
(boPET, commercially known as Mylar) has been placed between the callipers
and the wing to obtain the desired friction coefficient. The identified damping
matrix is shown in figure 6.20. Although the viscous model does not reflect the
true physics of Coulombfriction as explained in section 2.2.3, the energy method
is able to locate the source of damping at the right degree of freedom for this
device too. An equivalent viscous damping coefficient of 3.2776 Ns/m has been
obtained on the diagonal of the identified matrix corresponding to DOF 6. This
viscous damping value is considered equivalent in terms of energy dissipated per
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Figure 6.20: Identified damping matrix for case 4
cycle to the energy dissipated by Coulombfriction through the relationship
TCequwx, = 4uFrZo (6.10)
wherew is the frequency of vibration, xo is the amplitude of displacements, py the
coefficient of friction and F;, the normal force acting on the wing. The equivalent
viscous damping coefficient c., is then
_ 4uk,
Ceq = (6.11)TWX
This approximation means that the equivalent system with a viscous dashpot
and damping coefficient c., dissipates the same amount of energy per cycle of
the original system with Coulombfriction, but only at the specific frequency
w. In this case a range of frequencies, and not a specific value, is considered
with different values of the displacement x9 for each different excitation. The
normal force F;, has been statically measured resulting as 0.8 N and the average
coefficient of friction for the range of interest has been estimated as 0.32 using
eq. (6.11). The value ofthe coefficient of friction between aluminium and Mylar
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Figure 6.21: Energy DOFcontribution (% of the total dissipation) of the
identified damping matrix for case 4
obtained from a previous experiment on a inclined plane was 0.40. The plot of
the energy contributions (figure 6.21) shows that the main source of dampingis
located at DOF 6, followed by the energy dissipated in the clamp, confirming a
good spatial localisation as in the previous case.
6.5.5 Case 5: multiple air dashpot
The last case for the first experiment consists in two air dashpots, respectively of
viscous damping coefficient 5 Ns/m and 7 Ns/m, attached at degrees of freedom
6 and 8 as schematically represented in figure 6.22 and shown in figure 6.23.
The identified damping matrix is shown in figure 6.24. As in the previous cases,
the highest damping coefficient is in the clamp region, followed by DOFs8,6,
9 and 3. The damping coefficients of 3.2391 Ns/m and 4.8121 Ns/m are lower
than expected for the two air dashpots but some of the energy input in the
system is dissipated by the “wrong” equivalent dashpots at DOFs 9 and 3. The
method seems to perform reasonably well with multiple sources of damping; the
localisation seems particularly effective and even if the amplitude is not always
precise, it is still representative of the relative magnitude between thedifferent
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Figure 6.22: Case 4: Multiple air dashpots location (DOF 6 and 8)
 
Figure 6.23: Case 5: air dashpots at DOF 6 and 8
energy dissipations.
By looking at the energy contributions (figure 6.25), it can be seen how the
energy dissipated by the dashpot at DOF8 is split into two equivalent dashpots
at DOFs 8 and 9. Since nothing is attached to the beam at DOF 9, this is
probably one of the numerical perturbations mentioned for case 3. However,
figure 6.25 clearly shows the regions where the damping sources are effectively
acting on the structure.
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Figure 6.24: Identified damping matrix for case 5
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Figure 6.25: Energy DOF contribution (% of the total dissipation) of the
identified damping matrix for case 5
6.6 Conclusions for experiment 1
The first experiment was meant and designed to validate the damping identi-
fication energy method, especially regarding the location of absolute dashpots
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connected between the structure and the ground. The results obtained are en-
couraging: despite the simple linear eleven-parameters model which has been
used to describe all the energy dissipations present in the system, the method
gives valuable information about the location and amplitude of the sources of
damping with a reasonably simple procedure. By measuring the time responses
of only eight different excitations for each case and without building any FEM
of the structure under examination, the results are sufficiently accurate to give a
good general idea of the critical regions for damping.
Some important practical issues which are worth mentioning were encountered
during the performanceof the experiments. Thefirst issue regards some problems
which occurred with standard accelerometers at low frequencies. What appeared
from this experiment is that standard equipment normally used for vibration
tests may experience small phase lag at frequencies below 15 Hertz. Damping
identification is extremely affected by phase lag since dampingitself is the cause
of the normal phase delays present in real systems. For methods based on time
history as the energy method in particular, this may easily lead to wrongresults
so low frequency signals have to be checked carefully before applying the method
and high performance accelerometers may become necessary when the range of
frequencies of interest is in the low region. In this experiment, with a range of
frequency approximately between 10 to 1000 Hz, thefirst bending modeof the
beamis around 12 Hz soit is possible either to ignore the first mode or to excite
the structure at a slightly higher frequency (around 15-16 Hertz) if the damping
is still effective at that frequency.
Another practical issue encountered during the experiment is the difficulty to
build a dashpot which behaves as a viscous dashpot with constant damping co-
efficient in the range of frequencies of interest. The values used to compare with
the results of the identification are the average of the values at the different
frequencies used in the experiments. The damping coefficient, even for the air
dashpot which is the typical example used in all vibration books to illustrate
viscous damping, is far from being constant in the range from 10 to 1000 Hz
with variations sometime larger than 100%. Viscous damping is then a purely
mathematical approximation which is often sufficient for engineering needs but
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not accurately representative of reality.
Given the goodresults of the first experiment, a second experimental setup has
been designed to test the method on the identification of relative dashpots be-
tween different degrees of freedom of a structure with a limited frequency range
to avoid the two problems just mentioned.
6.7 Design of experiment 2: five masses system
The second experiment consists of a five degree-of-freedom system as schemat-
          
          
ically shown in figure 6.26. Five masses (mj,...,™ms5) are connected to the
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Figure 6.26: Experiment 2: Scheme and DOF numbering
ground with five nominally identical springs of stiffness k, and four other springs
(ki2,...,k45) connecting each mass to the next one. The values of masses and
stiffnesses of springs have been chosen in order to have the frequencyof the first
mode higher than 20 Hz to avoid the phase lag problem at low frequencies en-
countered in the first experiment.
Moreover, the five degree-of-freedom system differs from the cantilever beam since
it can be considered a discrete system with a finite number of modes(five) in-
stead of a continuous system with an infinite number of modes. The system has
been designed so that the frequencies of the five modes are in a limited range
of frequencies between 20 to 80 Hz, well separated from each other, so that the
damping coefficients of the sources of energy dissipation that will be attached to
it will not vary too muchin that range.
From a practical point of view, the spring connecting the masses to the ground
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Figure 6.27: Experiment 2 design
consist of two identical vertical beams for each mass, connected to a steel block
clamped to the ground. The relative springs between two masses are instead
curved arc springs fixed to the upper part of each mass. Between the two spring
attachments there is the necessary space for the attachment of damping devices
(figure 6.27). The chosen massandstiffness values are shownin table 6.2, leading
to the five natural frequencies shownin table 6.3.
 | Parameter | Value |
my 1.727 Kg
M3 8.213 Kg
m4 2.609 Kg
ms 1.339 Kgkg 94263 N/m
kas 83396 N/m    
Table 6.2: Mass and stiffness values for experiment 2
These frequencies will slightly change when the damping devices will be attached
to the system because of the added mass of the dashpotitself, the added damping
and a small increase in stiffness too. However the damping devices are consider-
ably lighter than the five masses andthe variation expected in terms of frequency
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 | Mode | Frequency (Hz)|
1 21.88 Hz
2 32.13 Hz
3 42.48 Hz
4 52.44 Hz
5 64.36 Hz    
Table 6.3: Natural frequencies for experiment 2
when attaching these devices should not exceed 2 Hz. The experimental setup for
experiment 2 is shownin figure 6.28. The measured Frequency Response Function
 
Figure 6.28: Experimental setup
of the undamped system is shownin figure 6.29. The five natural frequencies are
well spaced from each other and in the predicted range. The localisation matrices
chosen for this example consist of five absolute dashpot localisation matrices as
eq. 6.7, representing the energy dissipations present in the connections between
the five masses and the ground, plus four relative dashpot localisation matrices
in the form
1 -1 0 0
—-1 1 0 0
Li2o.=}| 9 O 0 0 (6.12)
: 0
0 0 0 0 O
representing, for example, the equivalent dashpot between degrees of freedom 1
and 2 for a total of nine parameters to identify.
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Figure 6.29: Experiment 2: FRF of the undamped system
6.8 Test procedure
The test procedure is practically identical to the one used for experiment 1. The
main difference is that in this case only five different frequencies are used and a
preliminary analysis on the Frequency Response Function is performed in order
to select the most relevant frequencies to use in the process before starting the
identification procedure.
Since the added dashpots will be located between two degrees of freedom, it
is important to know the mode shapes in order to understand if a particular
modeis affected or not by the presence of an added dashpot. Consider the five
mode shapes displayed in figure 6.30; depending on the location of the added
dashpots each mode could be relevant or not to the identification procedure. If,
for example, a dashpot is placed between degrees of freedom 4 and 5, the most
relevant information will be obtained by exciting the structure at frequencies
close to thefifth mode (figure 6.30(e)), since it is the one with the largest relative
displacement between the two DOFs, whereasin all the other four modes the
two DOFs move together in the same direction. For the same reason, mode 2
(figure 6.30(b)) will be more important when trying to locate sources of damping
between DOFs2 and 3. Mode 4 (figure 6.30(d)), instead, is clearly a local mode
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Figure 6.30: Mode shapes for experiment 2
regarding mainly DOFs 1 and 2. Using data obtained from mode 4 in order
to identify damping between DOFs3 and 4 or 4 and 5 could actually make the
identification results worse introducing useless information in the energy equation
and reducing the accuracy of the identified parameters.
In the next section a selection of the most interesting results on the identification
of damping on the five degree-of-freedom system is presented. Results include
the undamped system, the system with single and multiple air dashpots and a
combined air dashpot and Coulomb friction device system.
6.9 Results for experiment 2
6.9.1 Case 1: undamped system
Thefirst test has been performed in order to measure the offset damping present
in the structure which will be compared to the other cases with additional external
sources of damping. Several excitations at different frequenciesclose to the ones of
the first five modes have been applied to degree of freedom 5 and the accelerations
at all five DOFs have been measured to apply the energy method. The energy
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equivalent viscous damping matrix for the undamped system is
2.0413 0 0 0 0
0 4.0066 —1.9652 0 0
Cy 0 —1.9652 4.0066 0 0 (6.13)
0 0 0 2.3693 —0.3280
0 0 0 —0.3280 2.3693
and it is shown in figure 6.31. The values of the equivalent viscous damping
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Figure 6.31: Identified damping matrix for the undamped system
coefficient on the diagonal are between 2 to 4 Ns/m and there seemsto be a small
amount of energy dissipation between DOFs 2 and 3. The identified damping
matrix can be used together with the mass and stiffness matrices derived from
the values in table 6.2 to obtain the dampingratio ¢ of the identified system which
can be compared with the damping ratio obtained directly from the acquisition
system using the half-power bandwidth method (section 3.2.2). The resultsof this
comparison are shownin table 6.4. Values are not too different for modes from 2 to
5 whereas mode | appears to be more dampedin the energy equivalent identified
system. However, each identification method contains different assumptions and
the energy method provides information that are not available using the half-
power bandwidth method alone. Since the half-power method is well established
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 [Mode] Cap | Ga | Err % |
1 0.0020 0.0030 +50%
0.0024 0.0025 +4%
0.0023 0.0019 -17%
0.0015 0.0017 +13%
0.0021 0.0020 -5%
      OUA]CO
]
dO
Table 6.4: Comparison of damping ratios for case 1 obtained by half-
power bandwidth method (Cnp) versus energy spatial identifi-
cation method (Gq).
in engineering and widely used in many applications, it could eventually be used
to adjust the results obtained by the energy method by scaling the amplitudes of
the identified damping coefficients once the location is determined.
6.9.2 Case 2: single air dashpot
In the first case with added damping, an air dashpot (figure 6.32) with a viscous
damping coefficient of 4 Ns/m has been attached between DOF4 and 5 as
additional source of damping. By using data obtained from excitations in the full
 
Figure 6.32: Viscous dashpot between DOF4 and 5
frequency range of the first five modes in the identification process, the results
are not satisfactory both for the location and for the amplitudeof the identified
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damping sources. Looking at modeshapesin figure 6.30, a possible reason could
be the fact that adding a dashpot between DOFs4 and 5 almost does not affect
the first four modes but strongly affects the fifth mode. Data obtained from
excitations at frequencies in the range between 20 to 55 Hz does not contain much
information about the added damping and does not give any useful contribution
to the energy equations regarding the identification. Actually this data could
be considered damaging to the method. Another way of looking at this aspect
is considering the Frequency Response Function of the undamped system versus
the FRF of the system with the added dashpot in figure 6.33. The two FRFs
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Figure 6.33: Experiment 2: FRF of the undamped system versus case 2
practically overlap for the first four modes and theeffect of dampingis only visible
for the fifth mode.
For this reason, instead of using all the data available, only a selection of signifi-
cant excitations in the range from 55 to 70 Hz is used to apply the method. The
identified equivalent viscous damping matrix for case 2 becomes
0.8165 0 0 0 0
0 1.6026 —0.7861 0 0
Cia= 0 —0.7861 L&g7sl —2.1476 0 (6.14)
0 0 —2.1476 6.3098 —3.3457
0 0 0 —3.3457 4.1622
and it is showninfigure 6.34. In the damping matrix is immediately noticeable an
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 Figure 6.34: Identified damping matrix for case 2
increasing of the damping coefficients in the region where the dashpotis attached
(between DOFs 4 and 5). The value of the damping coefficient of the added
dashpot is slightly lower than expected (3.3457 Ns/m instead of 4 Ns/m) but
reasonably close and correctly located. Some of the offset damping changed, but
the identified damping pattern is representative of the real system.
6.9.3. Case 3: multiple air dashpots
In the second damped example two air dashpots of viscous damping coefficient
respectively equal to 15 and 4 Ns/m have been applied between DOF's 2 and 3
and between DOFs4 and 5. By looking at the mode shapes, the first dashpots
seems to be especially effective on mode 2 where DOFs 2 and 3 are moving in
opposite directions with large relative displacements and velocities. By looking
at the comparison between the Frequency Response Function of the undamped
system versus case 3 (figure 6.35), the frequency ranges affected by the added
dashpots seems to be between 25 and 38 Hz and between 55 to 70 Hz again.
There appears to be a small effect on modes 3 and 4 too with a slight shift
for the natural frequencies due to the added masses of dashpots. Theidentified
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Figure 6.35: Experiment 2: FRF of the undamped system versus case 3
equivalent viscous damping matrix for case 3 becomes
2.0413 0 0 0 00 21.7735 —19.7321 0 0Ciu= 0 +19,7321 21.7735 0 0 (6.15)0 0 0 7.5764 —5.53510 0 0 —5.5351 7.5764
and it is shown in figure 6.36. The identification is representative of the real
system, both regarding the location and the relative amplitude (the damping
coefficient of the dashpot between DOFs 2 and 3 is larger than the one of the
dashpot between DOFs4 and 5). The damping coefficient values are close to the
previously measured ones and considering each single dashpot individually, the
error is around 30%. The dashpot between DOFs4 and 5 is then moved between
DOFs3 and 4 (case 3b) to check if the identification method is able to detect
the change in the location maintaining the same amplitude. The new location
particularly affects mode 3, as it can be seen from the FRF in figure 6.37. The
identified equivalent viscous damping matrix for case 3b becomes
2.0543 0 0 0 00 16.4224 —14.3811 0 0Cu= 0 —14.3811 25.8219 —9.3995 0 (6.16)0 0 9.3995 11.7689 —0.32800 0 0 —0.3280 2.3693
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Figure 6.37: Experiment 2: FRF of the undamped system versus case 3b
and it is shownin figure 6.38. The two dashpots are correctly located but the
damping coefficients merged together with a transfer of energy from the largest
to the smallest. In case 3 it was expected to find two damping coefficients of
respectively 15 and 4 Ns/mbut the results obtained were 19.73 and 5.53 Ns/m
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Figure 6.38: Identified damping matrix for case 3b
with some variations of the offset damping. In case 3b, again the expectation was
to obtain 15 and 4 Ns/m but the results was 14.38 and 9.40 Ns/m. The validity
of these results depends on many factors and the level of accuracy requested
by the specific application of the method. Qualitatively speaking, the damping
pattern looks reasonably close to the real system and to usual viscous damping
models used to represent these systems. One question which could arise is how
these equivalent systems are capable of predicting physical phenomena which are
closely related to damping. If the identification is performed in order to detect
the regions of a structure where the energy is mostly dissipated, this method can
give valuable information;if the identification aims to give, for example, a precise
value of frequency at which an instability will happen, then more accurate and
expensive approaches may be necessary.
6.9.4 Case 4: combined viscous and friction dashpots
The last case consists of the system with combined viscousandfriction dashpots.
The viscous dashpot is the same as case 3 located between DOFs 2 and 3 of
damping coefficient 15 Ns/m whereas the Coulombfriction device (figure 6.39) is
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located between DOFs 3 and 4 with a coefficient of friction of 0.4 and a normal
force of 0.9 N. The FRF is similar to the one of case 3b, so the same frequency
 
Figure 6.39: Coulombfriction device between DOFs 3 and 4
range is used to perform the identification. The identified equivalent viscous
damping matrix for case 4 is
2.9881 —2.3757 0 0 0~2.3757 14.6754 —11.6874 0 0Cu= 0 —11.6874 19.3396 —7.0399 0 (6.17)0 0  —7.0399 9.3596 —1.70730 0 0 -1.7073 2.3197
and is shownin figure 6.40. The identified viscous dashpot has a damping coeffi-
cient of 11.68 Ns/minstead of the expected 15 Ns/m and the equivalent viscous
dashpot representing the Coulomb friction device has a damping coefficient of
7.03 Ns/m. From eq. (6.11) the value of the coefficient of friction can be derived
for the frequency of mode 3, where the Coulombfriction device is mostly effective,
obtaining
Ceqtwtq  7.03+ 77+ 2-50- 0.0003= = = 0.5782 6.184F,, 4-0.9 ( )
The value is higher than the expected 0.4, compensating the lower value for
 
the viscous dashpot. This last case was initially meant to validate the energy
method with Coulomb friction included in the analytical model, as explained
in section 5.2.4. The good results obtained in numerical simulations were not
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 Figure 6.40: Identified damping matrix for case 4
exactly replicated in the experiments. Possible reasons include the analytical
model chosen to represent friction as well as the conditioning of matrix G when
different mathematical models are included andtheeffect of nonlinearities. This
dissertation is not intended to address issues such as nonlinearities at this stage
but they might be part of future work on the subject.
6.10 Conclusions for experiment 2
Results extracted from experiment 2 reflect the general performances obtained
from the previous experiment: good location of the damping sources when ap-
propriate data is used with realistic values for the equivalent viscous damping
coefficients. The choice of the localisation matrices seems to be very important
in order to obtain the right results. If too many parameters are chosen to represent
the damping matrix, a large number of measurements is required and the method
becomesless advantageous. Engineering knowledgeis required to choose the most
important parameters to identify, the best force configurations, the range of fre-
quencies to excite the structure and the interpretation of the results obtained. At
the moment the methodis not very effective in distinguishing between different
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sources of damping but it quantitatively performed well in capturing the energy
equivalent dissipations.
6.11 Closure
The energy balance identification method proposed in chapter 4 has been tested
on two different structures: an aluminium cantilever beam anda five degrees
of freedom mass-spring structure. The results obtained are interesting from an
engineering point of view since they provide useful information both on the lo-
cation and on the amplitude of the main sources of damping. The method does
not require expensive instrumentation more than any other modaltest, it is rea-
sonably fast and seems suitable for many engineering applications where energy
dissipation is a major issue. In the last chapter the most important outcomes of
the research are summarised, with particular interest on the possible applications
of the energy methodin other fields and future work.
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Chapter 7
Conclusions and future work
7.1 Summary of the contributions made
The oscillation of elasto-mechanical systems involves the exchange of kinetic and
potential energies as well as the dissipation of energy by damping. Methods are
generally well established for modelling the inertial and stiffness properties of
most systems but often there remains considerable doubt on how the damping
behaviour should be represented. The most common method is to assume vis-
cous damping, which is attractive computationally because it results in systems
of second-order differential equations with solutions which are readily available
by well understood techniques. However, viscous damping is a mathematical ap-
proximation of a large numberof physical phenomenainvolvingfriction, radiation,
air pumping, fluid interactions, electronic mechanisms, dislocations, relaxation on
grain boundaries, irreversible intercrystal heat flux, viscoelasticity, eddy currents
and ferromagnetic hysteresis. Whether this approximation is valid or not depends
on the application, the level of accuracy required and the nature of the problem
under examination. This dissertation addresses the problem of spatial damping
identification in multi degree-of-freedom systems, with particular attention to
practical issues arising from real structures and measurements.
An extensive literature review of the main viscous damping matrix identification
methods has been presented. Some useful considerations on the philosophy and
performance of the existing methods have been provided. Methods have been
classified into three main categories depending on the input used to perform the
identification, i.e. methods based on the Frequency Response Function, modal
parameters and time-domain measurements. In particular, attention has been
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focused on three fundamentally different approaches; the closed-form solution
developed by Lancaster [87], methods based on inverting the measured matrix
of receptances andfirst-order perturbation methods. Interesting considerations
include an alternative way of deriving Lancaster’s formula from the second-order
matrix pencil, addressing the problem of inverting the matrix of receptances by
showing the effect of modal incompleteness as well as the error introduced by
pseudo inversion in the first-order perturbation method. The three methods have
been compared by a numerical simulation and all three approaches have been
found to be capable of closely reproducing the complex eigenvalues within the
frequency range of the data obtained by modal truncation. However, the pertur-
bation method seems to be highly affected by modal incompleteness whereas the
other two methods lead to reasonably good results with the limited frequency
range measurementsavailable.
From the several methods available in literature, a method based on the balance
between the energy input by external forces and the energy dissipated by damp-
ing mechanisms proposed by Liang [103] has been considered. It is particularly
interesting for some of the advantages it presents with respect to the other meth-
ods. This method can potentially be used to identify different kinds of damping
(and not only with viscous damping) and it seems to perform well when dealing
with the modal incompleteness of measurements; however it also has some disad-
vantages: it assumes a diagonal mass matrix and knowledgeof the full stiffness
matrix and somecoefficients of damping. In order to avoid these disadvantages
but maintain the versatility and performance of the method a different energy
approach has been proposed. The improved method does not require any mass
or stiffness information if measurements at the degrees of freedom of interest are
available. This advantage has a cost in terms of the numberof equations avail-
able for each measurement, which is reduced. For this reason some techniques are
proposed in order to improve the identification by addressing issues such as the
damping matrix parameterisation, the spatial incompleteness of measurements
and the underdetermination of the system of equations.
The method has been tested on different numerical simulations, including cases
with sources of dampingdifferent from viscous damping such as Coulombfriction,
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and it obtained good results when dealing with random noise and modal and
spatial incompleteness too. The method seems able to replicate the location and
the amplitude of damping accurately and provides a useful tool to detect the
main sources of energy dissipations. The identified damping matrix is equivalent
from an energy point of view to damping of the actual system in the frequency
range of interest. This does not always means that the two systems (original
and identified) are identical but the general damping pattern and values have
consistently been found to be reasonably similar and representative of the actual
system. The method can beset to a certain level of approximation depending on
the number of parameters and on the complexity of the damping functions used;
it has been found that if a low approximation level is used the method seems to
detect the largest sources of energy dissipation first, whereas the smallest (and
possibly negligible) require a more accurate model.
Given the good results in the numerical simulations two different experiments
have been designed and tested in order to validate the methodon real structures.
The two structures consist of an aluminium cantilever beam with nominal dimen-
sions close to the one of the numerical simulations anda five degrees of freedom
mass-spring structure. Different damping devices (eddy current dashpots,air vis-
cous dashpots, Coulombfriction devices) have been attached to these structures
in order to locate and evaluate their damping properties. The results obtained are
interesting from an engineering point of view since they provide useful informa-
tion both on the location and on the amplitude of the main sources of damping.
The method does not require expensive instrumentation, it is reasonably fast and
seemssuitable for many engineering applications where the energy dissipation is
a major issue. The choice of the damping matrix parameterisation seems to be
very important in order to obtain the right results. If too many parameters are
chosen to represent the damping matrix, a large number of measurements are
required and the method is not advantageous. Engineering knowledge is required
to choose the most important parameters to identify, the best force configura-
tions, the range of frequencies to excite the structure and the interpretation of
the results obtained.
The most important outcomes of this research consist of the critical analysis of
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someof the existing spatial dampingidentification techniques, the definition of an
improved method which has been successfully validated by numerical simulations
and provided good results in real problems as well as demonstrated by two ex-
periments. The method canstill be improved on many aspects; some suggestions
and ideas for future work are proposed in the next section.
7.2 Suggestions for future work
Several ideas have arisen from the development and testing of the energy method
proposed in this dissertation. The results obtained both from numerical simu-
lations and experiments are encouraging but there is always the possibility for
further improvements. One of the weak points of the method concerns the ampli-
tude of the identified damping sources. Whereas the location has been accurate
in most cases (if the right parameterisation and the correct range of frequency
are selected) the values of the damping coefficients have often been found to be
different from what was expected, with errors sometimeslarger than 100%. One
idea is to use the information given by other well-established modal damping
identification methods, such as the half-power bandwidth method, to properly
“scale” the results once the location has beenidentified. If the modal damping
ratio is knownit is possible to calculate the energy dissipated by a certain mode
and therefore the energy dissipated in the frequencies of interest by modes in-
volved in that range. This information can then be used in the energy spatial
identification to improve the results. Alternatively, an equivalent modal energy
method can be derived from the spatial method proposed in this thesis simply
by writing the energy equations in terms of modal parameters instead of spatial
coordinates. This has not been done,since it is not pertaining to spatial damping
identification, but it can be an interesting extension of the proposed technique
which can lead to improved results.
Another idea regards the application of the energy method to otherfields. A
possibility is to consider damage or defect detection; most of these phenomena
result in energy dissipation in the region surrounding the defect which can even-
tually be detected by a specific version of the energy method. In this case more
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accurate measurements might become necessary but the principles of the method
remain valid. The same thing is true for damage detection: even if established
techniques are already available, the energy method could help by looking at the
same problem from adifferent angle which might be advantageous in somecases.
An improvement that has to be considered regards the non-viscous sources of
damping. Although in numerical simulations the method has proven to be suc-
cessful, the same thing cannot be said for real experiments where the results were
not particularly accurate where the Coulomb friction model has been introduced
into the energy equations. The best results have been obtained when using the
viscous damping model only and subsequently deriving the friction coefficient
rather than including it in the equations in thefirst place. This way of solving
the energy equations can be further improved by introducing different solving
algorithms or adding other important information. However, it must be kept in
mind that the initial purpose of the method wasto give readily usable information
for engineering design with a simple but effective method. The parameterisation
of the damping matrix also plays an important role in the identification process
and further investigation could lead to improvedresults.
Another aspect which can be improvedis the implementation of the identification
method in standard modal analysis software and instrumentation. At present
one of the most commontechniques to dynamically define a system and measure
dampingis to excite the structure by random signals in the frequencies of interest
or by a hammertest to obtain the Frequency Response Function and then using
the half-power bandwidth method to estimate the modal damping ratio. Using
the energy method as it has been developed in this dissertation, where time
domain measurements and single frequency excitations are needed, will result
in more time-consuming and expensive tests if the interest is in both dynamic
properties (FRF) and damping at the same time.
The last suggestion is to properly investigate whether the equivalent viscous
damping approximationis sufficient for a specific application or not. Obtaining
similar natural frequencies and mode shapes between the real and identified sys-
tems does not mean that the identified system is able to predict any phenomenon
occuring in the real system. All non-linear events are practically deleted by the
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viscous damping approximation in the modelso each case has to be studied sep-
arately with particular attention to the nature of the problem.
7.3 List of publications
The major outcomes of this research may be found in the following references.
Journal papers
e M. Prandina, J.E. Mottershead and E. Bonisoli, An assessment of damping
identification methods, Journal of Sound and Vibration 323 (3-5), 2009,
pages 662-676.
e M. Prandina, J.E. Mottershead and E. Bonisoli, Damping identification
in multiple degree-of-freedom systems using an energy balance approach,
J. Phys.: Conf. Ser., 181, 2009, 012006.
Conference papers
e M. Prandina, J.E. Mottershead and E. Bonisoli, Location and identifica-
tion of damping parameters, IMAC XXVII Conference and Exposition on
Structural Dynamics, Orlando, Florida, USA, 2009.
e G.A. Vio, M. Prandina and G. Dimitriadis, Damping identification in a
non-linear aeroelastic structure, abstract accepted in the ISMA 2010 Inter-
national Conference on Noise and Vibration Engineering, Leuven, Belgium,
2010.
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