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1. Introduction
Time delays are known to cause instability and periodic oscillations in dynamical systems. De-
lay differential equations have attracted a signiﬁcant interest in recent years due to their frequent
appearance in a wide range of applications. They serve as mathematical models describing vari-
ous phenomena in physics, biology, physiology, and engineering, see, e.g., [3,11,16,28] and references
therein.
There has been an extensive theoretical works on delay differential equations in the past three
decades. The research topics include global asymptotic stability of equilibria, existence of periodic
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2190 Y. Yuan, X.-Q. Zhao / J. Differential Equations 252 (2012) 2189–2209solutions, complicated behavior and chaos, see, e.g., [7,19,27]. The main purpose in the analysis of
dynamical systems arising in applications is to determine the (long-term) asymptotic behavior of so-
lutions. From the viewpoint of dynamical systems, one wishes to determine the structure of global
attractors. In [18], the authors gave suﬃcient conditions for the existence of interior global attrac-
tors and equilibria for uniformly persistent dynamical systems; using the graph theory, a Lyapunov
functions approach was developed in [12] for large-scale coupled systems; the global stability in a
time-delayed logistic population model and an SIR epidemic model with time delay was addressed in
[15] and [4], respectively.
When a time-delayed system admits the comparison principle, the powerful theory of monotone
semi-ﬂows can be applied to study the global stability, see, e.g., [19]. However, if the system is not
monotone, the global stability is a challenging research topic. For non-quasi-monotone functional dif-
ferential equations, Smith and Thieme [20] introduced an exponential ordering and proved that if
the delay is small enough, then the time-delayed system generates an eventually strongly monotone
semi-ﬂow.
The purpose of this paper is to establish the global attractivity for a class of general functional
differential equations with distributed delay by using the method of ﬂuctuations (see, e.g., [10,23,27])
and the exponential ordering approach presented in [20]. We obtain a series of criteria for the global
stability and then apply them to a mathematical model of white blood cell production.
Hematological disorders are the diseases affecting blood cells and characterized by signiﬁcant oscil-
lations in the number of circulating cells, with periods from weeks to months and amplitudes varying
from normal to low levels or normal to high levels depending on the cell types (see, e.g., [1,9]). Due to
their interesting dynamical characteristics, hematological periodic diseases are good candidates for us-
ing mathematical modeling and bifurcation theory to better understand the underlying mechanisms
of hematopoiesis and even to potentially understand how clinical treatment affects dynamics [14].
Mackey [13] proposed a pluripotential stem cell model by considering the interactive properties be-
tween proliferating-phase cell and resting-phase cells with the distinction that cells travel through
proliferation as if in a pipeline to undergo mitosis as a ﬁxed cell cycle time. In a more realistic model,
the maturation data may follow a statistical distribution. Starting with an age structured model, one
can incorporate with experimental data in the maturation process by introducing a distributed time
delay function. For more details, we refer to [1]. The global stability of the trivial equilibrium and the
local stability of the positive equilibrium were discussed in [1]. More recently, the local stability and
Hopf bifurcation were studied in [26] for this model with distributed time delay and the obtained re-
sults show that the occurrence of Hopf bifurcation depends on the system parameters and the choice
of distribution of time delays. In the current paper, we further study the global stability of the positive
equilibrium for such a non-monotone system in order to rule out the existence of oscillations.
The rest of the paper is organized as follows. In the next section, we will discuss the global sta-
bility for a class of functional differential equation under certain assumptions and establish suﬃcient
conditions to ensure the global attractivity. In Section 3, we use the obtained results to analyze a
blood cell model and provide some explicit conditions and numerical simulations for the global sta-
bility. A brief discussion section completes the paper.
2. Global stability
We consider a class of functional differential equation
u′(t) = −αu(t) + f1
(
u(t)
)+
τ1∫
τ0
kˆ(s) f2
(
u(t − s))ds (1)
where α > 0, kˆ(s) is a generalized kernel function with respect to probability distribution, kˆ(s) 0 for
s 0 and kˆ(s) = 0 when 0 s < τ0 or s > τ1, and 0 τ0 < τ1.
When f1(u) ≡ 0, kˆ(s) = δ(s − τ ) (the Dirac delta function) and f2(u) = β0θnθn+un or f2(u) = β0θ
nu
θn+un ,
Eq. (1) reduces to the models of hematopoiesis proposed by Mackey and Glass [16] in the study of
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al. [6].
Our main purpose is to investigate the global stability in system (1) with general functions f i ,
i = 1,2. Let C = C([−τ1,0],R) and C+ = {φ ∈ C : φ(θ) 0, −τ1  θ  0}. Then (C,C+) is a strongly
ordered Banach space. For φ,ψ ∈ C , we write φ  ψ if φ − ψ ∈ C+; φ > ψ if φ − ψ ∈ C+ \ {0}; and
φ  ψ if φ − ψ ∈ Int(C+). We assume that
(A1) f1 and f2 are Lipschitz continuous with f1(0) + K f2(0) = 0 and f ′2(0) > 0, K =
∫ τ1
τ0
kˆ(s)ds > 0;
(A2) f2(u)  f2(0) for all u  0, and there exists a number M > 0 such that f1(u) +
K maxv∈[0,u] f2(v) < αu for all u > M .
The assumption (A2) implies that the solution u(t) of system (1) is positive whenever u(0) > 0,
and that solutions of (1) are ultimately bounded by the positive number M . More precisely, we have
the following two results on the asymptotic behavior of solutions of system (1).
Lemma 2.1. Assume that (A1) and (A2) hold. Then for any φ ∈ C+ , system (1) has a unique solution u(t, φ) on
[0,∞) satisfying u0 = φ . Moreover, the solution semi-ﬂow Φ(t) = ut(·) :C+ → C+ , t  0, admits a compact
global attractor.
Proof. Let f +2 (u) :=maxv∈[0,u] f2(v) and write the associated functional in (1) as
F (φ) = −αφ(0) + f1
(
φ(0)
)+
τ1∫
τ0
kˆ(s) f2
(
φ(−s))ds. (2)
It is easy to see that F (φ) is locally Lipschitz on C+ . For any given L  M , deﬁne [0, L]C := {φ ∈ C :
0 φ(θ) L, ∀θ ∈ [−τ1,0]}. Then for any φ ∈ [0, L]C , system (1) has a unique solution u(t, φ) on the
maximal interval [0, σφ) satisfying u0 = φ. More speciﬁcally, for any φ ∈ [0, L]C with φ(0) = 0,
F (φ) = f1(0) +
τ1∫
τ0
kˆ(s) f2
(
φ(−s))ds f1(0) + K f2(0) = 0.
For any φ ∈ [0, L]C with φ(0) = L, we have
F (φ) = −αL + f1(L) +
τ1∫
τ0
kˆ(s) f2
(
φ(−s))ds−αL + f1(L) + K f +2 (L) 0.
By [19, Theorem 5.2.1], we see that for any φ ∈ [0, L]C , 0  u(t, φ)  L for all t ∈ [0, σφ). Since L is
arbitrarily large, it then follows that σφ = ∞ for any φ ∈ C+ , and the orbits of bounded sets for the
semi-ﬂow Φ(t) are bounded. Note that u(t, φ) satisﬁes
u′(t)−αu(t) + f1
(
u(t)
)+
τ1∫
τ0
kˆ(s) f +2
(
u(t − s))ds, t  0.
By the comparison theorem (see [19, Corollary 5.2.4]), we then have
0 u(t, φ) v(t, φ), ∀t  0,
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v ′(t) = −αv(t) + f1
(
v(t)
)+
τ1∫
τ0
kˆ(s) f +2
(
v(t − s))ds (3)
with v0 = φ ∈ C+ . Using the same arguments as those for Eq. (2.2) in [25], we have
limsupt→∞ v(t, φ)  M for any φ ∈ C+ . This implies that the solution semi-ﬂow Φ(t) is point dis-
sipative on C+ . By [8, Theorem 3.4.8], it follows that Φ(t) admits a compact global attractor, which
also attracts every bounded set in C+ . 
Lemma 2.2. Assume that (A1) and (A2) hold, and let u(t, φ) be the solution of (1) satisfying u0 = φ ∈ C+ . If
f ′1(0) + K f ′2(0) > α, then the following statements are valid:
(i) System (1) admits at least one positive steady state u∗ ∈ (0,M].
(ii) There exists a real number η > 0 such that lim inft→∞ u(t, φ) η for any φ ∈ C+ with φ(0) > 0.
Proof. In order to prove (i), we consider the function g(u) = f1(u)+K f2(u)u , ∀u > 0. Under the assump-
tions (A1) and (A2), it is easy to see that g(u) is continuous in u ∈ (0,∞), and limu→0+ g(u) =
f ′1(0) + K f ′2(0). From (A2), we have
f1(u) + K f2(u) f1(u) + K max
v∈[0,u] f2(v) < αu, ∀u > M,
and hence, g(u) < α, ∀u > M . Since f ′1(0)+ K f ′2(0) > α, it follows from the continuity of g that there
exists u∗ ∈ (0,M] such that g(u∗) = α, that is f1(u∗) + K f2(u∗) = αu∗ .
Next, we use the persistence theory to prove the conclusion (ii). Note that u(t, φ) > 0 for any
t > τ1 and φ ∈ X0. Let λ0 be the principal eigenvalue of the characteristic equation
λ = −α + f ′1(0) + f ′2(0)
τ1∫
τ0
kˆ(s)e−λs ds.
Then eλ0t is a solution of
u′(t) = −αu(t) + f ′1(0)u(t) + f ′2(0)u¯(t),
where u¯(t) := ∫ τ1τ0 kˆ(s)u(t − s)ds. Since f ′2(0) > 0 and f ′1(0) + K f ′2(0) > α, it follows from [19, Corol-
lary 5.5.2] that λ0 > 0. Now we ﬁx a small 0 > 0 such that
f ′2(0) − 0 > 0, f ′1(0) + K f ′2(0) − 20 > 0
and λ0(0) > 0, where λ0(0) is the principle eigenvalue of the characteristic equation
λ = −α + ( f ′1(0) − 0)+ ( f ′2(0) − 0)
τ1∫
τ0
kˆ(s)e−λs ds.
Thus, eλ0(0)t satisﬁes u′(t) = −αu(t) + ( f ′1(0) − 0)u(t) + ( f ′2(0) − 0)u¯(t). Since
lim+
f1(u) − f1(0) = f ′1(0) > f ′1(0) − 0, lim+
f2(u) − f2(0) = f ′2(0) > f ′2(0) − 0,
u→0 u u→0 u
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f1(u) − f1(0)
(
f ′1(0) − 0
)
u, f2(u) − f2(0)
(
f ′2(0) − 0
)
u, ∀u ∈ [0, δ0].
We further prove the following claim.
Claim. limsupt→∞ ‖ut(φ)‖ δ0 for any φ ∈ C+ with φ(0) > 0.
Assume, by contradiction, that limt→∞ sup‖ut(φ)‖ < δ0 for some φ ∈ C+ with φ(0) > 0. Then
there exists t0 > 2τ1 such that ‖ut(φ)‖ < δ0 for all t  t0. That is, 0 u(t, φ) < δ0 for all t  t0 − τ1.
Therefore, we have
u′(t)−αu(t) + ( f ′1(0) − 0)u(t) + ( f ′2(0) − 0)u¯(t)
for all t  t0 due to f1(0)+ K f2(0) = 0. Since ut0  0 in C+ , we can choose a small number l > 0 such
that u(t0+θ,φ)  leλ0(0)(t0+θ) for any θ ∈ [−τ1,0], that is, u¯t0  leλ0(0)(t0+·) . From f ′2(0)−0 > 0, the
comparison theorem implies that u(t, φ)  leλ0(0)t for any t  t0, and hence, limt→∞ u(t, φ) = +∞
due to λ0(0) > 0. This contradicts the boundedness of u(t, φ).
Let X = C+ , X0 = {φ ∈ X: φ(0) > 0}, ∂ X0 = {φ ∈ X: φ(0) = 0}. Clearly, X = X0 ∪ ∂ X0, and X0 is an
open subset of the complete metric space X . Deﬁne a continuous function p : X →R+ by p(φ) = φ(0),
∀φ ∈ X . Then we have p−1(0,∞) ⊂ X0. It is easy to see that p has the property that if p(φ) > 0, then
p(Φ(t)φ) > 0 for all t > 0, where Φ(t) is the solution semi-ﬂow associated with system (1). In fact,
since p(Φ(t)φ) = [Φ(t)φ](0) = ut(0, φ) = u(t, φ), system (1) can be written as
u′(t) = −αu(t) + f1
(
u(t)
)− f1(0) +
τ1∫
τ0
kˆ(s)
(
f2
(
u(t − s))− f2(0))ds.
Since f2(u)  f2(0), ∀u  0 (see (A2)), we have u′(t)  −αu(t) + f1(u(t)) − f1(0). For the ordinary
differential equation v ′(t) = −αv(t) + f1(v(t)) − f1(0), it is easy to see that when the initial con-
dition v(0) > 0, all the solutions v(t) > 0 for any t > 0. If φ(0) > 0, then the comparison theorem
implies that u(t, φ) > 0, ∀t > 0. Thus, p is a generalized distance function for the solution semi-ﬂow
Φ(t) : X → X . Note that the claim above implies that S := {0} is an isolated invariant set in X and
Ws(S) ∩ X0 = ∅, where Ws(S) is the stable set of S . Further, there is no cycle in ∂ X0 from S to S . It
then follows from [21, Theorem 3] that there exists an η > 0 such that min{p(ψ): ψ ∈ ω(φ)} > η for
any φ ∈ X0, and hence,
lim inf
t→∞ u(t, φ) = lim inft→∞ p
(
Φ(t)φ
)
 η, ∀φ ∈ X0.
This completes the proof. 
To discuss the global stability of the positive steady state for the non-monotone system (1), we
need two more assumptions.
(A3) f ′1(0) + K f ′2(0) > α, and there exists a unique steady state u∗ such that −αu∗ + f1(u∗) +
K f2(u∗) = 0.
(A4) αu− f1(u) is strictly increasing, f1(u)+K f2(u)u is strictly decreasing in u ∈ (0,M], and both f1 and
f2 have the following property (P):
(P) For any v,w ∈ (0,M] with v  u∗  w , if f1(v) + K f2(w) αv and f1(w) + K f2(v) αw ,
then v = w .
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ﬂuctuations. In Lemma 3.5 and Theorem 3.6, we will give suﬃcient conditions for (A4) to hold for a
class of functions f1 and f2.
We are now in a position to prove the main result in this section.
Theorem 2.3. Assume that (A1)–(A4) hold. Then for any φ ∈ C+ with φ(0) > 0, the solution u(t, φ) of system
(1) satisﬁes limt→∞ u(t, φ) = u∗ .
Proof. First, from Lemmas 2.1 and 2.2, we know that limt→∞ infu(t, φ) > 0 for any φ ∈ C+ with
φ(0) > 0. In order to use the method of ﬂuctuations, we let
u∞ = lim
t→∞ supu(t), u∞ = limt→∞ infu(t).
Clearly, u∞  u∞ > 0. It follows from the proof of Lemma 2.1 that u∞  M . Deﬁne
G(v,w) =
{
minu∈[v,w] f2(u), if v  w,
maxu∈[w,v] f2(u), if w  v.
It is easy to see that G(v,w) is increasing in v ∈ [0,M], decreasing in w ∈ [0,M], and f2(u) = G(u,u),
∀u ∈ [0,M]. Further, G(v,w) is continuous in (v,w) ∈ [0,M]2 (see [22, Section 2]).
Note that Eq. (1) can be rewritten as
u′(t) = −αu(t) + f1
(
u(t)
)+
τ1∫
τ0
kˆ(s)G
(
u(t − s),u(t − s))ds. (4)
Assume, by contradiction, that 0 < u∞ < u∞  M . By [10, Lemma 4.2] (see also [23, Theorem A.20]),
there exist two sequences tn → ∞ and sn → ∞ such that
lim
n→∞u(tn) = u
∞, u′(tn) = 0, ∀n 1,
and
lim
n→∞u(sn) = u∞, u
′(sn) = 0, ∀n 1.
It then follows from (4) that
0−αu∞ + f1
(
u∞
)+ KG(u∞,u∞),
and hence, the deﬁnition of G(v,w) implies that
αu∞ − f1
(
u∞
)
 KG
(
u∞,u∞
)= K f2(v)
for some v ∈ [u∞,u∞]. Similarly, we have
αu∞ − f1(u∞) KG
(
u∞,u∞
)= K f2(w)
for some w ∈ [u∞,u∞]. Since αu − f1(u) is strictly increasing in (0,M] and v,w ∈ [u∞,u∞], we
obtain
αv − f1(v) αu∞ − f1
(
u∞
)
 K f2(v), αw − f1(w) αu∞ − f1(u∞) K f2(w).
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αv  f1(v) + K f2(v), αw  f1(w) + K f2(w).
This implies that
f1(v) + K f2(v)
αv
 1= f1(u
∗) + K f2(u∗)
αu∗
 f1(w) + K f2(w)
αw
.
Since f1(u)+K f2(u)u is decreasing strictly in u ∈ (0,M], we have
u∞  v  u∗  w  u∞.
Thus,
K f2(v) αu∞ − f1
(
u∞
)
 αw − f1(w), (5)
and
K f2(w) αu∞ − f1(u∞) αv − f1(v). (6)
Combining (5) and (6) together, we further have
f1(v) + K f2(w) αv, f1(w) + K f2(v) αw.
Since 0 v  u∗  w , the property (P) implies that v = w , and hence, v = w = u∗ .
By the inequality (5), it follows that
K f2
(
u∗
)= K f2(v) αu∞ − f1(u∞)
 αu∗ − f1
(
u∗
)= K f2(u∗),
and hence, αu∞ − f1(u∞) = K f2(u∗). Similarly, we see from (6) that
K f2
(
u∗
)= K f2(w) αu∞ − f1(u∞) αu∗ − f1(u∗)= K f2(u∗),
and hence, αu∞ − f1(u∞) = K f2(u∗). Thus, we have
αu∞ − f1
(
u∞
)= αu∞ − f1(u∞), and u∞ > u∞ > 0,
which contradicts the strict monotonicity of αu − f1(u) for u ∈ (0,M]. Consequently, we have u∞ =
u∞ = u∗ , and hence, limt→∞ u(t, φ) = u∗ . 
Next, we obtain some explicit conditions for the property (P) to hold.
Theorem2.4. Assume that αu− f1(u) is strictly increasing in u ∈ (0,M]. Then the property (P) holds provided
one of the following conditions is satisﬁed:
(P1) f2(u) is nondecreasing in u ∈ (0,M];
(P2) f2(u∗) 0 and (αu − f1(u)) f2(u) is strictly increasing in u ∈ (0,M];
(P3)
f1(u)
u is strictly decreasing and u f2(u) is nondecreasing in u ∈ (0,M];
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f1(u)+K f2(u)
α )
u is
strictly decreasing in u ∈ (0,u∗];
(P5) f1(u) and f2(u) are nonincreasing in u ∈ [u∗,M], and f1(u)+K f2(
f1(u
∗)+K f2(u)
α )
u is strictly decreasing in
u ∈ (0,u∗].
Proof. Let g(u) := αu− f1(u), then g(u) is strictly increasing, i.e., g(v) g(w) for all 0 < v  u∗  w ,
and the equality holds if and only if v = w . Assuming K f2(w)  g(v) and K f2(v)  g(w), we need
to show v = w under the given condition.
(i) When (P1) is satisﬁed, f2(v) f2(w). Since
K f2(w) g(v) g(w) K f2(v),
we have v = w .
(ii) When f2(u∗)  0, we have g(u∗) = αu∗ − f1(u∗) = K f2(u∗)  0, and hence, g(w)  g(u∗)  0
since g is strictly increasing and w  u∗ . In view of K f2(w) g(v), it follows that K f2(w)g(w)
g(v)g(w)  K g(v) f2(v). Thus, v = w follows from the condition that f2(u)g(u) is strictly in-
creasing.
(iii) If u f2(u) is nondecreasing for u ∈ (0,M], the following inequalities
v
(
αw − f1(w)
)= vg(w) K v f2(v) Kwf2(w) wg(v) = w(αv − f1(v))
yield −v f1(w) −wf1(v), i.e., f1(w)w  f1(v)v . Since f1(u)u is strictly decreasing in u ∈ (0,M], we
have v = w .
(iv) Under the condition (P4), since f1(u) is nonincreasing for u ∈ (0,M] and w  u∗  v , we have
f1(v) f1(w), − f1(v)− f1(w). (7)
From K f2(v) g(w) = αw − f1(w) αw − f1(v), i.e., f1(v)+K f2(v)α  w  u∗ , it then follows that
f2
(
f1(v) + K f2(v)
α
)
 f2(w)
since f2(u) is nonincreasing for u ∈ [u∗,M]. Therefore,
K f2
(
f1(v) + K f2(v)
α
)
 K f2(w) g(v) = αv − f1(v).
Let
F1(u) = f1(u) + K f2(
f1(u)+K f2(u)
α )
u
.
Then F1(v) α = F1(u∗). If F1(u) is strictly decreasing in u ∈ (0,u∗], then v = u∗ follows from
v  u∗ . Furthermore, since αw − f1(w) = g(w) K f2(v) = K f2(u∗), we obtain
αw  f1(w) + K f2
(
u∗
)
 f1
(
u∗
)+ K f2(u∗)= αu∗
due to the nonincreasing property of f1(u). Thus, we have w = u∗ , and hence, v = w = u∗ .
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F2(u) := f1(u) + K f2(
f1(u∗)+K f2(u)
α )
u
,
respectively, we then obtain v = w = u∗ .
This completes the proof. 
Note that the conditions given in Theorems 2.3 and 2.4 are delay independent, so the global
stability may be called the absolute global stability. In book [19], there are some delay-dependent
conditions to guarantee the global stability in quasi-monotonic and non-quasi-monotonic systems. Let
the functional F be deﬁned as in (2). We assume that
(F) There exist l1 and l2 such that whenever ψ,φ ∈ X with ψ  φ, we have
F (ψ) − F (φ) (l1 − α)
(
ψ(0) − φ(0))+ l2
τ1∫
τ0
kˆ(s)
(
ψ(−s) − φ(−s))ds.
In applications, we may choose l1 = infu∈(0,M] f ′1(u), l2 = infu∈(0,M] f ′2(u). By using the exponential
ordering introduced in [20], we have the following result on the global attractivity of the positive
equilibrium.
Theorem 2.5. Assume that (A1), (A2) and (F) hold, f ′1(0)+ K f ′2(0) > α, and system (1) has a unique positive
equilibrium u∗ . Then every positive solution of (1) converges to u∗ provided that one of the following conditions
is satisﬁed:
(i) l2  0; or
(ii) l2 < 0, l1 + l2 > α; or
(iii) l2 < 0, l1 + l2  α and μ0 > α − l1 − l2
∫ τ1
τ0
kˆ(s)eμ0s ds, where μ0 > 0 is determined by
l2
τ1∫
τ0
skˆ(s)eμ0s ds = −1, (8)
provided that l2
∫ τ1
τ0
skˆ(s)ds > −1.
Proof. We ﬁrst show that the solution semi-ﬂow generated by system (1) is strongly order-preserving
on C+ by checking the condition (SMμ) in [19, Section 6.2] for some appropriate μ 0. If φ μ ψ ,
that is, φ  ψ and (ψ(s) − φ(s))eμs is nondecreasing on [−τ1,0] for some μ  0, then ψ(−s) −
φ(−s) eμs(ψ(0) − φ(0)). It follows that
μ
(
ψ(0) − φ(0))+ F (ψ) − F (φ)
μ
(
ψ(0) − φ(0))+ (l1 − α)(ψ(0) − φ(0))+ l2
τ1∫
τ0
kˆ(s)
(
ψ(−s) − φ(−s))ds
 (μ − α + l1)
(
ψ(0) − φ(0))+ l−2
τ1∫
τ
kˆ(s)eμs
(
ψ(0) − φ(0))ds0
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(
μ − α + l1 + l−2
τ1∫
τ0
kˆ(s)eμs ds
)(
ψ(0) − φ(0)) 0
provided
μ − α + l1 + l−2
τ1∫
τ0
kˆ(s)eμs ds 0. (9)
Here l−2 =min{0, l2}. It is easy to check that the inequality (9) holds when (i) or (ii) holds.
If l2 < 0 and l1 + l2  α, let f (μ) = μ + l2
∫ τ1
τ0
kˆ(s)eμs ds. Note that
f ′(μ) = 1+ l2
τ1∫
τ0
skˆ(s)eμs ds, f ′′(μ) = l2
τ1∫
τ0
s2kˆ(s)eμs ds < 0.
If l2
∫ τ1
τ0
skˆ(s)ds > −1, then Eq. (8) is solvable for μ0 > 0 and f ′(μ0) = 0, and hence,
max f (μ) = f (μ0) = μ0 + l2
τ1∫
τ0
kˆ(s)eμ0s ds.
When f (μ0) > α − l1, that is, μ0 > α − l1 − l2
∫ τ1
τ0
kˆ(s)eμ0s ds, it is obvious that (9) holds.
Note that system (1) has exactly two equilibria 0 and u∗ . By Lemma 2.1 and [19, Theorem 6.3.1],
it then follows that every solution of (1) in C+ converges to either 0 or u∗ . In view of Lemma 2.2(ii),
we see that every positive solution of (1) must converge to u∗ . 
3. A model of white blood cell production
The blood production process is one of the major biological phenomena occurring in human body.
According to [13], stem cells are classiﬁed as proliferating-phase (population P ) or resting-phase (G0)
cells (population N) with the distinction that cells travel through proliferation as if in a pipeline to
undergo mitosis as a ﬁxed time τ (the cell cycle time) from their time of entry into the proliferative
state, and it is assumed that all cells complete mitosis, with two daughter cells from one mother cell,
reenter G0. There is a ﬂux βN of cells from the resting to proliferating phase. The total differentiation
out of G0 into all hematopoietic lines is δN and the irreversible and pathologic loss of cells from
proliferation is represented by γ P . To describe the dynamics of the population of proliferating and
G0-phase stem cells, Mackey [13] proposed the following time-delayed differential equations model:
dN
dt
= −δN − β(N)N + 2β(Nτ )Nτ e−γ τ ,
dP
dt
= −γ P + β(N)N − β(Nτ )Nτ e−γ τ , (10)
where Nτ = N(t − τ ), e−γ τ corrects for the probability of cellular loss from the proliferating popu-
lation. Further, β(N) was chosen as β(N) = β0θn
θn+Nn in [13], where the parameters β0 > 0, θ  0 and
n  0, β0 is the maximum production rate and θ is the G0-phase population density for which the
rate of reentry β attains its maximum rate of change with respect to the resting phase population
and n describes the sensitivity of β with the changes.
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dN
dt
= −δN − β(N)N + 2β(Nτ )Nτ e−γ τ (11)
is decoupled from the second one, where the cell cycle time is constant τ . Actually, most of the re-
lated works take the proliferating phase duration as constant and discrete delay models are proposed
and studied in the literature. As we know, many realistic physiological models involve distributed de-
lays instead of discrete delays. Experimental data given in [5] show that cells do not spend the same
time in the proliferative phase. Introducing a probability distribution function k(t) in the proliferat-
ing phase duration [τmin, τ ] with τmin  0,
∫ τ
τmin
k(s)ds = 1 and k(t) 0 for all t , we can modify the
model (11) into the following:
dN
dt
= −δN − β(N)N + 2
τ∫
τmin
e−γ sk(s)β
(
N(t − s))N(t − s)ds, (12)
where τmin is the minimum delay implying when t  τmin, no new proliferating cell is mature enough
to divide; when t > τ , all proliferating cells have divided and cellular gain is obtained by division of
new proliferating cells introduced one generation earlier, e−γ s presents the probability of cellular
loss from the proliferating population. All the parameters are positive. For more details about the
model (12), we refer to [1]. A similar but simpliﬁed model with uniform distributed delay was studied
in [2].
Obviously, N1 = 0 is always a trivial solution of (12) and there may exist positive steady state
solution in (12) under certain conditions. When β is chosen to be a monotone and decreasing Hill
function β(N) = β0σnσn+Nn (β0 > 0, σ > 0), the existence of the positive steady state solution and the
local stability of each equilibrium point have been discussed in [26]. In particular, the following two
results were proved in [26] for system (12).
Lemma 3.1 (Existence of steady state solution). If the parameters satisfy (K − 1)β0 < δ, then system (12) has
only trivial steady state solution N1 = 0; if (K − 1)β0 > δ, then system (12) has a unique positive steady state
solution N2 = σ n
√
(K−1)β0
δ
− 1, in addition to the trivial solution N1 , where K = 2
∫ τ
τmin
e−γ sk(s)ds > 1.
Lemma 3.2 (Local stability of the steady state solution). The trivial solution N1 is locally asymptotically stable
when K > 1 and (K − 1)β0 < δ; the positive steady state solution N2 is locally asymptotically stable if either
(i) G∗ < δK−1 < β0 and n
(K−1)β0
(K−1)β0−δ , or
(ii) −(1+ K )G∗ < δ < (K − 1)β0 and n > (K−1)β0(K−1)β0−δ , where
G∗ = σ n σ
n + (1− n)Nn2
(σ n + Nn2)2
= δ(nδ + β0(1− n)(K − 1))σ
n
β0(K − 1)2 . (13)
More speciﬁcally, in relating to the parameters n, σ , γ , β0 and the delay distribution function
involved in K , we can extend the above result on the local stability of the positive steady state N2.
Theorem 3.3 (Local stability). Assume that K > 1, β0 > δK−1 := β1 , and one of the following conditions is
satisﬁed:
(i) n 1;
(ii) n > 1 with either of
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(b) σ  1n√n−1 , β2 < β0 <
(K+1)nδσn
[(n−1)(K+1)σn−K+1](K−1) := β3;
(c) σ < 1n√n−1 , K <
1+(n−1)σn
1−(n−1)σn := K1 , β2 < β0 < β3;
(d) σ < 1n√n−1 , K  K1 , β0 > β2 .
Then N2 is locally asymptotically stable, where 0< β1 < β2 < β3 and K1 > 1.
Proof. First we know that only when K > 1 and β0 > β1, N2 exists. Moreover, the local stability of
N2 can be obtained if G∗  0 following the ideas in [1,26]. It is obvious that with the condition (i)
or (ii)(a), G∗  0 from (13). Clearly, G∗ < 0 implies n > 1 and β0 > β2. To ensure the local stability
of N2, we need 0 < −(1+ K )G∗ < δ, that is,
nδ(1+ K )σ n > β0
[
σ n(n− 1)(1+ K ) − K + 1](K − 1). (14)
By checking the conditions given in (ii)(b)–(d), we see that (14) holds. 
When the unique positive equilibrium point N2 exists, outside of the regions given in Theorem 3.3,
the asymptotic behavior can be complicated, and periodic solutions, non-trivial attractors and chaotic
solutions are possible, see [24] for more details. In the rest of this section, we further study the global
stability. Comparing the model (12) with system (1), we have
f1(N) = −β(N)N, f2(N) = β(N)N, and kˆ(s) = 2e−γ sk(s).
The global stability of the trivial steady state solution N1 was obtained in [1] already. For the readers’
convenience, below we state this result and provide an elementary proof.
Theorem 3.4. If K > 1 and (K − 1)β0 < δ, then the trivial solution N1 = 0 is globally asymptotically stable
in C+ .
Proof. Let the Lyapunov functional L :C+ →R be deﬁned by
L(φ) =
φ(0)∫
0
β(s)s ds +
τ∫
τmin
e−γ s f (s)
( 0∫
−s
(
β
(
φ(θ)
)
φ(θ)
)2
dθ
)
ds, ∀φ ∈ C+.
Note that L˙(φ) = ddt L(xt)|t=0, where x(t) is the solution of (12) with x0 = φ. It then follows that
L˙(φ) = β(φ(0))φ(0)φ′(0) +
τ∫
τmin
e−γ s f (s)
[(
β
(
φ(0)
)
φ(0)
)2 − (β(φ(−s))φ(−s))2]ds
= −β(φ(0))φ(0)2(δ + β(φ(0)))+ 2β(φ(0))φ(0)
τ∫
τmin
e−γ s f (s)β
(
φ(−s))φ(−s)ds
+
τ∫
τ
e−γ s f (s)
[(
β
(
φ(0)
)
φ(0)
)2 − (β(φ(−s))φ(−s))2]ds
min
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τ∫
τmin
e−γ s f (s)ds
−
τ∫
τmin
e−γ s f (s)
[
β
(
φ(0)
)
φ(0) − β(φ(−s))φ(−s)]2 ds
−(δ − (K − 1)β(φ(0)))β(φ(0))φ(0)2.
Since δ > (K − 1)β0 > (K − 1)β(φ(0)) due to the decreasing property of β , we have L˙(φ) 0. Further,
L˙(φ) = 0 implies φ(0) = 0, that is, N = N1 = 0. By the LaSalle invariance principle (see, e.g., [7]), N1 is
globally attractive. From Lemma 3.2, N1 is locally asymptotically stable, so N1 is globally asymptoti-
cally stable. 
As we know that when (K − 1)β0 > δ, that is, β0 > β1 = δK−1 , K > 1, the positive steady state N2
exists and is unique. To guarantee the global stability of N2, we can choose the parameters to satisfy
the assumptions in Theorems 2.3 and 2.4. We should note that the conditions given in those theo-
rems are related to the parameter K , which is determined by the given generalized kernel function
associated with the time delay implicitly.
Let us review some basic properties in a quadratic function H(y) = ay2 + by + c with c > 0. To
obtain the positivity of H(y) for some positive y, we have the following cases:
(i) If a 0, b 0, then H(y) > 0 for all y  0.
(ii) If a 0, b < 0, b2  4ac, then H(y) > 0 for all y  0.
(iii) If a 0, b < 0 and b2  4ac, then H(y) > 0 for all y < y∗ , where
y∗ =
{
−b−
√
b2−4ac
2a , a > 0,
− cb , a = 0.
(iv) If a < 0 then H(y) > 0 for all y < y∗ = −b+
√
b2−4ac
2a .
Based on the given functions f1 and f2, the assumptions (A1)–(A3) in Theorem 2.3 are easy to
check by choosing M = N2 if n  1 or n > 1 and β0 < β2 = nδ(n−1)(K−1) , or M = K f2(Nˆ)δ+β0 := Mˆ if n > 1
and β0 > β2, where Nˆ = σn√n−1 is the maximum point of maxN∈[0,+∞) f2(N) = f2(Nˆ) =
β0(n−1)Nˆ
n .
To check the assumption (A4), we let g1(N) = δN − f1(N) = δN + β(N)N to obtain the suﬃcient
conditions for the function g1(N) to be strictly increasing in N ∈ [0,M].
Lemma 3.5. The function g1(N) is strictly increasing in N ∈ [0,M] provided that one of the following condi-
tions holds:
(i) n 1; or
(ii) n > 1 with either of
(a) β2 < β0  β4 , K > K3 and M can be either N2 or Mˆ;
(b) β1 < β0  β2 , K2 < K < K3 and M = N2;
(c) β0 > β4  β2 , K  K3 and β0 satisﬁes the condition given in (15), M = Mˆ, where βi (i = 1,2,3) are
given in Theorem 3.3, and β4 = 4nδ 2 , K2 = (1+n)
2
4n , K3 = n+34 .(n−1)
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g′1(N) =
1
(σ n + Nn)2
[
δN2n + (2δ + β0(1− n))σ nNn + (δ + β0)σ 2n]
=: 1
(σ n + Nn)2 h1(y)|y=Nn .
Obviously, if n  1, then g′1(N) > 0 for all N > 0. When n > 1, from the quadratic function
h1(y) = ay2 + by + c with a = δ, b = (2δ + β0(1 − n))σ n , c = (δ + β0)σ 2n , we see that if b2 − 4ac =
β0σ
2n[β0(n − 1)2 − 4nδ]  0, i.e., β0  β4 = 4nδ(1−n)2 , then h1(y) > 0 for all y  0. Therefore, when
β1 < β0  β4, implying K > (1+n)
2
4n := K2, the function g1(N) = δN − f1(N) is strictly increasing for all
N  0.
Regarding the choice of M in assumptions (A2) and (A4), we have the following observations:
(1) If β2  β4, which implies K  n+34 := K3, then g1(N) is increasing strictly for all N  0 and
β2  β0  β4, that is, (ii)(a) holds.
(2) If β2 > β4, then when β1 < β0  β4 < β2, K2 < K < K3, h1(y) > 0 for all y  0; while if β1 <
β4 < β0  β2, implying K2 < K < K3, then M = N2, b < 0, b2 − 4ac > 0 and y∗ = −b−
√
b2−4ac
2a
such that h1(y) > 0 for 0  y < y∗ . Thus, if y∗  Mn = Nn2, that is, β0  nδ(K−1)(n−K ) := β5, then
the assumptions (A2) and (A4) hold. We can also show that β5 > β2, so when β1 < β0  β2 and
K2 < K < K3, that is, (ii)(b) is satisﬁed, the function g1(N) is strictly increasing in N ∈ [0,M] =
[0,N2].
(3) In the case where β0 > β4  β2, due to the complexity of M = Mˆ , we cannot ﬁnd β0 analytically
from some y∗  Mn . However, by giving the parameters except β0 and γ (we can adjust K by
changing the value of γ for a ﬁxed distribution function k(s)), it is possible to ﬁnd the relation
of β0 and K numerically from the following inequality:
2δ(K (n − 1)β0)n
(n(δ + β0))n − β0(n − 1)
2 + 2δ(n− 1) + (n − 1)
√
β0
[
β0(n − 1)2 − 4nδ
]
 0, (15)
which is the condition given in (ii)(d).
This completes the proof. 
As a consequence of Lemma 3.5 and Theorem 2.4, we have the following result on the global
stability of the positive steady state N2.
Theorem 3.6. Assume that β0 > β1 and K > 1 in the case where n 1, and that in the case where n > 1, one
of the following conditions is satisﬁed:
(i) β1 < β0 < β2 and K2 < K < K3; or
(ii) 1 < n 2, β2 < β0  β6 = (4−n)δ2(n−1) and K > K4 = 4+n4−n ; or
(iii) 2 < n < 4, β0 > β4  β2 , K  K3 and both (15) and (16) hold.
Then the positive equilibrium N2 attracts all positive solutions of (12), where β1 < β2 < β6 , 1 < K2 <
K3 < K4 .
Proof. It is easy to see that the function f1(N)+K f2(N)N = (K − 1)β(N) is strictly decreasing since
β ′(N) < 0 for all N  0 and K > 1.
To check the property (P), ﬁrst we know that f2(N) is strictly increasing on [0,N2] when n  1
or n > 1 and β1 < β0 < β2 = nδ(n−1)(K−1) , i.e., (P1) ﬁts with M = N2 in Theorem 2.4. Combining the
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Let g2(N) = (δN − f1(N)) f2(N). A straightforward computation shows that
g′2(N) =
β0σ
nN
(σ n + Nn)3 h2
(
Nn
)
,
where
h2(y)|y=Nn = (2− n)δy2 +
[
(4− n)δ + 2(1− n)β0
]
σ n y + 2(δ + β0)σ 2n.
Thus, if 1 < n 2 and β0  (4−n)δ2(n−1) := β6, then g2(N) is increasing strictly for all N  0. Further, we can
check that β6 < β4 always holds, so if β2 < β0  β6, implying K  4+n4−n := K4 > K3, then g′2(N) > 0 for
all N  0. Combining the condition in Lemma 3.5(ii)(a), we know that N2 is globally asymptotically
stable under (ii). When β6 < β2, we cannot obtain the condition better than that in (i).
When n > 2, there exists a y∗ such that h2(y) > 0 for y < y∗ . In the case where β0 > β2 and
y∗  Mˆn , we know that g2(N) is increasing strictly for 0 N  Mˆ , and y∗  Mˆn gives the condition
2(n − 2)δ(K (n − 1)β0)n
(n(δ + β0))n + 2β0(n − 1)
2 + δ(n − 1)(n− 4)
+ (n − 1)
√
4β20 (n − 1)2 + 4δn(n − 3)β0 + (nδ)2  0. (16)
It is easy to see that only when 2 < n < 4, (16) is possible. Combining the condition (ii)(c) in
Lemma 3.5, that is, the assumption given in (iii), we then conclude that N2 is globally asymptoti-
cally stable since (P2) holds.
Since the function f1(N)/N = −β(N) is always increasing, (P3) cannot happen for the model (12).
We omit the discussion on the cases (P4) and (P5) due to the complexity. 
Summarizing the results given in Theorems 3.3 and 3.6, we know that if n  1 and the positive
equilibrium N2 exists, then N2 is always globally asymptotically stable. When n > 1, the local and
global stability regions with respect to the parameter plane (K , β0) are given in Fig. 1. Here the global
stability regions are only related to the conditions (i) or (ii) in Theorem 3.6.
With respect to the results given in Theorem 2.5, from the continuity of the functions f1(N) and
f2(N), we know the assumption (F) is satisﬁed and the unique positive equilibrium point N2 exists
when β0 > δK−1 and K > 1. Moreover,
f ′2(N) =
(
β(N)N
)′ = β0σ n(σ n + (1− n)Nn)
(σ n + Nn)2 = G(N),
G ′(N) = β0nσ
nNn
N(σ n + Nn)3
[
Nn(n − 1) − (n + 1)σ n].
It then follows that when n > 1 and N = N = σ n
√
n+1
n−1 , G
′(N) = 0, we have G ′(N) < 0 if N < N and
G ′(N) > 0 if N > N . Thus, l2 = inf f ′2(N) = infG(N) = G(N) = − (n−1)
2β0
4n < 0. Since f1(N) + f2(N) = 0,
l1 + l2 = 0< δ always holds. Comparing with the general result in Theorem 2.5, we have the following
observation.
Theorem 3.7. The unique positive equilibrium point N2 is globally asymptotically stable provided that β0 >
δ
K−1 , K > 1, and one of the following conditions holds:
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(a) n 1; or
(b) n > 1 and
μ0 > δ − β0(n− 1)
2
4n
(
1− 2
τ∫
τm
e(μ0−γ )sk(s)ds
)
,
where μ0 is obtained from
τ∫
τm
se(μ0−γ )sk(s)ds = 2n
β0(n − 1)2 when
τ∫
τm
se−γ sk(s)ds < 2n
β0(n − 1)2 .
More speciﬁcally, when the distribution function is chosen as the Dirac distribution, that is, the delay becomes
a constant, we have the following explicit delay-dependent condition:
(c) γ τ1 > ln
(
τ1β0(n − 1)2
2n
)
and τ1
(
γ − δ + β0(n − 1)
2
4n
)
− ln
(
τ1β0(n − 1)2
2n
)
> 1.
Proof. (a) It is easy to see that when n 1, f ′2(N) > 0, so l2 > 0, which is the condition (i) in Theo-
rem 2.5. Thus, N2 is globally attractive, which is consistent with the result given in Theorem 3.6.
(b) When n > 1, since l1+l2 = 0 < δ, the case (ii) in Theorem 2.5 cannot happen and the conditions
given in (iii) become (b) here. Due to the different choices of the distribution function, we are unable
to obtain the analytical expression of μ0.
(c) In the case where k(s) = δ(t − τ1) (τm  τ1  τ ), when γ τ1 > ln( τ1β0(n−1)22n ), we can obtain the
analytical μ0 as μ0 = γ − 1τ1 ln(
τ1β0(n−1)2
2n ). Thus, the condition μ0 > δ + l2(1−
∫ τ1
τ0
kˆ(s)eμ0s ds) gives
rise to
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K > K4.
τ1
(
γ − δ + β0(n − 1)
2
4n
)
− ln
(
τ1β0(n − 1)2
2n
)
> 1.
This completes the proof. 
To verify the analytic results obtained above, we ﬁx the parameters σ = 1, δ = 0.15. When the
delay distribution function k(s) = δ(s − τ1), we have K = 2e−rτ1 . If we choose n = 1.5, τ1 = 3, r = 0.2
and β0 = 1.77, we can check that β1 < β0 < β2 and K2 < K < K3, implying that (i) in Theorem 3.6
is satisﬁed; with the choice of the parameters n = 1.2, τ1 = 0.5, r = 0.1 and β0 = 1, the condition
(ii) in Theorem 3.6, that is, β2 < β0 < β6, K > K4, holds. Thus, we can expect to observe the globally
asymptotically stable orbits, which is conﬁrmed in Fig. 2.
Similarly, if k(s) is taken as uniform distribution, i.e., k(s) = 1τ−τm , then K = 2(e
−rτm−e−rτ )
r(τ−τm) ; while
for γ -distribution with m = 1,
k(s) = e
−a(s−τm)∫ τ
τm
e−a(t−τm) dt
, K = 2ae
−r(τ+τm)(eτ (a+r) − eτm(a+r))
(a+ r)(eaτ − eaτm) .
Fix σ = 1, δ = 0.15 and τ = 7, τm = 0. With uniform delay, when n = 1.5, r = 0.2 and β0 = 2.77,
the condition (i) holds; when n = 1.2, r = 0.01 and β0 = 1, the condition (ii) holds, and the globally
asymptotically stable trajectories are shown in Fig. 3. With γ -distributed delay, when n = 1.5, r = 0.5
and β0 = 1.77, a = 0.6, the condition (i) holds; when n = 1.2, r = 0.01 and β0 = 1, a = 1.2, the
condition (ii) holds, the globally asymptotically stable trajectories are shown in Fig. 4.
With respect to the result given in Theorem 3.7, for the constant delay distribution τ , we know
that the unique positive equilibrium point N2 is global attractive when β0 > β1, K > 1 and (c) in
Theorem 3.7 holds. Since K = 2e−γ τ1 > 1, we have τ1 < ln2γ , implying the global attractivity of N2
only holds for small delay. In the case where
σ = 1, δ = 0.15, n = 1.5, r = 0.2,
we can draw the global stability region in the parameter (τ1, β0)-plane in Fig. 5.
2206 Y. Yuan, X.-Q. Zhao / J. Differential Equations 252 (2012) 2189–2209Fig. 3. With uniform distribution, the global attractive steady state N2. (a) β1 < β0 < β2 and K2 < K < K3. (b) β2 < β0 < β6 and
K > K4.
Fig. 4. With gamma distribution, the global attractive steady state N2. (a) β1 < β0 < β2 and K2 < K < K3. (b) β2 < β0 < β6 and
K > K4.
For instance, when we choose τ1 = 1, β0 = 1.77, which stays in the global stability region, the
simulation result conﬁrms in Fig. 6(a). We can check that, with τ1 = 1, β0 = 1.77, β0 > β2 > β6 and
K3 < K < K4, implying neither condition in Theorem 3.6 is satisﬁed, and hence, the result obtained
in Theorem 3.7 provides us an extra global stability region. Actually, using this result, we can also
test the global stability when n > 2. For example, with n = 2.5 and τ1 = 0.5, β0 = 1, we know that
condition (c) in Theorem 3.7 is satisﬁed, and the global stability is veriﬁed in Fig. 6(b).
From the biological point of view, if the mortality rates (δ or γ ) are too large, or not enough cells
are introduced in the proliferating phase (i.e., β0 is small), then the cell population cannot survive
which is consistent with the theoretical result in Theorem 3.4; if there are enough cells staying in
the proliferating phase (i.e., β0 is suﬃciently large) and the loss rate γ is appropriate to keep the
delay-dependent coeﬃcient K = 2 ∫ ττmin e−γ sk(s)ds > 1, then the non-trivial steady state exists in the
cells and the cell population will approach to a constant level provided that we impose the sensitivity
parameter n is small (n  1), which is a “strong” (monotone) global stability; when we accept a
relatively large n, say 1 < n  4, under rather restrictive regimes with respect to the parameters, the
cell population can still approach to a constant level which is a “weaker” (non-monotone) global
Y. Yuan, X.-Q. Zhao / J. Differential Equations 252 (2012) 2189–2209 2207Fig. 5. Global asymptotic stability (g.a.s) resulted in Theorem 3.7 with constant delay. L1, L2 are the curves of γ τ1 =
ln( τ1β0(n−1)
2
2n ) and τ1(γ − δ + β0(n−1)
2
4n ) − ln( τ1β0(n−1)
2
2n ) = 1 respectively.
Fig. 6. With Dirac distribution, the global attractive steady state N2. (a) n = 1.5, τ1 = 1, β0 = 1.77. (b) n = 2.5, τ1 = 0.5, β0 = 1.
attractivity. Whenever the inequality n  1 is violated, the global asymptotic stability is still ensured
provided that the delay is suﬃciently small to satisfy the conditions given in Theorem 3.7.
4. Discussion
In this paper, we have analyzed the global stability for a class of functional differential equation (1)
under the assumptions (A1)–(A4) in order to rule out the existence of oscillations, and established the
criteria to ensure the global attractivity of the steady state solutions. We have applied our analytic
results to a physiological model and obtained the global stability of the unique positive steady state
solution. To our best knowledge, there is no such global stability result in the existing literature,
although the global stability on the constant time-delayed model (12) with n = 1 in the production
rate function β was discussed in [17].
By similar arguments, we can show that the global asymptotical property results in Theorem 2.3
and the explicit conditions given in Theorem 2.4 still hold for the following mathematical model:
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(
u(t)
)+ f2(u¯(t)), (17)
where α > 0, u¯(t) = ∫ τ1τ0 kˆ(s)u(t − s)ds, 0  τ0 < τ1 with the positive constant K = ∫ τ1τ0 kˆ(s)ds = 1.
In [11], Kuang discussed the delay-dependent global stability for the model
x′(t) = f
( −σ∫
−τ
x(t + s)dμ(s)
)
− g(x(t)) (18)
and obtained some suﬃcient conditions under certain restriction on functions f and g . The ap-
proaches in [11] are related to the method of Razumikhin-type functions and have strong geometrical
background. Although the model (17) is similar to (18) with g(x) = αx− f1(x), it is diﬃcult to judge
which result is sharper mathematically. However, by comparing the assumption (H1b) in [11] with
the explicit condition (P1) in Theorem 2.4, we can see that the weaker condition is imposed in our
result in the sense that regarding g(x) = αx − f1(x) + f1(0), f (x) = f2(x) − f2(0), (P1) requests that
f2 be nondecreasing only, while (H1b) needs that f2 is strictly increasing.
Our results on the physiological model (12) imply that the interconnection between the size of
cells group in the proliferating phase and the delay related coeﬃcient K may have dictated the non-
oscillatory nature of the hematological disorder diseases. The general forms of systems (1) and (17)
include many population models such as those discussed in [6,16]. It is expected that our global
stability results may ﬁnd more applications. Further, it is also interesting and desirable to study the
global stability for non-monotone systems of delay equations by using the method of ﬂuctuations,
and we leave this problem for future investigation.
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