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Cost analysis aims at statically inferring the amount of resources, such as time or memory, needed
to execute a program. This amount of resources is the cost of the program and it depends on its input
parameters. Obtaining a function (in terms of the input parameters) that represents the cost of a program
precisely is generally not possible. Thus, cost analyses attempt to infer functions that represent upper or
lower bounds of the cost of programs instead.
Many existing cost analyses approach the problem in two stages. First, the target program is trans-
formed into an integer abstract representation where the resource consumption is explicit and second,
the abstract representation is analyzed and cost bounds are inferred from it. The advantage of this ap-
proach is that the second part is language independent and resource independent. That is, it can be
reused across different programming languages and to analyze the program cost with respect to differ-
ent resources. Cost relations are a possible abstract representation. They are similar to constraint logic
programs annotated with costs and they can easily represent both imperative and functional programs.
Existing cost analyses based on cost relations have limited support for programs that have a complex
control flow, or present amortized complexity, that is, when the sum of the cost of the parts yields a
higher asymptotic cost than the cost of the whole. This thesis identifies these limitations, and presents a
new analysis of cost relations that overcomes them.
The analysis can obtain upper and lower bounds of programs expressed as cost relations and it contains
three parts:
1. The first part reduces any mutually recursive cost relations to cost relations that only have direct
recursion and performs some simplifications.
2. The second part consists of a refinement of cost relations that partitions all possible executions of
the program into a finite set of execution patterns named chains. The refinement also infers precise
invariants for each of the chains, discards unfeasible execution patterns and proves termination.
3. In the third part of the analysis, cost bounds are inferred compositionally. For that purpose, a novel
cost representation, named cost structures, is presented. Cost structures reduce the computation
of complex bounds to the inference of simple constraints using linear programming. They can
represent polynomial upper and lower bounds of programs with max and min operators.
The analysis is proven sound with respect to a new semantics of cost relations. This semantics
distinguishes between terminating and non-terminating executions and models the behavior of non-
terminating executions accurately.
In addition, the analysis has been implemented in the tool CoFloCo and it has been extensively evalu-
ated against other state-of-the-art tools and with respect to a variety of benchmarks. These benchmarks
include imperative programs, functional programs, and term rewrite systems. CoFloCo performs well in




Die Kostenanalyse von Programmen ermöglicht es, den für die Ausführung eines Programmes notwendi-
gen Ressourcenbedarf, wie zum Beispiel Zeit oder Speicher statisch, zu bestimmen. Den Ressourcenbe-
darf eines Programms bezeichnet man auch als die Kosten des Programms. Die Programmkosten hängen
im Allgemeinen von Eingabeparametern (den Eingabedaten) ab. Das Bestimmen einer Funktion, die in
Abhängigkeit von den Eingabeparametern die exakten Kosten eines Programms angibt, ist in der Regel
nicht möglich. Stattdessen versucht man bei der Kostenanalyse Funktionen zu ermitteln, die obere und
untere Schranken für die Kosten eines Programmes darstellen.
Viele der existierenden Ansätze zur Kostenanalyse gehen das Problem in zwei Stufen an. Zuerst
wird das zu analysierende Programm in eine abstrakte Integer-Repräsentation überführt, in welcher der
Ressourcenbedarf/-verbrauch explizit dargestellt ist. In der zweiten Stufe wird diese abstrakte Repräsen-
tation analysiert und obere bzw. untere Schranken bestimmt. Der Vorteil dieses Ansatzes ist, dass die
zweite Stufe unabhängig von der Programmiersprache und der betrachteten Ressource (Zeit, Speicher
usw.) ist. Dies ermöglicht den Einsatz der für die zweite Stufe entwickelten Techniken und Werkzeuge
zur Analyse von Programmen in unterschiedlichsten Programmiersprachen bzgl. des Verbrauchs unter-
schiedlich Ressourcen. Kostenrelationen bieten sich als eine Wahl für die abstrakte Repräsentationen der
Programme an. Sie ähneln Programmen aus der Constraint-logischen Programmierung, die mit Kostenan-
notationen versehen sind. Kostenrelationen erlauben es ferner, funktionale sowie imperative Programme
auf einfache Art zu repräsentieren.
Existierende Kostenanalysen haben eine Reihe von Nachteilen betreffend der Analyse von Programmen
mit komplexem Kontrollfluss sowie bei der Bestimmung amortisierter Komplexität zur Beschreibung von
Szenarien, bei denen die Gesamtkosten eines Programmes kleiner sind als die Summe der asymptotis-
chen Einzelkosten. In dieser Arbeit werden die Einschränkungen der existierenden Ansätze identifiziert
und eine neuartige Analyse entwickelt, die diese überwindet.
Die entwickelte Analyse bestimmt obere und untere Schranken für in Kostenrelationen überführte
Programme. Sie besteht aus den folgenden drei Teilen:
1. Im ersten Teil der Analyse werden wechselseitig-rekursive Kostenrelationen in äquivalente Kosten-
relationen überführt, die nur noch einfache Rekursionen enthalten. Ausserdem werden weitere
Vereinfachungsschritte durchgeführt.
2. Im zweiten Teil werden die Kostenrelationen mit Hinblick auf den Kontrollfluss verfeinert. Die
Verfeinerung partitioniert die Kostenrelationen in eine endliche Menge von Ausführungsmustern,
sogenannten Ketten (Chains), die alle möglichen Ausführungen beschreibt. Die Verfeinerung gibt
des weiteren präzise Invarianten für die einzelnen Ketten an, eliminiert nicht erreichbare Pro-
grammpfade und beweist die Terminierung des Programms.
3. Im dritten Teil der Analyse werden schließlich Schranken für die Kosten auf kompositionelle Art
und Weise berechnet. Zu diesem Zweck wird eine neuartige Art der Kostenrepräsentation, genannt
Kostenstrukturen, entwickelt und vorgestellt. Kostenstrukturen erlauben es, die Berechnung kom-
plexer Schranken auf das Lösen einfacher Constraints mit Hilfe linearer Programmierung zu re-
duzieren. Kostenstrukturen können polynomielle obere und untere Schranken von Programmen
repräsentieren und unterstützen dabei max- und min-Operatoren.
Die entwickelte Analyse wird als korrekt bzgl. einer neuen Semantik von Kostenrelationen bewiesen.
Die im Rahmen dieser Arbeit entwickelte neue Semantik erlaubt es, zwischen terminierenden und nicht-
terminierenden Programmenausführungen zu unterscheiden und modelliert nicht terminierende Pro-
grammausführungen akkurat.
v
Schließlich wurde die neue Kostenanalyse im Werkzeug CoFloCo implementiert und extensiv evaluiert.
Die Evaluierung vergleicht CoFloCo mit anderen, dem aktuellen Stand der Forschung entsprechenden
Tools anhand einer Vielzahl von Benchmarks. Diese Benchmarks bestehen aus imperativen und funk-
tionalen Programmen sowie aus Termersetzungssystemen. CoFloCo zeigt durchgehend eine sehr gute
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One of the most important properties of computer programs is their time complexity. That is, the amount
of time or processing power that they need to be executed. A functionally correct program is of little use
if it cannot be executed in a reasonable time. Time complexity is just a specific instance of a more general
property that we call the cost of the program. The cost of a program is the amount of resources needed
to execute it, where resources can be time, CPU cycles, memory, etc. In general, given two programs that
perform a certain task, we prefer the one that has a lower cost, that is, the one that is more efficient.
The cost of programs and algorithms is a well studied problem and it is part of most computer science
curricula. However, manual cost analysis is complex, error-prone, and thus not applicable in practice for
large scale programs. The focus of this work is to develop techniques for automatic static cost analysis
(also known as resource analysis).
In order to formulate the problem in a generic form, the cost of a program is defined with respect to
a cost model. A cost model determines the resource being measured and the cost of each instruction of
the program (or each program location) with respect to the chosen resource. A positive cost represents
a resource being consumed and a negative cost a resource being released (or produced). In this manner,
the cost of a program can be measured with respect to different resources (e.g. execution steps, memory
or bandwidth) by applying different cost models.
Cost models can be more or less realistic depending on our needs. For example, if we are only inter-
ested in the asymptotic complexity, it is often enough to count the number of loop iterations (or recursive
calls) of a program. In contrast, if we want to obtain precise estimates of the execution times in a given
runtime environment, we can apply a more realistic cost model that assigns different costs to different
instructions depending on the amount of time (or any other resource) that they require to be executed.
Obtaining cost models that can realistically represent the behavior of modern computer architectures
and garbage collection is a challenging problem but is not the topic of this work. Here we assume the
cost model to be given. In the examples, we use simple cost models to ease the presentation. There has
been some recent work in this aspect where precise cost models are learned based on profiling of some
sample programs [DH17].
Example 1.1. For instance, consider the C Program 1 in Figure 1.1. This program checks whether an
integer value val is contained in the array l of length size (we assume size is a positive number). In
Figure 1.1, two cost models are considered. Cost model 1 assigns cost 1 to the back-edge of the loop
and thus counts the number of iterations of the loop. Cost model 2 assigns different costs to each of
the instructions. It assigns cost 1 to assignments, cost 2 to integer comparisons and cost 3 to return
statements.
In general the cost of a program (given a cost model) depends on its input parameters. The input
parameters can be complex so in order to obtain a cost expression, they are usually abstracted with
respect to some notion of size. This, together with the fact that programs can be intrinsically non-
deterministic, prevents us from obtaining a precise function that maps the input parameters to the cost
of the program. Instead, static cost analysis attempts to obtain functions that represent upper or lower
bounds of the cost of the program.
Definition 1.2 (Static Cost Analysis). Given a cost model and a program, a static cost analysis infers
upper or lower bounds on the cost of the program in terms of (the size of) its input parameters.
Example 1.3. The cost of Program 1 depends on the specific contents of array l, in particular on whether
val is contained in array l and in which position. The worst case (upper bound) occurs when val is
1
Program 1 Line Cost model 1 Cost model 2
1 bool search(int *l,int size,int val){
2 int i=0;
3 bool fnd=false;































Figure 1.1.: Program 1 and two different cost models
not in the array. In that case, the loop is executed size times so the cost upper bound using the cost
model 1 is size. In the best case (for a non-empty array), val is in the first element of the array and the
back-edge is taken only once. The lower bound is then 1 for cost model 1.
If cost model 2 is considered, the upper bound occurs when val is in the last element of the array (in
this case an additional assignment to fnd in Line 6 is executed)
1+ 1+ 2 · (size+ 1) + (2+ 1) · size+ 1+ 3= 5 · size+ 8
and the lower bound (for a non-empty array) corresponds to the case where the loop body is executed
once 1+ 1+ 2+ 2+ 1+ 1+ 2+ 3 = 13. Note that in that case Line 4 is reached twice. If size can be 0,
the lower bound corresponds to the case where the loop is never entered 1+ 1+ 2+ 3= 7.
Note that this is very different (and complementary) from profiling. With profiling one can obtain
actual execution costs for specific inputs whereas static cost analysis provides bounds that are valid
for all possible inputs. Analyzing programs statically has additional advantages. Static analysis does
not require a complete program, it can also be applied to specific modules or procedures. Therefore,
the analysis can be applied in the early stages of software development when there is not a working
prototype yet. Besides, a function in terms of the input parameters can provide useful information not
only on the cost of the program, but also on which input parameters are more relevant to the cost.
There is a related research area, usually referred to as WCET (Worst Case Execution Time) analysis,
that is mainly orthogonal to the work on cost analysis [WEE+08]. WCET analysis attempts to obtain
precise time upper bounds of low level programs in a given architecture. A great effort is directed
to model aspects of modern architectures such as multilevel cache memories, segmented processors,
etc. However, these analyses usually assume that loop bounds are given as an input. The cost analysis
developed here can be used to infer such loop bounds.
1.1 Applications
Some applications of static cost analysis are:
Feedback to Developers
During the software development, programmers can apply cost analysis tools to functions or proce-
dures of interest and obtain a measure of their cost behavior. This feedback can help programmers to
spot performance bugs in the code and to identify bottlenecks. This allows them to detect problems early
in the development. This application is also one of the most realistic and immediate for two reasons:
First, this kind of feedback is useful for analyzing small pieces of code such as specific procedures or
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modules where the scalability of the analysis is not such a big issue. Second, simple and relatively ma-
chine independent cost models can be useful for developers even if they do not model the details of the
computer architecture precisely.
Library Documentation
To make good use of a library, a programmer must understand its behavior. This includes not only
functional properties but also non-functional properties such as time and memory cost of its different
procedures. Static cost analysis can be used to enrich the library documentation with automatically
inferred cost bounds so users can take this information into account. In this case, simple cost models can
also provide useful results. The scalability of the analysis can become an issue as libraries can be huge.
However, this process does not need to be done in real time, it can be performed in the background and
parallelized to some extent.
Cloud Architecture Design
Nowadays, programs are often executed in distributed environments, that is, in the cloud. As a result,
additional resources become relevant such as the used network bandwidth and the amount of machines
or processors involved in the computation. The inclusion of additional resources makes the cost of
the programs in terms of different resources even more relevant. It is often the case that different
algorithms present various trade-offs with respect to their cost. A distributed algorithm might need less
time to execute than its non-distributed counterpart. In turn, the distributed algorithm might need more
machines and cause greater stress over the communication network. Cost analysis can provide specific
information about these trade-offs early in the development phase.
Certified Software
Finally, static cost analysis can also play an important role in software certification. There are multiple
software applications that need to comply with very strict time and memory constraints. A clear example
of such applications is the software in embedded systems. This is the field of application of WCET
analysis. Cost analysis, as already mentioned, can be used to infer loop bounds that are then provided
as an input to WCET analysis tools.
1.2 State of the Art
Automatic static cost analysis of programs is a very active field of research. Since the seminal work
of [Weg75], many different approaches and techniques have been published that focus on different
programming paradigms. The cost of a program is an undecidable property, so there cannot be a general
and precise algorithm that works for every program. The quest has been to expand the class of programs
that can be automatically analyzed and to increase the precision of the analysis, while at the same time
retaining scalability.
Most early works are based on extracting and solving recurrence relations that represent the cost of
the program [Weg75, DLH90, DL93, DLHL94, DLHL97, Ben01, Gro01]. However, both extracting and
solving recurrence relations is challenging. Programs, in particular imperative programs, have features
that are hard to model directly with recurrence relations. Imperative programs often have non-monotonic
cost that depends on multiple variables. They can be non-deterministic and have complex control flow. All
of that makes them hard to model with recurrence relations.
Some more recent analyses are based on type systems, mainly for functional programs, based on
the idea of sized types [Vas08, VH04] or based on the potential method for amortized cost anal-
ysis [HH10a, HDW17]. There are also approaches for imperative programs based on abstract inter-
pretation and counter instrumentation [GMC09], control-flow refinement [GJK09], proof rules [GZ10],
and the inference of ranking functions [ADFG10, AAGP11, ZGSV11, BEF+16]. Finally, some approaches
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combine several methods, for example the work of [SLH14] relies on sized types, abstract interpretation
and recurrence relations.
There are many cost analyses [AAGP11, AGM13, ABAG13, ADFG10, ZGSV11, SZV14, SZV17, BEF+16]
that follow a general approach divided into two phases:
1. The first phase takes a program and a cost model and generates an integer abstract representation
of the program.
2. The second phase analyzes the integer abstract representation and produces upper (or lower)
bounds of the program cost.
The main advantage of this approach is that the integer abstract representation is much simpler than the
original source code (or binary code) and it is language independent. An algorithm to obtain bounds
from the abstract representation can be used to obtain bounds of programs written in different languages
and with respect to different cost models. This is exemplified in the evaluation (Chapter 7) in which the
research prototype is evaluated against imperative programs, functional programs and even term rewrite
systems.
As already mentioned, early works extract and solve recurrence relations. Zuleger et al. [ZGSV11] ab-
stract programs to size-change graphs, Sinn et al. [SZV17] to difference constraint programs, [BEF+16]
and [ADFG10] consider integer transition systems (ITS) and the works [AAGP11, AGM13, ABAG13] are
based on extracting and solving cost relations. The present work adopts the latter approach.
The following subsections provide an introduction to cost relations and the existing techniques to
extract them and solve them. Chapter 8 contains a more detailed account of other approaches to cost
analysis and their comparison to this work.
1.2.1 Cost Relations
A cost relation system is an abstract representation of the cost of programs used for cost analysis. It
is composed of set of cost relations (CR) defined with recursive equations. Each of these equations,
denoted cost equations (CE), has the following format:1
c: C(x ) = ϕ0, b1,ϕ2, · · · , bn,ϕn
where c is a unique identifier; C(x ) is the head and ϕ0, b1,ϕ2, · · · , bn,ϕn is the body. The terms bi are
costs or references to other cost relations and ϕi are (possibly empty) constraint sets. A cost equation
states that the cost of CR C with variables x is defined by the costs of b1, · · · , bn under the constraints
ϕ0, · · · ,ϕn. The costs and the constraints in the CE’s body are accumulated sequentially from left to
right. The constraint sets of a CE capture its applicability conditions and also express the (possibly non-
deterministic) relations among different variables. Cost relation systems can be seen as constraint logic
programs with cost annotations. Under this view, a cost relation corresponds to a predicate and a cost
equation corresponds to a clause.
Each fragment of code, typically a function or a loop, is translated into a cost relation which is a set
of cost equations. Each cost equation defines the cost of a possible behavior of the function, that is, the
cost of an execution path of the function.
Example 1.4. Figure 1.2 contains the cost relation system of Program 1 using cost model 2 (defined in
Figure 1.1). The cost relation system contains 2 cost relations search and while and a total of 5 numbered
cost equations. In this abstraction booleans (fnd) are represented as integers in the usual way and array
l has been abstracted to its length.
1 This format is later slightly extended as part of the contributions of the thesis.
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Cost relations of Program 1
1: search(l, size, val) = {i = 0, fnd = 0}, 2, while(l, size, val, i, fnd), 3
2: while(l, size, val, i, fnd) = {i ≥ size}, 2
3: while(l, size, val, i, fnd) = {i < size, fnd = 1}, 2
4: while(l, size, val, i, fnd) = {i < size, fnd = 0, fnd′ = 1, i′ = i + 1}, 6, while(l, size, val, i′, fnd′)
5: while(l, size, val, i, fnd) = {i < size, fnd = 0, i′ = i + 1}, 5, while(l, size, val, i′, fnd)
Figure 1.2.: Cost relations of Program 1
The loop of Program 1 is defined recursively. Each CE corresponds to a loop path. CEs 2 and 3
represent the two possibilities to exit the loop and CEs 4 and 5 represent the cases where the loop body
is executed.
The constraint sets define the applicability conditions of each CE, for example, the constraints i <
size, fnd = 0 in CE 4 indicate that the loop body can only be executed if the counter i has not reached
size and the element has not been found yet. Additionally, they define the behavior resulting from
executing the path, for example, the constraints fnd′ = 1, i′ = i+1 in CE 4 encode the assignment to fnd
and the increment of i. Note that as a result of the abstraction of l, the condition l[i]==val does not
generate any constraint. As a result, the conditions of CEs 4 and 5 are not mutually exclusive.
A cost relation system can be evaluated with respect to some input values into evaluation trees where
each node of the tree corresponds to the application of a cost equation and its children are the evaluations
of the calls (or cost annotations) that appear on the CE body. The input values of the children satisfy the
constraints of the cost equation. Each evaluation node has a cost associated and the cost of an evaluation
is the sum of the costs of its nodes. If at some point of the evaluation the constraints of a CE are not
satisfied, the evaluation fails. As we shall later see (Section 3.3), only evaluations that do not fail are
taken into account.
Example 1.5. Program 2 in Figure 1.3 contains a function with two nested loops which are encoded into
two cost relations for2 and for3. The function tick is used to specify the cost model. A call to tick(n)
consumes n resource units.
Figure 1.4 contains an evaluation of Program 2 with input value n = 3. Each node is represented
with the cost equation number that has been applied, the cost relation symbol to which it belongs and
the values of its variables. The nodes that correspond to costs simply have the amount of resources
consumed (or released). The cost of the evaluation is 6.
Cost relations have some advantages over other abstract representations. They support recursive
programs naturally. In fact, loops are modeled as recursive definitions and that allows us to analyze
loops and recursive functions uniformly. In contrast, other abstract program representations such as
difference constraint programs [SZV17] and integer rewrite systems (ITS) do not support recursion
naturally or need to be extended [BEF+16]. More importantly, cost relations have a modular structure.
Program 2 Cost relations





1: tri(n) = {x = 0}, for2(x ,n)
2: for2(x ,n) = {y = x , x < n, x ′ = x + 1}, for3(y,n), for2(x ′,n)
3: for2(x ,n) = {x ≥ n}
4: for3(y,n) = {y < n, y ′ = y + 1}, 1, for3(y ′,n)
5: for3(y,n) = {y ≥ n}
Figure 1.3.: Program 2: Nested loop
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Figure 1.4.: Evaluation tree of Program 2
Each loop or function is abstracted into a separate cost relation. This enables a compositional approach
to compute the cost of a program by combining the costs of its parts.
Example 1.6. We can compute the cost of Program 2 incrementally. First, we compute the cost of the
inner loop (CR for3); then we substitute the reference for3(y,n) in CE 2 by its cost; and finally we
compute the cost of the outer loop (CR for2).
From the two phases of the analysis, cost relation extraction and solving, this work focuses on the
second one, that is, the inference of upper and lower bound for programs expressed as cost relations.
However, as we shall see later, some small changes are done on the overall approach. The next two
subsections contain a description of some of the previously existing methods used for each of the phases.
1.2.2 Cost Relation Extraction
Cost relation extraction has been studied extensively. Cost relations can be generated for programs
written in different languages (Java bytecode [AAG+08, AAG+12], ABS [AAG+11, GLL15], LLVM
IR [GGP+15]); different programming paradigms such as imperative and functional or mixed (such
as ABS [JHS+11]); and to measure different resources such as time, memory [AGGZ13], information
transmitted over a network [ACMMRD14], etc.
This section describes in a high-level fashion the main steps in the cost relation extraction method
presented in [AAG+11] and implemented in the SACO tool [AAF+14]. This method is very similar to
the one presented in [AAG+12] (implemented in the COSTA tool [AAG+08]) but the latter extracts cost
relations from Java Bytecode which makes the process less intuitive. In contrast, the work [AAG+11]
extracts cost relations from programs written in ABS which is a high level object-oriented programming
language designed for modeling distributed applications. The language has an imperative part with Java-
like syntax and a first order functional sub-language with algebraic data types. Throughout this thesis,
the considered example programs are either C programs or ABS programs if they contain functional
elements.
Consider Program 3 in Figure 1.5. It contains two methods amortized and popSome. Method
amortized contains a loop that iterates over the list l and adds its elements to another list s until l
is empty (Nil). Besides, in each iteration it checks if the shared global variable consume is set to true. In
6 1. Introduction
Program 3














Figure 1.5.: Program 3: ABS Example with lists
that case it makes a call to popSome and stores the result in s. popSome is a recursive method that iterates
over the elements of s as long as the list is not empty or the shared variable consume is set to false. The
constructors for lists are Cons and Nil and head and tail are primitive operations that return the head
and the tail of a list respectively. 2
The cost relation extraction can be divided in three steps as follows.
Rule-based representation
First, the source code is parsed and a rule-based representation (RBR) is generated. In this rule based
representation each procedure, loop and conditional statement is abstracted into a set of rules that define
its behavior. Each rule has the format m(x : y)← g, b1, . . . , bn. There, m(x : y) is the head of a rule with
name m, input parameters x and output parameters y . The body of the rule is g, b1, . . . , bn where g is
a guard that defines the applicability conditions of the rule and b1, . . . , bn is a sequence of statements.
The statements can be either variable assignments or calls to other rules. The RBR can be generated
syntactically from the abstract syntax tree of the program.
Figure 1.6 contains the RBR of Program 3. Note how each procedure, loop and if statement has been
translated into a set of rules. For instance, the rules wh(l, s : l, s) correspond to the while loop. The first
rule corresponds to the exit condition and the second rule corresponds to the body of the loop. Note
that the conditional in function popSome is abstracted to three rules due to the short circuit semantics
of the operator ||. In addition, the shared variable consume has not been included in the list of input and
output parameters. Because consume is a shared variable, it is assumed that its value can change at any
point and it is thus undefined.
Size abstraction and abstract compilation
In the next step, data structures are mapped to integer values according to some selected size ab-
straction. Size abstractions typically abstract data structures to the number of constructors in the data
structure or the maximum depth of the data structure (path-depth abstraction [AAG+12]). More sophis-
ticated size measures can be implemented using sized-types [AGG13]. In this example, lists l and s are
mapped onto their length. Then, each rule in the rule-based representation is transformed into a cost
equation. First, each rule is transformed into a single static assignment (SSA) representation. Then, a
set of linear constraints is generated for each guard and each statement in the rule. Finally, the cost of
the rule is defined by applying a given cost model to each of its statements.
Consider the rules of the while loop (Figure 1.6). Figure 1.7 contains the SSA versions of the rules
(on the left) and the mapping from each guard/statement to a linear constraint set and to a cost. For
instance, the statement s′ = Cons(tmp, s) induces the constraint s′ = s + 1 that indicates that the length
of s is incremented in one unit. The selected cost model counts the number of iterations and recursive
2 The syntax of Program 3 has been slightly simplified. The ABS language distinguishes between syn-
chronous and asynchronous calls so the calls to popSome should actually be “await this!popSome(s)” and
“await this!popSome(tail(s))”, respectively.
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amortized(l, s :) ← True,
wh(l, s : l, s)
wh(l, s : l, s) ← l == Nil
wh(l, s : l, s) ← l!= Nil,
tmp = head(l),
s = Cons(tmp, s),
l = tail(l),
if1(l, s : l, s),
wh(l, s : l, s)
if1(l, s : l, s) ← consume,
popSome(s : s),
if1(l, s : l, s) ← !consume
popSome(s : r) ← True,
if2(s : r)
if2(s : r) ← !consume,
r = s
if2(s : r) ← consume && s == Nil,
r = s
if2(s : r) ← consume && s!= Nil,
tmp = tail(s),
popSome(tmp : r)
Figure 1.6.: Rule-based Representation of Program 3
SSA Rule Constraints Cost
wh(l, s : l, s) ← l == Nil {l = 0} 0
wh(l, s : l ′3, s′3) ← l!= Nil, {l > 0} 0
tmp = head(l), 0
s′ = Cons(tmp, s), {s′ = s + 1} 0
l ′ = tail(l), {l ′ = l − 1} 0
if1(l
′, s′ : l ′2, s′2), if1(l ′, s′ : l ′2, s′2)
wh(l ′2, s′2 : l ′3, s′3) 1, wh(l ′2, s′2 : l ′3, s′3)
Figure 1.7.: Abstract compilation of the while loop
calls of the program so it assigns one cost unit to each call to wh and 0 to any other statement. The
resulting cost relation for the while loop is:
wh(l, s : l, s) = {l = 0}
wh(l, s : l ′3, s′3) = {l > 0, s′ = s + 1, l ′ = l − 1}, 1, if1(l ′, s′ : l ′2, s′2), wh(l ′2, s′2 : l ′3, s′3)
Input-output size analysis
In the usual definition of cost relations, these are only defined in terms of the input variables so the
output variables have to be removed. However, there can be calls to rules that depend on the output
of other rules. For instance, in the cost relations of the while loop, the recursive call to wh is defined
in terms of l ′2 and s′2 which are the output variables of the call if1(l ′, s′ : l ′2, s′2). In order to deal with
this issue, a global size analysis is performed that infers input-output size relations [BK96] for each cost
relation. Then, the cost equations are enriched with the input-output size relationships of the called cost
relations. The input-output size relation of the call if1(l
′, s′ : l ′2, s′2) is the constraint set {l ′2 = l ′, s′2 ≤ s′}
so that constraint set is added to cost equation after the call to if1. The final cost equations of the while
loop are:
wh(l, s) = {l = 0}
wh(l, s) = {l > 0, s′ = s + 1, l ′ = l − 1}, 1, if1(l ′, s′), {l ′2 = l ′, s′2 ≤ s′}, wh(l ′2, s′2)
Figure 1.8 contains the complete cost relations of Program 3. Because the variable consume is un-
defined, the conditions consume and !consume are abstracted to an empty constraint set and the cost
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Cost relations of Program 3
amortized(l, s) = wh(l, s)
wh(l, s) = {l = 0}
wh(l, s) = {l > 0, s′ = s + 1, l ′ = l − 1}, 1, if1(l ′, s′), {l ′2 = l ′, s′2 ≤ s′}, wh(l ′2, s′2)
if1(l, s) = popSome(s)
if1(l, s) = 0
popSome(s) = if2(s)
if2(s) = 0
if2(s) = {s > 0, tmp = s− 1}, 1, popSome(tmp)
Figure 1.8.: Cost relations of Program 3
relations if1 and if2 become non-deterministic. Each rule in the RBR representation gives rise to one cost
equation with one exception. The first and second rules of if2 give rise to the cost equations if2(s) = {}, 0
and if2(s) = {s > 0}, 0 respectively. However, the second equation is simply a special case of the first one
(it is subsumed by the first one) and can be discarded.
As we shall see later, the last point of the cost relation extraction, that is, the elimination of output vari-
ables and the inference of input-output relations, presents important limitations. The analysis presented
here skips this step and analyzes cost relations that include the output variables instead.
1.2.3 Cost Relation Solving
There are several approaches to solve cost relations [AAGP11, AGM13, ABAG13] implemented in the
tool PUBS 3. All of these approaches compute bounds of cost relations incrementally considering one
cost relation at a time. Once the bound of a cost relation C has been computed, the bound is used to
substitute any calls to C that appear in other cost relations.4 The approaches differ on how they compute
bounds of each cost relation. Below, there is an informal description of different methods to compute
bounds of cost relations.
Node-Count method
The first method, presented in [AAGP11], over-approximates the cost of an arbitrary evaluation tree
by considering the number of nodes in the tree and the maximum cost per evaluation node. This method
considers evaluation trees where all the nodes that do not belong to the cost relation being analyzed
have been merged together and their cost has been assigned to the first ancestor node that belongs to
the cost relation.
Example 1.7. Figure 1.9 contains the evaluation of for2 from Figure 1.4 where all the nodes that do not
belong to for2 have been merged to the corresponding node of for2. The nodes of for2 are now annotated
with costs.
Given a cost relation C. Let #i and #l be upper bounds on the number of internal and leaf nodes of
an evaluation tree of C. Let bei and bel be upper bounds on the cost of any internal and leaf node in an
evaluation tree of C. The following expression is an upper bound of C:
#i · bei+#l · bel
3 http://costa.ls.fi.upm.es/pubs/solver.php
4 If there are mutually recursive cost relations, they are merged into one using unfolding (details in Chapter. 4).
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2: for2(0,3) : 3 2: for2(1,3) : 2 2: for2(2,3) : 1 3: for2(3,3) : 0
Figure 1.9.: Merged evaluation tree of for2 Program 2
Example 1.8. In the evaluation of Figure 1.9, there are three internal nodes and one leaf node. The
costs of the internal nodes are 3, 2 and 1 and the cost of the leaf node is 0. The expression 3 ·3+1 ·0= 9
is a valid upper bound of this particular evaluation.
The number of internal nodes #i and leaf nodes #l of a tree can be over-approximated using its depth
dp and its maximum branching factor br:
#i≤

dp if br = 1
(brdp − 1)/(br− 1) if br≥ 2 #l≤ brdp
These formulae come from assuming that the evaluation are complete trees. The maximum branching
factor br corresponds to the maximum number of recursive calls in a CE of C. Knowing that, it is enough
to infer dp, bei and bel.
1. The approach computes an upper bound on the depth of the evaluation tree dp by inferring a linear
ranking function over the recursive CEs [PR04].
2. Conversely, bei and bel are approximated using a transitive linear invariant that relates the values of
the variables of any evaluation node to the initial values of the variables.
Example 1.9. Let us compute the upper bound of Program 2 using the Node-Count method. First,
we compute the cost of the inner loop for3. The CEs in for3 have at most one recursive call, thus the
branching factor is br = 1. The expression n− y is a valid linear ranking function of CE 4 (it is positive
and decreases by 1 in each recursive call). Therefore, the maximum depth of an evaluation tree is
dp = ‖n− y‖ where ‖n− y‖ stands for max(n− y, 0). The costs of applying CEs 4 and 5 are constant so
we have bei = 1 and bel = 0. In conclusion, the cost of for3 is
#i · bei+#l · bel = ‖n− y‖ · 1+ 1‖n−y‖ · 0= ‖n− y‖
We substitute the call to for3 by its upper bound in the CE 2 of for2 thus getting:
2: for2(x ,n) = {y = x , x < n, x ′ = x + 1},‖n− y‖, for2(x ′,n)
3: for2(x ,n) = {x ≥ n}
Here again we have to compute the maximal cost that the expression ‖n− y‖ can take in a CE application
with respect to the initial variables. This is achieved with relational linear invariants and we conclude
that bei = ‖n‖. The cost of the leaf nodes is bel = 0. In this case, the expression n− x is a valid ranking
function so dp = ‖n− x‖. Thus, the upper bound of for2 is
#i · bei+#l · bel = ‖n− x‖ · ‖n‖+ 1‖n−x‖ · 0= ‖n− x‖ · ‖n‖
The cost relation tri simply calls for2 with x = 0 so its upper bound is ‖n‖2.
Series method
The paper [AGM13] presents an improvement over the described method. One of the sources of
imprecision of the Node-Count method is that it approximates the cost of all evaluation nodes to the
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Program 4
data Tree= Leaf | Node(Int,Tree,Tree);
def List<Tree> subtrees(Tree t) =
case t{
Leaf => Nil;




1: subtr(t) = {t = 0}
2: subtr(t) = {t = 1+ t1+ t2, t1≥ 0, t2≥ 0}, 1, subtr(t1), {l1 = t1}, subtr(t2), {l2 = t2},
append(l1, l2), {l1+ l2 = l3, l = l3+ 1}
Figure 1.10.: Program 4: Multiple recursion
worst case. This is the case of the previous example where the cost per node ‖n− y‖ is over-approximated
to ‖n‖.
The Series method tries to compute the sum of the cost of the nodes precisely by generating a re-
currence relation that models how the cost per node varies during the evaluation. In order to be able
to generate a recurrence relation, the cost per node has to change linearly or geometrically. Besides, a
bound for the depth of the evaluation tree dp is also needed. The implementation of the approach uses
Maxima 5, a computer algebra system, to solve the generated recurrences.
Example 1.10. In case of CR for2 in Program 2, the cost of the initial node is c0 = n− y = n− x , the cost
of consecutive nodes decreases by ∆c = 1 in each iteration and dp = n− x is a valid ranking function.
Therefore, the recurrence that over-approximates the cost of for2 generated by the Series method
P(N) = ‖c0 −∆c · dp‖+∆c · N + P(N − 1)
corresponds to P(N) = 1·N+P(N−1). By computing the closed-form of P and substituting N by ‖n−x‖,
we obtain an upper bound ‖n− x‖2/2+ ‖n− x‖/2 for CR for2 which is precise.
In cases where the cost per node is a complex expression, the paper presents some techniques to
split it and compute the sums of sub-expressions independently. The work [AGM13] also presents some
heuristics to approximate the cost per node in the case where a cost relation has several recursive CEs.
This method can also compute lower bounds of cost relations following an approach that is almost
symmetric. Instead of using ranking functions to over-approximate the depth of the evaluation tree,
it uses counter instrumentation and invariants to under-approximate it and the generated recurrence
relations are also under-approximating.
Tree-Sum and Visit-Bound method
Finally, Alonso et.al. [ABAG13] presents an alternative approach, orthogonal to the one of [AGM13],
that tackles a class of programs where the previous methods are imprecise. Let us illustrate this kind of
programs with an example:
Example 1.11. Consider the ABS Program 4 in Figure 1.10. This program computes a list with all
subtrees of a given tree. Without counting the cost of append, the cost of Program 4 is linear with respect
to the size of the initial t (each node of the tree is visited once). If the cost of append is linear on l1,
the cost of subtr is quadratic. However, the methods presented until this point yield an exponential cost.
Take the Node-Count method, the branching factor is br = 2, the depth of the tree is at most dp = ‖t‖.
5 http://maxima.sourceforge.net/
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Even if the cost of append is not considered (bei = 1 and bel = 0), the resulting upper bound is 2‖t‖. This is
because this method ignores the complementary relation of the two recursive calls in CE 2 t = 1+ t1+ t2
which is essential to guarantee that the cost of subtr is not exponential.
The method presented in [ABAG13] uses linear programming and Farkas’ lemma to obtain precise
sums of the cost of all evaluation nodes in any CR evaluation tree.
Example 1.12. Let us consider the case of Program 4 where the cost of append is ignored. The (simpli-
fied) recursive cost equation is:
2: subtr(t) = {t = 1+ t1+ t2, t1≥ 0, t2≥ 0}, 1, subtr(t1), subtr(t2)
The cost of one evaluation node is 1. The Tree-Sum method generates a linear template q ∗ t + q0 and
finds an instantiation that satisfies
{t = 1+ t1+ t2, t1≥ 0, t2≥ 0} ⇒ (q ∗ t + q0)≥ 1+ (q ∗ t1+ q0) + (q ∗ t2+ q0)
Such an instantiation, [q := 1,q0 := 0] yields a linear expression t that represents an upper bound on
the sum of the cost of all the evaluation nodes for subtr. Intuitively, this method can be seen as an
application of the potential method for cost analysis [Tar85]. The expression (q ∗ t + q0) represents the
potential associated to the input variables and the condition requires that such a potential can pay for
the cost of the node 1 plus the potential of the recursive calls (q ∗ t1+ q0) + (q ∗ t2+ q0).
The Visit-Bound method is used when the Tree-Sum method fails. In many cases, there is not a
linear expression that represents the sum of the cost of all evaluation nodes, but it is possible to find an
expression that bounds the number of evaluation internal nodes #i (the number of visits). Therefore,
the formula proposed in the Node-Count method can be applied with the improved estimate of #i.6
Example 1.13. If we consider Program 4 where the cost of append is ‖l1‖, we can apply the Visit-Bound
method. The cost per node is bounded by bei = 1+ ‖t‖ (this is still obtained with linear invariants), the
cost of the leaf nodes is 0, and the expression t bounds the number of internal evaluation nodes #i (Each
visit to CE 2 counts 1 so the expression obtained in the previous example bounds the number of visits).
Therefore, the cost upper bound of subtr is ‖t‖+ ‖t‖2.
Alonso et.al. [ABAG13] also propose how to split complex cost expressions into simpler ones so they
can be solved independently with the methods mentioned above and how to deal with cost relations
with more than one recursive cost equation.
This approach is very powerful and serves as a basis for the bound inference technique developed in
this dissertation. It always obtains results that are asymptotically better or equal than the approach in
[AAGP11] but it is orthogonal to the approach of [AGM13]. For instance, it obtains the same bound as
the Node-Count method for Program 2, which is less precise than the bound obtained with the Series
method.
Finally, it is worth mentioning the work of Alonso et al.[ABG12]. It presents a method to obtain bounds
of abstract cost rules. Abstract cost rules are equivalent to the cost relation systems presented here but
without removing the output variables in the cost relation extraction process. This work contains two
key insights:
1. It contains the realization that including the output variables in the abstract representation can be
important to obtain precise amortized bounds.
6 If there are several recursive CEs the number of visits to a CE with a certain cost does not exactly coincide with the
number of internal evaluation nodes #i but the reasoning is similar.
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1: wh(i,n, fwd) = {i ≤ 0}
2: wh(i,n, fwd) = {i ≥ n}
3: wh(i,n, fwd) = {0< i < n, fwd≥ 1, i′ = i + 1}, 1, wh(i′,n, fwd)
4: wh(i,n, fwd) = {0< i < n, fwd = 0, i′ = i − 1}, 1, wh(i′,n, fwd)
Figure 1.11.: Program 5: Example with multiple phases









1 : wh(i,n, r) = {i ≥ n}
2 : wh(i,n, r) = {i < n, r > 0, i′ = 0, r ′ = r − 1}, 1, wh(i′,n, r ′)
3 : wh(i,n, r) = {i < n, r ≤ 0, i′ = i + 1}, 1, wh(i′,n, r)
Figure 1.12.: Program 6: Example with two sequential phases
2. It also generalizes the notions of cost for non-cumulative resources, that is, resources that can be
allocated and deallocated such as memory. For this kind of resources, one can consider net-cost
bounds and peak-cost bounds. The net-cost upper bound is an upper bound on the overall balance
of allocation and deallocation for a complete execution and the peak-cost upper bound is the
maximum amount of resources that are allocated at any point during a (possibly non-terminating)
execution.
These concepts are adopted and used in the present work. However, the actual method to obtain
bounds presented in [ABG12] relies on quantifier elimination for non-linear formulae and thus it does
not scale in practice.
1.2.4 Limitations of Existing Approaches
All mentioned approaches [AAGP11, AGM13, ABAG13] suffer from important limitations that make the
analysis fail or obtain bounds that are too imprecise for a wide range of programs. Some of the most
important limitations are the following:
Multi-phase loops
Existing methods do not take into account the control-flow of the cost relations encoded in their
constraints. This makes these analyses fail or yield imprecise bounds for programs where such control
flow is not trivial.
An example of this is Program 5. This program increases i until it reaches n if fwd is true, or it
decreases i until it reaches 0, otherwise. Regardless of whether fwd is true or not, all the iterations of
the loop execute the same path (fwd does not change). This knowledge is essential to obtain a bound
of the loop. If it is assumed that the two paths (CEs 3 and 4) can interleave, it is not possible to find a
bound and indeed none of the cost relation based approaches finds a bound for Program 5.
Program 6 is another example of a loop with two phases. CE 2 (corresponding to the “then” path) is
always executed (if at all) before CE 3 (corresponding to the “else” path). As a result, even though i can
be reset r times (in CE 2), the number of iterations of Program 6 is at most ‖n‖+ ‖r‖.
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1 : wh(i,n, r) = {i ≥ n}
2 : wh(i,n, r) = {i < n, r > 0, i′ = 0, r ′ = r − 1}, 1, wh(i′,n, r ′)
3 : wh(i,n, r) = {i < n, i′ = i + 1}, 1, wh(i′,n, r)
Figure 1.13.: Program 7: Example with resets
Loops with resets
Program 7 is a variant of Program 6 where Line 2 has been replaced by if(r>0 && *) (where the
symbol ∗ represents a side-effect free undefined condition). In this case CE 2 and CE 3 can interleave
(CE 3 will not contain the constraint r ≤ 0 any longer). Before i can reach n it can be reset to a value
between 0 and n. This reset can happen at most r times.
Both approaches [AAGP11] and [AGM13] rely on obtaining a single linear ranking function that is
valid for all the recursive CEs of a CR. This is not possible in loops that contain resets. E.g. there is no
linear ranking function for CEs 2 and 3. The work [ABAG13] does not rely on linear ranking functions
but fails to obtain a bound for loops with resets for similar reasons. In the example, it tries to find a
linear expression that represents the sum of the evaluations of CE 3 and such an expression does not
exist. The sum of all the evaluations of CE 3 can be as big as ‖n− i‖+‖n‖ ·‖r‖. A valid cost upper bound
of Program 7 is ‖n− i‖+ ‖r‖+ ‖n‖ · ‖r‖.
Amortized cost
Program 3 (Figure 1.5) exemplifies amortized cost. Function amortized iterates over the list l and
adds its elements to another list s until l is empty (Nil). Besides, in each iteration it checks if the shared
global variable consume is set to true. In that case it makes a call to popSome and stores the result in s.
Function popSome iterates over the elements of s as long as the list is not empty or the shared variable
consume is set to false. It is easy to see that the cost of Program 3 is linear. The method popSome visits
the elements of s and l at most once. However, the existing analyses based on cost relations infer a
quadratic bound ‖l‖ · ‖l + s‖ at best. They infer that popSome can have at most s recursive calls, s can be
at most l + s (in terms of the initial values of the variables) and popSome can be called at most ‖l‖ times
in Program 3.
In fact, it is not possible to infer a precise cost for this example with the cost relations extracted in
Figure 1.8. This is because these CRs only consider the input values and approximate the output values
with linear input-output relations (See the last point of cost relation extraction Section 1.2.2). As noted
by Alonso et al. [ABG12] this is a source of imprecision that prevents us from obtaining amortized costs.
Therefore, the approach presented in this thesis considers cost relations that also include the output
variables and infer bounds that depend on these variables. For example, the considered CEs for popSome
and if2 in Program 3 are:
popSome(s : so) = if2(s : so)
if2(s : so) = {s = so}
if2(s : so) = {s > 0, tmp = s− 1}, 1, popSome(tmp : so)
where so represents the return value of the function popSome.
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Program 8
def List<A> take(List<A> l,Int n)=
if (n<=0) Nil else
case l {
| Nil => Nil;
| Cons(h,t) => Cons(h,take(t,n-1));
};
Cost relations
1 : take(l,n : ret) = {n≤ 0, ret = 0}
2 : take(l,n : ret) = {n≥ 1, l = 0, ret = 0}
3 : take(l,n : ret) = {n> 0, l > 0, t = l − 1,n′ = n− 1, ret = ret′ + 1}, 1, take(t,n′ : ret′)
Figure 1.14.: Program 8: Example with multiple bounds
Multiple bounds
Programs often have several (possibly incomparable) upper bounds. For example, Program 8 in
Figure 1.14 has bounds ‖n‖ and ‖l‖ (altough these bounds can be combined into a single bound
min(‖n‖,‖l‖)). Most existing cost analyses will obtain only one of the bounds. Unfortunately, this
can be problematic in an incremental approach in which the result of the bound computation is used in
all locations where take is called. For instance, consider the expression take(l,2) where l has 1000 ele-
ments. If the cost analysis obtains the upper bound ‖l‖ for take, it assigns the cost 1000 to the expression
take(l,2) instead of 2. It could get worse, if the length of l is unbounded or unknown, the analysis
fails to provide a bound because it chose the wrong bound when solving take. To prevent that without
breaking the modularity of the approach, it is necessary to be able to infer and represent multiple bound
candidates for each CR compactly.
Sequential Evaluation in Non-terminating Programs
Depending on the selected cost model, it is possible to have a non-terminating program with finite cost.
For example, a server that runs forever with a limited amount of memory. Consider the cost equation
g(x) = f (x), 10. If the call to f diverges, the cost 10 is never consumed. This is not taken into account
in any of the existing bound inference procedures.
Furthermore, assume that the definition of f is as follows:
f (x : y) = {x = y = 0}
f (x : y) = {x < 0, x ′ = x − 1}, f (x ′ : y)
f (x : y) = {x > 0, x ′ = x − 1}, f (x ′ : y)
The CR f diverges if x is negative. The input-output relation computed in the cost relation extraction
procedure (Section 1.2.2) is x ≥ y = 0. This input-output relation is only valid for the cases where
f finishes. The resulting CE of g is 1: g(x) = f (x), {x ≥ y = 0}, 10. Such a CE is not equivalent to
2: g(x) = {x ≥ y = 0}, f (x), 10 which is guaranteed to terminate. Unfortunately, the descriptions and
semantics presented in [AAGP11, AGM13, ABAG13] assume cost equations with a single constraint set
that is applied at the beginning. Thus, they cannot distinguish between CEs 1 and 2 which can lead to
unsoundness.
The approach presented in this thesis does not have this problem because it considers cost relations
with multiple constraint sets and considers non-termination explicitly. Moreover, the new approach skips
the input-output size analysis of the cost relation extraction so, in practice, it also receives cost equations
with only one constraint set at the beginning.




















Figure 1.15.: Cost relation based cost analysis: Old versus new
1.3 Contributions
This dissertation extends the notion of cost relations and provides new methods to solve them that
overcome the previously mentioned limitations. Cost relations are extended with the inclusion of output
variables, support for multiple constraint sets, and support for both positive and negative costs (although
the bound computation is limited for CRS with negative costs).
Cost relations are also given a new denotational semantics that considers non-terminating execu-
tions explicitly. This semantics facilitates reasoning about cost compositionally and it constitutes a solid
foundation for future cost analyses based on cost relations.
The new method for solving cost relations is called CoFloCo (Control Flow refinement of Cost Rela-
tions) and is divided into three phases:
1. Preprocessing: This phase reduces any mutually recursive cost relations to cost relations that only
have direct recursion using unfolding. This phase existed in previous approaches but it has been
reformulated for the extended cost relations.
2. Control-flow refinement: This phase refines the cost relations incrementally. For each cost relation,
it partitions all possible evaluations into a set of execution patterns, called chains. The execution
patterns are simpler than the complete CR and more precise invariants can be inferred for each of
them. The results of the refinement can be propagated to other cost relations. The control flow
refinement distinguishes explicitly between terminating and non-terminating execution patterns.
3. Bound computation: This phase infers upper and lower bounds for each of the cost relations,
also incrementally. The main element of the bound inference is a novel cost representation called
cost structure that can represent multiple complex upper and lower bounds. With cost structures,
the bound inference and composition can be reduced to the solution of (relatively) small linear
programming problems that can be performed efficiently.
All steps in the analysis have been proven sound with respect to the cost relation semantics.
Although this method focuses on the second phase of the cost relation approach, i.e. the cost relation
solving, small modifications have been done on the overall approach to obtain cost relations. Figure 1.15
contains a diagram with the complete approach divided in two phases CR extraction and CR solution and
the modified approach with the New CR solution method. As mentioned in the previous section, in order
to obtain amortized costs it is necessary to take the output variables of the cost relations into account.
Therefore, the new approach skips the input-output size analysis of the cost relation extraction procedure
(see Section 1.2.2).
16 1. Introduction
This step had two purposes: To remove the output variables from the cost relations and to enrich
the cost relations with input-output size relations. In the new approach, input-output size relations are
inferred during the control-flow refinement phase. This has additional advantages:
• The size relations inferred with the input-output size analysis are often too imprecise. This is
because the size analysis ignores the internal control-flow of the cost relations and obtains a sin-
gle input-output size relation (a linear constraint set) for each cost relation. These size relations
inferred during the control-flow refinement phase can be much more precise because they are spe-
cialized for each possible execution pattern and they are generated taking the control flow of the
cost relations into account.
• In the new approach, the cost relation extraction becomes simpler because part of the reasoning
is moved to the cost relation solution. This is positive because the first phase of the analysis,
i.e. the cost relation extraction, is language dependent whereas the second phase can be re-used
across different languages. Therefore, making the first phase simpler facilitates the creation of new
frontends and the application of this approach to other languages.
The techniques described in this dissertation have been implemented in an open source tool called
CoFloCo7 and an extensive experimental evaluation has been conducted. CoFloCo has been used
to analyze imperative programs written in C, functional programs written in ABS and cost relations
generated from term rewrite systems. CoFloCo has been compared to the following state-of-the-art
tools: Loopus [SZV17], KoAT [BEF+16], C4B [CHS15], PUBS [AGM13, ABAG13], Rank [ADFG10] and
RAML [HDW17].
1.3.1 Overview of the Publications
The papers published during my PhD are included below in two categories: papers whose results are
included in this thesis and others. Within each category, the papers are presented in chronological order.
Each item contains a short description of the work, its relation to this thesis, and whether I was the main
author of the paper.
Publications Included in this Thesis
• Resource analysis of complex programs with cost equations (APLAS 2014) [FH14] [Main author]:
This paper presents a control-flow refinement of cost relations and a bound computation method
for cost relations with input and output variables. Chapter 5 contains an updated and extended
version of the control-flow refinement. The bound computation method has been superseded by
an improved method from a later publication [Flo16].
• Upper and Lower Amortized Cost Bounds of Programs Expressed as Cost Relations (FM 2016) [Flo16]
[Single author]: This paper presents a method to solve cost relations that are the result of the
control-flow refinement presented in [FH14]. This method can infer upper and lower bounds
and presents increased precision for programs that present amortized cost. Chapter 6 contains an
updated and extended version of this algorithm.
Other Publications
• May-happen-in-parallel based deadlock analysis for concurrent objects (FMOODS/FORTE 2013)
[FAG13] [Main author]: This paper presents a deadlock analysis for programs written in a lan-




• Termination and Cost Analysis of Loops with Concurrent Interleavings (ATVA 2013) [AFGM13]: This
paper presents a termination and cost analysis for programs written in ABS. This analysis uses
the cost relation approach but focuses on the first part of the analysis. In particular, it focuses on
dealing with the concurrent interleaving among different parts of a distributed system and it uses
cost relation solvers (like the one presented in this thesis) as a black box.
• SACO: Static Analyzer for Concurrent Objects (TACAS 2014) [AAF+14]: This is a tool paper that
presents SACO a static analysis tool for ABS programs that integrates several analyses such as
termination, cost, deadlock and may-happen-in-parallel. Although the description of this tool is
not included in the dissertation, the prototype implementation of the analysis presented in this
dissertation (CoFloCo) has been integrated in the tool SACO and SACO has been used in the
experimental evaluation.
• May-Happen-in-Parallel Analysis with Condition Synchronization (FOPARA 2015) [AFG15]: This
publication presents an extension of the may-happen-in-parallel analysis of [AFG12] to treat addi-
tional synchronization mechanisms.
• May-Happen-in-Parallel Analysis for Actor-Based Concurrency (TOCL 2016) [AFGM16]: This paper is
the journal version of [AFG12]. It presents an extended may-happen-in-parallel for ABS programs
with increased precision. It includes an improved formalization of the analysis, soundness proofs
and a more detailed discussion about the complexity of the analysis.
• Rely-Guarantee Termination and Cost Analyses of Loops with Concurrent Interleavings (JAR
2017) [AFGM17]: This paper is the journal version of [AFGM13]. It extends the analyses of
[AFGM13] with several improvements and includes detailed soundness proofs.
1.3.2 Structure of the Dissertation
The rest of the dissertation is organized as follows:
Chapter 2: Informal Account This chapter provides an informal description of the analysis based on the
examples discussed so far.
Chapter 3: Technical Background This chapter establishes the notation, defines cost relations formally,
their semantics, their cost and the definitions of upper and lower bounds.
Chapter 5: Preprocessing This chapter details several cost preserving transformations that are used to
simplify cost relations systems and reduce indirect recursion to direct recursion.
Chapter 5: Refinement This chapter presents the control-flow refinement of cost relations together with
its soundness proofs. The chapter includes control-flow refinement presented in [FH14] adapted
to the new semantics. The chapter also includes:
• An extension of this work to support cost relations with multiple (non-linear) recursion
• A more detailed discussion on the inference of two types of invariants: chain summaries and
calling contexts
• Soundness proofs
Chapter 6: Bound computation This chapter presents the bound computation algorithm. This algorithm
infers cost structures for each of the execution patterns detected in the control-flow refinement
phase. The algorithm is an extension of the one presented in [Flo16]. In addition to the original
algorithm, the chapter includes:
• An extension of the algorithm to support cost relations with multiple (non-linear) recursion
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• A description of how to infer piece-wise defined bounds from the results of the bound analysis
• Soundness proofs
Chapter 7: Evaluation This chapter includes an extensive experimental evaluation of the tool CoFloCo
divided in several parts:
Imperative programs First, CoFloCo is evaluated against a benchmark of (small) challenging pro-
grams written in C and taken from the literature. The tool is used to obtain upper and lower
bounds and it is compared to other state-of-the-art tools: Loopus [SZV17], KoAT [BEF+16],
C4B [CHS15], PUBS [AGM13, ABAG13] and Rank [ADFG10].
Second, the evaluations from the work [SZV17] are replicated with the latest version of
CoFloCo. These consist on the analysis of a large benchmark of C programs (1650 functions)
and the analysis of a reduced set of challenging loop iteration patterns. In these evaluations,
only upper bounds are computed.
Functional Programs CoFloCo is compared to RAML [HDW17] on a small benchmark of examples
taken from the evaluation of RAML. The examples are translated by hand from Ocaml to ABS
and SACO [AAF+14] is used to generate cost relations from the ABS programs.
Term Rewrite Systems Recently, a translation from term rewrite systems to cost relations has been
implemented [NFB+17] and an evaluation has been performed on the examples from the
category “Runtime Complexity - Innermost Rewriting” of the Termination Competition 20168.
Here, the cost relations resulting from this translation have been analyzed with the latest
version of CoFloCo and with PUBS [ABAG13].
Chapter 8: Related Work This chapter discusses related work.
Chapter 9: Conclusion This chapter concludes this thesis by summarizing its contributions.
Chapter 10: Limitations and Future Work This chapter discusses some limitations of the present work
and possible directions for future work.






This chapter contains an informal description of the different phases of the analysis and an illustration
of how it obtains bounds of the challenging examples presented in the introduction (Section 1.2.4).
2.1 Preprocessing
The starting point of the analysis is a cost relation system that describes the cost of a program. All
approaches for solving cost relations share a common preprocessing step. This step detects the strongly
connected components in the cost relations’ call graph and transforms the mutually recursive definitions
into direct recursion using unfolding. Once this step is completed, the cost relations can be sorted in a
sequence 〈C1,C2, · · · ,Cn〉 such that each Ci can only contain recursive calls to Ci and non-recursive calls
to C j with j > i.
Consider Program 3 (in Page 7) whose cost relations without output variables are in Figure 1.8 (in
Page 9). The cost relations of popSome and if2 can be reduced to direct recursion by unfolding the
call to if2 in CR popSome. In addition, the cost relations can be further simplified by unfolding the
call to if1 in CR wh. The result of the unfolding is in Figure 2.1. Note that the cost relation popSome
contains the return variable of the function so. The output variables of wh have not been included to
keep the presentation simple (they are not necessary to obtain a precise cost). The ordered sequence
of cost relations is 〈amortized,wh,popSome〉. The rest of the analysis is performed incrementally and
bottom-up, that is, starting from CR popSome and finishing with CR amortized.
2.2 Cost Relation Control-flow Refinement
The next step of the analysis is the control-flow refinement of the cost relations. For each cost relation
the refinement procedure generates a call-graph where the nodes of the call-graph are the CEs. Let c and
c′ be CEs, there is an edge c→ c′ if and only if c can call c′. The algorithm uses the CEs’ constraint sets to
compute the edges. Figure 2.2 illustrates the call-graph of Program 6 (in Page 13).
Once the call-graph has been created, the refinement procedure enumerates the possible patterns of
evaluation (denoted chains) within the graph. Consider CEs c1, · · · , cn that form a strongly connected
component S in the call-graph. The evaluation of S gives rise to phases represented with the notation
(c1∨ · · · ∨ cn)+ to denote one or more evaluations of CEs in S; (c1∨ · · · ∨ cn) to denote a single evaluation
or (c1 ∨ · · · ∨ cn)ω to denote an infinite sequence of evaluations of CEs in S. The first phase we call an
iterative phase, for example (2)+; the second one a non-iterative phase, for example (1); and the third
Cost relations of Program 3
1: amortized(l, s) = wh(l, s)
2: wh(l, s) = {l = 0}
3: wh(l, s) = {l > 0, s ≥ 0, s′ = s + 1, l ′ = l − 1}, 1,popSome1(s′ : s′2),wh(l ′, s′2)
4: wh(l, s) = {l > 0, s ≥ 0, s′ = s + 1, l ′ = l − 1}, 1,wh(l ′, s′)
5: popSome(s : so) = {s = so}
6: popSome(s : so) = {s > 0, tmp = s− 1}, 1,popSome(tmp : so)
Figure 2.1.: Cost relations of Program 3 with the output variable so
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Cost equations of Program 6 Call-graph Chains
1 : wh(i,n, r) = {i ≥ n}
2 : wh(i,n, r) = {i < n, r > 0, i′ = 0, r ′ = r − 1}, 1,
wh(i′,n, r ′)









Figure 2.2.: Cost Equations, call-graph and chains of Program 6
one a divergent phase, for example, (2)ω. A chain is a sequence of phases. The chains of Program 6 are
displayed on the right part of Figure 2.2 divided between terminating and non-terminating.
Next, the algorithm attempts to prove termination of each divergent phase by obtaining a lexicograph-
ical ranking function [BAG14]. If it succeeds, it discards all non-terminating chains ending in that phase.
In Program 6, the expression r is a ranking function of (2)ω and n − i is a ranking function of (3)ω.
Therefore, the algorithm discards all non-terminating chains of CR wh.
2.2.1 Invariants
A pivotal aspect of the approach is to propagate information forward and backward along each chain
by polyhedral invariant computation. For instance, the algorithm computes a summary of a chain by
propagating information backward along the chains. Conversely, calling contexts are computed by prop-
agating information forward. In the case of chain (2)+(3)+(1) of Program 6, it starts with the constraint
set of CE 1 and applies the constraint set of CE 3 repeatedly until reaching a fixpoint. Then, it applies the
constraint set of CE 2 to the result, again repeatedly, until reaching a fixpoint. The resulting summary
for (2)+(3)+(1) is simply i < n∧ r > 0 which provides a necessary precondition for the whole chain. In
the case where a cost relation contains output values, the chain summary relates the input and output
variables.
Consider the cost relations of Program 3 in Figure 2.1. The resulting chains of CR popSome are (5)
and (6)+(5) (the non-terminating chain (6)ω is discarded because it can be shown to be terminating).
The chain summaries of (5) and (6)+(5) are s = so and s ≥ 1 ∧ s > so, respectively. These summaries
relate the input and output values of popSome.
2.2.2 Refinement Propagation
The result of the refinement of a CR C is a set of its feasible chains with their propagated summaries.
This refinement can then be further propagated to other CRs that call C. Recall that this process starts
with the “innermost” cost relation of a program that does not make any call except to itself (for example,
popSome in Program 3) and proceeds backwards to the “outermost” cost relation.
Consider the situation in Program 3. The refinement procedure simply substitutes the calls to popSome
in CR wh by calls to the chains of popSome (that is (5) and (6)+(5)). Additionally, it enriches the
constraint set of each refined CE with the summary of the called chain. Hence, CE 3 is specialized into
the following two CEs (the underlined constraints are the added summaries resulting from the called
chain):
3.1: wh(l, s) = {l > 0, s ≥ 0, s′ = s + 1, l ′ = l − 1, s′ = s′2}, 1, popSome[(5)](s′ : s′2),wh(l ′, s′2)
3.2: wh(l, s) = {l > 0, s ≥ 0, s′ = s + 1, l ′ = l − 1, s′ ≥ 1, s′ > s′2}, 1, popSome[(6)+(5)](s′ : s′2),
wh(l ′, s′2)
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If the chain [(6)ω] was feasible, we would also generate the cost equation:
3.3: wh(l, s) = {l > 0, s ≥ 0,≤ s′ = s + 1, l ′ = l − 1}, 1, popSome[(6)ω](s′ : s′2)
in which the cost of wh(l ′, s′2) has been removed because the call to popSome[(6)ω](s′ : s′2) does not
terminate.
To proceed, the refinement computes the call-graph, feasible chains, and summaries of the resulting
CR wh. Its chains are (3.1∨ 3.2∨ 4)+(2) and (2).
2.3 Computing Bounds with Cost Structures
Once the refinement of all CRs is completed, we have to compute bounds. Similarly to the refinement, the
bound computation procedure works incrementally, following a bottom-up approach, from the innermost
to the outermost CR. Inside a single CR, it follows an incremental approach as well:
1. Compute the bound for each cost equation without considering recursive calls, i.e. the cost of a
cost equation evaluation
2. Compute the cost of each phase by composing the cost of their CEs
3. Compose the cost of the phases to obtain the cost of the chains
Therefore, the key aspect of the analysis is to represent cost bounds in such a way that they can be
inferred and composed efficiently and precisely at each level (CE, phase and chain). This is done thanks
to a novel data structure called cost structure.
2.3.1 Cost Structures
A cost structure represents a set of costs with a triple 〈E, IC,FC(x )〉. In a cost structure, E is a linear
expression over intermediate variables (iv) that represents the cost. These intermediate variables are
related to the variables of the CRs through two sets of constraints: Final FC and non-final IC constraints.
Both constraint sets admit only constraints of a restricted form:
• Non-final constraints IC are expressions
∑m
k=1 ivk ≤ SE 1 where SE is of the form
SE := l(iv) | iv1 · iv2 | max(iv) | min(iv)
Here iv is a sequence of intermediate variables iv1, iv2, · · · , ivn and l(iv) is a linear expression over
the intermediate variables in iv.
• The final constraints FC are expressions of the form
∑m
k=1 ivk ≤ ‖l(x )‖, where l(x ) is a linear
expression over the CR variables x and ‖l(x )‖=max(l(x ), 0).
This data structure is able to represent complex polynomial bounds with maximum and minimum
operators. At the same time, it makes it possible to define the inference and composition of cost structures
in terms of simple rules and heuristics for each kind of constraint.
Note that this representation achieves separation of concerns. Instead of having a monolithic cost
expression, there are: (1) A set of basic expressions ‖l(x )‖ over the CR variables in the final constraints;
(2) Non-linear combinations of these basic expressions using the non-final constraints and (3) a simple
expression E that represent the cost. Intermediate variables are simply names that connect the three
components of the cost structure.
1 Cost structures can also be equipped with ≥ constraints instead of ≤ to infer lower bounds (see Chapter 6).
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Example 2.1. Function take in Program 8 (Figure 1.14 in Page 15) is an example of a function with
multiple upper bounds. The cost structure representation of the cost of this program is:
〈iv,;, {iv≤ ‖n‖, iv≤ ‖l‖}〉
This cost structure represents the cost min(‖n‖,‖l‖). Program 8 has two candidate upper bounds: ‖n‖
and ‖l‖. Each of these candidates is represented with a constraint over iv and is inferred independently.
2.3.2 Bound Computation
Recall the three steps of computing bounds mentioned in the introduction to this section. Steps 1 and 3
involve a finite composition of cost structures. There is a specific number of cost structures and we have
to compute their sum and express it in terms of different variables. For instance, to obtain the cost of
(2)+(3)+(1) of Program 6, we have to compose three cost structures (those of (2)+, (3)+ and (1)) and
express the result in terms of the initial variables (i,n, r) of the chain. This involves the following steps:
to sum up the main cost expressions of each cost structure, to merge their non-final and final constraint
sets, and to transform the final constraints so they are expressed in terms of the initial variables.
The transformation is based on the constraint sets of the CEs and the inferred summaries from the
refinement. Final constraints are almost linear so the transformation can be implemented using Fourier-
Motzkin quantifier elimination.
Example 2.2. Let 〈iv3, ;, {iv3 ≤ ‖r‖}〉, 〈iv4, ;, {iv4 ≤ ‖n − i‖}〉, and 〈0, ;, ;〉 be the cost struc-
tures of (2)+, (3)+, and (1), respectively. Then, the composed cost structure of (2)+(3)+(1) is
〈iv3 + iv4,;, {iv3 ≤ ‖r‖, iv4 ≤ ‖n‖}〉 which represents the bound ‖r‖+‖n‖. Observe that during the phase
(2)+ variable i is set to 0. Therefore, the expression n− i of phase (3)+ is n in the chain (2)+(3)+(1).
Step 2, computing the cost of phases, involves the composition of an unknown number of cost struc-
tures. To realize this, the procedure generates fresh intermediate variables that represent the sums of
all the instances of the previous intermediate variables. Then, it applies different strategies to generate
constraints over these new intermediate variables from the constraints of the original variables.
Example 2.3. Let us compute the cost of (2)+ in Program 6. According to the definition of CE 2, its cost
(ignoring the recursive call) is 1. This can be expressed as 〈iv1, ;, {iv1 ≤ 1}〉. Assume the jth evaluation
of CE 2 has cost 〈iv1 j, ;, {iv1 j ≤ 1}〉. Now assume that CE 2 is evaluated #c2 times in (2)+. Based on
that, we create a new intermediate variable iv3 :=
∑#c2
j=1 iv1 j that represents the sum of all instances of
iv1. Now the bound of (2)+ can be expressed as iv3 and we have to generate constraints that bind iv3
using iv1 ≤ 1 and the constraint set of CE 2.
One of the strategies (called Inductive Sum) consists of applying Farkas’ Lemma with a linear template
L(i,n, r) and the constraint set ϕ2 = {i < n, r > 0, i′ = 0, r ′ = r − 1} of CE 2 (Figure 1.12) to obtain a
symbolic expression that satisfies:
ϕ2 ⇒
 
L(i,n, r)≥ 1 ∧ L(i,n, r)≥ 1+ L(i′,n′, r ′)
The expression r is a valid instantiation of L(i,n, r) and it is a valid upper bound of iv3. In this case, r
is essentially a linear ranking function of (2)+. The resulting cost structure of (2)+ is 〈iv3,;, {iv3 ≤ ‖r‖}〉
which is the one that was used in Example 2.2. This strategy is based on the same idea as the Tree-
Sum method from [ABAG13], but as we will see in the next example, it can deal with cases where the
Tree-Sum method fails.
The same process can be applied to obtain a bound for the phase (3)+. The cost of applying CE
3 is 1 which can be represented with the cost structure 〈iv2, ;, {iv2 ≤ 1}〉. As before, we define a
new intermediate variable iv4 :=
∑#c3
j=1 iv2 j, and generate constraints over this new variable using the
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Chain/Phase/CE: Cost Structure
(2∨ 3)+ : 〈iv3 + iv4, {iv4 ≤ iv5 + iv6, iv6 ≤ iv3 · iv7}, {iv5 ≤ ‖n− i‖, iv3 ≤ ‖r‖, iv7 ≤ ‖n‖}〉
2 : 〈iv1, ;, iv1 ≤ 1〉
3 : 〈iv2, ;, iv2 ≤ 1〉
New iv definitions: iv3 :=
#c2∑
j=1
iv1 j iv4 :=
#c3∑
j=1
iv2 j iv6 :=
#c3∑
j=1





Figure 2.3.: Cost structure of phase (2∨3)+ in Program 7 and the fresh intermediate variables defined in
the process.
constraint set of CE 3. Let ϕ3 = {i < n, r ≤ 0, i′ = i + 1} be the constraint set of CE 3, we instantiate
a linear template L(i,n, r) such that ϕ3 ⇒ (L(i,n, r) ≥ 1 ∧ L(i,n, r) ≥ 1+ L(i′,n′, r ′)). As a result, we
obtain the expression n− i and the resulting cost structure for the phase (3)+ is 〈iv4, ;, {iv4 ≤ ‖n− i‖}〉.
2.3.3 Loop with Reset
Let us consider Program 7 (Figure 1.13 in Page 14). In this program CE 2 and CE 3 can interleave
(CE 3 no longer has the condition r ≤ 0) which affects their cost. This example is interesting because
it makes use of non-final constraints to represent a non-linear bound. The main chain of the example is
(2∨ 3)+(1). The cost of CE 1 is 0 so let us focus on the phase (2∨ 3)+.
Figure 2.3 displays the cost structure of phase (2∨3)+ and the fresh intermediate variables defined in
the process. In these definitions #cN represents the number of times CE N is applied. The computation
proceeds incrementally. It starts with the cost structures 〈iv1,;, {iv1 ≤ 1}〉 and 〈iv2,;, {iv2 ≤ 1}〉 for CE 2
and 3, respectively. The variables iv3 and iv4 are defined in Figure 2.3 and the main cost expression is
iv3 + iv4.
Using the Inductive Sum strategy (cf. Example 2.3), we infer the bounds r and n− i for iv3 and iv4,
respectively. However, in contrast to the previous examples, these bounds can be influenced by the
interleavings of other CEs in the same phase.
Expression r is unmodified in CE 3, so we can generate the constraint iv3 ≤ ‖r‖. However, expression
n− i is reset in CE 2 to n (if i is set to 0 and n is not changed, n− i is set to n). Hence, we add the sum of
all these resets to n to obtain a bound of iv4. We generate the constraints iv4 ≤ iv5+ iv6 and iv5 ≤ ‖n− i‖
where iv6 represents the sum of all the resets to n in CE 2.
Finally, there is no linear expression that can bind iv6 (the sum of all n in CE 2). Therefore, we apply
another strategy (Basic Product) that binds iv6 to the product of the number of iterations of CE 2 (iv3)
and the maximum value of n along the execution (iv7). The generated constraints are iv6 ≤ iv3 · iv7 and
iv7 ≤ ‖n‖ (n does not change along the execution) and the cost structure is now complete.
2.3.4 Amortized cost example
Figure. 2.4 contains the cost structures needed for computation of the cost of chain (3.1 ∨ 3.2 ∨ 4)+(2)
of Program 3 (obtained at the end of Section 2.2.2). Additionally, it contains the intermediate variable
definitions used for the computation of the cost of phases. As before, #cN represents the number of times
CE N is applied. The final cost structure of (3.1∨ 3.2∨ 4)+(2) represents the bound ‖l‖+ ‖l + s‖ which
is precise.
A key aspect in obtaining amortized cost is to consider the final values of variables. In the compu-
tation of CE 6’s cost structure, the input variable of the recursive call s′ is taken into account. In the
computation of phase (6)+’s cost structure, the input variable of the last recursive call of the phase (s f )
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Chain/Phase/CE(Variables): Cost Structure
[(3.1∨ 3.2∨ 4)+(2)](l, s) : 〈iv6 + iv7 + iv8 + iv9,;, {iv7 + iv8 + iv9 ≤ ‖l‖, iv6 ≤ ‖l + s‖}〉
(3.1∨ 3.2∨ 4)+(l, s : l f , s f ) : 〈iv6 + iv7 + iv8 + iv9,;, {iv7 + iv8 + iv9 ≤ ‖l‖, iv6 ≤ ‖l + s‖}〉
3.1(l, s : l ′, s′) : 〈iv3,;, {iv3 ≤ 1}〉
5(s : so) : 〈0,;,;〉
3.2(l, s : l ′, s′) : 〈iv2 + iv4,;, {iv4 ≤ 1, iv2 ≤ ‖s + 1− s′‖〉
[(6)+(5)](s : so) : 〈iv2,;, {iv2 ≤ ‖s‖, iv2 ≤ ‖s− so‖}〉
(6)+(s : s f ) : 〈iv2,;, {iv2 ≤ ‖s‖, iv2 ≤ ‖s− s f ‖}〉
6(s : s′) : 〈iv1,;, {iv1 ≤ 1}〉
(5)(s : so) : 〈0,;,;〉
4(l, s : l ′, s′) : 〈iv5,;, {iv5 ≤ 1}〉





iv1 j iv6 :=
#c3.2∑
j=1
iv2 j iv7 :=
#c3.1∑
j=1
iv3 j iv8 :=
#c3.2∑
j=1




Figure 2.4.: Cost structures of Program 3 and intermediate variables defined in the process.
is also considered. In fact iv2 is bound by ‖s − s f ‖. Intuitively, the number of recursive calls is bound
by the initial value of s minus its final value s f . In chain (6)+(5) the final value of s (s f ) corresponds
to the return value so f (consider s = so in CE 5) and variable so is unchanged throughout phase (6)+
(so f = so). Therefore, we have s f = so f = so and we obtain the constraint iv2 ≤ ‖s − so‖ for the chain
(6)+(5).
Similarly, the cost structure of CE 3.2 depends on the value of the variables in the recursive call (iv2 ≤‖s+1−s′‖). Applying the Inductive Sum strategy we can infer that ‖l+s‖ is an upper bound of the sum of
all the instances of ‖s+1− s′‖ (and also of all iv2). Let ϕ3.2 = {l > 0, s ≥ 0, s′ = s + 1, l ′ = l − 1, s′2 < s′}
be the constraint set of CE 3.2, we have that
ϕ3.2 ⇒
 
(l + s)≥ (s + 1− s′) ∧ (l + s)≥ (s + 1− s′) + (l ′ + s′)
The inferred constraint is iv6 ≤ ‖l + s‖. We could also infer iv6 ≤ ‖(l + s)− (l f + s f )‖ but it is not needed
here.
In the cost computation of phase (3.1∨3.2∨4)+ we have to ensure that the sums we infer are not reset
or incremented in interleaving CEs. The expression l+s stays invariant in CE 3.1 and 4 (l is decremented,
s is incremented by 1). The expression l which bounds iv7 is not incremented or reset in CE 3.2 or 4, but
expression l also bounds iv8 and iv9 so the more precise constraint iv7+ iv8+ iv9 ≤ ‖l‖ can be generated.
The capability of bounding several intermediate variables with a single linear expression is essential to
extend the approach to lower bounds.
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3 Technical Background
This chapter establishes the notation used in the rest of the dissertation, the syntax and the semantics
of cost relations. Then, based on the semantics, it formally defines the notions of upper and lower
bounds. Finally, the chapter contains a definition of what constitutes a sound and precise cost relation
transformation.
3.1 Basic Definitions
The symbol x represents a finite sequence of variables x1, x2, · · · , xn of any length. The expression x y
represents the concatenation of x and y . Similarly, a represents a sequence of constants a1, a2, · · · , an
with ai ∈Q. The symbol ω is defined such that ω> a holds for any a ∈Q.
Let x = x1, x2, · · · , xn, the expression ∑ x represents the sum of its elements ∑ x :=∑ni=1 x i. A linear
expression is a term of the form l := a0+a1x1+ · · ·+an xn where ai ∈Q and x1, x2, · · · , xn are variables. A
linear constraint is a predicate lc := l≥ 0 where l is a linear expression. For readability, linear constraints
are often expressed as l1 ≤ l2, l1 = l2 or l1 ≥ l2. These can be easily transformed to the form above
e.g. l1 = l2 is equivalent to the conjunction l1 − l2 ≥ 0 ∧ l2 − l1 ≥ 0. A constraint set ϕ is a set of linear
constraints {lc1, lc2, · · · , lcn} and represents its conjunction lc1 ∧ lc2 ∧ · · · ∧ lcn.
A variable assignment σ : V → D maps variables from the set of variables V to elements of a set
D. The function Dm(σ) := V returns the domain of the variable assignment. The variable assignment
σ|V ′ is the restriction of σ to the domain V ′. The notation σ := [x1/t1, · · · , xn/tn] is used to denote a
variable assignment that maps each x i to t i. This notation is also used for general substitutions whose
domain in not necessarily a variable set. We lift variable assignments to arbitrary terms and formulae
(e.g. linear expressions or constraint sets) as usual. Let t be a term or a formula tσ denotes that the
variable assignment σ is applied to t.
Let t be a term, vars(t) is the set of variables in t. We often express the variables of t explicitly
with the notation t(x ). Moreover, let t(x ) be a term or a formula over the variables x = x1, x2, · · · , xn,
then t(y) represents an instantiation of t over the variables y = y1, y2, · · · , yn and it is equivalent to
t(y) = t(x )[x1/y1, x2/y2, · · · , xn/yn]. We also use set notation (e.g. ∈, ⊆) directly on sequences of
variables. For example, let S be a set of variables, S ⊆ x represents S ⊆ vars(x ).
A constraint set ϕ is satisfiable if there exists an assignment σ : V→Q such that ϕσ is valid (expressed
as |= ϕσ). In such a case σ satisfies ϕ. We say that ϕ⇒ ϕ′ if every assignment that satisfies ϕ satisfies
ϕ′ as well. The symbols > and ⊥ represent valid and unsatisfiable constraint sets respectively.
Finally, note that a constraint set ϕ also represent a polyhedron. We use the notation ϕ  x to denote
the projection of the polyhedron ϕ onto the variables in x . This is equivalent to perform quantifier
elimination over ∃y(ϕ) where y = vars(ϕ) \ vars(x ).
3.2 Cost Relations
Definition 3.1 (Cost relation). A cost relation (CR) C is a set of cost equations of the form:
c: C(x : y) = ϕ0, b1,ϕ1, b2, · · · ,ϕn−1, bn,ϕn
where c is a unique identifier; C is a cost relation symbol; x and y are the input and output variables of
C; ϕi are constraint sets; and bi are either linear expressions li(x i) that represent costs or references to
other cost relations Ci(x i : yi) where x i and yi are the input and output variables of Ci.
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A cost equation (CE) c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn states that the cost of C(x : y) is the sum of
the costs of each bi. We refer to head(c) := C(x : y) as the head of c and body(c) := ϕ0, b1,ϕ1, · · · , bn,ϕn
as the body of c. The constraint sets ϕ0, · · · ,ϕn serve two purposes: they restrict the applicability of the
equation with respect to the variables in the head of the equation x y and they relate the variables of the
different bi with x y and among each other. Note that the linear expressions li(x i) can be negative to
represent the deallocation or generation of resources.
One can view a CR C as a non-deterministic procedure that executes a cost equation c ∈ C. The
execution of a CR C with respect to some parameters a proceeds as follows. First, a cost equation
c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C is selected; Then, a variable assignment σ is selected such that
a = xσ, σ covers the input variables in b1 and satisfies the constraint set ϕ0. Next b1 is recursively
executed. Once the execution of b1 is completed, the variable assignment σ is extended further to match
the output values of b1, to satisfy ϕ1, and to cover the input variables of b2. Then, b2 is executed. This
process continues until all bi have been executed and the extended variable assignment σ satisfies all
the constraint sets ϕi. Finally, σ is extended to cover the output variables y . The result of the evaluation
is b := yσ. If at any point the evaluation a call bi diverges, the remaining calls are not evaluated. If at
any point a constraint set ϕi cannot be satisfied, the evaluation fails.
Definition 3.2 (Cost Relation System). A cost relation system CRS is a finite set of cost relations defined
in terms of each other. That is, for every cost relation C ⊆ CRS, and for all its cost equations c: C(x : y) =
ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C. The cost equation c only contains references to other cost relations in the cost
relation system Ci ⊆ CRS.
A cost relation system CRS can be seen as an abstract program defined in terms of a set of procedures
that correspond to each cost relation. It can also be seen as a constraint logic program with a fixed
resolution strategy (left to right) where each cost relation C ⊆ CRS corresponds to a predicate and each
cost equation c ∈ C corresponds to a clause.
When we analyze a program, in general we are not interested in any possible execution of all of its
fragments. Instead, we are only interested in the executions that start at one of the entry points of the
program. Therefore, given a cost relation system CRS, we define a subset of cost relations ES ⊆ CRS that
represent its entries.
3.3 Semantics
There are multiple ways to define the semantics of cost relations. In [AAGP11] Albert et al. define a de-
notational semantics for cost relations in terms of evaluation trees. This semantics is very useful to reason
about cost bounds in a compositional manner. However, it lacks the notion of sequential execution. This
makes it inadequate to reason about non-terminating evaluations or about different notions of cost such
as peak cost. The peak cost of a program, also known as high-water mark, is the maximum amount of re-
sources consumed at any point of an evaluation. On the other hand, the papers [AGGZ13] and [ABG12]
provide a small step operational semantics which can easily capture non-terminating evaluations and
peak costs but is less adequate to reason about bound computation techniques compositionally.
This work defines a denotational evaluation semantics that maps a term C(a : b) where C is a cost
relation within a cost relation system C ⊆ CRS and a ∈Qn b ∈Qm and some input and output parameters
to a set of evaluations. A term C(a : b) is mapped to a set of evaluations instead of a single evaluation
because of the cost relations’ non-determinism. In constrast to the semantics defined in [AAGP11], this
semantics distinguishes finite and infinite evaluations. Finite evaluations are defined inductively and
infinite evaluations co-inductively [LG09]. The semantics only considers evaluations that do not fail so
an evaluation can be either complete or infinite.
A complete evaluation of CR C with respect to some parameters a and b is represented with a
tree t(c(a : b), [T1, · · · , Tn]). The node of the tree c(a : b) contains the label of the selected CE
c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C and the parameters a and b. Besides, there is an assignment




5: popSome(3 : 1)
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Figure 3.1.: Evaluation of Program 3
σ such that ab = x yσ, the children Ti are evaluations of biσ, and the constraints of the CE are satis-
fied |= (ϕ0 ∧ · · · ∧ϕn)σ. Note that if bi is a linear expression l, then biσ is a rational number lσ ∈ Q.
An infinite evaluation of CR C is represented similarly with a tree t(c(a : b), [T1, · · · , Tm]) where CE
c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C. The difference is that the evaluation might have diverged before
reaching the last bn. That is, we have m ≤ n and the last child Tm is also an infinite evaluation. Note
that for infinite evaluations the output values b are meaningless but they are kept in the evaluations to
maintain a uniform format.
Definition 3.3 (Cost Relation Semantics). Let CRS be a cost relation system. First, we define (as a base
case) the evaluation of linear expressions. A linear expression l has only one evaluation with respect to
some parameters a which is its numeric value:
¹CRS|l(a)ºc := {l(a)}
Let C ∈ CRS be a cost relation and let a and b be input and output parameters. The set of complete
evaluations induced by C and a : b is defined as:
¹CRS|C(a : b)ºc :=

T
1. c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C
2. T = t(c(a : b), [T1, · · · , Tn])








Conversely, the set of infinite evaluations is defined as:
¹CRS|C(a : b)ºω :=

T
1. c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C
2. ∃m≤ n such that T = t(c(a : b), [T1, · · · , Tm])










def Unit f(Int n)=
if (n==0) Unit
else if (n>0){ tick(2); tick(-1); f(n-1); tick(-1);}
else{ tick(1); tick(-1); f(n-1); tick(2);}
Cost relations
1: f(n) = {n = 0}, 0
2: f(n) = {n≥ 1,n′ = n− 1}, 2, −1, f(n′), −1
3: f(n) = {n≤ −1,n′ = n− 1}, 1, −1, f(n′), 2




















Figure 3.3.: Finite and infinite evaluation of Program 9
Both complete and infinite evaluations are very similar but infinite evaluations contain one infi-
nite branch in the last place. The union of all possible evaluation sets ¹CRS|C(a : b)ºc (respectively¹CRS|C(a : b)ºω) for every possible parameters a and b is denoted ¹CRS|Cºc (respectively ¹CRS|Cºω) .
The set ¹CRS|C(a : b)º := ¹CRS|C(a : b)ºc ∪ ¹CRS|C(a : b)ºω represents all the evaluations (complete
and infinite) of C in CRS with respect to some parameters a : b. In the cases where the cost relation
system in which the evaluation takes place is clear, the simplified notation ¹Cºc and ¹Cºω is used.
Example 3.4. Figure 3.1 contains one of the possible complete evaluations of Program 3 (its cost re-
lations are in Figure 2.1 in Page 21). The nodes that represent the evaluation of a cost relations are
rounded rectangles and the ones that represent the evaluation of a linear expression are circles. The
labels on the edges indicate the order of the sub-evaluations. The starting point of the evaluation is
shadowed. To ease readability, the corresponding cost relation symbols have been included in the nodes
in addition to the CE identifiers.
Example 3.5. Figure 3.2 contains a recursive function f (Program 9) that iterates until n is 0. If n > 0,
function f allocates two resource units first and deallocates them later. It deallocates one unit before
the recursive call and the other one after the recursive call has been completed. If n< 0, the program is
non-terminating and it allocates and deallocates one resource unit in each iteration. Function f would
also allocate 2 resource units after the recursive call is completed but this never happens. Note how the
cost equations maintain the order of the resource consumption which is essential in this case. Figure 3.3
contains a complete and an infinite evaluation of Program 9. In Figure 3.3, edges are not labeled but the
children of each tree are displayed in clockwise order.
Let us define some notation for evaluation trees. The expression T ′  T denotes that T ′ is a descendant
of T . Let T = t(c(a : b), [T1, · · · , Tn]), the root of the tree is rt(T ) = c(a : b), its label is label(T ) = c, and
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Program 10 Cost relations






1: f(i) = g(i), {i ≥ 0}, 10
1: f (i) = g(i),assert(i, b), {b = 1}, 10
2: f (i) = g(i),assert(i, b), {b = 0}
3: assert(i, b) = {i ≥ 0, b = 1}
4: assert(i, b) = {i < 0, b = 0}
Figure 3.4.: Program 10: Different interpretations of program assertions
its parameters param(T ) = (a : b). A position pi is a sequence of numbers of length |pi| that specify a
sub-tree T|pi of an evaluation T . The position can be empty, denoted ε, or have the form pi= k ·pi′ where
k is a number and pi′ another position. We have that T|ε = T and T|k·pi = (Tk)|pi.
The sets of evaluations can be restricted with respect to an entry set to consider only the evaluations
that can take place starting from one of the entries.
Definition 3.6 (Evaluations from Entries). Let CRS be a cost relation system, let ES ⊆ CRS be an entry
set and let C ∈ CRS be a cost relation. The set of evaluations of C from the entries ES is denoted:
¹CRSES|Cº :=  T ∈ ¹CRS|Cº there is a T ′ ∈ ¹CRS|Eº for E ∈ ES such that T  T ′ 	
In general ¹CRSES|Cº ⊆ ¹CRS|Cº and if C ∈ ES, we have that ¹CRSES|Cº = ¹CRS|Cº. This definition
can also be extended for finite ¹CRSES|Cºc or infinite evaluations ¹CRSES|Cºω and for evaluations with
specific parameters ¹CRSES|C(a : b)º.
3.4 Failed Evaluations vs Runtime Failure
Note that failed evaluations, that is, evaluations that cannot be completed because there is a constraint
set ϕ that is incompatible with our variable assignment σ, are not included in any of the evaluation
sets. This is because a failed evaluation does not necessarily represent an actual execution of the original
program.
If the execution of a program can fail, for instance, throwing an exception or having a runtime error
and we want to consider this behavior, it should be encoded in the cost relations explicitly. This has
the advantage that the user can decide which errors to consider and which to ignore in the cost relation
extraction phase.
Example 3.7. Figure 3.4 contains two alternative translations of Program 10 into cost relations. In the
first translation, only the executions of the program that satisfy the assertion assert(i>=0) are con-
sidered. That means that ¹f(−1)ºc = ;. This translation enables the user to reason about programs
annotated with preconditions, postconditions or to analyze the cost of a program such that certain prop-
erties are maintained.
In the second translation, the possibility that the assertion fails is explicitly considered. If we obtain a
bound of this translation, it is also valid for executions that finish abruptly because the assertion is not
satisfied. In particular, we can have an evaluation
t(2(−1), [Tg , t(4(−1,0), [])]) ∈ ¹f(−1)ºc
where Tg is an evaluation of ¹g(−1)º.
Even with the first translation, the set of infinite evaluations of ¹f(−1)ºω might not be empty if g is
non-terminating, because in such a case the condition i ≥ 0 is not reached.
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3.5 Costs
Now that the evaluations of a cost relation have been defined, we define their costs. The cost of a
complete evaluation is defined recursively over the tree structure:





Cost(Ti) if T = t(c(a : b), [T1, · · · , Tn])
T if T ∈Q
Upper and lower bounds of complete evaluations are defined as follows:
Definition 3.9 (Net Evaluation Bound). Let T ∈ ¹CRS|C(a : b)ºc be a complete evaluation. The function
f (x ) : Qn → Q∪ {ω,−ω} is an net upper bound (respectively a net lower bound) of T if f (a) ≥ Cost(T )
(respectively f (a)≤ Cost(T )).
This definition of cost corresponds to the notion of net cost which considers the total amount of re-
sources consumed or released during a complete execution of a program. This definition is problematic
for infinite evaluations. In an infinite evaluation, the cost might oscillate indefinitely and the function
Cost might not be well defined.
Example 3.10. This is the case for the infinite evaluations of Program 9. Resources are allocated and
deallocated indefinitely (see infinite evaluation in Figure 3.3) and the sum does not converge to any
specific amount.
An alternative notion of cost is the peak cost (which in case of upper bounds is also referred to as high
water mark) which also considers the amount of resources consumed at any intermediate state of the
execution. The peak cost bound of an evaluation can be defined in terms of its partial evaluations, that
is, evaluations that are truncated at some position.
Definition 3.11 (Partial Evaluation). Let T ∈ ¹CRS|Cº be an evaluation and pi a valid position of T . A
partial evaluation is defined as:
↓pi (T ) =
 t(c(a : b), [T1, T2, · · · ,↓pi′ (Tk)]) if pi= k ·pi
′ ∧ T = t(c(a : b), [T1, · · · , Tn])
t(⊥(a : b), []) if pi= ε ∧ T = t(c(a : b), [T1, · · · , Tn])
0 if pi= ε ∧ T ∈Q
Note that Cost(t(⊥(a : b), [])) = 0 and thus the distinction between the second and third case is
not necessary. However, keeping the parameters of the original evaluation (a and b) and marking the
evaluation with a special symbol⊥ is useful to reason about partial evaluations in the bound computation
procedure.
Definition 3.12 (Peak Evaluation Bound). Let T ∈ ¹CRS|C(a : b)º be an evaluation. The function f (x ) :
Qn → Q∪ {ω,−ω} is a peak upper bound (respectively a peak lower bound) of T if f (a) ≥ Cost(↓pi (T ))
(respectively f (a) ≤ Cost(↓pi (T ))) for every valid position pi. Moreover, if T is finite, f has to be a net
evaluation bound of T as well.
A function f is a cost relation bound if it is a bound of all its evaluations. This definition is applicable
for both peak and net bounds.
Definition 3.13 (Cost Relation Bound). Let CRS be a cost relation system and C ∈ CRS a cost relation.
The function f (x ) : Qn → Q∪ {ω,−ω} is a peak/net upper/lower bound of C in CRS if f is a peak/net
upper/lower bound of every T ∈ ¹CRS|Cº.
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Note that every evaluation T and every cost relation C has a trivial upper bound ω and a trivial lower
bound −ω. This definition can be easily extended for bounds of cost relations with respect to some entry
set ES. The function f is a bound of C in CRS with respect to ES if it is a bound of every T ∈ ¹CRSES|Cº.
Example 3.14. The cost of the evaluation of Program 3 in Figure 3.1 is 8 which corresponds to the sum
of the cost of its nodes. As mentioned in the previous chapter, the function ‖l‖+ ‖l + s‖ is a sound and
precise net upper bound of CR amortized (Program 3). This function is also a valid peak upper bound.
The function ‖l‖ is a net lower bound. This is because popSome might not be called at all in some
evaluations, but l has to be completely consumed in the main loop.
Example 3.15. As mentioned in Example 3.10, the net costs of infinite evaluations of Program 9 are not
well defined. However, if we consider only the finite evaluations (with n≥ 0), their net cost is 0 because
all the allocated resources are eventually deallocated.
The peak upper bound of the finite evaluations is n+ 1. This is because in each iteration (application
of CE 2), the program allocates 2 resource units and deallocates only 1, that is, one extra resource unit
remains allocated after each recursive call. The difference is accumulated until the base case is reached.
The peak cost takes place at that point after the last allocation. Conversely, the peak upper bound of the
infinite evaluations is 1 because at each iteration (application of CE 3) one resource unit is allocated and
then deallocated so no resources are accumulated.
The techniques presented in this work focus on obtaining net bounds. Obtaining precise peak bounds
is a challenging problem because, in principle, all possible locations where evaluations can stop have
to be considered (all possible partial evaluations). This falls out of the scope of this work. However,
if the resource being measured is cumulative, that is, the cost equations do not contain negative cost
annotations, a net cost upper bound is also a peak upper bound [ABG12] and the lower peak bound
is trivially 0 (which corresponds to the partial evaluation ↓ε (T )). That means that the upper bounds
obtained by this approach are also valid peak upper bounds. Moreover, the CoFloCo approach can also
obtain peak upper bounds for non-terminating cost relations if the CRS has only cumulative cost (see
Chapter 6).
Despite not obtaining peak cost bounds for cost relation systems with negative costs, the preprocessing
phase (Chapter 4) and the refinement phase (Chapter 5) are still valid and applicable to arbitrary cost
relation systems (including negative costs), only the bound computation procedure needs to be adapted.
It is also worth mentioning that there exist approaches based on cost relations that can obtain peak upper
bounds without resorting to negative cost annotations [ACRD15, AGGZ13]. These works generate cost
relation systems with only positive cost annotations that already represent the peak cost of the program.
Consequently, they can directly benefit from the results presented here.
3.6 Cost Preserving Transformations
Finally, an important part of the approach consists of incrementally transforming and refining a cost
relation system CRS into another CRS′. These transformations have to guarantee that a bound obtained
in the new CRS′ is also valid for CRS. It is also desirable (but not necessary) that the transformation does
not lose precision, that is, if CRS has a bound, then CRS′ has also the same bound.
Definition 3.16 (Sound and Precise Transformation). Let CRS be a cost relation system. A transforma-
tion that generates a CRS′ is sound if any bound of C in CRS′ is also a bound of C in CRS. A transformation
is also precise if any bound of C in CRS is also a bound of C in CRS′.
If a transformation substitutes a C by a C′, then in order to be sound, a bound of C′ in CRS′ has to be a
valid bound of C in CRS. A transformation can also be sound and precise with respect to an entry set if
the bounds are maintained for the evaluations with respect to the entry set.
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4 Preprocessing
The first step of the analysis of a cost relation system (CRS) is to reduce all indirect recursion to direct
recursion. A similar preprocessing step is presented in [AAGP11] and is common to all the cost relation
analyses [AAGP11, AGM13, ABAG13]. In this chapter, the preprocessing step is reformulated according
to this thesis’s notation and definitions and it is proven sound with respect to the semantics given in
the previous chapter. This is important because it guarantees that the preprocessing step is also sound
for non-terminating evaluations. In addition to that, this chapter provides additional transformations of
CRS that can be used to overcome the limitations of the preprocessing presented in [AAGP11] and to
simplify the cost relation system.
4.1 Call-graphs, Strongly Connected Components and Feedback Sets
Let us first introduce some notation. A cost equation c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C calls a cost
relation D at position i if bi = D(x i : yi). This is denoted c→i D. Then, a cost relation C calls another
cost relation D, written C→ D, if there is a CE c ∈ C such that c→i D.
This relation between cost relations induces a call-graph, i.e. a directed graph where the vertices are
cost relation symbols and the edges represent calls. The strongly connected components (SCCs) of the
call-graph are computed. The SCCs can be sorted in topological order 〈S1, · · · ,Sn〉 such that any cost
relation C ∈ Si can only contain calls to C′ ∈ S j for j ≥ i. Each SCC represents a set of mutually recursive
cost relations or a single non-recursive cost relation. The objective is to transform each SCC with more
than one cost relation into a single cost relation.
Given a SCC S, the preprocessing computes its minimal feedback vertex set MFVS(S) which is the
smallest set of vertices G such that the call-graph with vertices S \ G is acyclic. This can be computed
efficiently (O (n) where n is the number of cost relations in S) if the call graph is reducible [Sha79]. This
is usually the case for CRS generated from programs. Otherwise, it can be checked whether there exists
a feedback vertex set of size 1 in O (n2) [AAGP11]. The problem is NP complete for general graphs but
there is plenty of research for certain graph classes [FPR09].
If the MFVS(S) of a SCC S contains only one element, unfolding (which corresponds to inlining) can
be applied to all the other cost relations S \MFVS(S) repeatedly to reduce the SCC into a single cost
relation [YK97]. Consider that if a CR C 6∈ MFVS(S), we know that C does not have a call to itself. If all
the calls to C in all the cost equations in S are unfolded, at the end of this sequence of transformations
no CR in S contains any call to C. Therefore, C does not belong to the SCC S anymore. Moreover, if C is
not an entry (C 6∈ ES) nor it is reachable from any other SCC, it can be safely removed.
Example 4.1. Consider the cost relations from Program 3 (Figure 4.1). Its call-graph is:
amortized wh if1 popSome if2
The sequence of topologically sorted SCCs is 〈{amortized}, {wh}, {if1}, {popSome, if2}〉. The SCCs {wh}
and {popSome, if2} are recursive and only the latter has indirect recursion. The set {popSome} is a
minimal feedback vertex set (in fact {if2} is also a minimal feedback vertex set).
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Cost relations of Program 3
1: amortized(l, s) = wh(l, s : lo, so)
2: wh(l, s : lo, so) = {l = 0, l = lo, s = so},
3: wh(l, s : lo, so) = {l > 0, s′ = s + 1, l ′ = l − 1}, 1, if1(l ′, s′ : l ′2, s′2), wh(l ′2, s′2 : lo, so)
4: if1(l, s : lo, so) = {l = lo}, popSome(s : so)
5: if1(l, s : lo, so) = {l = lo, s = so}
6: popSome(s : so) = if2(s : so)
7: if2(s : so) = {s = so}
8: if2(s : so) = {s > 0, tmp = s− 1}, 1, popSome(tmp : so)
Figure 4.1.: Cost relations of Program 3 with output variables
4.2 Unfolding Cost Relations
Unfolding a CR D in a cost equation c ∈ C is equivalent to performing one evaluation step. It accounts
for substituting a call to D in c by its body (its right-hand side). If D contains several cost equations, the
unfolding of D in c generates one version of c for each CE d ∈ D. The formal definition is as follows:
Definition 4.2 (Unfold). Let CRS be a cost relation system with non-empty cost relations C,D ⊆ CRS
and let c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C such that there is a call b j = D(x j : y j) (we have c→ j D).
The unfolded set of cost equations is:
U(c,D, j) :=

c.d j : C(x : y) = ϕ0, b1, · · · ,ϕ j−1,body(d)[x y/x j y j],ϕ j, · · · , bn,ϕn d ∈ D 	
The Unfold transformation defines a new cost relation system CRS′ = CRS \ {c} ∪U(c,D, j)
This definition assumes that for each d ∈ D the variables on the head are head(d) = D(x : y) and c
and d do not have other variables in common vars(body(d)) ∩ vars(body(c)) ⊆ vars(x y). The variables
of each CE d can be renamed to guarantee these assumptions.
Theorem 4.3. The Unfold transformation is sound and precise.
If a CE c has several calls to D the unfolding transformation can be applied also multiple times, once
per call.
Example 4.4. In Example 4.1 we saw that Program 3 has a SCC {popSome, if2} with indirect recursion
and a minimal feedback vertex set {popSome}. Therefore, we can unfold the call to if2 is CE 6 obtaining
the CEs:
6.71 : popSome(s : so) = {s = so}
6.81 : popSome(s : so) = {s > 0, tmp = s− 1}, 1, popSome(tmp : so)
CE 6.71 results from the combination of CE 6 and 7 and CE 6.81 from CE 6 and 8. Once performed this
transformation, CR popSome only has direct recursion. Unfolding can also be applied to cost equations
and cost relations in different SCCs. This is not useful for obtaining direct recursion, but it can help to
simplify the CRS. For instance, we can unfold the call to if1 in CE 3 obtaining:
3.42 : wh(l, s : lo, so) = {l > 0, s′ = s + 1, l ′ = l − 1}, 1, {l ′ = l ′2}, popSome(s′ : s′2),
wh(l ′2, s′2 : lo, so)
3.52 : wh(l, s : lo, so) = {l > 0, s′ = s + 1, l ′ = l − 1}, 1, {l ′ = l ′2, s′ = s′2}, wh(l ′2, s′2 : lo, so)





If we consider CR amortized to be the entry point, CRs if1 and if2 are not longer reachable and we can
discard them. The sequence of SCCs, which now is a sequence of CRs (all SCCs have a single element)
is 〈amortized,wh,popSome〉.
4.3 Dealing with Non-unitary Feedback Sets
One of the limitations of the approach presented in [AAGP11] is that whenever a SCC does not have a
feedback vertex set of size one, the analysis fails.
Example 4.5. Consider the following CRS example:
1: f (x) = {x = 0}, 0 2: f (x) = {x ≥ 1, x ′ = x − 1}, g(x ′), f (x ′)
3: g(x) = {x = 0}, 0 4: g(x) = {x ≥ 1, x ′ = x − 1}, f (x ′), g(x ′)
It contains a single SCC with a MFVS { f , g}. We need a transformation to reduce the size of the MFVS to
1 in order to be able to obtain direct recursion using unfolding.
If the feedback vertex set of a SCC contains several cost relations, a simple solution is to merge them
into a single cost relation that simulates all of them.
Definition 4.6 (Cost Relation Merging). Let C1,C2 ⊆ CRS and let x1y1 and x2y2 be in input and output
variables of C1 and C2 respectively. The merged cost relation Cm has the maximum number of input and
output variables. If |x1| ≥ |x2|, the input variables of Cm are defined xm := x1 = x2z where z a sequence
of fresh variables used to complete x2 to the right length. Conversely, if |x1| < |x2|, the input variables
of Cm are defined xm = x1z = x2. The output variables ym are defined the same way. Then, for all cost
equations in the CRS, the calls to C1 and C2 and the heads of the equations in C1 and C2 are substituted
by terms Cm(xm : ym). The new cost relation system is:
CRS′ = CRS[C1(x1 : y1)/Cm(xm : ym), C2(x2 : y2)/Cm(xm : ym)]
Theorem 4.7. Cost relation merging is sound.
Example 4.8. The merged cost relation fg from the cost relations f and g from Example 4.5 is:
1: fg(x) = {x = 0}, 0 2: fg(x) = {x ≥ 1, x ′ = x − 1}, fg(x ′), fg(x ′)
3: fg(x) = {x = 0}, 0 4: fg(x) = {x ≥ 1, x ′ = x − 1}, fg(x ′), fg(x ′)
In this particular case, CEs 1 and 3 are equal and 2 and 4 are also equal so they can be simplified.
Example 4.9. Consider an example of merging cost relations with different number of variables (all
input variables):
1: f (x , y, z) = {x = 0} 4: g(y, z) = {y ≤ 0, y ′ = 0, z′ = z − 1}, f (z′, y ′, z′)
2: f (x , y, z) = {x > 0, x ′ = x − 1}, 1, f (x ′, y, z) 5: g(y, z) = {y > 0, y ′ = y − 1}, g(y ′, z)
3: f (x , y, z) = {x = z, y > 0}, 1, g(y, z)
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Although this example is different from Example 4.5, its call-graph is identical. It has a single SCC { f , g}
which is itself the MFVS. The merged cost relations are:
1: fg(x , y, z) = {x = 0} 4: fg(y, z, r) = {y ≤ 0, y ′ = 0, z′ = z − 1}, fg(z′, y ′, z′)
2: fg(x , y, z) = {x > 0, x ′ = x − 1}, 1, fg(x ′, y, z) 5: fg(y, z, r) = {y > 0, y ′ = y − 1}, fg(y ′, z, r ′)
3: fg(x , y, z) = {x = z, y > 0}, 1, fg(y, z, r)
Note how the cost equations generated from g have and additional parameter r which is not used and it
does not appear in any constraint set. This ensures that all the resulting equations have the same number
of arguments.
Cost relation merging can be generalized to merge any number of cost relations. In addition, it can be
made more precise if an extra argument fl (a flag) is added to the new cost relation. The value of fl in
each CE encodes from which cost relation it originated.
Example 4.10. The CRS of Example 4.9 can be transformed as follows:
1: fg(fl, x , y, z) = {fl = 1, x = 0}
2: fg(fl, x , y, z) = {fl = 1, x > 0, x ′ = x − 1,fl′ = 1}, 1, fg(fl′, x ′, y, z)
3: fg(fl, x , y, z) = {fl = 1, x = z, y > 0,fl′ = 2}, 1, fg(fl′, y, z, r)
4: fg(fl, y, z, r) = {fl = 2, y ≤ 0, z′ = z − 1, y ′ = 0,fl′ = 1}, fg(fl′, z′, y ′, z′)
5: fg(fl, y, z, r) = {fl = 2, y > 0, y ′ = y − 1,fl′ = 2}, fg(fl′, y ′, z, r ′)
In this transformed CRS all the CEs and calls have an extra argument that is 1 or 2 to indicate whether
they originated from CR f or g. The calls to fg also contain the parameter fl′ that indicates which CR
was originally called.
4.4 Simplifying Transformations
The following transformations are used to simplify the cost relation systems both during the preprocess-
ing and later in the analysis.
Definition 4.11 (Unfeasible Constraints Simplification). Let c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn. If
a subsequence of the constraint sets is unsatisfiable
∧
0≤i≤ j ϕi = ⊥, there cannot be any evalu-
ation that reaches ϕ j and the later part of the cost relation can be removed. The new CE is
c′ : C(x : y) = ϕ0, b1, · · · , b j,⊥ and the transformation generates CRS′ = CRS \ {c} ∪ {c′}.
Theorem 4.12. Unfeasible Constraints Simplification is sound and precise.
Note that the cost equation cannot be discarded altogether because some references in b1, · · · , b j might
be non-terminating and thus CE c might still take part in infinite evaluations. In the special case where
ϕ0 in unsatisfiable, the cost equation can be safely discarded.
If a cost equation contains a call that is always terminating or always non-terminating, additional
simplifications can be applied.
Definition 4.13 (Unreachable Code Elimination). Let c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn such that b j
is guaranteed to not terminate. Then, all the elements after b j can be eliminated from c because they
are never reached. The new CE is c′ : C(x : y) = ϕ0, b1,ϕ1, · · · , b j and the transformation generates
CRS′ = CRS \ {c} ∪ {c′}.
Theorem 4.14. Unreachable Code Elimination is sound and precise.
Definition 4.15 (Constraint Set Compression). Let c: C(x : y) = ϕ0, b1, · · · ,ϕi−1, bi,ϕi, · · · such
that bi is terminating, then the constraint set ϕi can be moved before bi. The new CE is
c′ : C(x : y) = ϕ0, b1, · · · ,ϕi−1 ∧ϕi, bi, · · · and the transformation is CRS′ = CRS \ {c} ∪ {c′}.
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Algorithm 1 Pre-processing of a cost relation system
1: function PRE-PROCESS(CRS,ES)
2: SCCs := DetectSCCs(CRS)
3: for each S ∈ SCCs∧ |S|> 1 do
4: MFVS := feedbackSet(S)
5: if |MFVS|> 1 then mergeCRs(MFVS,CRS)
6: for each C ∈ S ∧ C 6∈MFVS do
7: for each c ∈ CRS such that c→ j C do
8: CRS = CRS \ {c}
9: for each c′ ∈ U(c,C, j) do
10: CRS = CRS∪ {simplifyCE(c′)}
11: CRS = checkSubsumtion(CRS, c′)
12: if C 6⊆ ES then CRS = CRS \ C
13: return CRS
Theorem 4.16. Constraint set compression is sound and precise.
This transformation can be combined with unfeasible constraints simplification to discard additional
cost equations. This transformation is intensively used during the refinement (Chapter 5) where cost
relations are proved terminating. At this point though, sufficient conditions can be considered. For
instance, if bi is a linear expression, it is always terminating. Also, if bi = Ci(x i : yi) and no recursive CR
can be reached from Ci in the call-graph, then Ci must be terminating.
Definition 4.17 (Cost Equation Subsumption). Let c, c′ ∈ CRS be two cost equations of the form c: C(x :
y) = ϕ0, b1, · · · ,ϕi, · · · , bn,ϕn and c′ : C(x : y) = ϕ0, b1, · · · ,ϕ′i , · · · , bn,ϕn (they are equal except in ϕi)
such that ϕi ⇒ ϕ′i . Then, CE c subsumes c′ and c can be removed from the cost relation system. The
transformation generates CRS′ = CRS \ {c}.
Theorem 4.18. Cost equation subsumption is sound and precise.
Checking subsumption can be costly, but sufficient conditions can be checked instead. For example, if
ϕ1 ⊆ ϕ2, we know that ϕ2⇒ ϕ1.
4.5 Algorithm
The preprocessing step is implemented in Algorithm 1. The algorithm receives a cost relation system CRS
and a set of entries ES and returns a transformed CRS that does not contain indirect (mutual) recursion.
The algorithm starts by detecting the strongly connected components of the CRS (Line 2). For each
SCC that contains indirect recursion i.e. |S| > 1, it computes the minimal feedback vertex set MFVS
(Line 4). If MFVS contains more than one cost relation, it merges them (Line 5). Then, the algorithm
unfolds all the cost relations not contained in MFVS. Each of those cost relations C is unfolded in all the
cost equations c of the complete CRS that call it and for all the positions j where it is called (Line 7).
For each newly generated cost equation c′, the algorithm applies the function simplifyCE before adding it
to the CRS (Line 10). The function simplifyCE applies constraint set compression (Definition 4.15), un-
reachable code elimination (Definition 4.13), and unfeasible constraints simplification (Definition 4.11)
in that order. Once c′ has been added to the CRS, the function checkSubsumption (Line 11) checks if it
subsumes or if it is subsumed by any other cost equation in the CRS and eliminates the corresponding
CEs (Definition 4.17). Finally, once the unfolding of a CR C is finished, if C is not an entry, it is no longer
reachable from the entries and it is discarded (Line 12).
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In general, applying unfolding repeatedly to the cost relations of a SCC can result in an exponential
number of cost equations. The algorithm tries to reduce the number of generated cost relations by apply-
ing simplifyCE and checking for subsumption at every step. Several CEs that are initially different might
become equivalent after simplifying them, and reduced to a single CE when checking for subsumption.
In addition to that, the order in which the unfolding of CRs is done (Line 6) can also affect the efficiency
of the preprocessing. The algorithm selects this order heuristically. From the cost relations C ∈ S that
have not been unfolded yet, it selects the one with the smallest number of cost equations to be unfolded
next.
4.6 Proofs
Lemma 4.19. A sufficient condition for a transformation from CRS to CRS′ to be sound is that there is a
total function mp that transforms an evaluation into another such that:
(a) T ∈ ¹CRS|C(a : b)º implies mp(T ) ∈ ¹CRS′|C(a : b)º for every C ⊆ CRS and for every a : b.
(b) If T is finite, then Cost(T ) = Cost(mp(T ))
(c) For every partial evaluation ↓pi (T ) there is a corresponding ↓pi′ (mp(T )) such that Cost(↓pi (T )) =
Cost(↓pi′ (mp(T )))
Proof. Let f be a net upper bound of C in CRS′. Let T ∈ ¹CRS|C(a : b)ºc, because of point (a) there
is a mp(T ) ∈ ¹CRS′|C(a : b)ºc such that Cost(T ) = Cost(mp(T )) ≤ f (a) (because of point (b)). Conse-
quently, f is a net upper bound of T for every T ∈ ¹CRS|C(a : b)ºc and therefore it is a net upper bound
of C in CRS. The same reasoning applies for net lower bounds.
Let f be a peak upper bound of C in CRS′. Let T ∈ ¹CRS|C(a : b)º, because or point (a) there is
a mp(T ) ∈ ¹CRS′|C(a : b)º. If for any ↓pi (T ) there is a ↓pi′ (mp(T )) such that Cost(↓pi (T )) = Cost(↓pi
(mp(T ))) ≤ f (a) (because of point (c)), f is a peak upper bound of C in CRS. The same reasoning
applies for net lower bounds. As a consequence, the transformation is sound.
All the proofs in this section are based on Lemma 4.19. For many instances of mp, points (b) and (c)
are immediate. For others, they can be proved by induction of the height of the tree and the length of the
position pi respectively. Point (a) can be proven by induction for finite evaluations and by co-induction
for infinite evaluations. In both cases, the proof amounts to guaranteeing that if the conditions of the
semantics are satisfied for a T , then they are also satisfied for mp(T ). To prove that a transformation
from CRS to CRS′ is precise, is equivalent to prove that the inverse transformation from CRS′ to CRS
is sound. In most cases, the soundness proof can simply be reversed to prove that a transformation is
precise.
4.6.1 Proof of Theorem 4.3
Given an Unfold transformation with U(c,D, j), the function mp is defined as follows:
mp(T ) =

t(c′(a : b), [mp(T1), · · · ,mp(Tn)]) if T = t(c′(a : b), [T1, · · · , Tn])∧ c′ 6= c
t(c.d j(a : b), [mp(T1), · · · ,mp(Tn)]) if T = t(c(a : b), [T1, · · · , Tn])∧n< j ∧ d ∈ D
t

c.d j(a : b),
 mp(T1), · · · ,mp(T j−1),mp(T ′1), · · · ,mp(T ′m),
mp(T j+1), · · · ,mp(Tn)
 if T = t(c(a : b), [T1, · · · , T j, · · · , Tn])∧T j = t(d(a j : b j), [T ′1, · · · , T ′m])
T if T ∈Q
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This definition mimics the behavior of the transformation. The first case corresponds to an evaluation of
a c that has not been modified. The second case corresponds to an evaluation of c that diverges before
reaching the unfolded call to CR D. In that case, the function mp chooses any d ∈ D. The third case
corresponds to an evaluation c such that the unfolded call is reached. Finally, the last case is the base
case for linear expressions.
Proof of Point (a) for Finite evaluations
Let T ∈ ¹CRS|C(a : b)ºc for any C with T = t(e(a : b), [T1, · · · , Tn]), we can assume all the conditions
of the semantics are satisfied for T :
1. e : C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C
2. T = t(e(a : b), [T1, · · · , Tn])







and we have to prove that the corresponding evaluation mp(T ) ∈ ¹CRS′|C(a : b)ºc. This can be proven
by induction on the height of the tree. In the base case, every Ti in T is a linear expression evaluation
and e 6= c (because c has a call to D). Therefore, mp(T ) = T ∈ ¹CRS′|C(a : b)ºc.
For the inductive step, we distinguish two cases that correspond to the first and third cases of mp (the
second case of mp is not possible for finite evaluations):
• If e 6= c, we have mp(T ) = t(e(a : b), [mp(T1), · · · ,mp(Tn)]). Condition (1) and (2) of the seman-
tics are satisfied with the same CE e ∈ CRS′. For condition (3), the assignment σ used in T is also
valid for mp(T ). For condition (4), we can apply the induction hypothesis. If Ti ∈ ¹CRS|biσºc then
mp(Ti) ∈ ¹CRS′|biσºc for 1≤ i ≤ n.
• If e = c and T j = t(d(a′ : b′), [T ′1, · · · , T ′m]) ∈ ¹CRS|C(a′ : b′)ºc, we can also assume the conditions
of the semantics are satisfied for T j with a σ
′. We have
mp(T ) = t(c.d j(a : b), [mp(T1), · · · ,mp(T j−1),mp(T ′1), · · · ,mp(T ′m),mp(T j+1), · · · ,mp(Tn)])
and conditions (1) and (2) are satisfied with the unfolded CE
c.d j : C(x : y) = ϕ0, b1, · · · ,ϕ j−1,body(d)[x y/x j y j],ϕ j, b j+1, · · · , bn,ϕn ∈ CRS′
where body(d) = ϕ′0, b′1, · · · , b′mϕ′m. Let σ be the assignment used for T and σ′ the one used
for T j. We can have σ
′′ that extends σ and [x j y j/x y]σ′ such that it satisfies ϕ0 ∧ · · · ∧ ϕn
and (ϕ′0 ∧ · · · ∧ ϕ′m)[x y/x j y j] and such that biσ = biσ′′ and b′iσ′ = (b′i[x y/x j y j])σ′′. This
is because σ and [x j y j/x y]σ′ only have the variables x j y j in common and they coincide for
those variables x j y jσ = (x j y j[x j y j/x y])σ′ = a′b′. Consequently, condition (3) is satisfied
with σ′′. Condition (4) holds for mp(Ti) ∈ ¹CRS′|biσ′′ºc for 1 ≤ i ≤ n except i = j and
mp(T ′i ) ∈ ¹CRS′|(b′i[x y/x j y j])σ′′ºc for 1≤ i ≤ m by the induction hypothesis.
Proof of Point (a) for Infinite evaluations
For infinite evaluations, we prove that the sets mp(¹CRS|C(a : b)ºω) (we lift mp to sets of evalu-
ations) are a fixpoint of the infinite evaluations of in CRS′. The infinite evaluations correspond to the
greatest fixpoint that satisfies the condition of the semantics (note that infinite evaluations are defined co-
inductively) so if the sets mp(¹CRS|C(a : b)ºω) are a fixpoint, then mp(¹CRS|C(a : b)ºω) ⊆ ¹CRS′|C(a :
b)ºω and point (a) holds.
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Let T ∈ ¹CRS|C(a : b)ºω with the form T = t(e(a : b), [T1, · · · , Tm]). We assume the conditions of the
semantics hold for T :
1. e : C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C
2. ∃m≤ n such that T = t(e(a : b), [T1, · · · , Tm])






(Ti ∈ ¹CRS|biσºc)∧ Tm ∈ ¹CRS|bmσºω
and we distinguish cases:
• If e 6= c, we have the first case of mp: mp(T ) = t(e(a : b), [mp(T1), · · · ,mp(Tm)]). Conditions
(1) and (2) are satisfied with e ∈ CRS′. For condition (3), the assignment σ used in T is valid for
mp(T ). For condition (4), mp(Ti) ∈ ¹CRS′|biσºc for i < m has been proved above and mp(Tn) ∈¹CRS′|bnσºω holds by co-induction hypothesis.
• If e = c and m< j, we have the second case of mp and it corresponds to an evaluation that diverges
before reaching the call to D. In this case, we have mp(T ) = t(c.d j(a : b), [mp(T1), · · · ,mp(Tm)])
and there is a d ∈ D (D is not empty) in CRS and conditions (1) and (2) are satisfied with
c.d j : C(x : y) = ϕ0, b1, · · · ,ϕ j−1,body(d)[x y/x j y j],ϕ j, b j+1, · · · , bn,ϕn ∈ CRS′
For condition (3), we can extend the σ used for T arbitrarily to cover all the variables in c.d j. The
extended assignment σ′ also satisfies the constraints ϕi and yields the same terms biσ′ = biσ for
every i ≤ n because n < j. For condition (4) mp(Ti) ∈ ¹CRS′|biσ′ºc for i < n has been proved
above and mp(Tn) ∈ ¹CRS′|bnσ′ºω holds by co-induction hypothesis.
• If e = c and n ≥ j, then the sub-evaluation T j has the form T j = t(d(a j : b j), [T ′1, · · · , T ′p]) and
we can also assume the conditions of the semantics hold for CE d and an assignment σ′. There
are also two possibilities (I) T j ∈ ¹CRS|D(a j : b j)ºc or (II) T j ∈ ¹CRS|D(a j : b j)ºω (in which case
j = m). The corresponding mp(T ) are:
(I) t(c.d j(a : b), [mp(T1), · · · ,mp(T j−1),mp(T ′1), · · · ,mp(T ′p),mp(T j+1), · · · ,mp(Tm)])
(II) t(c.d j(a : b), [mp(T1), · · · ,mp(T j−1),mp(T ′1), · · · ,mp(T ′p)])
In both cases, conditions (1) and (2) are satisfied with
c.d j : C(x : y) = ϕ0, b1, · · · ,ϕ j−1,body(d)[x y/x j y j],ϕ j, b j+1, · · · , bn,ϕn ∈ CRS′
where body(d) = ϕ′0, b′1, · · · , b′kϕ′k, p ≤ k, and m ≤ n. Let σ the assignment used for T and σ′ the
one used for T j. In this case we can also extend σ and [x j y j/x y]σ′ to σ′′ as in the proof for finite
evaluations and σ′′ satisfies condition (3). For condition (4):
(I) mp(Ti) ∈ ¹CRS′|biσ′′ºc for 1 ≤ i < m except i = j and mp(T ′i ) ∈ ¹CRS′|(b′i[x y/x j y j])σ′′ºc for
1≤ i ≤ p have been proved above; and mp(Tm) ∈ ¹CRS′|biσ′′ºω by co-induction hypothesis.
(II) mp(Ti) ∈ ¹CRS′|biσ′′ºc for 1 ≤ i < j and mp(T ′i ) ∈ ¹CRS′|(b′i[x y/x j y j])σ′′ºc for 1 ≤ i < p
have been proved above; and mp(T ′p) ∈ ¹CRS′|(b′p[x y/x j y j])σ′′ºω by co-induction hypothe-
sis.
42 4. Preprocessing
Proof of Point (b)
We prove that Cost(T ) = Cost(mp(T )) for every finite T by induction on the height of T . In the base
case, T is a linear expression evaluation T ∈ Q and Cost(mp(T )) = Cost(T ) = T . In the inductive case,
we distinguish cases according to the definition of mp (only the first and third cases are applicable):
• If T = t(e(a : b), [T1, · · · , Tn]) with e 6= c.








Cost(Ti) =(4) Cost(T )
1. definition of mp
2. and 4. definition of Cost
3. induction hypothesis
• If T = t(c(a : b), [T1, · · · , T j, · · · , Tn]) with T j = t(d(a j : b j), [T ′1, · · · , T ′m]).






mp(T1), · · · ,mp(T j−1),mp(T ′1), · · · ,mp(T ′m),

























Cost(Ti) =(5) Cost(T )
1. definition of mp
2. definition of Cost
3. induction hypothesis
4. and 5. definition of Cost of T j and T
Proof of Point (c)
We prove that for every pi there is a pi′ such that Cost(↓pi (T )) = Cost(↓pi′ (mp(T ))) by induction over
the length of pi. In the base case pi= ε, we take pi′ = ε so we have Cost(↓ε (T )) = 0= Cost(↓ε (mp(T ))).
For the inductive case, we consider a pi= k ·pi2 and distinguish cases on the definition of mp (the fourth
case is not applicable):
• Consider the first case T = t(e(a : b), [T1, · · · , Tn]) with e 6= c.












Cost(mp(Ti)) + Cost(↓pi′2 (mp(Tk)))
=(5) Cost(t(e(a : b), [mp(T1), · · · ,↓pi′2 (mp(Tk))]) =(6) Cost(↓k·pi′2 (mp(T )))
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1. and 6. definition of partial evaluation
2. and 5. definition of Cost
3. point (b) for finite evaluations
4. induction hypothesis
• The second case T = t(c(a : b), [T1, · · · , Tn]) with n< j is equivalent to the previous one.
• In the third case T = t(c(a : b), [T1, · · · , T j, · · · , Tn]) with T j = t(d(a j : b j), [T ′1, · · · , T ′m]) and the
transformed evaluation is mp(T ) = t(c.d j(a : b), [mp(T1), · · · ,mp(T j−1),mp(T ′1), · · · ,mp(T ′m),
mp(T j+1), · · · ,mp(Tn)]). We distinguish cases depending on whether k < j, k = j or k > j (re-
member that we are considering a position pi= k ·pi2).
– The case where k < j is equivalent to the previous ones.
– If k = j and pi2 = ε, we take pi′ = k:












Cost(mp(Ti)) + Cost(↓ε (mp(Tk)))
=(5) Cost(t(c.d j(a : b), [mp(T1), · · · ,↓ε (mp(Tk))]) =(6) Cost(↓k (mp(T )))
1. and 6. definition of partial evaluation
2. and 5. definition of Cost
3. point (b) for finite evaluations
4. Cost(↓ε (T )) = 0
If pi2 = k2 ·pi3:



























c.d j(a : b),

mp(T1), · · · ,mp(T j−1),
mp(T ′1), · · · ,mp(T ′k2−1),↓pi′3 (mp(T ′k2))

=(7) Cost(↓(k−1+k2)·pi′3 (mp(T )))
1. , 3., and 7. definition of partial evaluation.
2. , 4., and 6. definition of Cost.
5. point (b) for finite evaluations and induction hypothesis for pi3.
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– If k > j:
Cost(↓pi (T ))











Cost(T ′i ) +
k−1∑
i= j+1







Cost(mp(T ′i )) +
k−1∑
i= j+1





c.d j(a : b),

mp(T1), · · · ,mp(T j−1),mp(T ′1), · · · ,mp(T ′m),
mp(T j+1), · · · ,↓pi′2 (mp(Tk))

=(6) Cost(↓(m+k−1)·pi′2 (mp(T )))
1. and 6. definition of partial evaluation.
2. and 5. definition of Cost.
3. cost of T j.
4. point (b) for finite evaluations and induction hypothesis for pi2.
In order to prove that the transformation is precise, the inverse of the selected mp can be considered
and the proof for point (a) can be considered backwards to prove that for every T ′ ∈ ¹CRS′|C(a : b)º,
the evaluation mp−1(T ) ∈ ¹CRS|C(a : b)º. The proofs for points (b) and (c) can also be reversed. In
particular, for point (c), note that given a position pi = q · pi′ for an evaluation of a CE c.d j, q can be
expressed either as:
• n ·pi′ with n< j
• j ·pi′
• (k− 1+ k2) ·pi′ with k = j and 1< k2 ≤ m
• (k− 1+ m) ·pi′ with k > j
which fall into the cases considered in the proof of point (c).
4.6.2 Proof of Theorem 4.7
Let C1,C2 ⊆ CRS and let x1y1 and x2y2 be in input and output variables of C1 and C2 respectively.
The variables of Cm are xm = x1z1 = x2z2 where either z1 or z2 is an empty sequence of variables and
ym = y1w1 = y2w2 where either w1 or w2 is empty. The transformation substitutes C1 and C2 by Cm. It
can be proved sound by using a small variant of Lemma 4.19.
Corollary 4.20. Let mp be a function that satisfies points (b) and (c) of Lemma 4.19. If
• mp(¹CRS|C1(a : b)º) ⊆ ¹CRS′|Cm(a0 : b0)º
• mp(¹CRS|C2(a : b)º) ⊆ ¹CRS′|Cm(a0 : b0)º
• mp(¹CRS|C(a : b)º) ⊆ ¹CRS′|C(a : b)º for every C 6= C1 and C 6= C2
where 0 are sequences of zeros that complete the parameters to the right length. Then, the transformation is
sound. That is, let f (xm) be a bound for Cm in CRS′ then f (x10) is a bound for C1 in CRS and f (x20) is a
bound for C2 in CRS.
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The function mp simply maps the tree nodes from C1 and C2 to nodes of Cm with the extra variables
set to zero.
mp(T ) =
 t(c(a0 : b0), [mp(T1), · · · ,mp(Tn)]) if T = t(c(a : b), [T1, · · · , Tn])∧ c ∈ C1 ∪ C2t(c(a : b), [mp(T1), · · · ,mp(Tn)]) if T = t(c(a : b), [T1, · · · , Tn])∧ c 6∈ C1 ∪ C2T if T ∈Q
This definition of mp trivially satisfies points (b) and (c) (only the parameters in the nodes are changed
but not its structure or numeric nodes). Let us prove the premises of Corollary 4.20.
Finite Evaluations
We prove it by induction on the height of the evaluation tree. In the base case, T is a linear expression
T ∈ ¹CRS|lσºc and mp(T ) = T ∈ ¹CRS′|lσºc. In the inductive case, we have T = t(c(a : b), [T1, · · · , Tn])
and we can assume the conditions of the semantics hold for T :
1. c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C
2. T = t(c(a : b), [T1, · · · , Tn])







and we distinguish cases depending on whether c ∈ C1, c ∈ C2 or c 6∈ (C1 ∪ C2).
• If c 6∈ (C1 ∪ C2), we have mp(T ) = t(c(a : b), [mp(T1), · · · ,mp(Tn)]). The corresponding cost
equation in CRS′ is c: C(x : y) = ϕ0, b′1,ϕ1, · · · , b′n,ϕn ∈ CRS′ where each b′i is the result of the
substitution b′i = bi[C1(x1 : y1)/Cm(xm : ym),C2(x2 : y2)/Cm(xm : ym)]. Consequently, conditions
(1) and (2) are satisfied. For condition (3), the assignment σ can be extended to assign zeros to
the extra parameters of the calls to C1 and C2. We refer to such an extension as σ
′ and we have
that if biσ = C1(ai : bi) then b′iσ′ = Cm(ai0 : bi0) and the same applies to biσ = C2(ai : bi).
Therefore, we can apply the induction hypothesis for every b′iσ′ to guarantee condition (4).
• If c ∈ C1, the reasoning is similar. We have mp(T ) = t(c(a0 : b0), [mp(T1), · · · ,mp(Tn)]). The cost
equation in CRS′ is c: C(xm : ym) = ϕ0, b′1,ϕ1, · · · , b′n,ϕn ∈ CRS′ where each b′i is the result of the
substitution b′i = bi[C1(x1 : y1)/Cm(xm : ym),C2(x2 : y2)/Cm(xm : ym)]. Consequently, condition
(1) and (2) are satisfied. For condition (3), the assignment σ can be extended to assign zeros to
the extra variables in the calls to C1 and C2 and in the head of c. As before, We refer to such an
extension as σ′ and we have that if biσ = C1(ai : bi) then b′iσ′ = Cm(ai0 : bi0). Therefore, we
can apply the induction hypothesis for every b′iσ′ to guarantee condition (4).
• The case where c ∈ C2 is equivalent to the case of c ∈ C1.
Infinite evaluations
For infinite evaluations we prove that the sets mp(¹CRS|C(a : b)ºω) for C 6= C1 and C 6= C2 and
mp(¹CRS|C1(a1 : b1)ºω)∪mp(¹CRS|C2(a2 : b2)ºω) constitute a fixpoint. Let T ∈ ¹CRS|C(x : y)ºω) with
the form T = t(c(a : b), [T1, · · · , Tn]), the reasoning is the same as with the induction proof i.e. the
assignment σ is simply extended to map the extra variables to zero, but the co-induction hypothesis is
applied for the infinite branch Tn.
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4.6.3 Proof of Theorem 4.12
For proving Theorem 4.12, we use Lemma 4.19 to prove soundness and precision. For soundness, we
use a function mp that simply changes the label of the evaluation nodes of c by c′: mp(T ) := T[c/c′].
This substitution does not change the cost of T or of its partial evaluations. Therefore, points (b) and
(c) are trivially satisfied. For precision, we choose the inverse substitution mp′(T ) := T[c′/c].
Let us prove point (a) for soundness. Let c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn such that ∧0≤i≤ j ϕi =⊥. There cannot be any complete evaluation that contains a node with c in CRS (there is no as-
signment σ that satisfies all the constraints) and the same happens with c′ in CRS′. Therefore,¹CRS|C(a : b)ºc =mp(¹CRS|C(a : b)ºc) = ¹CRS \ {c}|C(a : b)ºc = ¹CRS′|C(a : b)ºc for every C and ev-
ery a : b. That is, finite evaluations are not affected by the transformation. This is also valid for
precision.
Consider now infinite evaluations. We take the sets mp(¹CRS|C(a : b)ºω) for every a : b and C and
show they correspond to a fixpoint of the infinite evaluations in CRS′. Let T = t(d(a : b), [T1, · · · , Tm]) ∈¹CRS|C(a : b)ºω, we can assume that the conditions of the semantics hold for T :
1. d : C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C
2. ∃m≤ n such that T = t(d(a : b), [T1, · · · , Tm])






(Ti ∈ ¹CRS|biσºc)∧ Tm ∈ ¹CRS|bmσºω
We have mp(T ) = t(d[c/c′](a : b), [mp(T1), · · · ,mp(Tm)]) and we distinguish cases:
• If d 6= c, we have mp(T ) = t(d(a : b), [mp(T1), · · · ,mp(Tm)]). Conditions (1) and (2) are satisfied
with d ∈ CRS′. For condition (3), the assignment σ used in T is valid for mp(T ). For condition
(4), mp(Ti) ∈ ¹CRS′|biσºc for i < m has been proved above and mp(Tm) ∈ ¹CRS′|bmσºω holds by
co-induction hypothesis.
• If d = c, we have mp(T ) = t(c′(a : b), [mp(T1), · · · ,mp(Tm)]) and the number of sub-evaluations
m has to be smaller than j (from
∧
0≤i≤ j ϕi = ⊥) so the conditions (1) and (2) are satisfied with
c′ : C(x : y) = ϕ0, b1, · · · , b j,⊥ ∈ CRS′. For condition (3), we can restrict σ to the variables in c′
and such a σ′ still satisfies the constraints (
∧m−1
i=0 ϕi). For condition (4), we have that biσ
′ = biσ
for every 1 ≤ i ≤ m, mp(Ti) ∈ ¹CRS′|biσºc for i < m has been proved above, and mp(Tm) ∈¹CRS′|bmσºω holds by co-induction hypothesis.
The proof for infinite evaluations can also be reversed to prove precision. In the case d = c′ the assign-
ment σ′ can be extended arbitrarily to the variables of c.
4.6.4 Proof of Theorem 4.14
Similarly to the previous proof, we use Lemma 4.19 with mp(T ) := T[c/c′] (so points (b) and (c) are
trivial) for soundness and the inverse substitution mp′(T ) := T[c′/c] for precision.
We prove point (a) (soundness) for finite evaluations as before. Let c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn,
if we know b j is always non-terminating (¹CRS|b jºc = ;), there cannot be any a complete evaluation
that contains c. Therefore, ¹CRS|C(a : b)ºc = ¹CRS′|C(a : b)ºc for every C and all a : b. This also
guarantees point (a) for the inverse transformation and thus guarantees precision for finite evaluations.
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The case for infinite evaluations is also similar to the previous proof (the proof of Theorem 4.12). Con-
sider an infinite evaluation T = t(d(a : b), [T1, · · · , Tm]) ∈ ¹CRS|C(a : b)ºω that satisfies the conditions
of the semantics:
1. d : C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C
2. ∃m≤ n such that T = t(d(a : b), [T1, · · · , Tm])






(Ti ∈ ¹CRS|biσºc)∧ Tm ∈ ¹CRS|bmσºω
and the corresponding T ′ = t(d[c/c′](a : b), [mp(T1), · · · ,mp(Tm)]) ∈ mp(¹CRS|C(a : b)ºω). The case
where d 6= c is equal to the same case in the previous proof so we only have to consider the case where
d = c. In such a case, if b j is always non-terminating, we have m ≤ j so the conditions (1) and (2) are
satisfied with c′ : C(x : y) = ϕ0, b1, · · · , b j ∈ CRS′. For condition (3), we can restrict σ to the variables in
c′ and such a σ′ still satisfies the constraints (
∧m−1
i=0 ϕi). For condition (4), we have that biσ
′ = biσ for
every 1 ≤ i ≤ m, mp(Ti) ∈ ¹CRS′|biσºc for i < m has been proved above, and mp(Tm) ∈ ¹CRS′|bmσºω
holds by co-induction hypothesis.
In this case, the reasoning can also be reversed to prove precision.
4.6.5 Proof of Theorem 4.16
We use Lemma 4.19 with mp(T ) := T[c/c′] for soundness and mp′(T ) := T[c′/c] for precision. We have
a cost equation c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn where b j is always terminating (¹CRS|b jºω = ;).
Proof of Point (a) for Finite evaluations
Let T be a finite evalutation (T ∈ ¹CRS|C(a : b)ºc or T ∈ ¹CRS|lσºc), and we have to prove that the
corresponding evaluation mp(T ) is in ¹CRS′|C(a : b)ºc or ¹CRS|lσºc. This can be proven by induction
on the structure of finite evaluations. In the base case, T is a linear expression evaluation. Therefore,
mp(T ) = T ∈ ¹CRS′|lσºc.
For the inductive step, T ∈ ¹CRS|C(a : b)ºc and has the form T = t(d(a : b), [T1, · · · , Tn]) so we can
assume all the conditions of the semantics are satisfied for T :
1. d : C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C
2. T = t(d(a : b), [T1, · · · , Tn])







• If d 6= c, we have mp(T ) = t(d(a : b), [mp(T1), · · · ,mp(Tn)]). Conditions (1) and (2) of the
semantics are satisfied with the same CE d ∈ CRS′. For condition (3), the assignment σ used in T is
also valid for mp(T ). For condition (4), we can apply the induction hypothesis. If Ti ∈ ¹CRS|biσºc
then mp(Ti) ∈ ¹CRS′|biσºc for 1≤ i ≤ n.
• If d = c, then mp(T ) = t(c′(a : b), [mp(T1), · · · ,mp(Tn)]). Conditions (1) and (2) hold with
c′ : C(x : y) = ϕ0, b1, · · · ,ϕi−1 ∧ϕi, bi, · · · , bn,ϕn ∈ CRS′. The σ used for T is also valid for mp(T )
(note that the conjunction of all the constraints is equivalent). For condition (4), we can apply the
induction hypothesis as in the previous case.
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Proof of Point (a) for Infinite evaluations
For infinite evaluations, we prove that the sets mp(¹CRS|C(a : b)ºω) (we lift mp to sets of evaluations)
are a fixpoint of the infinite evaluations of in CRS′.
Let T ∈ ¹CRS|C(a : b)ºω with the form T = t(d(a : b), [T1, · · · , Tm]). We assume the conditions of the
semantics hold for T :
1. d : C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ C
2. ∃m≤ n such that T = t(d(a : b), [T1, · · · , Tm])






(Ti ∈ ¹CRS|biσºc)∧ Tm ∈ ¹CRS|bmσºω
and we distinguish cases:
• If d 6= c, this corresponds to the cases where d 6= c in the previous proofs.
• If d = c, then mp(T ) = t(c′(a : b), [mp(T1), · · · ,mp(Tm)]). Conditions (1) and (2) hold with
c′ : C(x : y) = ϕ0, b1, · · · ,ϕi−1 ∧ ϕi, bi, · · · , bn,ϕn ∈ CRS′. In this case, we know that b j is termi-
nating so the infinite evaluation Tm cannot be of b j (m 6= j). In both cases m < j or m > j, the
conjunction of constraints is the same for c and c′ and is satisfied by the same σ so condition (3) is
satisfied. For condition (4) we have that mp(Ti) ∈ ¹CRS′|biσºc for i < m (thanks to the proof for
finite evaluations above) and mp(Tm) ∈ ¹CRS′|biσºω because of the co-induction hypothesis.
In this case, the reasoning can also be reversed to prove precision with mp′.
4.6.6 Proof of Theorem 4.18
In this case, we also use Lemma 4.19 with mp(T ) := T[c/c′]. The proof for point (a) for soundness fol-
lows closely the structure of the previous proof. We have that c: C(x : y) = ϕ0, b1, · · · ,ϕi, · · · , bn,ϕn and
c′ : C(x : y) = ϕ0, b1, · · · ,ϕ′i , · · · , bn,ϕn such that ϕi ⇒ ϕ′i . So the only difference is when considering
the case is T = t(d(a : b), [T1, · · · , Tm]) where d = c. In such a case, conditions (1) and (2) are satisfied
for mp(T ) with c′ and condition (3) is also satisfied with the same σ used for T (both in the cases where
T is finite or infinite). Condition (4) is guaranteed as in previous proofs by applying induction hypothesis
or co-induction hypothesis to the corresponding sub-evaluations.




The ultimate objective of the analysis is to obtain bounds of cost relations in a cost relation system. That
is, obtain a function f that bounds the cost of every evaluation in ¹CRS|Cº for CR C. A cost relation
is usually composed of several cost equations that can interact in subtle ways. This can lead to many
evaluations with distinct costs. If we partition the set of all evaluations ¹CRS|Cº into sets of evaluations
that are similar, we can then obtain bounds for each of these partitions. The range of possible behaviors
of the evaluations in each of these partitions is more restricted, only a subset of the evaluations is
considered. Therefore, finding a bound for a partition is easier than finding a bound for the complete
cost relation and the bound can be (hopefully) more precise.
The key underlying assumption of the refinement is that the cost of an evaluation is closely related to
the cost equations that are used in the evaluation and the order in which they are used. The refinement
uses this information (the evaluation patterns) to partition the set of all possible evaluations ¹CRS|Cº.
In addition, the refinement transforms the original cost equations into a simplified format called refined
cost equations. A refined cost equation has a single constraint set at the beginning of its body, all the
elements in its body are evaluated, and it is used only in complete evaluations or in infinite evaluations
(but not in both). This refined format simplifies the later bound computation.
After the preprocessing step, a CRS can be represented as a sequence of cost relations 〈C1,C2, · · · ,Cn〉
in which each cost relation Ci can only contain calls to C j with j ≥ i. The refinement for each cost
relation in 〈C1,C2, · · · ,Cn〉 is performed incrementally following a bottom-up approach, that is, starting
from Cn and finishing with C1.
Given a cost relation Ci, the refinement has the following steps:
1. A control-flow refinement over the cost relation is performed (Section 5.2). First, the control-flow
refinement detects and enumerates a set of chains (evaluation patterns) that reflect all possible
behaviors of Ci. Second, it attempts to discard non-terminating patterns by proving termination
(Section 5.2.2). Third, it transforms the cost equations of Ci into refined cost equations (Sec-
tion 5.2.3) and last, it generates a set of refined chains over the refined CEs. These refined chains
represent set of evaluations that are either all terminating or all non-terminating (Section 5.2.4).
2. For each of the chains, summaries and calling contexts are computed and they are used for dis-
carding unfeasible patterns and strengthen the CEs’ constraints (Section 5.3).
3. Finally, once the cost relation Ci has been completely refined, the refinement is propagated to
previous cost relations C j for j < i. Any cost equation that calls Ci is specialized to call specific
chains of Ci instead (Section 5.4).
First, the refinement is presented for cost relations with linear recursion, i.e. cost relations where the
cost equations c ∈ C can have at most one recursive call to C. This is later generalized to CRS with
non-linear recursion in Section 5.5.
5.1 Partially Refined Cost Equations
Given a cost relation that is going to be refined next, its cost equations can be represented in a restricted
format in which there are at most two constraint sets, one at the beginning of the CE and one after the
recursive call (if there is such a call).
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Claim 5.1. Let CRS := 〈C1,C2, · · · ,Cm〉 such that Ci+1, · · · ,Cm have been refined. Then for every c: C(x :
y) = ϕ0, b1,ϕ1, · · · , bn,ϕn ∈ Ci, every b j that is not a direct recursive call i.e. b j 6= Ci(x : y) is either always
terminating ¹CRS|b jºω = ; or non-terminating ¹CRS|b jºc = ;.
Consider a CE c: C(x : y) = ϕ0, b1,ϕ1, · · · , bn,ϕn of the last cost relation Cm in the sequence〈C1,C2, · · · ,Cm〉. CE c contains at most one call bi = C(x i : yi). All the other b j for j 6= i have to
be linear expressions. Linear expressions are guaranteed to terminate so Constraint Compression (Defi-
nition 4.15) can be applied to obtain a CE where all the constraints are grouped either at the beginning
of the CE or after the recursive call:
C(x : y) = ϕa, b1, · · · , bi−1,C(x i : yi),ϕb, bi, · · · , bn (5.1)
where ϕa = ϕ0 ∧ · · · ∧ϕi−1 are the constraints before the call and ϕb = ϕi ∧ · · · ∧ϕn are the constraints
after the call. If the CE does not contain a recursive call, it has the form:
C(x : y) = ϕa, b1, · · · , bn (5.2)
In the other cost relations C j with j < m, there are can be calls to other CR and do not terminate. How-
ever, as already mentioned, terminating and non-terminating calls are explicitly distinguished. Given a
call to a terminating chain, Constraint Compression can be applied as before. If on the contrary, there
is a call to a non-terminating chain, Unreachable Code Elimination (Definition 4.13) can be applied to
remove everything after the call. Therefore, the CEs in C j with j < m also have one of the formats above
with the difference that the last bn can be a call to a non-terminating chain.
A partially refined cost equation can be recursive if it has the shape of Equation 5.1, or non-recursive if
it has the shape of Equation 5.2. A cost equation is tail-divergent if bn is a non-terminating call.
5.2 Control-flow Refinement of a Cost Relation
In order to perform the refinement of a cost relation, a call-graph is computed (similarly to what is done
in Chapter 4), but this time at the level of cost equations within a cost relation.
Definition 5.2 (CE Call Relation). Let C be a cost relation and let c, d ∈ C. CE c calls d, written c→ d, if
c: C(x : y) = ϕ, b1, · · · ,C(x i : yi), · · · and d : C(x : y) = ϕ′, · · · and ϕ ∧ (ϕ′[x y/x i yi]) is satisfiable.
The CE call relation induces a call-graph G (C) within the cost relation C. In principle, an evaluation
of C is a tree t(c(a : b), [T1, · · · , Tn]). But if we consider the nodes of the tree that result from evaluating
cost equations in C, they are all contained in a single branch (remember that we are considering linear
recursion). The order in which nodes c(a : b) appear in such a branch is determined by the CE call-graph.
In particular, any branch formed by its cost equations corresponds to a valid path of the CE call-graph.
The refinement partitions the (possibly infinite) paths in the call-graph into a finite number of patterns,
called chains. For that purpose, it first detects the strongly connected components (SCCs) of the call-
graph. The SCCs give rise to phases and chains are formed by sequences of phases.
Definition 5.3 (Phase). Let S be the set of vertices of a SCC in G (C). If S = {c1, · · · , cm} is recursive, it
generates an iterative phase ph := (c1 ∨ · · · ∨ cm)+ where the cost equations in S are evaluated a positive
finite number of times and a divergent phase ph := (c1 ∨ · · · ∨ cm)ω where the cost equations in S are
evaluated an infinite number of times. If S = {c} cannot iterate (c 6→ c), it generates a non-iterative phase
ph := (c) in which c is evaluated once.
Note that non-recursive cost equations will always form non-iterative phases. However, it is also
possible to have a non-iterative phase (c) where c is recursive as long as c 6→ c.
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1: wh(i, j, x) = {i ≥ x}, 0
2: wh(i, j, x) = {i < x , i > j, i′ = i + 1}, 1, wh(i′, j, x)
3: wh(i, j, x) = {i < x , i = j, i′ = i + 1}, j, wh(i′, j, x)









Figure 5.1.: Program 11: Example with different kinds of phases
The CE call relation can be lifted to the level of phases. Let ph1 and ph2 be the phases generated from
two different SCCs S1 and S2 in G (C). We have ph1→ ph2 if and only if ph1 is not a divergent phase and
there are c1 ∈ S1, c2 ∈ S2 such that c1→ c2.
Example 5.4. Figure 5.1 contains an example program with multiple phases. The program has a loop in
which variable i is incremented until it reaches x . In each iteration the loop consumes some resources.
If i = j, it consumes j resource units. Otherwise, it consumes one resource unit. The former case is
represented by CE 3 and the latter is represented by CEs 2 and 4. Figure 5.1 also contains the cost
relation call-graph. In this call-graph we can see for example that CE 2 cannot be evaluated directly after
CE 4 or that CE 4 can never be evaluated after CE 2.
The SCCs of the call-graph give rise to the phases. For instance, SCC {4} generates the iterative phase
(4)+ and the divergent phase (4)ω. The SCCs {3} and {1} generate the non-iterative phases (3) and
(1) respectively. Note that the phase (3) is non-iterative but it contains a recursive CE. Figure 5.1 also
contains a graph with the call relations among phases. Note that this graph is acyclic.
Definition 5.5 (Chain). A chain is a sequence of phases defined recursively:
ch := ph if ph = (c) and c is not recursive, or ph = (c1 ∨ · · · ∨ cm)ω| ph · ch′ if ch′ = ph′_ and ph→ ph′
A chain is a sequence of phases ch = ph1 ·ph2 · · ·phn such that for every 1≤ i < n we have phi → phi+1
and the last phase is either a base case phn := (c) (c is of the form of equation 5.2) or divergent. The
relation→ between phases is acyclic so the number of possible chains is finite. Note that a chain cannot
end with a non-iterative phase that is not a base case neither with an iterative phase.
Example 5.6. The chains of Program 11 (Figure 5.1) are the following:
Terminating: (4)+(3)(2)+(1) (4)+(3)(1) (4)+(1) (3)(2)+(1) (3)(1) (2)+(1) (1)
Non-Terminating: (4)+(3)(2)ω (4)ω (3)(2)ω (2)ω
5.2.1 Chain Evaluations
Now we can define chain evaluations. Intuitively, a chain evaluation is an evaluation of a cost relation C
in which the cost equations of C are evaluated following the pattern described by the chain. This concept
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can be formally defined. First, when we refer to the pattern in which the CEs of C are evaluated, we
consider paths from the root of the evaluation that only visit nodes of C and are as long as possible.
Definition 5.7 (CR-paths). Let T ∈ ¹CRS|C(a : b)º be an evaluation tree, its CR-paths are:
pathsC(T ) =
§
c(a : b) · p′ if T = t(c(a : b), [· · · T ′ · · · ]) ∧ label(T ′) ∈ C ∧ p′ ∈ pathsC(T ′)
c(a : b) if T = t(c(a : b), [T1, · · · , Tn]) ∧ (∀1≤ i ≤ n : label(Ti) 6∈ C)
A CR-path p of T can be finite and end at a node that does not contain more recursive calls in C or
it can be infinite. The pattern of CEs followed by these paths is determined by its labels so the function
label is extended to CR-paths. Let p = c1(a1 : b1) · c2(a2 : b2) · · · be a CR-path of an evaluation tree, its
evaluation pattern is label(p) := c1 · c2 · · · . Similarly, the function label is lifted to sets of paths.
Finally, a chain induces either a regular language, if its last phase is not recursive, or an ω-regular
language, if its last phase is divergent. The language defined by a chain ch is denoted Lch. Given these
definitions, the evaluations of a chain are defined as follows:
Definition 5.8 (Chain evaluations). Let ch be a chain of CR C and a : b some parameters, its chain
evaluations are:
¹CRS|C[ch](a : b)º :=  T ∈ ¹CRS|C(a : b)º label(pathsC(T )) ⊆Lch 	
Theorem 5.9 (Chain Completeness). Let ch1, · · · , chn be the chains for C. Any possible evaluation of C for
some parameters a : b is covered by a chain evaluation:
¹CRS|C(a : b)º= n⋃
i=1
¹CRS|C[chi](a : b)º
Proof of Theorem 5.9. The direction ¹CRS|C(a : b)º ⊇⋃ni=1¹CRS|C[chi](a : b)º holds directly by Defini-
tion 5.8. Let us prove ¹CRS|C(a : b)º ⊆⋃ni=1¹CRS|C[chi](a : b)º. That is, let T ∈ ¹CRS|C(a : b)º there
is a chain chi such that T ∈ ¹CRS|C[chi](a : b)º.
In the case of linear recursion there is only one CR-path per evaluation |pathsC(T ))| = 1. We consider
this path p and distinguish cases on according to whether p is finite or infinite:
• For finite paths p, we prove by induction on the length of the path that there is a ch such that
label(p) ∈ Lch.
Base case We have p = c(a : b). Given the definition of pathsC, we know that the evaluation cor-
responding to the node c(a : b) does not have any sub-evaluation that represents a recursive
call in C. Therefore, c is not recursive (remember that c is partially refined as described in
Section 5.1). Consequently, there is a non-iterative phase and a chain (c) and label(p) ∈ L(c).
Inductive step We assume that there is a chain ch such that label(p) ∈ Lch holds. Let
p′ = c(a : b) · p, we prove that there is a chain ch′ such that label(p′) ∈ Lch′ .
Let ph be the first phase of ch, if c ∈ ph then the phase has to be iterative and label(p′) ∈ Lch.
Otherwise, c ∈ ph′ such that ph′ is not divergent (all CEs belong to one non-divergent phase).
Besides, let c′ be the CE of the first element of p, we have that c→ c′ and c′ ∈ ph. Consequently,
ph′→ ph, the chain ch′ = ph′ · ch is valid, and label(p′) ∈ Lch′ .
• Let p be infinite, because the number of CEs is finite, there has to be some CE c that appears
infinitely often in p. We can divide p into two sub-paths p = p1 · p2 such that p2 = c(a : b) · · ·
starts with the first occurrence of c. The sub-path p1 is finite and p2 is infinite. Because c appears
infinitely often in p2, every other c
′ that appears in p2 belongs to the same SCC S in the call-graph.
Let ph be the divergent phase generated from S, it generates a valid chain ph and label(p2) ∈ Lph.
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Now we reason about the finite prefix p1 by induction as in the previous case. We conclude that
there is a chain ch such that label(p) ∈ Lch.
5.2.2 Discarding Divergent Phases
Let ph = (c1 ∨ c2 ∨ · · · ∨ cm)ω be a divergent phase, if termination of ph is proven, the phase and all the
chains that end with it can be discarded.
Consider a phase (c1 ∨ c2 ∨ · · · ∨ cm)ω, and let ci : C(x : y) = ϕi, · · · ,C(x ′ : y ′),ϕ′i , · · · for 1 ≤ i ≤ m,
proving termination of the phase is equivalent to proving termination of a multi-path linear constraint
loop where each path of the loop is ϕi  x x ′ (the projection of ϕi onto the input variables of the head
and the recursive call). We assume the standard notation in which a multi-path linear constraint loop is
represented as a disjunction of linear constraint sets over the variables x and x ′ (see [BAG14]).
Definition 5.10 (Phase Loop). Let (c1 ∨ · · · ∨ cm)ω be a phase where each cost equation has the form
ci : C(x : y) = ϕi, · · · ,C(x ′ : y ′),ϕ′i , · · · for 1≤ i ≤ m, its phase loop is:
m∨
i=1
ϕi  x x ′
where x and x ′ correspond to the variables before and after a “loop transition” and each disjunction
corresponds to a loop path.
Theorem 5.11. If the loop of a phase ph = (c1 ∨ · · · ∨ cm)ω is terminating, the phase is unfeasible i.e. the
set of evaluations of the phase ¹CRS|C[ph]º is empty.
Proof. Let us assume otherwise, there is T ∈ ¹CRS|C[ph]º. We have that every evaluation in ¹CRS|Cº
must have at least one CR-path, that is pathsC(T ) cannot be empty. Any path in p ∈ pathsC(T ) corre-
sponds to a valid execution of the phase loop of ph. If the phase loop is terminating, there is a well-
founded ordering on the elements of p and it must be finite. However, by definition if T ∈ ¹CRS|C[ph]º,
then label(p) ∈ Lph and p must be infinite. This leads to a contradiction. Consequently, there cannot be
an evaluation T ∈ ¹CRS|C[ph]º.
There are many alternatives to prove termination of such a loop. The current implementation infers
lexicographical linear ranking functions using a technique similar to the one in [BAG14].
Example 5.12. The chains of Program 11 (defined in Example 5.6) have two divergent phases (2)ω
and (4)ω. CE 2 corresponds to a loop ϕ = {i < x , i > j, i′ = i + 1, j′ = j, x ′ = x} and the expression
x − i is a valid ranking function of such a loop. Therefore, we can discard the phase (2)ω. Similarly,
CE 4 corresponds to a loop ϕ = {i < x , i < j, i′ = i + 1, j′ = j, x ′ = x}. The expression x − i is also a
valid ranking function of that loop and the phase (4)ω can also be discarded. The remaining chains of
Program 11 are all terminating:
(4)+(3)(2)+(1) (4)+(3)(1) (4)+(1) (3)(2)+(1) (3)(1) (2)+(1) (1)
5.2.3 Refined Cost Equations
So far, the refinement has generated a set of chains that represent all the possible evaluations of a cost
relation C and it has attempted to discard non-terminating evaluations that end up in divergent phases.
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However, two issues remain. First, the cost equations that compose the chains are still partially re-
fined (see Section 5.1). That is, they can contain several constraint sets and their recursive calls might
terminate or not. And second, the chains do not separate terminating and non-terminating evaluations
in all cases (there is an example of this in the next sub-section).
At this point, the refinement performs a case distinction for each recursive CE depending on whether
the recursive call terminates or not. The result of this case distinction are refined cost equations which
have a single constraint set and all its calls are evaluated (only the last one might diverge). These cost
equations are simpler and are the ones considered for the rest of the analysis.
Definition 5.13 (CE Case Distinction). Let c: C(x : y) = ϕ0, b1, · · · , b j−1,C(x j : y j),ϕ1, b j+1, · · · , bn be a
recursive CE, the case distinction generates two refined cost equations. A partial CE:
cp : C(x : y) = ϕ0, b1, · · · , b j−1,C(x j : y j)
and a tail-divergent CE or a complete CE depending on whether c is tail-divergent or not:
ctd : C(x : y) = ϕ0 ∧ϕ1, b1, · · · , b j−1,C(x j : y j),ϕ1, b j+1, · · · , bn if c is tail-divergent
cc : C(x : y) = ϕ0 ∧ϕ1, b1, · · · , b j−1,C(x j : y j),ϕ1, b j+1, · · · , bn otherwise
For non-recursive CEs of the form c: C(x : y) = ϕ0, b1, · · · , bn, the case distinction generates a tail-
divergent CE ctd : C(x : y) = ϕ0, b1, · · · , bn or a complete CE cc : C(x : y) = ϕ0, b1, · · · , bn depending on
whether c is tail-divergent or not. The case distinction is performed for all CEs in the cost relation.
The partial CE cp represents the case where the recursive call C j(x j : y j) does not finish and thus the
calls (or costs) in b j+1, · · · , bn are never evaluated. The complete CE cc is the case where C j(x j : y j)
finishes and all calls are completely evaluated. Finally, a tail-divergent CE ctd is the case where C j(x j : y j)
finishes and all calls are evaluated but bn diverges.
Definition 5.14 (Refined Cost Equation). A refined cost equation has the form:
cX : C(x : y) = ϕ, b1, b2, · · · , bn
where cX can be cc, cp, or ctd. A refined CE contains one constraint set at the beginning ϕ and all bi are
either calls to specific chains C j[ch](x i : yi), direct recursive calls Ci(x i : yi), or linear expressions. In
addition, we establish the requirement that all bi have to be evaluated (the evaluation cannot diverge in
a bi for i < n) and bn has to be completely evaluated if the CE is complete c
c.
The additional requirement can be seen as an extra condition on the semantics for refined CEs. This
condition guarantees that finite evaluations contain only complete CEs and the infinite branches in infi-
nite evaluations are formed by partial or tail-divergent CEs.
Theorem 5.15. The CE case distinction is sound and precise.
Proof of Theorem 5.15. Soundness can be proved using Lemma 4.19 in a similar way to the proofs in
Section 4.6. Remember that this lemma establishes three sufficient conditions for the soundness of a
transformation. It is based on a cost preserving function that maps evaluations in the original CRS to
evaluations in the transformed CRS′. We define a function sp that satisfies the tree points of the lemma.
sp(T ) =

t(ctd(a : b), [sp(T1), · · · , sp(Tn)]) if T = t(c(a : b), [T1, · · · , Tn])∧ Tn ∈ ¹CRS|C′ºω ∧ C′ 6= C
t(cp(a : b), [sp(T1), · · · , sp(Tn)]) if T = t(c(a : b), [T1, · · · , Tn])∧ Tn ∈ ¹CRS|Cºω
t(cc(a : b), [sp(T1), · · · , sp(Tn)]) if T = t(c(a : b), [T1, · · · , Tn])∧ Tn is finite
t(d(a : b), [sp(T1), · · · , sp(Tn)]) if T = t(d(a : b), [T1, · · · , Tn])∧ d 6∈ C
T if T ∈Q
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The function sp maps the labels of the evaluation nodes of C from c to cp, ctd, or cc according to whether
the evaluation diverges in the recursive call, diverges in other call or it does not diverge respectively. No
other changes are made to the evaluations so points (b) and (c) of the Lemma 4.19 (cost preservation)
are trivial.
Proof of Point (a) for Finite evaluations
Let T be a finite evaluation (T ∈ ¹CRS|C′(a : b)ºc for some C′ or T ∈ ¹CRS|lσºc), we have to prove
that the corresponding evaluation sp(T ) is in ¹CRS′|C′(a : b)ºc or ¹CRS′|lσºc. This can be proven by
induction on the structure of finite evaluations. In the base case, T is a linear expression evaluation and
sp(T ) = T ∈ ¹CRS′|lσºc.
For the inductive step, we only have to consider the case T = t(c(a : b), [T1, · · · , Tn]) with c ∈ C. The
case where c 6∈ C is immediate as in the proofs of Section 4.6. We assume c is recursive and all the
conditions of the semantics are satisfied for T :
1. c: C(x : y) = ϕ0, b1, · · · , b j−1,C(x1 : y1),ϕ1, b j+1, · · · , bn ∈ C
2. T = t(c(a : b), [T1, · · · , Tn])




Ti ∈ ¹CRS|biσºc ∧ T j ∈ ¹CRS|C(x1 : y1)σºc
We have sp(T ) = t(cc(a : b), [sp(T1), · · · , sp(Tn)]). Conditions (1) and (2) hold with cc : C(x : y) =
ϕ0 ∧ ϕ1, b1, · · · , b j−1,C(x1 : y1), b j+1, · · · , bn ∈ CRS′ (note that c cannot be tail-divergent). The σ used
for T is also valid for sp(T ) (note that the conjunction of all the constraints is equivalent). For condition
(4), we can apply the induction hypothesis. The additional requirement for refined CEs that all bi are
completely evaluated is also satisfied. The case where c is not recursive is analogous.
Proof of Point (a) for Infinite evaluations
For infinite evaluations, again we only have to consider the case T = t(c(a : b), [T1, · · · , Tm]) with
c ∈ C. The case where c 6∈ C is immediate. We assume c is recursive and the conditions of the semantics
hold for T :
1. c: C(x : y) = ϕ0, b1, · · · , b j−1,C(x1 : y1),ϕ1, b j+1, · · · , bn ∈ C
2. ∃m≤ n such that T = t(c(a : b), [T1, · · · , Tm])
For conditions (3) and (4), there are two possibilities (all the bi except bn have to be terminating):
• if m = j:




(Ti ∈ ¹CRS|biσºc)∧ Tm ∈ ¹CRS|C(x1 : y1)σºω
then sp(T ) = t(cp(a : b), [sp(T1), · · · , sp(Tm)]). Conditions (1) and (2) hold with cp : C(x : y) =
ϕ0, b1, · · · , b j−1,C(x1 : y1) ∈ CRS′. We can restrict σ to the variables in cp. The restricted assign-
ment σ′ satisfies condition (3) and we have biσ = biσ′ and C(x1 : y1)σ = C(x1 : y1)σ′ so we
have that sp(Ti) ∈ ¹CRS′|biσ′ºc for i < m (thanks to the proof for finite evaluations above) and
sp(Tm) ∈ ¹CRS′|C(x1 : y1)σ′ºω because of the co-induction hypothesis. The additional condition
that all bi in the refined CE have to be evaluated is also satisfied.
• Otherwise m = n (c has to be tail-divergent):




(Ti ∈ ¹CRS|biσºc)∧ T j ∈ ¹CRS|C(x1 : y1)σºc ∧ Tm ∈ ¹CRS|bmσºω
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then sp(T ) = t(ctd(a : b), [sp(T1), · · · , sp(Tm)]). Conditions (1) and (2) hold with ctd : C(x : y) =
ϕ0∧ϕ1, b1, · · · , b j−1,C(x1 : y1), b j+1, · · · , bn ∈ CRS′. The same assignment σ satisfies condition (3)
and we have that sp(Ti) ∈ ¹CRS′|biσºc for 1 ≤ i < m and i 6= j and sp(T j) ∈ ¹CRS′|C(x1 : y1)σºc
(thanks to the proof for finite evaluations above), and sp(Tm) ∈ ¹CRS′|bmσºω because of the co-
induction hypothesis. The additional condition that all bi in the refined CE have to be evaluated is
also satisfied.
The case where c is not recursive is analogous to the latter where c is tail-divergent.
CE case distinction is precise
Point (a) basically proves that sp(¹CRS|C(a : b)ºc) ⊆ ¹CRS′|C(a : b)ºc and sp(¹CRS|C(a : b)ºω) ⊆¹CRS′|C(a : b)ºω for every C and every a : b. In order to prove precision, it is enough to show the other
direction, that is, sp(¹CRS|C(a : b)ºc) ⊇ ¹CRS′|C(a : b)ºc and sp(¹CRS|C(a : b)ºω) ⊇ ¹CRS′|C(a : b)ºω.
This, in turn, is equivalent to showing that any evaluation T ∈ ¹CRS′|C(a : b)º is the result applying sp
to an evaluation T ′ ∈ ¹CRS|C(a : b)º.
In this case, it is easy to see that any evaluation T ∈ ¹CRS′|C(a : b)ºmatches one of the cases obtained
by applying sp in the previous proof. In particular, the additional requirements on the evaluations of
refined CEs prevent us from having finite evaluations that contain partial CEs and from having infinite
evaluations that diverge before their last call.
This result is useful later on and thus we establish it in a lemma.
Lemma 5.16. Let CRS and CRS′ be the cost relation systems before and after CE case distinction. For any C
and any parameters a : b, we have:
sp(¹CRS|C(a : b)ºc) = ¹CRS′|C(a : b)ºc
sp(¹CRS|C(a : b)ºω) = ¹CRS′|C(a : b)ºω
5.2.4 Refined Chains
Next, the refinement procedure generates chains formed by refined cost equations. These refined chains
represent either only terminating evaluations or only non-terminating evaluations. These chains are not
computed by examining the call-graph of the refined cost equations but rather by distinguishing cases
for the already existing chains.
In the case of tail recursive cost relations (which are the ones originated from loops) the distinction
between terminating and non-terminating evaluations is already explicit. If a CR is tail recursive, the par-
tially refined CEs have the form: C(x : y) = ϕa, b1, · · · , bi−1,C(x i : yi),ϕb or C(x : y) = ϕa, b1, · · · , bn.
All the calls except bn and C(x i : yi) have to be terminating, otherwise the CEs could be simplified further.
Therefore, given a chain ch = ph1 ·ph2 · · ·phm, it is non-terminating if and only if phm = (c1∨· · ·∨ ck)ω or
phm = (c) and c is tail-divergent (because its last call bn is non-terminating). Consequently, each original
chain over partially refined CEs generates one chain (terminating or non-terminating) over the refined
CEs.
Example 5.17. Consider the following tail recursive cost relation:
1: tail(l,m) = {l = 0}, 0
2: tail(l,m) = {l ≥ 1, l ′ = l − 1,m≤ x , x < 0}, inf(x), tail(l ′,m)
3: tail(l,m) = {l ≥ 1, l ′ = l − 1,m≤ x , x ≥ 0}, tail(l ′,m)
The cost relation decreases l until it reaches 0. In each iteration a non-deterministic value x (and
bounded from below by m) is selected and if it is negative a CR inf is called. If we assume that inf is
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always non-terminating, we can apply unreachable code elimination (Definition 4.13) to CE 2 and obtain
a tail-divergent CE
2: tail(l,m) = {l ≥ 1, l ′ = l − 1,m≤ x , x < 0}, inf(x)
Once this simplification has been performed, CE 2 is no longer recursive and the chains of CR tail can be
clearly divided into terminating and non-terminating.
Terminating: (3)+(1) (1)
Non-terminating: (3)+(2) (2) (3)ω
Chains (3)+(2) and (2) are non-terminating because they end in a tail-divergent CE.
If some partially refined cost equations are non-tail recursive, that is, a CE with calls after the recursive
call c: C(x : y) = ϕa, b1, · · · , bi−1,C(x i : yi),ϕb, bi, · · · , bn, there can still be chains that might terminate
or not. If c is tail divergent, it has a non-terminating call bn after the recursive call C(x i : yi) has been
completely evaluated. Therefore, c does not have to appear at the end of the chain and can be part of an
iterative phase ph := (c1 ∨ · · · ∨ cm)+. In such a case, the termination of ph will depend on whether CE c
is ever evaluated and we have to distinguish cases.
Example 5.18. Consider a non tail recursive variant of the cost relation from Example 5.17:
1: nonTail(l,m) = {l = 0}, 0
2: nonTail(l,m) = {l ≥ 1, l ′ = l − 1,m≤ x , x < 0}, nonTail(l ′,m), inf(x)
3: nonTail(l,m) = {l ≥ 1, l ′ = l − 1,m≤ x , x ≥ 0}, nonTail(l ′,m)
In this case, CE 2 cannot be simplified further and the chains of nonTail are:
(2∨ 3)+(1) (1) (2∨ 3)ω
While chains (1) and (2 ∨ 3)ω are respectively terminating and non-terminating, chain (2 ∨ 3)+(1) can
terminate or not depending on whether CE 3 is evaluated in the phase (2∨ 3)+.
In order to generate chains over refined cost equations, the refinement distinguishes cases for phases
and for chains.
Definition 5.19 (Phase Case Distinction). Let ph := (c1 ∨ · · · ∨ cm)+ be an iterative phase, such that
c1, · · · , ci for 0≤ i ≤ m are tail-divergent, the following phases are generated:
1. A complete phase phc := (cci+1 ∨ · · · ∨ ccm)+ where the phase is completely evaluated. Not all CEs can
be tail-divergent (i < m).
2. A partial phase php := (cp1 ∨ · · · ∨ cpm)+ where the recursive calls diverge but not within the phase.
All the bi after the recursive calls are not evaluated.
3. A tail-divergent phase phtd := (cp1 ∨ · · · ∨ cpm ∨ ctd1 ∨ · · · ∨ ctdi ∨ cci+1 ∨ · · · ∨ ccm)+ where a tail-divergent
CE is evaluated at some point in the phase. The evaluation diverges within the phase. The phase
must contain at least one tail-divergent CE (i ≥ 1).
If none of the CE in the phase is tail-divergent (i=0), only cases (1) and (2) are generated. If on the
contrary, all CE in the phase are tail-divergent (i=m) only cases (2) and (3) are generated.
Non-iterative phases ph := (c) are a particular case of the above. If c is not tail-divergent, a partial
phase php := (cp) and a complete phase phc := (cc) are generated. If c is tail-divergent, a partial phase
php := (cp) and tail-divergent phase phtd := (ctd) are generated.
Finally, a divergent phase ph := (c1 ∨ · · · ∨ cm)ω generates phd := (cp1 ∨ · · · ∨ cpm)ω.
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The pattern of tail-divergent phases is not precise, in fact it can match any of the other patterns
(complete and partial phases). A more precise pattern would be:
(cp1 ∨ · · · ∨ cpm)∗(ctd1 ∨ · · · ∨ ctdi )(cci+1 ∨ · · · ∨ ccm)∗
However, keeping the simpler pattern does not affect the soundness of the analysis and it allows us to
maintain a uniform format for the phases.
Example 5.20. Continuing with Example 5.18, we generate the following phases for CR nonTail:
Complete Partial Tail-divergent Divergent
(3c)+ (2p ∨ 3p)+ (2td ∨ 3c ∨ 2p ∨ 3p)+ (2p ∨ 3p)ω
(1c)
Finally, chains can also be refined into terminating and non-terminating chains.
Definition 5.21 (Refined Chains). Let ch be a chain, the functions term and nterm receive a chain
and return its terminating and non-terminating refinements. A terminating chain is written chc and a
non-terminating chain is written chω.
term(ch) :=
§
phc if ch = ph
phc · chc′ if ch = ph · ch′ and chc′ = term(ch′)
nterm(ch) :=

{phd} if ch = ph∧ ph is divergent
{phtd} if ch = ph∧ ph = (c)
{phtd · chc′ | chc′ = term(ch′)}
∪{php · chω′ | chω′ ∈ nterm(ch′)} if ch = ph · ch′
The function term returns a single terminating chain whereas nterm returns a (possibly empty) set of
non-terminating chains. Note though that term is not defined for all chains. For instance, it is not defined
for chains whose last phase is divergent.
Example 5.22. The resulting chains generated from the phases in Example 5.20 are the following1:
Terminating chains: (3c)+(1c) (1c)
Non-terminating chains: (2td ∨ 3c ∨ 2p ∨ 3p)+(1c) (2p ∨ 3p)ω
The evaluations of refined chains are defined as the evaluations of chains (Definition 5.8) but we only
define finite evaluations for terminating chains and infinite evaluations for non-terminating chains:
Definition 5.23 (Refined Chain Evaluations). Let chc and chω be respectively a terminating and non-
terminating chain of CR C and a : b some parameters, their evaluations are:
¹CRS|C[chc](a : b)ºc :=  T ∈ ¹CRS|C(a : b)ºc label(pathsC(T )) ⊆Lchc 	¹CRS|C[chω](a : b)ºω :=  T ∈ ¹CRS|C(a : b)ºω label(pathsC(T )) ⊆Lchω 	
Thanks to this case distinction, terminating and non-terminating evaluations are separated. This is
important to guarantee Claim 5.1 for the remaining cost relations.
In the common case where everything is terminating (all divergent phases have been discarded and
there are no tail-divergent CEs), the case distinction generates only a terminating chain for each original
1 The chain (2p ∨ 3p)ω can be proved terminating and be discarded.
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chain. On the other hand, if some CEs are tail-divergent, the case distinction generates different non-
terminating chains depending on where non-termination originates.
Example 5.24. Consider a chain ch := ph1 · ph2 · ph3 · ph4 where ph1 and ph3 contain tail-divergent CEs
and ph4 is a base case. The generated non-terminating chains are:
chω1 := ph
p
1 · php2 · phtd3 · phc4
chω2 := ph
td
1 · phc2 · phc3 · phc4
However, if ph4 was divergent, the only refined chain would be ch
ω := php1 · php2 · php3 · phd4 .
The following theorem is an updated version of Theorem 5.9 (Chains Completeness) for the refined
chains.
Theorem 5.25 (Refined Chains Completeness). Let CRS′ be the cost relation system after the CE case
distinction (Definition 5.13). Let chc1, · · · , chcn and chω1, · · · , chωm be the terminating and non-terminating
refined chains of C. We have that for all parameters a : b:
¹CRS′|C(a : b)ºc = n⋃
i=1
¹CRS′|C[chci](a : b)ºc (5.3)
¹CRS′|C(a : b)ºω = m⋃
i=1
¹CRS′|C[chω i](a : b)ºω (5.4)
Proof of Theorem 5.25. The direction ⊇ holds by Definition 5.23. The other direction ⊆ can be proved
based on Lemma 5.16 (sp(¹CRS|C(a : b)º) = ¹CRS′|C(a : b)º) and based on Theorem 5.9 (Chain
completeness before the case distinction).
Consider Equation 5.3. Let T ′ ∈ ¹CRS′|C(a : b)ºc, we know that there is a T ∈ ¹CRS|C(a : b)ºc
such that sp(T ) = T ′ (Lemma 5.16). For T there is a chain ch such that T ∈ ¹CRS|C[ch](a : b)ºc
(Theorem 5.9). It is enough to prove that every p′ ∈ pathsC(sp(T )) matches term(ch) = chc. Because
T is finite, sp maps every c to cc. Additionally, we know that T and any of its paths p ∈ pathsC(T )
do not contain any node with a tail-divergent CE. Such paths match the original chain label(p) ∈ Lch
and chc = term(ch) corresponds to ch in which every CE c has been substituted by cc and the tail-
divergent CEs have been excluded. Therefore, for every p′ ∈ pathsc(sp(T )) we have label(p′) ∈ Lchc and
sp(T ) = T ′ ∈ ¹CRS′|C[chc](a : b)ºc.
Consider Equation 5.4. Let T ′ ∈ ¹CRS′|C(a : b)ºω, we know that there is a T ∈ ¹CRS|C(a : b)ºω such
that sp(T ) = T ′. For T there is a chain ch such that T ∈ ¹CRS|C[ch](a : b)ºω. Therefore, it is enough to
prove that all p′ ∈ pathsC(sp(T )) match a chain in nterm(ch). We prove it by induction on the length of
the chain (number of phases).
In the base case ch = ph, there are two possibilities.
• If ph is divergent, phd is well-defined and so is chω = phd . In addition, any sub-evaluation T ′′ of a
CE in the phase is infinite and therefore sp(T ′′) maps c to cp and for any path p′ ∈ pathsC(T ′) we
have label(p′) ∈ Lchω .
• If the phase is non-recursive ph = (c), label(sp(T )) = ctd (c has to be tail divergent so T is infinite).
Therefore, we have that phtd = (cc) and chω = phtd are well-defined. This phase contains all the
possible cases of the CEs in ph so label(p) ∈ Lchω .
Let us consider now the inductive case. The chain has the form ch = ph · ch′. Every path p ∈ pathsC(T )
and can be split into two parts p = p1 · p2 where p2 ∈ Lch′ where p1 is common for all the paths p. The
corresponding path in T ′ is p′ = p′1 · p′2. Let T2 be the evaluation whose root starts with the first node of
p2 i.e. p2 ∈ pathsC(T2). The evaluation T2 might be finite or infinite.
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• If T2 is finite, then T2 ∈ ¹CRS|C[ch′](a : b)ºc and sp(T2) ∈ ¹CRS′|C[chc′](a : b)ºc (this is the
finite case which we have already proved). Because T is infinite, there must be a call to a non-
terminating chain so there must be a ci ∈ ph that is tail-divergent. This means that the phase phtd
is well-defined and p′1 matches ph
td (phtd contains both the complete, the tail-divergent, and the
partial versions of the CEs in ph), chω = phtd · chc′ is defined, and every path p′ matches chω.
• If T2 is infinite, then T2 ∈ ¹CRS|C[ch′](a : b)ºω and there is a chain chω′ such that sp(T2) ∈¹CRS′|Cr[chω′](x y)ºω by induction hypothesis and p′2 matches chω′. Moreover, we have that every
node in p1 is mapped to c
p (because they contain an infinite evaluation on C) and thus p′1 matches
php. The chain chω = php · chω′ is defined and every p′ matches it.
5.3 Invariants
Once the CR evaluations have been split into a set of chains, the refinement procedure infers two types
of invariants for each chain: summaries and calling contexts. This inference is done over refined chains.
However, we use the generic symbols ch and ph if we do not want to distinguish between terminating
(chc) and non-terminating chains (chω) or between different kinds of phases.
5.3.1 Chain Summaries
A summary of a chain ch is a constraint set that over-approximates the behavior of ch and relates the
input and output variables of the cost relation.
Definition 5.26 (Chain Summary). Let ch be a chain of CR C, the constraint set ϕ(x y) is a summary of
chain ch if for every evaluation of the chain T ∈ ¹CRS|C[ch]º with rt(T ) = c(a : b), the constraint set ϕ
is valid with respect to a : b, i.e. |= ϕ(ab).
Example 5.27. The chain summaries of Program 11 (in Page 53) are the following2:
Chain Summary Chain Summary
(4)+(3)(2)+(1) {x ≥ j + 2, j ≥ i + 1} (4)+(3)(1) { j + 1= x , j ≥ i + 1}
(4)+(1) { j ≥ x , x ≥ i + 1} (3)(2)+(1) { j = i, x ≥ j + 2}
(3)(1) { j + 1= x , j = i} (2)+(1) {i ≥ j + 1, x ≥ i + 1}
(1) {i ≥ x}
In this program, the final values of the variables have not been included in the cost relation representa-
tion so the summaries correspond to necessary preconditions on the chains.
Example 5.28. Let us consider Program 8 (in Figure 1.14 in Page 8). The program implements the
function take that takes n elements from a list l. The cost relation take has the following terminating
chains with the corresponding summaries:
Chain Summary Chain Summary
(3)+(1) {n≥ 1, l ≥ n,n = ret} (1) {0≥ n, ret = 0}
(3)+(2) {l ≥ 1,n> l, l = ret} (2) {l = 0,n≥ 1, ret = 0}
2 For terminating cost relations the CEs are referred by c instead of cc , e.g (3)(1) instead of (3c)(1c), to keep the notation
simple.
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Here we can see how a summary provides conditions for the applicability of the chain, i.e. a precondition,
and input-output relations. For instance, in order to evaluate the chain (3)+(2) the initial value of n must
be higher than the size of the list l (n> l). In that case the returned list has the size of l (ret = l).
Chain summaries are computed by propagating information backward from the end of a chain to the
beginning using the polyhedra abstract domain [CH78] (although other domains such as the octagon
domain [Min06] could be considered). Let us introduce some notation. A constraint set ϕ corresponds
to a polyhedron. The operation ϕ  x corresponds to the projection of ϕ over the variables x and the
operation ϕ1 unionsqϕ2 is the convex hull (least upper bound) of ϕ1 and ϕ2.
Next, we define the operations necessary to compute chain summaries. The operation τ−1(c,ϕ) re-
ceives a CE c and a constraint set ϕ that represents a state and abstractly executes the CE inversely (hence
the −1 super-script) with respect to such state. Let c: C(x : y) = ϕc, b0,C(x1 : y1), b13 be a refined CE:
τ−1(c,ϕ) = (ϕ(x1y1)∧ϕc)  x y
The operation can be extended to disjunctions of cost equations:




and to a pattern E (e.g. a disjunction of cost equations) applied one or zero times:
τ−1(E0−1,ϕ) = τ−1(E,ϕ)unionsqϕ
Finally, the operation is defined for a pattern E applied and unknown number of times and for a positive
number of times. The latter corresponds to the pattern of iterative phases. This is defined as a fixpoint
iteration of the previous pattern:
τ−1(E∗,ϕ) = fix(τ−1(E0−1))(ϕ)
τ−1(E+,ϕ) = τ−1(E,τ−1(E∗,ϕ))
The refinement procedure uses widening to ensure termination of the fixpoint computation.
Once the operation τ−1 has been defined for all possible patterns corresponding to iterative and non-
iterative phases, it can be used to compute chain summaries. The summary of a chain with a single
ch := ph is defined by the convex hull of all the constraint sets ϕi of the CEs in the phase ci ∈ ph
projected onto the input and output variables. This is the case even if ph is divergent. This is equivalent
to assume that some CE in the divergent phase is evaluated at least once which is sound. The summary
of a chain formed by several phases is computed recursively. Let ch := ph1 · ch′, its summary is computed
by applying the operation τ−1 with the pattern ph to the summary of ch′. The formal definition is:
summary(ch) =
¨ ⊔
ϕ  x y c: C(x : y) = ϕ · · · ∈ ph 	 if ch = ph
τ−1(ph, summary(ch′)) if ch = ph · ch′
Observation 5.29. summary(ch) returns a summary of ch.
3 We use b in cost equations to denote a sequence of calls or linear expressions b1, · · · , bn.
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5.3.2 Calling Contexts
The refinement also considers calling contexts, which are invariants that are valid at a certain point of
the evaluation with respect to some entry set. In contrast to summaries, calling contexts are propagated
forward along the chains and they are defined in terms of finite chain prefixes.
Definition 5.30 (Chain Prefix). Let ch = ph1 · · ·phn, a prefix of ch is defined as pfx := phi · phi−1 · · ·ph1
for 0 ≤ i < n. The empty prefix (i = 0) is written ε. If phn = (c1 ∨ · · · ∨ cn)ω, then pfx = (c1 ∨ · · · ∨ cn)+ ·
phn−1 · · ·ph1 is also a valid prefix.
In order to define calling contexts in terms of evaluations, we need an auxiliary notion to identify
where the evaluation of a given cost relation starts.
Definition 5.31 (Maximal Evaluation of C in T). Let T be an evaluation, T ′ is maximal in T with
respect to C if it is a sub-evaluation T ′  T , it is an evaluation T ′ ∈ ¹CRS|Cº and no ancestor T ′′ of T ′
(T ′  T ′′  T) is in ¹CRS|Cº.
Definition 5.32 (Calling Context). Let CRS be a cost relation system with an entry set ES. A constraint
set ϕ(x ) is a calling context of a prefix pfx if it is valid |= ϕ(a) for any evaluation T ∈ ¹CRSES|C(a : b)º
that satisfies the following conditions:
• T belongs to an evaluation Te ∈ ¹CRS|Eº for E ∈ ES (T  Te)
• Ti is a maximal evaluation of C in Te with T  Ti  Te
• The path from T to Ti matches the prefix pfx (without including T)
Note that these calling contexts are only “context sensitive” with respect to the path inside the cost
relation C but they do not distinguish between the different paths that can reach C from the entries.
Example 5.33. Let us consider a variant of Program 11 in which the while loop is defined inside a
function void foo(int i,int x){ int j=i+10; while(i<x){. . .}} which corresponds to the follow-
ing cost relation foo(i, x) = { j = i + 10},wh(i, j, x). In this example CR wh is called only at one point
under the condition j = i + 10. This is the initial calling context of CR wh, that is, the calling context of
its empty prefix. The remaining calling contexts of CR wh are:
Chain prefix Calling context Chain prefix Calling context
ε { j = i + 10} (4)+ {x ≥ i, j ≥ i ≥ j − 9}
(2)+ ⊥ (3)(4)+ { j = i − 1, x ≥ j + 1}
(3) ⊥ (2)+(3)(4)+ {i ≥ j + 2, x ≥ i}
Note that the calling context for ε is incompatible with the constraint sets of CEs 3 and 2 of wh. Conse-
quently, the calling contexts for the prefixes (2)+ and (3) are ⊥.
The inference of calling contexts is very similar to the inference of chain summaries but it is defined
recursively over chain prefixes. Let C be a cost relation, the calling context of the empty prefix ε for
C is an empty constraint set > if C is an entry (C ∈ ES), or an over-approximation (convex hull) of all
the calling contexts in which C is called from other CRs otherwise. For the recursive case, we define
the operation τ1(c,ϕ) that receives a CE c and a constraint set ϕ and abstractly executes the CE. Let
c: C(x : y) = ϕc, b0,C(x ′ : y ′), b1 be a refined CE:
τ1(c,ϕ) = (ϕ(x )∧ϕc)  x ′
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We lift the operation for τ1 to the patterns of iterative phases as in the case of τ−1 (see previous section).
The computation of calling contexts is:
callCxt(pfx) =

> if pfx = ε∧ C ∈ ES⊔§
ϕ  x ′ c: C
′(x : y) = ϕ, · · · ,C(x ′ : y ′) · · · ∈ CRS
∧ C′ 6= C
ª
if pfx = ε∧ C 6∈ ES
τ1(ph, callCxt(pfx′)) if pfx = ph · pfx′
Observation 5.34. callCxt(pfx) returns a calling context of pfx.
5.3.3 Discarding Unfeasible Chains
Both chain summaries and calling contexts can be used to detect and discard unfeasible chains.
Observation 5.35. If summary(ch) is unsatisfiable, then ¹CRS|C[ch]º is empty and ch can be discarded.
Any chain ch′ that has ch as a suffix can also be discarded.
Observation 5.36. If callCxt(pfx) is unsatisfiable, then for any chain ch such that pfx is its prefix¹CRSES|C[ch]º is empty and ch can be discarded.
These observations rely on Observations 5.29 and 5.34 and the chain summary and calling context
definitions (Definition 5.26 and Definition 5.32).
Example 5.37. Continuing with Example 5.33, we can discard the chains (3)(2)+(1), (3)(1) and (2)+(1)
because they contain the prefixes (2)+ and (3) whose calling contexts are unsatisfiable.
5.3.4 Strengthening Cost Equations
The information contained in calling contexts and chain summaries can be useful for its bound compu-
tation and even for other steps in the analysis such as proving termination.
The refinement procedure strengthens cost equations’ constraints using the inferred summaries and
calling contexts. It does so in a context insensitive manner. For a cost equation c, it computes a summary
for its recursive calls by joining all the summaries of the chains that can be evaluated in such recursive
call. These are the chains where c is in the first phase or chains that come immediately after a phase that
contains c (the recursive call of a CE can already belong to a different phase).
Definition 5.38 (Cost Equation Summary). Let C be a cost relation with a set of chains CH. Let c: C(x :
y) = ϕ, b,C(x ′ : y ′), b be a recursive CE, its summary is:
summary(c) =
⊔
summary(ch)(x ′y ′) (ph · ch ∈ CH ∧ c ∈ ph)∨ (ch = ph_ ∈ CH ∧ c ∈ ph) 	
Lemma 5.39. For every t(c(a : b), [T1, · · · , T j, · · · , Tn]) ∈ ¹CRS|Cº where T j corresponds to a recursive call
C(x ′ : y ′) and param(T j) = a′b′ then |= summary(c)(a′b′).
Proof. The lemma is a consequence of the completeness of refined chains (Theorem 5.25), every T j has
to belong to one of the chains considered for computing the summary of c, and of Observation 5.29 that
guarantees that summary(ch) generates a summary of ch.
Definition 5.40 (Call Summary Strengthening). Let c: C(x : y) = ϕ, b0,C(x ′ : y ′), b1 be a recursive CE,
the strengthened CE is c′ : C(x : y) = ϕ ∧ summary(c), b0,C(x ′ : y ′), b1. The transformation generates
CRS′ = CRS \ {c} ∪ {c′}.
Corollary 5.41. Call Summary Strengthening is sound and precise.
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1: strengthen(x) = {s = 1}, 1,wh(x , s)
2: wh(x , s) = {x ≤ 0}
3: wh(x , s) = {x > 0, x ′ = x − s}, 1, wh(x ′, s)
Figure 5.2.: Program 12: Example where strengthening is important
Similarly, for a cost equation c, the refinement computes a calling context for its head by considering
the calling contexts of all the prefixes that can lead to c.
Definition 5.42 (Cost Equation Calling Context). Let C be a cost relation with a set of chain prefixes
PFX. Let c be a cost equation in C, its calling context is:
callCxt(c) =
⊔
callCxt(pfx) (ph · pfx ∈ PFX ∧ c ∈ ph)∨ (pfx = ph_ ∈ CH ∧ c ∈ ph) 	
Lemma 5.43. For every t(c(a : b), [T1, · · · , Tn]) ∈ ¹CRSES|Cº, we have |= callCxt(c)(ab).
Proof. The lemma is a consequence of the completeness of the chain case distinction (Theorem 5.25),
every T j has to belong to one of the chains and its corresponding prefixes are considered for computing
the calling contexts of c. For each of the prefixes pfx, callCxt(pfx) is a valid calling context because of
Observation 5.34.
Definition 5.44 (Calling Context Strengthening). Let c: C(x : y) = ϕ, b be a CE, the strengthened CE is
c′ : C(x : y) = ϕ ∧ callCxt(c), b. The transformation generates CRS′ = CRS \ {c} ∪ {c′}.
Corollary 5.45. Calling Context Strengthening is sound and precise with respect to ES.
Example 5.46. Consider the Program 12 in Figure 5.2. The cost relation wh is not necessarily termi-
nating if considered without a context. In particular, wh diverges if variable s is not strictly positive.
However, if we consider that CR strengthen is its only entry, wh is always called with s = 1 and wh is
guaranteed to terminate.
The chains of CR wh are (3)+(2), (3)ω and (2). As it is, the phase (3)ω cannot be proved terminating.
The calling contexts of wh are callCxt(ε) = {s = 1} and callCxt((3)+) = {s = 1, x + s > 0}. Therefore,
the calling context of CE 3 is callCxt(3) = {s = 1, x + s > 0} unionsq {s = 1} = {s = 1} and if we apply Calling
Context Strengthening to CE 3, we obtain:
3′ : wh(x , s) = {x > 0, x ′ = x − s, s = 1}, 1, wh(x ′, s)
Now the phase loop of (3′)ω has a ranking function x and the non-terminating chain can be discarded.
5.4 Refinement Propagation
Given a CR C, the refinement has split all its possible evaluations into a set of chains ch1, ch2, · · · , chn.
Each of the chains is either terminating or non-terminating and has a summary summary(ch). Next, the
refinement procedure uses these chains and summaries to specialize the calls to CR C from all the other
cost relations that have not been refined yet.
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Extension of Program 8
def List<A> drop(List<A> l, Int n)=
if (n<=0) l else
case l {
| Nil => Nil;
| Cons(h,t)=> drop(t,n-1);
};
def Pair<List<A>,List<A>> split(List<A> l,Int n)=
Pair(take(l,n),drop(l,n))
Cost relations
4: drop(l,n : ret) = {n≤ 0, ret = l}
5: drop(l,n : ret) = {n≥ 1, l = 0, ret = 0}
6: drop(l,n : ret) = {n> 0, l > 0, t = l − 1,n′ = n− 1}, 1, drop(t,n′ : ret)
7: split(l,n : r1, r2) = take(l,n : r1),drop(l,n : r2)
Figure 5.3.: Extension of Program 8: Example of refinement propagation
Definition 5.47 (Cost Equation Specialization). Let C be a cost relation with a set of chains CH =
{ch1, ch2, · · · , chn}. Let c: C′(x : y) = ϕ1, b1, · · · ,ϕi,C(x i : yi), · · · , bn,ϕn ∈ C′ be a cost equation that
contains a call to CR C, the set of specialized CEs of c with respect to the call C(x i : yi) is:
Z(c,C, i) :=

c′ : C′(x : y) = ϕ0, b1, · · · ,ϕi ∧ summary(ch),C[ch](x i : yi), · · · , bn,ϕn ch ∈ CH 	
where c′ is a fresh identifier. The transformation generates CRS′ := CRS \ {c} ∪ Z(c,C, i)
Theorem 5.48. The cost equation specialization is a sound and precise.
Proof. The soundness and precision of this transformation derive directly from the completeness of
refined chains (Theorem 5.25), the chain summary definition (Definition 5.26), and the fact that
summary(ch) returns a valid chain summary (Observation 5.29).
The refinement specializes all the calls to CR C. This guarantees that when the refinement process
reaches another C′, all its non-recursive calls have been specialized and therefore Claim 5.1 holds.
Example 5.49. Figure 5.3 contains an extension of Program 8 where the power of the refinement prop-
agation becomes apparent. Function split splits a list l in two parts in which the first part has length n
(as long as l has n elements). It uses the function drop and take (in Figure 1.14, Chapter 1). The chains
and summaries of drop are:
Chain Summary Chain Summary
(6)+(4) {n≥ 1, l ≥ n,n+ ret = l} (4) {0≥ n, ret = l}
(6)+(5) {l ≥ 1,n> l, 0= ret} (5) {l = 0,n≥ 1, ret = 0}
The chains and summaries of take are in Example 5.28. Given these chains and summaries, the complete
CE specialization of CR split is the following:
7.1: split(l,n : r1, r2) = {n = r1≥ 1,0≤ r2 = l − n}, take[(3)+(1)](l,n : r1), drop[(6)+(4)](l,n : r2)
7.2: split(l,n : r1, r2) = {n> l = r1≥ 1, r2 = 0}, take[(3)+(2)](l,n : r1), drop[(6)+(5)](l,n : r2)
7.3: split(l,n : r1, r2) = {0≥ n, r1 = 0, r2 = l}, take[(1)](l,n : r1),drop[(4)](l,n : r2)
7.4: split(l,n : r1, r2) = {n≥ 1, r1 = r2 = l = 0}, take[(2)](l,n : r1),drop[(5)](l,n : r2)
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Each of the specialized CEs corresponds to a specific situation. For example CE 7.1 corresponds to the
case where l has at least n elements and n > 0. In such a case we have that r1 + r2 = l and r1 has n
elements. On the other hand, CE 7.2 is the case where l has less than n elements. The result r1 contains
all the elements of l and r2 is empty.
Many combinations of specialized calls have been discarded because they are incompatible (the con-
junction of their summaries is unsatisfiable). For instance, the calls take[(3)+(1)] and drop[(6)+(5)] are
not compatible because they contain the constraints l ≥ n and n> l in their respective summaries.
5.5 Extension to Multiple Recursion
This section generalizes the refinement procedure to cost relations with multiple recursion. This section
focuses on the differences. The refinement maintains the same structure but the control-flow refinement
and the invariants need to be adapted. The refinement propagation remains unchanged.
5.5.1 Partially Refined Cost Equations
If a partially refined cost equation with one recursive call could have two constraint sets, a cost equation
with n recursive calls can have n+ 1 constraint sets. Partially refined CEs have the form:
c: C(x : y) = ϕ0, b0,C(x1 : y1),ϕ1, b1,C(x2 : y2), · · · ,C(xn : yn),ϕn, bn
or
c: C(x : y) = ϕ0, b0
Note that in the first case all the calls in bi (each bi is a sequence of calls or linear expressions) are
terminating except the last call of bn which might be non-terminating and in the second case only the
last call of b0 can be non-terminating. If a different call is non-terminating, Dead Code Elimination can
be applied to truncate the cost equation at that point. As before, a CE whose last call in non-terminating
is called tail-divergent.
5.5.2 Control-flow Refinement of a Cost Relation
The call relation is generalized for CEs with several recursive calls. A CE c calls d, written c → d, if the
joint constraints of c and d are satisfiable. The relation does not distinguish the position in which d can
be called.
Definition 5.50 (CE Call Relation). Let C be a cost relation and let c, d ∈ C, we have c→ d if and only if
given c: C(x : y) = ϕ0, b0,C(x1 : y1),ϕ1, b1,C(x2 : y2), · · · ,C(xn : yn),ϕn, bn and d : C(x : y) = ϕ′0, · · · ,
there is a k such that
∧k
i=0ϕi ∧ϕ′0[x y/x i yi] is satisfiable.
As in the linear case, phases also correspond to SCCs of the call-graph but if a SCC contains CEs with
more than one recursive call, a different kind of phase is generated.
Definition 5.51 (Multiple Phase). Let S be the vertices of a SCC in G (C). If S = {c1, · · · , cm} is recursive,
and there is some ci with more than one recursive call, it generates an iterative multiple phase ph :=
M(c1 ∨ · · · ∨ cm)+/ω. In this case, there is no distinction between iterative and divergent phases at this
point. A phase M(c1 ∨ · · · ∨ cm)+/ω represents an evaluation in which every branch of the tree matches
the pattern (c1 ∨ · · · ∨ cm)+ or (c1 ∨ · · · ∨ cm)ω.
If S = {c} cannot iterate (c 6→ c) and has more than one recursive call, it generates a non-iterative
multiple phase ph := M(c) in which c is evaluated once.
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1: append(l1, l2 : l) = {l1 = 0, l = l2}
2: append(l1, l2 : l) = {l1≥ 1, l1 = l1′ + 1, l = l ′ + 1}, 1, append(l1′, l2 : l ′)
3: subtr(t : l) = {t = 0= l}
4: subtr(t : l) = {t = 1+ t1+ t2, t1≥ 0, t2≥ 0, l = l3+ 1}, 1, subtr(t1 : l1), subtr(t2 : l2),
{l1≥ 1, l1+ l2 = l3}, append[(2)+(1)](l1, l2 : l3)
5: subtr(t : l) = {t = 1+ t1+ t2, t1≥ 0, t2≥ 0, l = l3+ 1}, 1, subtr(t1 : l1), subtr(t2 : l2),
{l1 = 0, l2 = l3}, append[(1)](l1, l2 : l3)
Figure 5.4.: Cost Relations of Program 4: Partially refined multiple recursion
Whereas a simple phase corresponds to a sequence of CE evaluations, a multiple phase represents a
tree. In an evaluation, a simple phase can only be followed by another phase but a multiple phase can
be followed by several other phases as each leaf of the tree can continue with calls to different phases.
The call relation→ is extended for multiple phases similarly as with simple phases. Let ph1 and ph2 be
phases generated from SCCs S1 and S2. We have ph1→ ph2 if there is c1 ∈ ph1 and c2 ∈ ph2 and c1→ c2
and ph1 6= (c1 ∨ · · · ∨ cm)ω. Note that a multiple phase can call other phases even if some of its branches
might diverge. Once the call relation has been lifted to phases, the notion of chain is extended taking
into account multiple phases.
Definition 5.52 (Chain). A chain is a tree of phases defined recursively:
ch := ph if ph = (c) and c is not recursive, or ph = (c1 ∨ · · · ∨ cm)ω| ph · ch′ if ph is not multiple, ch′ = ph′_ and ph→ ph′
| ph · CH ph is multiple, and CH := {ch′ | ch′ = ph′_∧ ph→ ph′}
Note that in the third case ph · CH, the phase ph might have a branch that diverges.
Example 5.53. Figure 5.4 contains the cost relations of Program 4 (in Page 11) where the CEs of subtr
are partially refined. Note for example that the constraint sets before the call to append constitute the
summaries of the chains in append. The chains of CR subtr are M(4∨ 5)+/ω{(3)} and (3).
Chain Evaluations
The definitions of CR-paths (Definition 5.7) and chain evaluations (Definition 5.8) do not need to be
adapted. The only difference is in the definition of the language Lch that paths have to match. The
language of a chain ch = ph · CH) that starts with a multiple phase ph = M(c1 ∨ · · · ∨ cn)+/ω is:
Lch :=L(c1∨···∨cn)ω ∨




A CR-path in ch can be infinite over the CEs of ph or it can have a finite prefix that matches ph and a
suffix that matches the language of one of the chains in CH.
Theorem 5.9 (Chain Refinement Completeness) is also valid. Below the proof is adapted to the case
of multiple recursion.
Proof of Theorem 5.9 for Multiple Recursion. The same reasoning as in the original proof can be applied
to show that given an evaluation T , for every p ∈ pathsC(T ) there is a chain ch such that label(p) ∈ Lch.
However, in the case of a cost relation with multiple recursion, the number of CR-paths in T can be more
than one. Therefore, we have to prove that given two different paths p1, p2 ∈ pathsC(T ), they match the
same chain. That is, if p1 ∈ Lch and p2 ∈ Lch′ , then ch = ch′.
The paths p1 and p2 have a non-empty prefix in common because they both start at the root of the
evaluation. Let b be the maximal common prefix, that is, p1 = b · p′1 and p2 = b · p′2. We have that
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p′1 6= p′2 so there must be a node in b = b1 · c(a : b) · b2 whose CE c has multiple recursion, otherwise
p′1 and p′2 cannot differ. A CE with multiple recursion generates only one multiple phase ph and there
is only one chain that starts with such a phase ph · CH. This is because CH is uniquely determined (see
Definition 5.52). Therefore, the paths c(a : b)·b2 ·p′1 and c(a : b)·b2 ·p′2 belong to the same chain ph·CH.
Finally, the rest of the path b1 is common to p1 and p2 so if p1 ∈ Lch then p2 ∈ Lch and vice-versa.
Discarding Divergent Phases
The evaluation of a multiple phase M(c1∨ · · ·∨ cm)+/ω might have one branch that follows the pattern
(c1∨· · ·∨cm)ω. If we prove such a pattern is unfeasible, we can transform the phase into M(c1∨· · ·∨cm)+.
This can be done similarly to how it is done for divergent phases. That is, a multi-path linear constraint
loop is extracted from the phase. If that loop, denoted phase loop, is proved terminating, the divergent
pattern (c1∨· · ·∨cm)ω is unfeasible. The only difference is that a CE in a multiple phase can have several
recursive calls and consequently generate multiple paths. One path for each recursive call.
Theorem 5.54. If the phase loop of a phase ph = M(c1 ∨ · · · ∨ cm)+/ω is terminating, then the phase is
equivalent to ph′ = M(c1 ∨ · · · ∨ cm)+. That is, let ch = ph · CH and ch′ = ph′ · CH be chains that start with
ph and ph′, their evaluations coincide ¹CRS|C[ch]º= ¹CRS|C[ch′]º.
Proof. We prove that if the phase loop of ph is terminating, then ¹CRS|C[ch]º= ¹CRS|C[ch′]º. It is clear
that ¹CRS|C[ch′]º ⊆ ¹CRS|C[ch]º. Assume ¹CRS|C[ch]º 6⊆ ¹CRS|C[ch′]º, that is, there is an evaluation
T ∈ ¹CRS|C[ch]º such that T 6∈ ¹CRS|C[ch′]º. The evaluation T has to have a path p ∈ pathsC(T )
such that label(p) ∈ L(c1∨···∨cm)ω . Such a path has to be infinite and formed only by nodes of c1, · · · , cm.
However, if the phase loop of ph is terminating, such an infinite path cannot exist. Consequently, there
is no evaluation T such that T ∈ ¹CRS|C[ch]º and T 6∈ ¹CRS|C[ch′]º and therefore ¹CRS|C[ch]º ⊆¹CRS|C[ch′]º.
Example 5.55. Continuing with Example 5.53, consider phase M(4∨5)+/ω of Program 4. CE 4 generates
two loop paths, one for each recursive call. The loop paths are obtained by projecting its first constraint
set {t = 1+ t1 + t2, t1 ≥ 0, t2 ≥ 0, l = l3+ 1} onto t, t1 and t, t2, which generate {t ≥ 1+ t1, t1 ≥ 0}
and {t ≥ 1+ t2, t2 ≥ 0}. Then, we rename the variables of the recursive calls to primed versions of the
head variables and obtain {t ≥ 1+ t ′, t ′ ≥ 0} in both cases. CE 5 generates another two paths that are
equal. Finally, the expression t is a valid ranking function of {t ≥ 1+ t ′, t ′ ≥ 0} and M(4∨ 5)+/ω can be
simplified to M(4∨ 5)+.
Refined Cost Equations
The CE Case Distinction is a generalization of the linear case. A CE with multiple recursive calls
generates more than one partial CE, one per recursive call.
Definition 5.56 (Multiple Recursive CE Case Distinction). Let a cost equation c: C(x : y) = ϕ0, b0,C(x1 :
y1),ϕ1, b1,C(x2 : y2), · · · ,C(xn : yn),ϕn, bn with n recursive calls, the case distinction generates n partial
CEs cp j for 1≤ j ≤ n:
cpi : C(x : y) =
j−1∧
i=0
ϕi, b0,C(x1 : y1), · · · ,C(x i : yi)
and a complete CE cc or a tail-divergent CE ctd:
ctd : C(x : y) =
n∧
i=0
ϕi, b0,C(x1 : y1), b1,C(x2 : y2), · · · ,C(xn : yn), bn if c is tail-divergent
cc : C(x : y) =
n∧
i=0
ϕi, b0,C(x1 : y1), b1,C(x2 : y2), · · · ,C(xn : yn), bn otherwise
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Theorem 5.57. The multiple recursive CE case distinction is sound and precise.
Proof. The proof is analogous to the one of Theorem 5.15. The function CE sp can be generalized to map
each c to cc, ctd, or some cpi .
Example 5.58. Consider CE 4 of Program 4 (Figure 5.4):
4: subtr(t : l) = {t = 1+ t1+ t2, t1≥ 0, t2≥ 0, l = l3+ 1}, 1, subtr(t1 : l1), subtr(t2 : l2),
{l1≥ 1, l1+ l2 = l3}, append[(2)+(1)](l1, l2 : l3)
Its complete and partial versions are:
4c : subtr(t : l) = {t = 1+ t1+ t2, t1≥ 0, t2≥ 0, l = l3+ 1, l1≥ 1, l1+ l2 = l3}, 1,
subtr(t1 : l1), subtr(t2 : l2), append[(2)+(1)](l1, l2 : l3)
4p1 : subtr(t : l) = {t = 1+ t1+ t2, t1≥ 0, t2≥ 0, l = l3+ 1}, 1, subtr(t1 : l1)
4p2 : subtr(t : l) = {t = 1+ t1+ t2, t1≥ 0, t2≥ 0, l = l3+ 1}, 1, subtr(t1 : l1), subtr(t2 : l2)
Refined Chains
Similarly, the phase case distinction and the refined chains are extended for multiple phases. For a
multiple phase, only two phases are generated, a complete phase and a divergent phase.
Definition 5.59 (Multiple Phase Case Distinction). Let ph = M(c1 ∨ · · · ∨ cm)+/ω be a multiple phase,
such that c1, · · · , ck are tail-divergent and each ci has #calls(ci) recursive calls, the following phases are
generated:
1. A complete phase phc := M(cck+1 ∨ · · · ∨ ccm)+ where the phase is completely evaluated.






















where the evaluation diverges. Basically, the divergent phase contains all the refined CEs of the
original phase. If non-termination has been discarded within the phase, then phd has the super-
script + instead of +/ω.
The non-iterative case is again a particular case. Let ph = M(c) a phase phd := (cp j ) is generated for
each cp j . If c is tail-divergent phd := (ctd) is generated, otherwise phc := (cc) is generated.
Note that for multiple phases, no distinction is made between divergent and tail-divergent. Once
the case distinction for multiple phases has been defined, the refined chains (Definition 5.21) can be
extended to take these phases into account.
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Definition 5.60 (Refined Chains). The definitions of the functions term and nterm are extended to
support chains with multiple phases:
term(ch) :=
 ph
c if ch = ph
phc · chc′ if ch = ph · ch′ and chc′ = term(ch′)
phc · CH′ if ch = ph · CH and CH′ := {term(ch′) | ch′ ∈ CH}
nterm(ch) :=

{phd} if ch = ph∧ ph is divergent
{phtd} if ch = ph∧ ph = (c)
{phtd · chc′ | chc′ = term(ch′)}
∪{php · chω′ | chω′ ∈ nterm(ch′)}if ch = ph · ch′
{phd · CH′} if ch = ph · CH ∧ CH′ = term(CH)∪ nterm(CH)∧ (∗)
where (*) is one of the following conditions:
1. nterm(CH) is not empty.
2. ph is of the form M(c1 ∨ · · · ∨ cm)+/ω.
3. or ph contains at least one tail-divergent CE.
Example 5.61. The initial chains of CR subtr are M(4∨5)+{(3)} and (3) (see Examples 5.53 and 5.55).
The terminating chains of subtr are M(4c ∨ 5c)+{(3c)} and (3c). CR subtr does not have any non-
terminating chain because we have discarded the only divergent path (Example 5.55) and subtr does
not have tail-divergent CEs. Consequently, the partial versions of CEs do not appear in any chain and
they do not need to be considered.
Theorem 5.25 (Refined Chains Completeness) remains unchanged but the proof has to be extended to
consider chains with multiple recursion.
Proof of Theorem 5.25 for Multiple Recursion. The proof for finite evaluations (Equation 5.3) can be ap-
plied directly for chains with multiple recursion considering the updated version of the function sp be-
cause the reasoning does not rely on the structure of the chains.
For infinite evaluations (Equation 5.4). Let T ′ ∈ ¹CRS′|C(a : b)ºω, we know that there is a T ∈¹CRS|C(a : b)ºω such that sp(T ) = T ′. For T , there is a chain ch such that T ∈ ¹CRS|C[ch](a : b)ºω
(because of Theorem 5.9). Therefore, it is enough to prove that all p′ ∈ pathsC(sp(T )) match a chain in
nterm(ch). The original proof was done by induction on the structure of the chain and it can be reused.
However, there is an additional case in the induction step, when ch = ph·CH, that needs to be considered.
• If the phase is iterative, there is only one chain chω = phd · CH′ that can be generated such that
CH′ := term(CH)∪ nterm(CH). If T is infinite, at least one of the three conditions from nterm’s
definition is guaranteed to hold so chω is indeed generated.
Let p ∈ pathsC(T ), we have to prove that the corresponding path p′ ∈ pathsC(sp(T )) matches chω.
If p can be split into two sub-paths p = p1 · p2 such that p1 matches ph and p2 matches ch′ ∈ CH.
The path p′ can be split at the same point p′ = p′1 · p′2 and by induction hypothesis p′2 matches a
chain in CH′. The phase phd contains all the partial, complete, and tail-divergent CEs of ph so p′1
has to match phd and label(p′) ∈ Lchω . If p cannot be split, then p matches ph completely and p′
matches phd . Therefore, label(p′) ∈ Lchω .
• If the phase is not iterative ph = (c), there is one refined chain chω i := cpi · CH′ for each partial
CE cpi and one chω := ctd · CH′ if c is tail-divergent. We prove that all the paths in sp(T ) match a
single chω i or match ch
ω. Every path p ∈ pathsC(T ) has the form p = c(a : b) · p1 where c(a : b) is
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the node of the root of the evaluation T (common to all paths) and p1 matches a chain ch
′ ∈ CH.
Similarly, every p′ ∈ pathsC(sp(T )) has the form p′ = X (a : b) · p′1 where X is cpi for some i or
ctd but the same for all paths. By induction hypothesis p′1 matches a chain in CH′. Therefore, all
p′ ∈ pathsC(sp(T )) match a single chain X · CH′ which can be chω i or chω.
5.5.3 Invariants
Chain Summaries
The definitions or chain summaries and calling contexts (Definition 5.26 and Definition 5.32) remain
unaffected. The operations for computing chain summaries and calling contexts are extended to cost
equations with multiple recursion. Let c: C(x : y) = ϕc, b0,C(x1 : y1), b1, · · · ,C(xn : yn), bn be a refined











ϕ  x y c: C(x : y) = ϕ · · · ∈ ph 	 ch = ph or ch = phd · CH
τ−1(ph, summary(ch′)) ch = ph · ch′
τ−1(phc,
⊔{summary(ch′) | ch′ ∈ CH}) ch = phc · CH
The first case includes the chains that have only one phase or the chains whose first phase is a divergent
multiple phase. In these cases the summary only considers that one CE is evaluated which is a sound
over-approximation. The second case corresponds to a previously existing case, the propagation of a
summary through a single phase. Finally, the third case corresponds to the propagation of a summary
through a multiple phase that can be iterative or not. It is computed by applying the pattern of the phase
to the initial summary. Such initial summary is the convex hull of all the chain summaries that follow
the phase (ch′ ∈ CH).
Calling Contexts
For calling contexts, the definition of chain prefixes has to be extended for the new chains.
Definition 5.62 (Chain prefix). Given a chain ch, ε is always a prefix of ch. In addition, we have:
• If ch = (c1 ∨ · · · ∨ cn)ω, then pfx := (c1 ∨ · · · ∨ cn)+ is a prefix of ch.
• If ch = ph · ch′ and pfx′ is a prefix of ch′, pfx := pfx′ · ph is a prefix of ch.
• If ch = M(c1 ∨ · · · ∨ cn)+/ω ·CH′ or ch = M(c1 ∨ · · · ∨ cn)+ ·CH′ and pfx′ is a prefix of ch′ ∈ CH′, then
pfx := pfx′ · (c1 ∨ · · · ∨ cn)+ is a prefix of ch.
Example 5.63. Consider a chain of the form M(a ∨ b)+{ (c)+(e), (c)+(d)ω }, its prefixes are:
ε (a ∨ b)+ (c)+(a ∨ b)+ (d)+(c)+(a ∨ b)+
The operation τ1 is generalized to CEs with several recursive calls. Let c: C(x : y) = ϕc, b0,C(x1 :
y1), b1, · · · ,C(xn : yn), bn be a refined CE:
τ1(c,ϕ) =
⊔
((ϕ(x )∧ϕc)  x i)[x i/x ] 1≤ i ≤ n 	
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This definition considers the convex hull of any of the paths from the head to a recursive call and returns
a constraint set in terms of x . The lifting to other patterns and the computation of calling contexts
remains the same. Note that chain prefixes have the same shape in the case of chains with multiple
phases. This is because a prefix always represents a single path and not a tree.
Discarding Unfeasible Chains
A chain ch that contains multiple phases can still be discarded if its summary is unsatisfiable. However,
any chain ch′ that has ch as a suffix may not be always discarded. Instead, it might be simplified. For
example, consider a chain ch := ph · {ch1, ch2}. If summary(ch1) is unsatisfiable, ch cannot be discarded
but it can be simplified to ph · {ch2}. Even if summary(ch2) is unsatisfiable, the chain ph · {} might be
feasible if ph is divergent.
Similarly, if a prefix of ch is unsatisfiable, it might not be possible to discard the chain, but it can be
simplified. For example, consider a chain ch := ph · {ph2 · ph3, ch2}. The sequence ph2 · ph is a prefix of
ch. If callCxt(ph2 · ph) is unsatisfiable, the chain can be simplified to ch := ph · {ch2}.
Strengthening Cost Equations
Both cost equations strengthenings (Definition 5.40 and Definition 5.44) can be applied in cost rela-
tions with multiple recursion. The calling context strengthening can be directly applied. For the call
summary strengthening, the definition of cost equation summary (Definition 5.38) has to be adapted to
also consider the new type of chains.
Definition 5.64 (Cost Equation Summary). Let C be a cost relation with a set of chains CH. Let c: C(x :
y) = ϕ, b,C(x ′ : y ′), b be a recursive CE, its summary is:
summary(c) =
⊔§
summary(ch)(x ′y ′) (ph · ch ∈ CH ∧ c ∈ ph)∨ (ch = ph_ ∈ CH ∧ c ∈ ph)∨(ph · CH′ ∈ CH ∧ c ∈ ph∧ ch ∈ CH′)
ª
The strengthening incorporates the CE summary in each of the recursive calls.
Definition 5.65 (Call Summary Strengthening). For a multiple recursive CE c: C(x : y) =
ϕc, b0,C(x1 : y1), b1, · · · ,C(xn : yn), bn, the strengthened CE is
c′ : C(x : y) = ϕc ∧
n∧
i=1
(summary(c)(x i yi)), b0,C(x1 : y1), b1, · · · ,C(xn : yn), bn
The transformation generates CRS′ = CRS \ {c} ∪ {c′}.
Example 5.66. Call summary strengthening is important to infer bounds in CRs that are not tail re-
cursive. For example, in CR subtr from Program 4 we have the chain M(4c ∨ 5c)+{(3c)} where CE 4c
is:
4c : subtr(t : l) = {t = 1+ t1+ t2, t1≥ 0, t2≥ 0, l = l3+ 1, l1≥ 1, l1+ l2 = l3}, 1,
subtr(t1 : l1), subtr(t2 : l2), append[(2)+(1)](l1, l2 : l3)
The cost of the call to append depends on the variables l1 and l2 but these are not related to the input
variables of subtr. Call summary strengthening tackles this issue. The chain summaries of M(4c ∨
5c)+({(3c)}) and (3c) are respectively {t = l, t ≥ 1} and {t = 0 = l}. The CE summary of CE 3c is the
convex hull of both summaries {t = l, t ≥ 0} and the strengthened CE is:
4c : subtr(t : l) = {t = 1+ t1+ t2, t1≥ 0, t2≥ 0, l = l3+ 1, l1≥ 1, l1+ l2 = l3, t1 = l1, t2 = l2}, 1,
subtr(t1 : l1), subtr(t2 : l2), append[(2)+(1)](l1, l2 : l3)
In this CE, the bound of append, expressed in terms of l1 or l2, can be expressed in terms of t.
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6 Bound Computation
In the previous chapter, it has been shown how to refine a cost relation system and split the evaluations
of each cost relation into chains. Once the refinement is complete, a cost relation system is formed by a
sequence of cost relations 〈C1,C2, · · · ,Cn〉 that are topologically sorted. Each cost relation is formed by
a set of chains that are in turn formed by phases. A phase represents a pattern in which a set of cost
equations is evaluated. The cost equations in this representation have also been refined.
A refined cost equation (Definition 5.14) has the following characteristics:
• All its body is evaluated, i.e. there is no intermediate call that diverges
• It contains a single constraint set at the beginning
• All its calls are either direct recursive calls or calls to chains of other cost relations
This chapter describes a sound algorithm to obtain net upper and lower cost bounds of cost relations
in a refined cost relation system and peak cost bounds if the CRS is cumulative (with no negative anno-
tations). Throughout the chapter, a fixed cost relation system CRS is assumed (it will not be modified
further) and the simplified notation ¹C[ch]º is used to refer to evaluations ¹CRS|C[ch]º in such a cost
relation system.
Example 6.1. Figure 6.1 contains Program 13 and its refined cost relations. There are 5 cost relations:
p, wh3, wh6, wh10 and wh13. One for the function p and one for each while loop located at lines 3, 6,
10 and 13. The cost model of Program 13 is given by the tick annotations. The precondition in the first
line of the code has been incorporated into CR p’s constraint sets. This example is interesting because it
contains several aspects that are challenging for bound computation analysis:
• It contains two pairs of nested loops. The first pair wh3 and wh6 presents amortized cost. Taken
individually, the cost of entering loop wh6 once is at most 2(x + y) (in terms of p1’s input parame-
ters). The loop can be entered x times and still its total cost is at most 2(x + y) and not 2(x + y)x
as one might expect.
• The second pair of nested loops wh10 and wh13 presents a more typical pattern that gives rise to
a quadratic cost ‖y‖ · ‖z‖.
• Finally, the sequential composition of the two outer loops wh3 and wh10 also presents amortized
cost. This is especially important for lower bounds. Considered individually, the cost of wh3 can
be 0 (if no iterations of the inner loop wh6 are executed) and the cost of wh10 can also be 0 (if
the inner loop wh6 iterates until y reaches 0). However, the lower cost bound of wh3 followed by
wh10 is min(2, z)(x + y).
The bound inference has two defining characteristics. First, the analysis is incremental at several
levels. It starts form the last cost relation Cn and proceeds backward until it reaches the first cost relation
C1. In each cost relation, it uses the previously computed results and composes them to compute the
bounds of the current CR. Within a cost relation, the analysis also works incrementally:
1. First, it computes costs for each cost equation without taking the recursive calls into account
2. Then, it composes those costs to form the cost for the phases
3. Finally, the cost of the phases are composed to obtain the overall cost of the chains
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1 {x > 0, y > 0, z > 0}
















1.1: p(x , y, z) = {x > 0, y > 0, z > 0, xo = 0, yo ≤ 0},
wh3[(3.1∨ 3.2)+(2)](x , y : xo, yo), wh10[(6)](yo, z)
1.2: p(x , y, z) = {x > 0, y > 0, z > 0, xo = 0, x + y ≥ yo > 0},
wh3[(3.1∨ 3.2)+(2)](x , y : xo, yo), wh10[(7)+(6)](yo, z)
2: wh3(x , y : xo, yo) = {x = xo = 0, yo = y}
3.1: wh3(x , y : xo, yo) = {x ′ + 1= x > 0, y2 = y1 = y + 1},
wh6[(4)](y1, y2), wh3(x ′, y2 : xo, yo)
3.2: wh3(x , y : xo, yo) = {x ′ + 1= x > 0, y2 < y1 = y + 1},
wh6[(5)+(4)](y1 : y2), wh3(x ′, y2 : xo, yo)
4: wh6(y : yo) = {y = yo}
5: wh6(y : yo) = {y ≥ 1, y ′ = y − 1}, 2, wh6(y ′ : yo)
6: wh10(y, z) = {y ≤ 0}
7: wh10(y, z) = {y ≥ 1, y ′ = y − 1, z > 0, i = 0},
wh13[(9)+(8)](i, z), wh10(y ′, z)
8: wh13(i, z) = {i ≥ z}
9: wh13(i, z) = {i < z, i′ = i + 1}, 1, wh13(i′, z)
Figure 6.1.: Program 13: Running example for bound computation
At each step, the analysis only uses local information of the corresponding CE, phase or chain that is
being processed.
Example 6.2. Figure 6.2 presents an evaluation of Program 13 in which the costs of some CEs, phases
and chains are demarcated (in purple, blue and green respectively). The cost relation symbol has been
included in each evaluation node to ease readability. The cost of an evaluation of CE 9 corresponds to
the cost of its components without taking the recursive calls into account. The cost of an evaluation of
the phase (9)+ corresponds to the sum of the cost of the CE evaluations within the phase. Finally, the
cost of an evaluation of the chain (9)+(8) is the sum of the costs of its phases (9)+ and (8).
Similarly, the cost of an evaluation of CE 3.2 is the cost of its elements without taking its recursive call
into account. This corresponds to the call to chain wh6[(5)+(4)]. The cost of the phase (3.1 ∨ 3.2)+ is
the sum of the cost of all the evaluations of CEs 3.1 and 3.2 in the phase.
The objective is not to compute bounds for specific evaluations but to obtain a symbolic representation
of the cost of all the evaluations of a chain, phase or CE. The second defining characteristic of the analysis
is the representation of these symbolic bounds. Instead of representing a bound as a simple symbolic
expression, the cost of the evaluations is represented with cost structures. Cost structures are a data
structure that can represent the costs of all the evaluations of a chain, phase or CE. Thus, a bound of a
cost structure is also a bound of the corresponding chain, phase or CE. The bounds of all the chains of a
cost relation can be later combined into a bound of the cost relation.
Note that thanks to the refinement, terminating and non-terminating evaluations can be considered
independently. In fact, non-terminating evaluations might have been completely discarded. In that case,
the algorithm can attempt to obtain net cost bounds. If non-terminating evaluations have not been
discarded but the cost relation system is cumulative (with only positive costs), the algorithm can still
attempt to obtain peak upper bounds for the non-terminating evaluations.
The next section contains a result that enables the analysis to obtain peak upper bounds of infinite
evaluations by considering only a subset of all the possible partial evaluations. Section 6.2 provides the
formal definitions of the cost of CEs and phases and how they can be composed. Section 6.3 contains
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1: p(3,3,2)
3.2 : wh3(3,3 : 0,2) 5: wh6(4 : 2)
2
5: wh6(3 : 2)
2
4: wh6(2 : 2)
3.1: wh3(2,2 : 0,2)
3.2: wh3(1,3 : 0,2) 5: wh6(4 : 2)
2
5: wh6(3 : 2)
2
5: wh6(2 : 2)
2.2: wh3(0,2 : 0,2)
















Figure 6.2.: Evaluation of Program 13 and some of its costs
the definition of cost structures and a description of their main characteristics. Sections 6.4, 6.5 and
6.6 specify how to infer cost structures of CE, phases, and chains respectively with only linear recursion.
Section 6.7 extends the cost structure inference techniques to cost relations with multiple recursion.
Sections 6.8 and 6.9 specify how to obtain closed-form bounds from cost structures and how to combine
chain bounds to obtain piece-wise defined bounds for cost relations. Finally, Section 6.10 contains the
soundness proofs for the strategies used in the inference process.
6.1 Infinite Evaluations of Cumulative CRS
As mentioned in Chapter 3, only peak costs are well-defined for infinite evaluations. In general, it can be
challenging to obtain a peak cost upper bound because such an upper bound has to be bigger than the
cost of every partial evaluation. This means that a great amount of possibilities have to be considered.
In practice though, it is enough to consider a reduced set of partial evaluations whose cost is maximal.
This reduced set of partial evaluations that have maximal cost is easy to obtain if the cost relation
system has cumulative cost. This is because in such a CRS, the cost can only increase. In a complete
evaluation, the net cost is also the peak cost. In an infinite evaluation, it is enough to consider partial
evaluations that are truncated along the infinite branch of the evaluation tree.
At this point, we can use the information obtained during the refinement to choose a subset of the
partial evaluations that simplifies the reasoning. We know that every infinite evaluation T eventually
reaches a divergent phase (that can be in a different CR) so we can consider only partial evaluations that
stop at the recursive calls within divergent phases. As a result, it is sound to assume all the other phases
and chains are completely evaluated (and compute only their net cost) and only evaluations in divergent
phases might be truncated.
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Definition 6.3 (Selected Partial Evaluations). Let C be a cost relation and chω a non-terminating chain,
we define:
¹C[chω]º f =  ↓pi (T ) T ∈ ¹C[chω]ºωthere is a pi such that T|pi ∈ ¹C′[phd]ºω orT|pi ∈ ¹C′[phd · CH]ºω

We denote ¹Cº f c := ¹Cºc ∪ ¹Cº f the union of all complete evaluations and selected partial evaluations
of CR C.
Now we need two results to be able to rely on these evaluation sets to compute bounds. First, we need
to prove that the evaluations in these sets are closed under tree composition. This way, if we have valid
cost for each of the subtrees of an evaluation T , these costs can be composed into the cost of T .
Proposition 6.4. If T ∈ ¹C[chω]º f , then any subtree of T is also in ¹C′[chω′]º f for some CR C′ and some
chain chω′ or in ¹C′[chc′]ºc for some CR C′ and some chain chc′.
Proof. Let T ∈ ¹C[chω]º f with T = t(r, [T1, · · · , Tn−1, Tn]). By definition T is a partial evaluation of a
T ′ ∈ ¹C[chω]ºω with a pi such that ↓pi (T ′) = T . The position pi has been selected to truncate the infinite
branch. The infinite branch has to be the last one so pi has to be of the form pi = n ·pi′ and T ′ has the
form T ′ = t(r, [T1, · · · , Tn−1, T ′n]). Therefore, Ti ∈ ¹Ci[chci]ºc for some CR Ci and chain chci for 1≤ i < n.
We still have to prove that Tn ∈ ¹C′[chω′]º f for some CR C′ and chain chω′. We also know that the
non-truncated subtree T ′n ∈ ¹C′[chω′]ºω and if we truncate it with pi′ we obtain Tn: ↓pi′ (T ′n) = Tn. By Def-
inition 6.3, we know that T ′|pi ∈ ¹C′′[phd]ºω or T ′|pi ∈ ¹C′′[phd · CH]ºω (for some CR C′′) and T ′|pi = (T ′n)|pi′ .
That implies that ↓pi′ (T ′n), which is Tn, is also in the set of selected partial evaluations ¹C′[chω′]º f .
Second, any upper bound inferred for the selected partial evaluations of a chain in a cumulative CRS
is indeed a peak upper bound of that chain.
Proposition 6.5. Let CRS be a cumulative cost relation system and let f (x ) : Qn → Q ∪ {ω,−ω} be a
function such that f (a) ≥ Cost(T ) for every T ∈ ¹CRS|C[chω](a : b)º f then f is a peak upper bound of
C[chω].
Proof. It is enough to show that for any partial evaluation ↓pi (T ) there is a selected partial evaluation↓pi′ (T ) ∈ ¹CRS|C[chω]º f such that Cost(↓pi′ (T ))≥ Cost(↓pi (T )). Because the CRS is cumulative, the cost
of a bigger portion of the evaluation tree is always greater or equal than a smaller portion. In terms of
positions we have that Cost(↓pi′ (T ))≥ Cost(↓pi (T )) if pi′ ≥lex pi where ≥lex is the lexicographical order
on positions.
Given that the positions considered for ¹CRS|C[chω]º f are rightmost positions (they truncate the
tree on the infinite branch which is always the last branch) and they can be arbitrarily long (once
the divergent phase is reached), for every ↓pi (T ) there is always a ↓pi′ (T ) such that pi′ ≥lex pi and↓pi′ (T ) ∈ ¹CRS|C[chω]º f .
From this point on, the bound computation procedure focuses on obtaining bounds that are valid for
any evaluation in ¹Cº f c for the different chains.
6.2 Cost Definitions and Cost Composition
In order to achieve additional incrementality, the costs of CEs and phases are defined and how they can
be composed.
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Definition 6.6 (CE Cost). Let c: C(x : y) = ϕ, b1, · · · , bn and let T ∈ ¹C[ch]º f c be an evaluation of CE c
with the form T := t(c(a : b), [T1, · · · , Tn]) (in any chain ch). The cost of CE c is the cost of the evaluation
without taking the recursive calls into account
Costc(T ) =
∑
{1≤i≤n | bi 6=C(xi :yi )}
Cost(Ti)
Note that we are considering evaluations in T ∈ ¹Cº f c which are finite and Cost(T ) is always well-
defined.
Definition 6.7 (Phase Cost). Let ch be a chain, let ph be its initial phase and T ∈ ¹C[ch]º f c be an
evaluation of the chain ch. Let CEinst(T, c) = {pi | label(T|pi) = c} be the instances of evaluations of CE









Based on these definitions, we can determine how to compose the cost of a chain evaluation. For
that purpose, we make use of the concept of maximal evaluation (Definition 5.31) adapted to chain
evaluations. Let T be an evaluation, a sub-evaluation T ′  T is maximal evaluation of ch if T ′ is an
evaluation of ch and no ancestor of T ′ in T is an evaluation of ch.
Theorem 6.8 (Cost Composition). Let T ∈ ¹C[ch]º f c be an evaluation of ch = ph · CH. Let
maxCH(T, ch′) = {pi | T|pi is a maximal evaluation of ch′} for each ch′ ∈ CH. The cost of T can be ex-
pressed as







The cases of iterative phases with linear recursion and divergent phases can be seen as a special case
of this theorem.
Corollary 6.9. Let T ∈ ¹C[ch]º f c such that ch = ph · ch′. Then maxCH(T, ch′) = {T ′} contains a single
element and the cost of T is
Cost(T ) = Costph(T ) + Cost(T
′)
If ch := ph, maxCH is empty and the cost of T is
Cost(T ) = Costph(T )
This theorem and its corresponding corollary are the base to achieve incrementallity within a cost
relation. The proof of Theorem 6.8 can be found in Section 6.10.
6.3 Cost Structures
In order to obtain upper and lower bounds, the analysis uses a symbolic cost representation that can
represent the costs of chains, phases or CEs. This representation is called cost structure.
Cost structures represent combinations of linear expressions in such a way that they can be inferred
and composed by merely solving problems over sets of linear constraints. Instead of a single complex
expression, cost structures contain a simple linear cost expression E over intermediate variables (iv)
and constraints that bind the intermediate variables to the variables of the CRs. They contain two
kinds of constraints. Non-final constraints IC that relate intermediate variables among each other and
6.3. Cost Structures 79
Chain/Phase/CE(Variables): Cost Structure
(1.2)(x , y, z) : 〈iv2 + 2iv6, {iv2 = iv3 · iv4}, {iv3 + iv6 = ‖y + x‖, iv4 = ‖z‖}〉
(3.1∨ 3.2)+(2)(x , y : xo, yo) : 〈2iv6,;, {iv6 = ‖y − yo + x‖}〉
(3.1∨ 3.2)+(xs, ys : x f , y f ) : 〈2iv6,;, {iv6 = ‖ys + xs − y f − x f ‖}〉
3.2(x , y : x ′, y ′) : 〈2iv5,;, {iv5 = ‖y − y ′ + 1‖}〉
(7)+(6)(y, z) : 〈iv2, {iv2 = iv3 · iv4}, {iv3 = ‖y‖, iv4 = ‖z‖}〉
(7)+(ys, zs : y f , z f ) : 〈iv2, {iv2 = iv3 · iv4}, {iv3 = ‖ys − y f ‖, iv4 = ‖zs‖}〉
7(y, z : y ′, z′) : 〈iv1,;, {iv1 = ‖z‖}〉
(9)+(8)(i, z) : 〈iv1,;, {iv1 = ‖z − i‖}
Figure 6.3.: Some cost structures of Program 13
final constraints FC(x ) that relate intermediate variables with the variables of the CRs (x ). The formal
definition of cost structures is as follows:
Definition 6.10 (Cost Structure). A cost structure is a tuple 〈E, IC,FC(x )〉.
• E is the main cost expression and is a linear expression l(iv) over intermediate variables. Interme-
diate variables always represent non-negative numbers.
• Let ./ be ≤ or ≥, IC is a set of non-final constraints of the form ic :=∑ iv ./ SE where SE can be
SE := l(iv) | ivi · iv j | max(iv) | min(iv) .
• FC(x ) is a set of final constraints of the form fc :=
∑
iv ./ ‖l(x )‖ where l(x ) is a linear expression
over the CR variables and ‖l(x )‖ :=max(l(x ), 0).
Even though the constraints in IC and FC(x ) are relatively simple, they can be combined to express
complex polynomial expressions. Figure 6.3 contains some of the cost structures of Program 13 (in
Page 76) that are obtained in the following sections (a = b stands for a ≤ b and a ≥ b). Thanks to the
constraints a single cost structure can represent the range of all possible costs of a chain. This range of
possible costs can be bound by multiple bound candidates by having several constraints that bind the
same intermediate variables. In addition to that, cost structures can represent disjunctions by having
multiple iv on the left side of a constraint. This is the case for iv3 + iv6 = ‖y + x‖ of chain (1.2). The
bigger iv3 is, the smaller iv6 becomes. This capability is key to obtain a non-trivial lower bound for
Program 13.
Given a valuation of the variables on the right-hand side of the final constraints, an evaluation of a cost
structure assigns non-negative values to all the intermediate variables in such a way that the constraints
of the cost structure are satisfied. The resulting value of the main cost expression corresponds to its cost.
Definition 6.11 (Cost Structure Evaluation). The set of evaluations of a cost structure 〈E, IC,FC(x )〉
with respect to some parameters a is defined as follows:
¹〈E, IC,FC(a)〉º := § Eσ Dm(σ) = vars(〈E, IC,FC(x )〉), xσ = a, |= (IC ∧ FC(x ))σ,
σ(iv)≥ 0 for every iv ∈ Dm(σ)
ª
The idea is to infer cost structures that can be evaluated to the cost of any of the evaluations of a chain,
phase or CE.
Definition 6.12 (Valid Cost Structure of a Chain). Let C be a cost relation with chain ch. The
cost structure 〈E, IC,FC(x y)〉 is valid for ch if for every evaluation T ∈ ¹C[ch](a : b)º f c, there is
q ∈ ¹〈E, IC,FC(ab)〉º such that Cost(T ) = q.
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Similarly, a cost structure is valid for a CE c if it can be evaluated to the Costc(T ) for any T ∈ ¹Cº f c
with label(T ) = c and a cost structure is valid for a phase ph if it can be evaluated to the Costph(T ) of any
T ∈ ¹C[ch]º f c such that ch starts with ph.
In order to maintain a precise representation of the cost and obtain amortized bounds, cost structures
of chains are defined in terms of both the input and output variables (x and y). This is the case of the
cost of chain (3.1∨3.2)+(2) in Figure 6.3. Cost structures of recursive CEs can be defined in terms of the
input variables x but also in terms of the variables of the recursive calls x ′. This is the case of the cost
of CE 3.2 in Figure 6.3. And finally, cost structures of iterative non-multiple phases i.e. (c1 ∨ · · · ∨ cn)+
can depend on the input variables of the initial and last recursive calls in the phase. These variables are
denoted x s and x f respectively. This is the case of the phase (3.1∨ 3.2)+ in Figure 6.3.
Example 6.13. We can evaluate some of the cost structures of Figure 6.3 to match the specific
evaluations of Figure 6.2. For instance, the highlighted evaluation of CE 3.2 contains the root
3.2: wh3(3,3 : 0,2) and the recursive call 3.2: wh3(2,2 : 0,2). If we evaluate the cost structure
〈2iv5,;, {iv5 = ‖y − y ′ + 1‖}〉 with the corresponding values (y = 3 and y ′ = 2), we obtain the pre-
cise cost 2‖3− 2+ 1‖= 4.
Consider also the highlighted evaluation of phase (3.1 ∨ 3.2)+ where the root is 3.2: wh3(3,3 : 0,2)
and its last recursive call is 2.2: wh3(0,2 : 0,2). If we evaluate the cost structure 〈2iv6,;, {iv6 = ‖ys +
xs− y f − x f ‖}〉 with the corresponding values (ys = 3, xs = 3, x f = 0, and y f = 2), we obtain the precise
cost 2‖3+ 3− 2− 0‖= 8.
The overall analysis is as follows. In a sequence of CRs 〈C1,C2, · · · ,Cn〉, it starts with Cn and proceeds
backwards until C1. For each Ci it computes the cost structures of the CEs first (Section 6.4), then of the
phases (Section 6.5) and finally of the chains (Section 6.6). This way, at each step, the cost structures of
all the components of a CE, phase or chain have already been computed and it suffices to compose them.
Example 6.14. The sequence of CRs in Program 13 is 〈p,wh3,wh6,wh10,wh13〉. The bound computa-
tion procedure starts computing cost structures for wh13 and finishes by computing cost structures for
p. For each CR, it computes cost structures for the CEs, the phases and the chains. Consider CR wh10 for
instance. It computes the cost of CEs 7 and 6 first. These are 〈iv1,;, {iv1 = ‖z‖}〉 which originates from
its reference to wh13[9+8] and 〈0,;,;〉 (see Figure 6.1). Then, it computes the cost of phase (7)+. In
phase (7)+ CE 7 is evaluated a number of times and each time it has a cost 〈iv1,;, {iv1 = ‖z‖}〉. The cost
of (7)+ is the sum of all these costs. In particular iv2 corresponds to the sum of all the instances of iv1 of
all the evaluations of CE 7. The variables iv3 and iv4 have an auxiliary role. They maintain the two parts
of the cost expression separated ‖ys− y f ‖ and ‖zs‖ and, together with the non-final constraint, represent
a non-linear bound. Finally, the cost of (7)+(6) is the sum of the costs of (7)+ and 6 but expressed only
in terms of the initial variable values y and z. The process is similar for other CRs. In CR wh3, the costs
for CEs 3.1 and 3.2 and 2 are computed first, then the costs of 3.1 and 3.2 are combined to obtain the
cost of (3.1 ∨ 3.2)+ which in turn is combined with the cost of 2 to obtain the cost of (3.1 ∨ 3.2)+(2)].
Here, iv6 represents the sum of all iv5 of all the evaluations of CE 3.2 in phase (3.1∨ 3.2)+.
Now we define cost structure bounds and their relation to the chain bounds.
Definition 6.15 (Cost Structure Bound). A function f (x ) : Qn → Q ∪ {ω,−ω} is an upper bound of
a cost structure 〈E, IC,FC(x y)〉 if IC ∧ FC(x y) ⇒ f (x ) ≥ E. Respectively, f (x ) is a lower bound of
〈E, IC,FC(x y)〉 if IC ∧ FC(x y)⇒ f (x )≤ E.
Theorem 6.16. Let 〈E, IC,FC(x y)〉 be a valid cost structure of a chain ch and let f be an upper bound of
〈E, IC,FC(x y)〉, f is an upper bound of C[ch]. Conversely, let f be an lower bound of 〈E, IC,FC(x y)〉, f is
an lower bound of C[ch].
Proof. Let T ∈ ¹C[ch](a : b)º f c with cost Cost(T ). Applying Definition 6.12, we know that there is a
σ such that |= (IC ∧ FC(x y))σ and x yσ = ab and Eσ = Cost(T ). By Definition 6.15, if f is an upper
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bound of 〈E, IC,FC(x y)〉, then IC∧FC(x y)⇒ f (x )≥ E. Therefore, the assignment σ satisfies f (x )≥ E.
We have f (a) ≥ Eσ = Cost(T ). Consequently, f is an upper bound of ch. The case for lower bounds is
symmetric.
Given a valid cost structure 〈E, IC,FC(x )〉, it is easy to obtain closed-form upper/lower bounds such
as max(2, z) · (x + y) and min(2, z) · (x + y) for Program 13. These bounds are obtained by max-
imizing/minimizing the main cost expression E according to the constraints IC and FC(x ). This is
done by incrementally substituting intermediate variables in E for their upper/lower bounds defined
in the constraints until E does not contain any intermediate variable. The details on how this process is
implemented can be found in Section 6.8.
Example 6.17. The lower bound of chain (1.2) is computed as follows. Starting from the main cost
expression iv2 + 2iv6, each iv is minimized using the constraints: (1) iv2 ≥ iv3 · iv4 (2) iv4 ≥ ‖z‖ and (3)
iv3 + iv6 ≥ y + x:
iv2 + 2iv6 ≥(1) iv3 · iv4 + 2iv6 ≥(2) iv3 · ‖z‖+ 2iv6 ≥(3) min(‖z‖, 2) · ‖y + x‖
Finally, let us define some additional concepts for cost structures and their constraints. A constraint
ic =
∑
iv ./ SE defines an intermediate variable iv if it appears in its left side defines(ic) := vars(iv). A
constraint uses an intermediate variable iv if the intermediate variable appears on the right side of the
constraint uses(ic) := vars(SE). Final constraints also define intermediate variables but do not use any.
Conversely, the main cost expression E of a cost structure uses the intermediate variables that appear in
it. We lift uses and defines to sets of constraints and to cost structures. A constraint ic depends on another
ic′, denoted ic ic′, if ic uses a variable that is defined in ic′, i.e. uses(ic)∩ defines(ic) 6= ;.
6.4 Cost Equations
This section describes the procedure to obtain a valid cost structure for a recursive cost equation of
the form c: C(x : y) = ϕ, b1, · · · , bi,C(x ′ : y ′), bi+1, · · · , bn where bi for 1 ≤ i ≤ n are calls to chains
Ci[ch](x i : yi) (Ci 6= C) in other CRs or linear expressions li(x i). The non-recursive case is analogous.
According to Definition 6.6, the CE cost of an evaluation is the sum of the costs of its non-recursive
elements b1, b2, · · · bn. Similarly, a valid cost structure for c can be obtained by composing the cost
structures of each bi.
Remark 6.18. Let 〈Ebi , ICbi ,FCbi (x i yi)〉 be a valid cost structure of bi1, the following cost structure is











FCbi (x i yi)

The main cost expressions Ebi are summed together and the constraint sets ICbi and FCbi (x i yi) are
joined. Note that if bi is a call to a chain C
′[ch](x i : yi), the cost relation C′ must appear later in the
CRS sequence and thus its cost structure has already been computed. If bi is a linear expression l, the
equivalent cost structure is 〈ivp − ivn,;, {ivp = ‖l‖, ivn = ‖−l‖}〉 where ivp and ivn are fresh intermediate
variables that represent the positive and negative part of l.2 If bi is a constant k, we can simply consider
the cost structure 〈k,;,;〉.
1 We assume cost structures do not share intermediate variables.
2 By case distinction, if l is positive ivp = ‖l‖= l, and ivn = ‖−l‖= 0 so ivp− ivn = l. If l is negative, we have ivp = ‖l‖= 0,
ivn = ‖−l‖= −l and ivp − ivn = 0− (−l) = l.
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In order for this joint cost structure to be useful, its final constraints
⋃n
i=1(FCbi (x i yi)) have to be
transformed so they are expressed in terms of the initial variables of the CE x and the variables of the
recursive call x ′.
Transformation of final constraints
This transformation is performed with the help of the CE’s constraint set ϕ which relates the differ-
ent variables in the CE. Recall that final constraints are of an almost linear form (
∑
iv ./ ‖l‖). If l is
guaranteed to be non-negative (ϕ ⇒ l ≥ 0), the linear constraint ∑ iv ./ l can be used. Let FC+ be
the set of all constraints obtained thus from
⋃n
i=1 FCbi (x i yi). The transformation procedure performs
(Fourier-Motzkin) quantifier elimination on ∃x1y1 · · · xn yn.(FC+ ∧ ϕ) and obtains a constraint set that
relates directly the intermediate variables of FC+ with x x ′.3 Then new final constraints in terms of x x ′
can be syntactically extracted from the resulting constraint set.
The number of extracted final constraints can grow large. In practice, the implementation limits the
number of constraints that it keeps for each intermediate variable. In order to maximize precision, the
implementation sorts the generated constraints heuristically first and keeps only the “best” ones. For
instance, the implementation prioritizes upper bound constraints i.e.
∑
iv ≤ ‖l‖ where l is a constant
over constraints where l is non-constant.
Example 6.19. The cost structures of chains (3.1∨ 3.2)+(2) and 7.1+(6) from Figure 6.3 are combined
to form the cost structure of CE 1.2. Such cost structures are instantiated according to the variables in
CE 1.2: (x , y : xo, yo) and (yo, z). The resulting expression is:

iv2 + 2iv6, {iv2 = iv3 · iv4}, {iv6 = ‖y − yo + x‖, iv3 = ‖yo‖, iv4 = ‖z‖}

This is the cost structure of 1.2 in Figure 6.3 except for the final constraints which need to be
transformed. The constraint set of CE 1.2 from Figure 6.1 (ϕ1.2) guarantees that y − yo + x ,
yo and z are non-negative. Therefore, the transformation procedure generates the constraint set
FC+ = {iv6 = y − yo + x , iv3 = yo, iv4 = z} and performs quantifier elimination over ∃xo, yo.(FC+ ∧ϕ1.2).
This results in {iv6 + iv3 = y + x , iv4 = z, x > 0, y > 0, z > 0} from which the constraints iv3 + iv6 =‖y + x‖ and iv4 = ‖z‖ are extracted. This procedure transforms multiple constraints together and is
able to find dependencies among constraints (iv6 = y − yo + x and iv3 = y0) and merge them precisely
(into iv3 + iv6 = ‖y + x‖).
The rest of the final constraints, that is, the ones that cannot be guaranteed to be positive, are trans-
formed one by one. Let
∑
iv ./ ‖l‖ be a constraint, if we find another linear expression in terms of
the variables of interest l ′(x x ′) such that ϕ ⇒ l ./ l ′(x x ′), then ∑ iv ./ ‖l ′(x x ′)‖ holds as well.4
The procedure finds l ′(x x ′) by creating a linear template of l ′(x x ′) and finding coefficients that satisfy
ϕ⇒ l ./ l ′(x x ′) using Farkas’ Lemma.
Soundness
Remark 6.18 is a direct consequence of Definition 6.6. The transformed final constraints are a logical
consequence of the original final constraints, and the constraint set of the cost equation. Therefore, any
assignment σ that satisfies both
⋃n
i=1(FCbi (x i yi)) and ϕ, also satisfies the transformed constraints. In
general, we say a constraint is valid if we can add that constraint to a valid cost structure and the cost
structure remains valid.
3 This is equivalent to projecting FC+ onto the intermediate variables in FC+ and x x ′.
4 This can be easily seen by distinguishing cases (l ≥ 0 and l ≤ 0).
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6.5 Phases
This section describes how to obtain cost structures for phases. For non-iterative phases ph = (c) the cost
structure of CE c corresponds directly to the cost structure of the phase. Hence, the section focuses on
iterative and divergent phases. Let ph = (c1 ∨ · · · ∨ cn)+ be an iterative phase, the objective is to compute
a valid cost structure 〈Eph, ICph,FCph(x s x f )〉 for ph. Such a cost structure must be expressed in terms of
initial values of the variables (x s) and the values of the variables in the last recursive call of the phase
(x f ) and must represent the sum of all the evaluations of ci ∈ ph (according to Definition 6.7). The case
of divergent phases ph = (c1 ∨ · · · ∨ cn)ω is analogous with the exception that the cost structure depends
only on the initial values of the variables x s .
Remark 6.20. Let T ∈ ¹C[ch]º f c be an arbitrary evaluation such that ch starts with ph. Let〈Eci , ICci ,FCci (x x ′)〉 be a valid cost structure of ci. Consider that ci is evaluated #ci := |CEinst(T, ci)|
times in T (see Definition 6.7) and 〈Eci j, ICci j,FCci j(aci ja′ci j)〉 represents the cost structure instance of
the j-th CE evaluation of ci for 1≤ j ≤ #ci. That is, the cost structure of ci instantiated with the parame-
ters corresponding to the j-th CE evaluation of ci: aci ja
′
ci j
. The following cost structure, which represents
the sum of all the cost structure instances for 1≤ j ≤ #ci and for all ci ∈ ph, can be evaluated to the cost






















This remark is a direct consequence of Definition 6.7. Based on this remark, the procedure to generate





j=1 Eci j is transformed into a valid main cost expression Eph;
2. A set of non-final constraints ICph is generated using the CEs’ non-final constraints ICci (in Sec-
tion 6.5.1);




the CE definitions (in Section 6.5.2).




j=1 Eci j into a valid cost expression Eph, the sums over the unknowns #ci
have to be removed. For this purpose, we define the following new intermediate variables:
Definition 6.21 (Sum Intermediate Variables). Let iv be an intermediate variable in the cost structure
〈Eci , ICci ,FCci (x x ′)〉. The intermediate variable smiv :=
∑#ci
j=1 iv j is the sum of all instances of iv in the
different evaluations of ci in the phase.
Now, each
∑#ci
j=1 Eci j can be reformulated into a linear expression in terms of smiv. Let Eci = q0+q1iv1+
· · ·+ qmivm, we have that ∑#cij=1 Eci j = q0#ci + q1smiv1+ · · ·+ qmsmivm (where #ci is also an intermediate
variable). Note that q0#ci + q1smiv1 + · · · + qmsmivm is a linear expression over (new) intermediate




j=1 Eci j thus obtaining a valid cost
expression for the phase Eph. In practice, this amounts to substituting each intermediate variables iv by
their corresponding sum variables smiv and multiplying the constant factor in each Eci by #ci.
Example 6.22. Let E9 = 1 be the main cost expression of CE 9, the main cost expression of the phase
(9)+ is E(9)+ = 1#c9 (where #c9 corresponds to iv1 in Figure 6.3).
Example 6.23. Consider phase (3.1∨3.2)+. Let E3.1 = 0 and E3.2 = 2iv5 be the main cost expressions of




j=1 2iv5 j = 2smiv5
(where smiv5 corresponds to iv6 in Figure 6.3).
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Algorithm 2 Non-final constraints transformation
1: function TRANSFORM_NON_FINAL(Eph, 〈ICc1 , ICc2 , · · · , ICcn〉)
2: ICph := ;
3: for each ICci ∈ 〈ICc1 , ICc2 , . . . , ICcn〉 do
4: for each
∑




 6= ; then




7: if ./=≤ and  dive∩ uses(〈Eph, ICph〉) 6= ; then




9: if ./=≥ and  bivc∩ uses(〈Eph, ICph〉) 6= ; then





Note that the Sum intermediate variables are defined for an arbitrary evaluation T ∈ ¹C[ch]º f c and
thus the resulting main cost expression is valid for all evaluations.
6.5.1 Transforming Non-final Constraints
This section describes how to generate a new set of non-final constraints ICph that bind the new inter-
mediate variables (smiv) from the main cost expression Eph. These constraints are generated from the
non-final constraints of each ci ∈ ph.
Algorithm 2 generates ICph. It receives the main cost expression of the phase Eph and the non-final
constraints ICci of each ci ∈ ph. The algorithm iterates over the non-final constraints of each ICci for ci ∈
ph (Lines 3 and 4). The constraints of each ci are visited (Line 4) in the topological order according to the
dependency relation  (see end of Section 6.3). For each constraint that defines iv, the algorithm checks
whether any of the corresponding Sum variables smiv are used in the (partial) phase cost structure
〈Eph, ICph〉 (Line 5). If that is the case, the algorithm calls function transformSum.
Function transformSum (Line 6) receives a constraint
∑
iv ./ SE and generates a new constraint that
binds the corresponding sum variables
∑
smiv. The main idea is to sum up all the instances of the






j=1 SE j and reformulate it using smiv variables. The






smiv. However, the right-hand side might
contain a sum over non-linear expressions that cannot be reformulated only in terms of sum variables.
Therefore, a new kind of intermediate variable is defined:
Definition 6.24 (Max/Min Intermediate Variables). The variables dive := max1≤ j≤#ci (iv j) and bivc :=
min1≤ j≤#ci (iv j) are the maximum and minimum value that an instance iv j of iv can take in an evaluation
of ci in ph.
With the help of this new kind of variables the right-hand side of the expression:
∑#ci
j=1 SE j can be
reformulated:
• Let SE = q0+q1iv1+· · ·+qmivm, the function transformSum generates∑#cij=1 SE j = q0#ci+q1smiv1+· · ·+ qmsmivm. This is similar to the transformation of the main cost expression.
• Let SE = ivk · ivp, the expression ∑#cij=1 SE j can be approximated with the help of bivcp or divep
depending on whether ./ is ≤ or ≥, we have that ∑#cij=1 SE j ≤ smivk · divep and ∑#cij=1 SE j ≥ smivk ·
bivcp. 5
5 It could also be approximated to bivck · smivp and divek · smivp but in general the chosen approximation works better. The
variable ivk usually represents an outer loop and ivp and inner loop (see Basic Product Strategy in Section 6.5.2).
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• Let SE = max(iv) or min(iv), this case is reduced to the previous one. The expression SE is refor-
mulated as 1 ·SE and each factor is substituted by a fresh intermediate variable: ivk · ivp. Then, the
constraints ivk ./ 1 and ivp ./ SE are added to ICci so they are later transformed. This way, smivp is
not generated (divep or bivcp will be generated instead) and∑#cij=1 SE j will not have to be computed.
Remeber that transformSum is only executed if some of the sum variables corresponding to the left
side of the constraint are used in cost structure computed so far (Line 5).
The constraints generated by function transformSum might contain new Sum variables and new
Max/Min variables.
Functions transformMax (Lines 8) and transformMin (Lines 10) generate constraints that define Max
bivc and Min dive variables. These functions are also called only if some of the Max or Min variables
corresponding to the left side of the constraint are used in cost structure computed so far (Lines 7 and
9). Function transformMax is implemented as follows (transformMin is symmetric). Given a constraint
iv≤ SE ∈ ICci , it distinguishes cases for SE:
• Let SE = q0 + q1iv1 + · · ·+ qmivm and let Vk := divek if qk ≥ 0 or Vk := bivck if qk < 0, it generatesdive ≤ q0 + q1V1 + · · ·+ qmVm.
• Let SE = ivk · ivp, it generates dive ≤ divek · divep.
• Let SE :=max(iv1 · · · ivn), it generates dive ≤max(dive1, · · · , diven).
• Let SE :=min(iv1, · · · , ivn), it generates dive ≤ divek (for 1≤ k ≤ n).
This transformation is not valid for constraints with multiple variables on the left side. Constraints with
the operator ≤ can be split (∑mk=1 ivk ≤ SE implies ivk ≤ SE for 1 ≤ k ≤ m). But this is not the case for
the constraints with the operator ≥. In such a case, no constraint is generated.
Example 6.25. The table below represents the transformation of the following non-final constraint set
ICci := {iv1 ≤ 2iv2 + 3iv3, iv2 ≤ iv4 · iv5, iv4 ≤ max(iv6, iv7), iv5 ≤ 2iv6 − 3iv7} with the main cost
expression E := smiv1. Each row represents an iteration of the inner loop in Algorithm 2. The column
newIC represents the generated constraints and the columns SumVars and MVars keep track of the used
Sum and Max/Min variables. The intermediate variables iv8 and iv9 are added fresh in the third iteration.
Finally, the marker ∗ indicates that the constraint considered at that point did not belong to the original
set ICci , but instead, it has been added in the process. This is the case of the fourth and fifth constraints.
They are generated during the transformation of the constraint iv9 ≤max(iv6, iv7).
Constraint newIC SumVars MVars
iv1 ≤ 2iv2 + 3iv3 {smiv1 ≤ 2smiv2 + 3smiv3} {smiv1, smiv2, smiv3} {}
iv2 ≤ iv4 · iv5 {smiv2 ≤ smiv4 · dive5} {smiv1−4} {dive5}
iv4 ≤max(iv6, iv7) {smiv4 ≤ smiv8 · dive9} {smiv1−4, smiv8} {dive5, dive9}∗ iv8 ≤ 1 {smiv8 ≤ #ci} {smiv1−4, smiv8,#ci} {dive5, dive9}∗ iv9 ≤max(iv6, iv7) {dive9 ≤max(dive6, dive7)} {smiv1−4, smiv8,#ci} {dive5−7, dive9}
iv5 ≤ 2iv6 − 3iv7 {dive5 ≤ 2dive6 − 3bivc7} {smiv1−4, smiv8,#ci} {dive5−7,9, bivc7}
All these newly generated constraints form the non-final constraint set ICph.
Soundness
All the constraints generated in this section derive directly from the original constraints in each ICci .
Therefore, the resulting (partial) cost structure is valid.
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Algorithm 3 Final constraints transformation
1: function TRANSFORM_FINAL(〈Eph, ICph〉, 〈FCc1 ,FCc2 , · · · ,FCcn〉,ph)
2: FCph := ;
3: for each FCci ∈ 〈FCc1 ,FCc2 , · · · ,FCcn〉 do
4: 〈Psumsci ,Pmsci〉 := initPending(FCci , 〈Eph, ICph〉)
5: Psums := 〈Psumsc1 ,Psumsc2 , · · · ,Psumscn〉
6: Pms := 〈Pmsc1 ,Pmsc2 , · · · ,Pmscn〉
7: while (Psums∪ Pms) 6= ; do
8: 〈fc,origin〉 := takeElem(Psums,Pms)
9: 〈ICph,FCph,Psums,Pms〉 ∪= applyStrategies(fc,origin,ph,Psums)
10: return 〈Eph, ICph,FCph〉
6.5.2 Transforming Final Constraints
So far, a main cost expression Eph and a set of non-final constraints ICph for a phase ph = (c1 ∨ · · · ∨ cn)+
have been computed. Algorithm 3 completes the phase’s cost structure with a set of final constraints
FCph(xs x f ) (and possibly additional non-final constraints) that bind the intermediate variables of Eph and
ICph. The algorithm receives the partial cost structure computed so far 〈Eph, ICph〉, the final constraints of
the CE’s cost structures 〈FCc1 ,FCc2 , · · · ,FCcn〉, and the cost equations of the phase ph.
Algorithm 3 Initialization
For each ci with cost structure 〈Eci , ICci ,FCci (x x ′)〉, the algorithm maintains two sets of pending con-
straints Psumsci and Pmsci . These sets contain the constraints that have to be transformed to bind their
corresponding Sum variables or Max/Min variables. Function initPending (Line 4) initializes the pend-
ing sets using the final constraints of each ci ∈ ph and considering the set of used variables in Eph and
ICph. Let Used := uses(〈Eph, ICph〉), it returns the sets:
Psumsci :=
 ∑
iv ./ ‖l‖ ∈ FCci (smiv∩Used) 6= ;
	∪  ivi ti ≤ 1, ivi ti ≥ 1 #ci ∈ Used 	
Pmsci :=

ivk ≤ ‖l‖ ∈ FCci divek ∈ Used
	∪  ivk ≥ ‖l‖ ∈ FCci bivck ∈ Used 	
(1) Psumsci is initialized with the constraints of FCci such that some smivk in smiv has to be bound
(because it is used in the cost structure). Additionally, the constraints ivi ti ≤ 1 and ivi ti ≥ 1 are added
if #ci has to be bound. The variable ivi ti represents the number of times ci is evaluated such that
smivi ti = #ci.
(2) Pmsci is initialized with the constraints of FCci with a single variable on the left side such that the
corresponding dive or bivc has to be bound (it is used in the cost structure). As mentioned before, the
constraints of the form
∑m
k=1 ivk ≤ ‖l‖ can be split into ivk ≤ ‖l‖ for 1 ≤ k ≤ m on demand during the
initialization of Pmsci .
Algorithm 3 Main loop
The main loop of the algorithm iterates over the pending sets (Lines 7-9). In each iteration, the
algorithm removes one constraint fc from one of the pending sets (function takeElem in Line 8) and
applies one or several strategies to the removed constraint (function applyStrategies in Line 9). The
variable origin indicates the origin of the constraint, that is, whether the constraint was in a set Psumsci
or Pmsci and from which CE ci. A strategy generates new constraints (final or non-final) for the phase’s
cost structure using the cost equations in ph. Psums is also passed to applyStrategies because some
strategies can take additional pending constraints into account. The generated constraints are added to
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the sets ICph or FCph. A strategy can also add additional constraints to the pending sets Psums or Pms to
be processed later. The algorithm repeats the process until all Psumsci and Pmsci are empty (Line 7).
In principle, the algorithm can finish without generating constraints for all intermediate variables.
For instance, if the cost of the phase is actually infinite or some of the strategies fail to generate any
constraint. It is also possible that the algorithm does not terminate if new constraints keep being added
to the pending sets indefinitely. However, this does not happen often in practice. The loop condition can
be strengthened to ensure termination. For instance, the loop can exit if all the intermediate variables
are already directly or indirectly bound by final constraints. In addition, a limit can be established on the
total number of iterations or on the number of times that additional pending constraints can be added
to Psums and Pms.
The remaining of this section contains a series of strategies to deal with different kind of constraints
and phase behaviors and, at the end of the section, there is an example of how these strategies work




iv ./ ‖l(x x ′)‖ ∈ Psumsci be a pending constraint, the strategy tries to find a linear expression that
approximates the sum
∑#ci
j=1‖l(aci ja′ci j)‖ for any evaluation in terms of the initial and final values of the
phase (asa f ).
Remember that the CEs in the phase have the form ci : C(x : y) = ϕi, b,C(x ′ : y ′), b where C(x ′ : y ′) is
the only recursive call; ϕi is the CE’s constraint set; and x y and x
′y ′ are the input and output variables
of the head and the recursive call.
Let us consider first the simple case where ci is the only CE in the phase. The strategy uses the
CE’s constraint set ϕi and Farkas’ Lemma to generate a candidate linear expression cd(x ) such that





‖l(aci ja′ci j)‖ ./
#ci∑
j=1
(cd(aci j)− cd(a′ci j)) = cd(as)− cd(a f )
This is because each intermediate −cd(a′ci j) and cd(aci j+1) cancel each other (cd(a′ci j) = cd(aci j+1)).
Therefore, the constraint
∑
smiv ./ ‖cd(x s)− cd(x f )‖ is valid and can be added to FCph.
Example 6.26. This is the case of phase (9)+ of Program 13 with the variables is, zs, i f , z f and Psums9 ={ivi t9 ≤ 1, ivi t9 ≥ 1}. The strategy generates the candidate −i for both ivi t9 ≤ 1 and ivi t9 ≥ 1. We have{i < z, i′ = i + 1} ⇒ ‖1‖ ≤ −i − (−i′) and {i < z, i′ = i + 1} ⇒ ‖1‖ ≥ −i − (−i′). The generated final
constraints are smivi t9 ≤ ‖i f − is‖ and smivi t9 ≥ ‖i f − is‖. Later ‖i f − is‖ will become ‖z − i‖ in chain
(9)+(8) and ‖z‖ in CE 7. The variable smivi t9 corresponds to iv1 in Figure 6.3.
If the phase contains other CEs ce (e 6= i), their effect on the sum has to be taken into account. For
example, suppose that we have another ce (e 6= i) that increments our candidate by two (ϕe⇒ cd(x ′) =
cd(x )+2). Between two consecutive evaluations of ci (the j-th and the ( j+1)-th evaluations), there might









‖l(aci ja′ci j)‖ ./
#ci∑
j=1
cd(aci j)− cd(a′ci j) = cd(as)− cd(a f ) + 2#ce
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Table 6.1.: CE Classification conditions for strategies: A CE ce can be classified into a class with respect
to a candidate cd(x ) if its condition is satisfied. Each class defines an expression/intermediate
variable.
Class Condition when ./ is ≤ Condition when ./ is ≥ Defines
Cnt (
∑
iv′ ./ ‖l ′‖) ∈ Psumsce ∧ ‖l ′‖ ./ cd(x )− cd(x ′)≥ 0 cnte :=∑ smiv′
Dc 0≤ dce(x x ′)≤ cd(x )− cd(x ′) dce(x x ′)≥ cd(x )− cd(x ′) ivdce := ‖dce(x x ′)‖
Ic ice(x x ′)≥ cd(x ′)− cd(x ) 0≤ ice(x x ′)≤ cd(x ′)− cd(x ) ivice := ‖ice(x x ′)‖
CntR (
∑
iv′ ≤ ‖l ′‖) ∈ Psumsce ∧ ‖l ′‖ ≤ ‖cd(x )‖ − ‖cd(x ′)‖ cntre :=∑ smiv′
Rst cd(x ′) ./ ‖rste(x )‖ ivrste := ‖rste(x )‖
CntT
 ∑
iv′ ./ ‖l ′‖ ∈ Psumsce ∧ l ′ ./ cd(x )≥ 0∧ cd(x ′)− cd(x ) ./ qe cntte :=∑ smiv′
Nop cd(x ′)− cd(x ) = 0
That is, the sum computed for the simple case cd(as)− cd(a f ) plus the sum of all the increments to the
candidate 2#ce effected by CE ce. This constraint can be expressed with the following intermediate and
final constraints:∑
smiv ./ ivcd+ − ivcd− + 2#ce ivcd+ ./ ‖cd(x s)− cd(x f )‖ ivcd−! ./ ‖−cd(x s) + cd(x f )‖
where ivcd+ and ivcd− represent the positive and negative part of cd(x s)− cd(x f ) and ! ./ is the opposite
operator of ./ (if ./ is ≤, the operator ! ./ is ≥ and vice-versa).
In the general case, the strategy is divided into three steps:
1. First, the strategy generates a candidate cd using ci ’s constraint set ϕi, the condition ‖l(x x ′)‖ ./
cd(x )− cd(x ′)≥ 0, and Farkas’ Lemma (as in the simple case before).
2. Next, it classifies the CEs of the phase ce ∈ ph (including ci) according to their effect on the
candidate.
3. Finally, it uses this classification to generate constraints that take these effects into account.
Let us consider now the second and third steps:
Cost Equation Classification
Each ce ∈ ph has to be classified with respect to a candidate cd into a class. Each class has a condition
and defines a linear expression (see Table 6.1). In order to classify a CE ce into a class, its condition
has to be implied by the corresponding CE’s constraint set ϕe. Some of the conditions contain unknown
linear expressions: dce(x x ′), ice(x x ′) or rste(x x ′) (For the classes Dc, Ic and Rst respectively). The
implication can be verified and the unknown linear expressions can be inferred using Farkas’ Lemma and
linear templates. The considered classes in this strategy are6:
• Cnt: ce ∈ Cnt if there is a constraint∑ iv′ ./ ‖l ′‖ ∈ Psumsce that can also be bound by the candidate:
ϕe ⇒ ‖l ′‖ ./ cd(x )− cd(x ′). The expression ∑ smiv′ can be incorporated to the left-hand side of
the constraint. We define cnte :=
∑
smiv′ as a shorthand. Note that ci, whose constraint was used
to generate the candidate in the first place, trivially satisfies the condition and thus ci ∈ Cnt.
6 The rest of the classes are used by other strategies.
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• Dc: ce ∈ Dc if in each evaluation of ce the candidate is decremented by at least dce(x x ′) (or at most
dce(x x ′) if ./ is ≥). A fresh intermediate variable is assigned to this amount ivdce := ‖dce(x x ′)‖.
To generate a valid constraint, the sum of all those decrements, that is smivdce , is subtracted from
the right-hand side of the constraint.
• Ic: ce ∈ Ic if in each evaluation of ce the candidate is incremented by at most ice(x x ′) (or at
least ice(x x ′) if ./ is ≥). As before, a fresh intermediate variable is assigned to that amount
ivice := ‖ice(x x ′)‖. To generate a valid constraint, the sum of all those increments, that is smivice ,
is added to the right-hand side of the constraint.
Constraint Generation
Once all the CEs in a phase have been classified with respect to a candidate, the strategy generates the
following constraints to be added to the phase’s constraints:
Theorem 6.27. Let ! ./ be the reverse of ./ (e.g. ≥ if ./ is ≤). If every ce ∈ ph has been successfully classified
into Cnt, Ic or Dc with respect to a candidate cd(x ), the following constraints are valid:∑
ce∈Cnt







ivcd+ ./ ‖cd(x s)− cd(x f )‖
ivcd−! ./ ‖−cd(x s) + cd(x f )‖
The proof of this theorem can be found in Section 6.10. Note that ivcd+ and −ivcd− represent the
positive and negative part of cd(x s)− cd(x f ). The constraints bind the sum of all smiv in cnte (for each
ce ∈ Cnt) to cd(x s)−cd(x f ) plus all the increments∑ce∈Ic smivice minus all the decrements∑ce∈Dc smivdce .
If the class Ic is empty, cd(x s)− cd(x f ) is guaranteed to be positive (the candidate is never incremented)
and the summand −ivcd− and its corresponding constraint ivcd−! ./ ‖−cd(x s)+cd(x f )‖ can be eliminated.
Finally, the strategy adds constraints for the new intermediate variables ivice and ivdce to the corre-
sponding pending set Psumsce so their sums smivice and smivdce are bound afterwards:
• For each ce ∈ Ic, the constraint ivice ./ ‖ice(x x ′)‖ is added to Psumsce
• For each ce ∈ Dc, the constraint ivdce ! ./ ‖dce(x x ′)‖ is added to Psumsce
Furthermore, if ./ is ≤ the first constraint in Theorem 6.27 can be simplified by removing the in-
termediate variables that are subtracted. This maintains the validity of the constraint (remember that
intermediate variables are always non-negative) which has the following form:∑
ce∈Cnt




This simplification also implies that the pending constraints for each ce ∈ Dc can be discarded.
Example 6.28. In phase (3.1∨3.2)+ we have iv5 ≤ ‖y− y ′+1‖ ∈ Psums3.2. A valid candidate is y+x . The
CEs are classified as follows: CE 3.2 ∈ Cnt because it has generated the candidate and cnt3.2 := smiv5;
and CE 3.1 ∈ Dc because y + x decreases in CE 3.1 by dc3.1 = 0. The generated constraints are: smiv5 ≤
ivcd+− ivcd−−smivdc, ivcd+ ≤ ‖(ys+ xs)−(y f + x f )‖ and ivcd+ ≤ ‖−(ys+ xs)+(y f + x f )‖. However, given
that Ic is empty and dc3.1 = 0, they can be simplified to a single constraint: smiv5 ≤ ‖(ys+ xs)−(y f + x f )‖
(where smiv5 is iv6 in Figure 6.3).
Example 6.29. The class Cnt makes possible to bind Sum variables of different ci under a single con-
straint. For instance, if we had7 ivi t3.1 ≥ 1 ∈ Psums3.1 and ivi t3.2 ≥ 1 ∈ Psums3.2, the expression x would
be a valid candidate with the classification Cnt = {3.1,3.2} with cnt3.1 := smivi t3.1 and cnt3.2 := smivi t3.2 .
7 smivi t3.1 and smivi t3.2 are actually not needed for computing the cost of the program in this case. Therefore, these
constraints are never added to the pending sets.
90 6. Bound Computation
Program 14 Cost relations
void cds(int x,int y){
int z=*;








1.1: cds(x , y) ={x > 0, y > 0, z > 0},wh[(3∨ 4)+(2)](x , y, z)
1.2: cds(x , y) =wh[(2)](x , y, z)
2: wh(x , y, z) ={}
3: wh(x , y, z) ={x > 0, y > 0, z > 0, x ′ = x − 1, y ′ = y − 1,
z′ = z − 1}, 1, wh(x ′, y ′, z′)
4: wh(x , y, z) ={x > 0, y > 0, z > 0, x ′ = x − 1, z′ = z − 1},
1,wh(x ′, y ′, z′)
Figure 6.4.: Program 14: Example where multiple candidates are important
The strategy would generate the (simplified) constraint smivi t3.1 + smivi t3.2 ≥ ‖xs − x f ‖ which is equiva-
lent to #c3.1 +#c3.2 ≥ ‖xs − x f ‖ and represents that wh3 iterates at least ‖xs − x f ‖ times. Without Cnt,
the strategy would fail to obtain a non-trivial lower bound for #c3.1 or #c3.2 as they can both be 0 (if
considered individually).
Discussion
It is worth noting that while the initial motivation for this strategy was to find a linear expression that
could bind the sum
∑
smiv, the resulting constraints do not necessarily represent a linear expression due
to the effects of other CEs in the phase. For instance, the added variables capturing increments smivice
can represent non-linear expressions.
The strategy can fail at two points. (1) It can fail to generate a candidate (if there is no linear
constraint that satisfies the conditions) or (2) it can fail to classify the CEs of a phase with respect to
a given candidate. In the latter case, it can attempt to generate a different candidate (Possibly taking
the CEs where the classification failed into account). Moreover, even if the strategy does not fail, we
can adjust it to consider several candidates. In general, the more candidates it considers, the more
constraints it will be able to generate and the better precision it can achieve. Evidently, this comes at a
cost in terms of performance.
Example 6.30. Let us compute a cost structure for the phase (3∨ 4)+ of Program 14 (Figure 6.4). The
initial pending set of CE 3 is Psums3 = {ivi t3 ≤ 1, ivi t3 ≥ 1}. The expression y is a valid candidate
for ivi t3 ≤ 1 in CE 3. However, CE 4 cannot be classified successfully with respect to the candidate y
and consequently the strategy fails at this point. The strategy can backtrack and consider a different
candidate.
Both x and z are valid candidates and can successfully classify CE 4 in Cnt with cnt4 = ivi t4 . The
generated constraints are: #c3+#c4 ≤ ‖xs− x f ‖ and #c3+#c4 ≤ ‖zs− z f ‖ which can be transformed to
#c3+#c4 ≤ ‖x‖ and #c3+#c4 ≤ ‖z‖ for the chain (3∨4)+(2). Unfortunately, even though the candidate
z was successfully classified, later in the analysis its corresponding constraint #c3 + #c4 ≤ ‖z‖ will be
lost. This is because z is initialized to an unknown value and thus it cannot be expressed in terms of the
input parameters of function x and y . Therefore, if the analysis considers only the candidate z, it will
fail to obtain a bound for CE 1.1.
Finally, note that this strategy is completely symmetric. It can be used to obtain upper and lower
bounds. However, it is not useful for divergent phases in which the variables x f cannot be related to any
specific value or output variable.
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Inductive Sum Strategy with Resets
This variant of the Inductive Sum strategy allows us to obtain upper bounds of sums in terms of the initial
variables of the phase only (x s). Such bounds are also useful for divergent phases. The strategy follows




iv≤ ‖l‖ ∈ Psumsci , it generates a candidate cd(x ) using the constraint set ϕi of CE ci and Farkas’
Lemma. However, this time the strategy uses the condition ‖l ′‖ ≤ ‖cd(x )‖ − ‖cd(x ′)‖. This condition
considers only the positive part of the candidate which allows us to ignore the final value of the candidate
cd(x f ) and guarantee that the generated constraint is valid for (selected partial evaluations of) divergent
phases (see Definition 6.3).
Cost Equation Classification
As in the previous strategy, the CEs in the phase are classified. This strategy considers the class CntR,
instead of Cnt, whose condition considers the positive part of the candidates as well (see Table 6.1). It
considers the classes Dc and Ic to capture decrements and increments of the candidate and, in addition,
it considers the Rst class to support phases where the candidate is reset to a completely different value.
If ce ∈ Rst the candidate is reset to a value of at most ‖rste(x )‖. A fresh intermediate variable is assigned
to such reset value ivrste := ‖rste(x )‖.
Constraint Generation
Theorem 6.31. If every ce ∈ ph is classified into CntR, Ic, Dc and Rst with respect to a candidate cd(x ), the
following constraints are valid:∑
ce∈CntR






smivrste ivcd ≤ ‖cd(x s)‖
The strategy generates the following pending constraints:
• For each ce ∈ Ic, the constraint ivice ≤ ‖ic(x x ′)‖ is added to Psumsce .
• For each ce ∈ Rst, the constraint ivrste ≤ ‖rst(x )‖ is added to Psumsce .
Note that this strategy ignores the decrements of ce ∈ Dc. For divergent phases the lower bounds on
variables smivdce always be 0, because the evaluation can be truncated at any point.
Basic Product Strategy
In many cases, the previous strategies fail to even infer a candidate. Given a constraint
∑
iv ./ ‖l(x x ′)‖ ∈
Psumsci , it might be impossible to infer a linear expression representing
∑#ci
j=1‖l(x j x ′j)‖. This is the case
for most nested loops such as wh10 in Program 13.
Example 6.32. Consider the cost computation of phase (7)+ of Program 13 in which the pending set
Psums7 contains the constraint iv1 ≤ ‖z‖. In the phase, the variable z does not change in CE 7 and #c7
is at most y so
∑#c7
j=1‖z‖ = ‖y‖ · ‖z‖ which is non-linear. This result can be obtained by rewriting the
constraint iv1 ≤ ‖z‖ as iv1 ≤ 1·‖z‖ and generating the constraint smiv1 ≤ smivi t7 ·divemz (that corresponds
to iv2 ≤ iv3 · iv4 using the intermediate variables of Figure 6.3). Then, ivi t7 ≤ 1 is added to Psums7 and
ivmz ≤ ‖z‖ is added to Pms7. These constraints will be later processed by the strategies Inductive Sum
and Max-Min respectively.
92 6. Bound Computation
In general, given a constraint
∑
iv≤ ‖l‖ ∈ Psumsci where l is not a constant, the Basic Product strategy
generates the non-final constraint: ∑
smiv≤ smivi ti · divep
And it adds the pending constraints ivi ti ≤ 1 to Psumsci and ivp ≤ ‖l‖ to Pmsci . This way, it reduces a
complex sum into a simpler sum and a max/minimization. This strategy is the main source of non-final
constraints in the form of a product of two intermediate variables. It proceeds analogously for constraints
with the operator ≥.
Max-Min Strategy
This strategy deals with constraints iv ./ ‖l‖ ∈ Pmsci and its role is to generate constraints for Max dive
and Min bivc variables. It follows the same three steps scheme or the Inductive Sum strategies.
First, it generates a candidate cd(x ) using the CE’s constraint set ϕi. However, the condition used
to generate the candidate is simply l ./ cd(x ) since it has to bind a single instance of l instead of the
sum of all its instances. Second, the strategy classifies the ce ∈ ph with respect to the candidate. In this
case, it does not consider the class Cnt but it considers Ic, Dc and Rst (see Table 6.1). Third, the strategy
generates constraints:
Theorem 6.33. Let iv≤ ‖l‖ ∈ Pmsci and let cd(x ) be a candidate such that ϕi ⇒ l ≤ cd(x ). If every ce ∈ ph
is classified into Dc, Ic and Rst with respect to cd(x ), the following constraints are valid:
dive ≤ ivmax +
∑
ce∈Ic
smivice ivmax ≤ maxce∈Rst(diverste , ivcd) ivcd ≤ ‖cd(x s)‖
These constraints bind dive to the sum of all the increments smivice for ce ∈ Ic plus the maximum of all
the maximum values that the resets can take diverste . This maximum also includes the initial value of the
candidate cd(x s) in case it is never reset.
The strategy adds the following pending constraints:
• For each ce ∈ Ic, the constraint ivice ≤ ‖ice(x x ′)‖ is added to Psumsce .
• For each ce ∈ Rst, the constraint ivrste ≤ ‖rste(x )‖ is added to Pmsce .
The strategy proceeds analogously for constraints with the operator ≥ but it subtracts the decrements
instead of adding the increments and takes the minimum of the resets bivcrste :
Theorem 6.34. Let iv≥ ‖l‖ ∈ Pmsci and let cd(x ) be a candidate such that ϕi ⇒ l ≥ cd(x ). If every ce ∈ ph
is classified into Dc, Ic and Rst with respect to cd(x ), the following constraints are valid:
bivc ≥ ivmin −
∑
ce∈Dc
smivdce ivmin ≥ mince∈Rst(bivcrste , ivcd) ivcd ≥ ‖cd(x s)‖
Example 6.35. In Example 6.32 the constraint ivmz ≤ ‖z‖ was added to Pms7 during the computation of
the cost of (7)+. The Max-Min strategy generates a candidate z and classifies CE 7 in Dc with dc7 := 0
(z is not modified in CE 7). The resulting (simplified) constraint is divemz ≤ ‖zs‖ (which corresponds to
iv4 ≤ ‖zs‖ using the intermediate variables of Figure 6.3).
Triangular Sum Strategy
This strategy represents an alternative to the Basic Product strategy for dealing with constraints
∑
iv ./
‖l(x x ′)‖ ∈ Psumsci where ‖l(x x ′)‖ varies in each iteration by a constant amount.
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Refined cost relations of Program 2
2: for2(x ,n) = {y = x , x < n, x ′ = x + 1}, for3[(3)+(4)](y,n), for2(x ′,n)
3: for2(x ,n) = {x ≥ n}
4: for3(y,n) = {y < n, y ′ = y + 1}, 1, for3(y ′,n)
5: for3(y,n) = {y ≥ n}
Lower bound: ‖n‖2/2+ ‖n‖/2
Figure 6.5.: Refined cost relations of Program 2 and its lower bound
Example 6.36. A typical example is Program 2 (in Page 5). Figure 6.5 contains its refined cost relations.
In this example, cost equations 2 and 3 represent the outer loop and 4 and 5 the inner loop. The chain
that represents the total cost of the program is (2)+(3). The final values of the variables xo, yo and no
are not included in the CRs to simplify the presentation. Let us consider obtaining the lower bound of
such an example.
Assume the cost of the inner loop (chain (4)+(5)) is 〈iv1,;, {iv1 = ‖n − y‖}〉 which yields a cost of〈iv1,;, {iv1 = ‖n− x‖}〉 for CE 2. The main cost expression of the phase (2)+ is E(2)+ := smiv1, there are
no non-final constraints and the pending sets are: Psums2 = {iv1 ≤ ‖n− x‖, iv1 ≥ ‖n− x‖} and Pms2 = ;.
If we apply the Basic Product strategy to iv1 ≥ ‖n− x‖, we would obtain smiv1 ≥ smivi t2 · bivc2 and later
smivi t2 ≥ ‖ns−xs‖ and bivc2 ≥ 1 (the minimum value of ‖n−x‖ is 1 in the last iteration) which represents
the imprecise lower bound ‖n− x‖ · 1.
Instead, we consider that ‖n− x‖ decreases by at most 1 in each iteration so we can reformulate:
#c2∑
j=1
‖n j − x j‖ ≥
#c2∑
j=1
(‖ns − xs‖ − ( j − 1)) = ‖ns − xs‖ ·#c2 −
#c2−1∑
j=0
j = ‖ns − xs‖ ·#c2 − 12(#c22 −#c2)
This expression can be represented with constraints as follows:
smiv1 ≥ ivp1 − 12 ivp2 + 12smivi t2 ivp1 ≥ ivini · smivi t2
ivp2 ≤ smivi t2 · smivi t2 ivini ≥ ‖ns − xs‖
Note that the constraint over ivp2 has ≤ instead of ≥. This is because ivp2 appears negated in the first
constraint and it has to be maximized. Later, applying the Inductive Sum strategy to ivi t2 ≤ 1 and ivi t2 ≥ 1
(in Psums2), we generate smivi t2 = ‖(ns − xs)− (n f − x f )‖. When we compute the cost of the complete
chain (2)+(3), we transform ‖(ns − xs)− (n f − x f )‖ into ‖ns − xs‖ (because n f − x f must be 0 in chain
(2)+(3)). If we minimize the cost of the resulting cost structure, we obtain:
‖ns − xs‖2 − 12‖ns − xs‖2 + 12‖ns − xs‖ = 12‖ns − xs‖2 + 12‖ns − xs‖= 12‖ns‖2 + 12‖ns‖
In the general case, given a constraint
∑
iv ./ ‖l‖ ∈ Psumsci , the strategy generates a candidate cd(x )
under the condition that it approximates the cost of one instance of ‖l(x x ′)‖, it is positive, and it varies
by a constant amount qi ∈Q. The condition is:
l ./ cd(x )≥ 0 ∧ cd(x ′)− cd(x ) ./ qi
This strategy considers the classes CntT and Nop (see Table 6.1 in Page 89). If ce ∈ CntT, there exists a
constraint (
∑
iv′ ./ ‖l ′‖) ∈ Psumsce that is bound by the candidate and the candidate varies by an amount
qe. As in previous strategies, this condition coincides with the one used to generate the candidate and
ci ∈ CntT. The CEs ce ∈ Nop do not modify the candidate.
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Program 15 Refined cost relations
1 while(x>0){
2 if(*){










1: wh1(x , y, z) ={x ≤ 0}
2: wh1(x , y, z) ={x > 0, y > y ′ ≥ 0, x ′ = x − 1},wh3[(7)+(6)](y : y ′),
wh1(x , y ′, z)
3: wh1(x , y, z) ={x > 0, y = y ′ ≥ 0, x ′ = x − 1}, wh3[(6)](y : y ′),
wh1(x , y ′, z)
4: wh1(x , y, z) ={x ′ = x − 1≥ 0, y ′ = y + 1}, wh1(x ′, y ′, z)
5: wh1(x , y, z) ={x > 0, x ′ = x − 1, y = z}, wh1(x ′, y ′, z)
6: wh3(y : yo) ={y = yo}
7: wh3(y : yo) ={y ≥ 1, y ′ = y − 1}, 2, wh3(y ′ : yo)
Figure 6.6.: Program 15: Example with complex phase
Theorem 6.37. If every ce ∈ ph is classified into CntT and Nop with respect to a candidate cd(x ). Let q be
q := max
ce∈CntT
(qe) when ./ is ≤ or q := mince∈CntT(qe) when ./ is ≥. The following constraints are valid:∑
ce∈CntT
cntte ./ ivp1 +
q
2 ivp2 − q2 ivits , ivp1 ./ ivini · ivits
ivp2 = ivits · ivits, ivits = ∑
ce∈CntT
smivi te , ivini ./ ‖cd(x s)‖
The intermediate variables ivp1, ivp2, ivits, and ivini are fresh: ivp1 and ivp2 simply represent different
parts of the expression, the variable ivits represents the sum of all the iterations #ce of ce ∈ CntT, and
ivini represents the initial value of the candidate. The constraints of the form iv = x stand for iv≤ x and
iv≥ x . Finally, for each ce ∈ CntT, the constraints ivi te ≤ 1 and ivi te ≥ 1 are added to each Psumsce .
This strategy allows us to obtain both upper and lower bounds that are more precise than the ones ob-
tained with the Basic Product strategy. However, it also generates many more constraints so its adequacy
highly depends on the goals of the analysis. For instance, if we are only interested in the asymptotic
complexity, this strategy can be advantageous for lower bounds but not for upper bounds. Consider




2 is the upper and lower bound obtained with the Triangular Sum
strategy and it is quadratic. Without the Triangular Sum strategy, the obtained upper and lower bounds
are n2 and n respectively. While both are imprecise at the concrete level, the upper bound is asymptot-
ically precise. In the future work chapter (Chapter 10) there is a discussion on how this strategy could
be improved and extended.
6.5.3 Example of Phase Cost Structure Inference
This section contains a complete example of the inference of a cost structure for a phase to illustrate
how the different strategies work together. Figure 6.6 contains Program 15 and its refined cost relations.
The inner loop of the program coincides with the loop wh6 of Program 13. The outer loop has 5 cost
equations. CEs 2 and 3 represent the loop paths that reach the inner loop. In CE 2 the body of the inner
loop is executed at least once and in CE 3 the body of inner loop is not executed. CE 4 corresponds to
the loop path that visits Line 8 in which y is incremented. CE 5 corresponds the loop path that visits
Line 9. There, variable y is reset to z. Finally, CE 1 is the exit path of the loop.
The cost structure of the phase (2∨ 3∨ 4∨ 5)+ is computed based on the cost structures of CEs 2− 5.
The example assumes that the cost structure for CE 2 is 〈2iv1,;, iv1 ≤ ‖y − y ′‖〉 and the cost structures
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Table 6.2.: Cost structure computation of phase (2∨ 3∨ 4∨ 5)+ in Program 15.
Pending Psums2 = {iv1 ≤ ‖y − y ′‖}
Selected iv1 ≤ ‖y − y ′‖
Strategy ISR cd := y Classification: CntR = {2}, Dc = {3}, Ic = {4}, Rst = {5}
cntr2 = smiv5, dc3 = 0, ic4 = 1, rst5 = ‖z‖
NewCs smiv1 ≤ iv2 + smivic4 + smivrst5 , iv2 ≤ ‖y‖
Pending Psums4 = {ivic4 ≤ 1}, Psums5 = {ivrst5 ≤ ‖z‖}
Selected ivrst5 ≤ ‖z‖
Strategy BP
NewCs smivrst5 ≤ smivi t5 · dive3
Pending Psums4 = {ivic4 ≤ 1}, Psums5 = {ivi t5 ≤ 1}, Pms5 = {iv3 ≤ ‖z‖}
Selected iv3 ≤ ‖z‖
Strategy MM cd := z Classification: Dc = {2,3,4,5}, dc2,3,4,5 = 0
NewCs dive3 ≤ ‖z‖
Pending Psums4 = {ivic4 ≤ 1}, Psums5 = {ivi t5 ≤ 1}
Selected ivic4 ≤ 1
Strategy ISR cd := x Classification: CntR = {4,5}, Dc = {2,3}
cntr4 = smivic4 , cntr5 = smivi t5 , dc2,3 = 1
NewCs smivic4 + smivi t5 ≤ ‖x‖
Done
of CEs 3 − 5 are empty. For simplicity, it only considers constraints for upper bounds (with ≤). The
main cost expression of the phase is 2smiv1. Table 6.2 contains all the iterations of the main loop in
Algorithm 3 where each iteration has four parts:
Pending The pending sets Psumsci and Pmsci .
Selected The constraint selected by function takeElem from one of the pending sets.
Strategy The strategy applied to the selected constraint: ISR (Inductive Sum with Resets), BP (Basic
Product), or MM (Max-Min). In this example the Inductive Sum and Triangular Sum strategies
are not used. This part also contains the classification of the CEs ce ∈ ph and the related defined
expressions cntre, ice, etc.
NewCs The constraints generated. The constraints added to the pending sets are not included here but
they can be seen in the pending sets of the next iteration.
The algorithm iterates four times until all the intermediate variables are bound. The resulting cost
structure 〈E, IC,FC(x )〉 contains all the generated constraints (NewCs):­
2smiv1,
§
smiv1 ≤ iv2 + smivic4 + smivrst5




iv2 ≤ ‖y‖, dive3 ≤ ‖z‖
smivic4 + smivi t5 ≤ ‖x‖}
ª·
This cost structure represents the upper bound 2(‖y‖+max(‖x‖,‖x‖ · ‖z‖)).
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This example illustrates how the complex problem of obtaining a cost structure for a phase is reduced
into a set of simpler problems: computation of sums, maximization, minimization of simple constraints.
These smaller problems are solved incrementally through strategies that collaborate with each other
by adding new constraints to the pending sets. The inference problems in the strategies can be solved
efficiently using Farkas’ Lemma as they only use the constraint set of one CE at a time.
6.6 Chains
Chains can be formed by one or several phases. If a chain consists solely of one phase, its cost structure
is the cost structure of the phase (see Corollary 6.9). This section focuses on chains composed of several
phases ch = ph · ch′.
The cost structure of a chain ch = ph · ch′ can be computed following a similar approach to the one for
cost equations (Section 6.4). Based on the first part of Corollary 6.9, we have:
Remark 6.38. Let 〈Eph, ICph,FCph(x s x f )〉 and 〈Ech′ , ICch′ ,FCch′(x f y f )〉 be valid cost structures for ph and
ch′, the following cost structure is valid for any evaluation T ∈ ¹C[ch]º f c of the chain ch = ph · ch′:

Eph + Ech′ , ICph ∪ ICch′ , FCph(x s x f )∪ FCch′(x f y f )

As in the CE case, the final constraints have to be transformed to be expressed in terms of the input and
output values of the initial call x s ys . This transformation can also be done as in the CE case but instead
of using the constraint set of the CE, the used constraint set is a transitive invariant ϕph(x s ys x f y f ) that
relates the initial and final values of the phase joined with the summary of ch′ summary(ch′)(x f y f ). Let
ϕ := ϕph(x s ys x f y f ) ∪ summary(ch′)(x f y f ), the constraint set FC+ contains the constraints ∑ iv ./ ‖l‖
from FCph and FCch′ such that their linear expression is guaranteed to be positive ϕ⇒ l≥ 0. The transfor-
mation performs (Fourier-Motzkin) quantifier elimination on ∃x f y f .(FC+ ∧ϕ) and obtains a constraint
set that relates directly the intermediate variables of FC+ with x s ys . Then, new final constraints can be
syntactically extracted from the resulting constraint set.
Similarly to the case of CEs, the rest of the constraints
∑
iv ./ ‖l‖ (the ones that cannot be guaranteed
to be positive) are transformed one by one. They are transformed by inferring the coefficients of a linear
template l ′(x s ys) such that ϕ⇒ l ./ l ′(x s ys) using Farkas’ Lemma. The resulting constraint (if it exists)
is
∑
iv ./ ‖l ′‖.
Example 6.39. Let us compute the cost structure of chain (3.1 ∨ 3.2)+(2) of Program 13 (in
Page 76). The cost structures of the phase (3.1 ∨ 3.2)+ and chain (2) only contain the con-
straint iv6 = ‖ys + xs − y f − x f ‖ (see Figure 6.3). We have to transform this constraint and ex-
press it only in terms of the initial variables of the chain. For this purpose, we consider the
transitive relational invariant ϕ(3.1∨3.2)+ = {xs > x f , xs + ys > y f , xos = xo f , yos = yo f } and
the chain summary summary((2)) = {x f = xo f = 0, yo f = y f }, which joined give us ϕ. Under this
constraint set, the expression ys + xs − y f − x f is guaranteed to be positive and we can perform
quantifier elimination over ∃y f , x f , yo f , xo f .(ϕ ∪ {iv6 = ys + xs − y f − x f }) obtaining the constraint set{iv6 = xs + ys − yos, xs + ys ≥ yos, xs > xos = 0}. From this constraint set, we can extract the final con-
straint iv6 = ‖xs + ys − yos‖ (which corresponds to the constraint in Figure 6.3 modulo variable renam-
ing).
Example 6.40. Let us compute the cost structure of a chain where several phases have non-zero cost.
We consider the chain (4)+(3)(2)+(1) from Program 11 (this program appears in Page 53 and it has been
refined throughout the previous chapter).
In this example, we assume we have already computed the cost structures of chain (2)+(1)
〈iv1,;, {iv1 = ‖x − i‖}〉 and the phases (3) 〈iv2 − iv3,;, {iv2 = ‖ js‖, iv3 = ‖− js‖}〉 and (4)+ 〈iv4,;, {iv4 =‖i f − is‖}〉. Therefore, the next step is to compute the cost of chain (3)(2)+(1). We also have
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Program 16 Refined cost relations









1.1: koat(a) = {b = 0, a > 0}, wh3[(3)+(2.1)](a, b)
1.2 : koat(a) = {b = 0, a ≤ 0}, wh3[(2.2)](a, b)
2.1: wh3(a, b) = {a ≤ 0, b > 0}, wh7[(5)+(4)](b)
2.2 : wh3(a, b) = {a ≤ 0, b ≤ 0}, wh7[(4)](b)
3: wh3(a, b) = {a > 0, a′ = a− 1, b′ = b + a}, 1, wh3(a′, b′)
4: wh7(b) = {b ≤ 0}
5: wh7(b) = {b > 0, b′ = b− 1}, 1, wh7(b′)
Figure 6.7.: Program 16: Example with non-linear size relation
summary((2)+(1)) = { j f ≥ x f , x f ≥ i f + 1} and the transitive invariant ϕ(3) = {is < xs, is = js, i f =
is + 1, j f = js, x f = xs}. Note that because the phase (3) is not iterative, its transitive invariant is simply
the constraint set of the cost equation (renamed with the subscripts s and f ).
We use ϕ = ϕ(3)∪ summary((2)+(1)) to check which expressions in the final constraints of the compo-
nents are guaranteed to be non-negative and generate FC+ = {iv1 = x f − i f }. Then, we apply quantifier
elimination to ϕ ∪ FC+ and from the result extract iv1 = ‖xs − is − 1‖. The constraints iv2 = ‖ js‖ and
iv3 = ‖− js‖ are not guaranteed to be positive so they are transformed independently. However, such
constraints are already expressed in terms of the initial variables and thus remain unchanged. The cost
structure for chain (3)(2)+(1) is
〈iv1 + iv2 − iv3, ;, {iv1 = ‖x − i − 1‖, iv2 = ‖ j‖, iv3 = ‖− j‖}〉
Let us now compute the cost structure of chain (4)+(3)(2)+(1). We use the cost structure of chain
(3)(2)+(1) (that we have just computed) and of phase (4)+. In this case, we have ϕ = ϕ(4)+ ∪
summary((3)(2)+1) where ϕ(4)+ = {is < xs, is < js, is < i j, js = j f , xs = x f } and summary((3)(2)+(1)) ={ j f = i f , x f ≥ j f + 2}. We generate FC+ = {iv1 = x f − i f − 1, iv4 = i f − is} and apply quantifier
elimination to ϕ ∪ FC+. We can extract the following constraint from the resulting constraint set:
iv1 + iv4 = ‖xs − is − 1‖. Here again, the constraints iv2 = ‖ j f ‖ and iv3 = ‖− j f ‖ are transformed
one by one into iv2 = ‖ js‖ and iv3 = ‖− js‖ ( j is not modified in the phase (4)+). The final cost structure
of the chain (4)+(3)(2)+(1) is
〈iv1 + iv2 − iv3 + iv4, ;, {iv1 + iv4 = ‖x − i − 1‖, iv2 = ‖ j‖, iv3 = ‖− j‖}〉
Discussion
This approach is compositional. The cost structures of ph and ch′ are computed independently and
they are computed only once even though ph or ch′ might appear in several chains. This approach
is also adequate to compute amortized costs thanks to the quantifier elimination of FC+ which can
generate constraints that relate multiple intermediate variables. In particular, it works well for imperative
programs where loops are represented as tail recursion and the relation between ys and y f is simple
enough to be captured by a linear transitive invariant.
On the other hand, this approach does not work so well when the relation between the initial x s ys
and the final x f y f values of the variables in the phase is not linear. In this case, the relation cannot be
captured by a linear transitive invariant and the approach fails to generate the necessary constraints.
Example 6.41. Consider Program 16 (taken from [BEF+16]). The program has been encoded into cost
relations such that the second loop is called at the base case of the first loop. This continuation-based
encoding is unusual but correct, and it helps to illustrate the point. We focus on the chain (3)+(2.1). The
problem is that the cost structure of the chain (2.1) is 〈iv,;, {iv = ‖b f ‖}〉 but b f is quadratic with respect
98 6. Bound Computation
to the original value of a, i.e. b f ≤ a2s in phase (3)+. This cannot be captured by a linear transitive
invariant over (3)+, the procedure fails to infer any constraint for iv, and consequently, the cost structure
of (3)+(2.1) is unbounded.
Finally, there is no obvious way to generalize this approach for chains that contain multiple recursion.
The evaluation of a multiple phase has the shape of a tree in which each of the leaves is the evaluation
of a chain. This has two implications. First, it is not possible to compute bounds in terms of the “final”
variables of the phase because there is not a single final call but many. Second, the chains that follow a
multiple phase are not evaluated only once, but multiple times (once for each leaf of the phase evaluation
tree). The number of times one of these chains is evaluated depends on the evaluation of the multiple
phase. Therefore, we cannot simply add the cost structures of the multiple phase and the ones of the
following chains.
The next section introduces an alternative approach to obtain cost structures of chains that overcomes
this limitation, it is applicable to chains with multiple recursion, and can obtain a bound of Program 16.
6.7 Chains with Multiple Recursion
This section contains an alternative algorithm to compute cost structures of chains that can also be ap-
plied to chains with multiple recursion. The main idea is to extend the algorithm for phases (Section 6.5)
to include the cost of the chain or chains that appear after the given phase.
We consider a general algorithm for chains that start with multiple phases first. Non-multiple iterative
phases represent a particular case of this general approach. Let ch = ph ·CH and ph = M(c1 ∨ · · · ∨ cn)+/ω
or ph = M(c1 ∨ · · · ∨ cn)+, we start from valid cost structures 〈Eci , ICci ,FCci (x x ′)〉 for each ci and valid
cost structures 〈Ech′ , ICch′ ,FCch′(x y)〉 for each ch′ ∈ CH.
Remark 6.42. Let T ∈ ¹C[ch]º f c be an arbitrary evaluation. Each ci is evaluated #ci := |CEinst(T, ci)|
times (see Definition 6.7) and 〈Eci j, ICci j,FCci j(aci ja′ci j)〉 represents the cost structure instance of the j-th
CE evaluation of ci for 1 ≤ j ≤ #ci. Similarly, #ch′ = |maxCH(T, ch′)| is the number of maximal evalu-
ation trees of chain ch′ in T (see Theorem 6.8) and 〈Ech′ j, ICch′ j,FCch′ j(ach′ jbch′ j)〉 is the cost structure
instance of the j-th maximal evaluation tree of ch′ for 1 ≤ j ≤ #ch′. The following cost structure can be










































This remark is a direct result of Theorem 6.8 and Definitions 6.7 and 6.6. As in the case for phases, this
cost structure has to be transformed to remove the sums over unknowns. For the main cost expressions
and non-final constraints, this can be done using the same approach as with phases (see Sections 6.5
and 6.5.1). Sum variables can also be defined for the intermediate variables of the chains ch′ ∈ CH and
the transformations are also valid for the constraints originated in ch′. Algorithm 2 now receives a tuple
that also contains ICch′ for each ch
′ ∈ CH and the returned constraint set is ICch instead of ICph. The rest
is not modified.
The shape of Algorithm 3 also remains largely the same. In addition to the final constraint sets of the





. The algorithm has access to the chains inside CH and its summaries
so they can be used by the strategies. Finally, the returned constraint sets are the constraint sets of the
complete chain ch, not only of the phase ph.
Next, the strategies for phases are adapted to deal with constraints in these new pending sets and to
generate constraints that depend only on the initial input and output initial values (x s ys) of the chain.
6.7. Chains with Multiple Recursion 99
Table 6.3.: Classification conditions for Inductive Sum Strategy in multiple chains: A ce ∈ ph or a ch′ ∈ CH
named B can be classified into a class with respect to a candidate cd(x y) if its condition is
satisfied.
Class Condition when ./ is ≤ Condition when ./ is ≥
Cnt (
∑
iv′ ./ ‖l ′‖) ∈ PsumsB ∧ ‖l ′‖ ./ cd(x y)− #calls(B)∑
k=1
cd(xk yk)≥ 0
Dc 0≤ dcB(x )≤ cd(x y)−
#calls(B)∑
k=1







cd(xk yk)− cd(x y) 0≤ icB(x )≤
#calls(B)∑
k=1
cd(xk yk)− cd(x y)
Inductive Sum Strategy for Multiple Chains
This strategy follows the same scheme of the original Inductive Sum strategy and is valid for
chains of the form ch = ph · CH where ph = M(c1 ∨ · · · cn)+, that is, it is not applicable
for phases that might diverge. In this case, the CEs in the phase can have multiple recursive
calls ci : C(x : y) = ϕci , b0,C(x1 : y1), b1,C(x2 : y2), · · · ,C(xn : yn), bn. The function #calls(ci) denotes
the number of recursive calls of ci and C(xk : yk) is the k-th recursive call for 1 ≤ k ≤ #calls(i). For
chains ch′ ∈ CH, we define #calls(ch′) := 0 and ϕch′ := summary(ch′) so cost equations ci ∈ ph and
chains ch′ ∈ CH can be treated uniformly.
Given a constraint
∑
iv ./ ‖l‖ ∈ PsumsA where A is a ci ∈ ph or a chain ch′ ∈ CH, the strategy generates
a candidate cd(x y) such that:
ϕA⇒




This is a direct generalization of the condition used for linear phases. Note that if A is a chain ch′,
#calls(A) is zero and the condition is ϕA⇒ (‖l‖ ./ cd(x y)≥ 0).
Once a candidate has been generated, the CEs ce ∈ ph and the chains ch′ ∈ CH have to be classified
according to their behavior with respect to the candidate. This strategy has the same classes as before
but the conditions have been generalized for CEs with multiple recursive calls and for chains.
Let B be a ce ∈ ph or a ch′ ∈ CH, Table 6.3 contains the classes and their conditions. The classes Cnt, Dc
and Ic also define the expressions cntB :=
∑
smiv′, ivdcB := ‖dcB(x )‖ and ivicB := ‖icB(x )‖ respectively.
Note that when B is a chain, the expression cd(x y)−∑#calls(B)k=1 cd(xk yk) simply corresponds to cd(x y).
Theorem 6.43. If every ce ∈ ph and every ch′ ∈ CH is classified into Cnt, Ic or Dc with respect to a candidate
cd(x y), the following constraints are valid:∑
B∈Cnt







ivcd+ ./ ‖cd(x s ys)‖
ivcd−! ./ ‖−cd(x s ys)‖
Finally, the strategy adds the constraints ivicB ./ ‖icB(x )‖ and ivdcB ./ ‖dcB(x )‖ to the corresponding
pending sets PsumsB for each B ∈ Ic and B ∈ Dc.
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Table 6.4.: Classification conditions for Inductive Sum Strategy wit Resets in multiple chains: A ce ∈ ph





iv′ ≤ ‖l ′‖) ∈ PsumsB ∧ ‖l ′‖ ≤ ‖cd(x )‖ − #calls(B)∑
k=1
‖cd(xk)‖






‖cd(xk)‖ − ‖cd(x )‖
Inductive Sum Strategy with Resets for Multiple Chains
As in the linear case, Inductive Sum Strategy with Resets can be applied to chains with multiple phases
that might diverge, that is, chains of the form ch := ph ·CH where ph := M(c1∨· · · cn)+/ω and it generates
only upper bound constraints.
The candidates are generated using the condition of class CntR (see Table 6.4) and only depend on
the input variables cd(x ). The strategy considers the classes CntR, DcR, and IcR from Table 6.4. In
the case of multiple recursion, the conditions from the Inductive Sum Strategy cannot be reused. The
conditions for this strategy have to always consider the positive part of the candidates (‖cd(x )‖) not
only for CntR but also for DcR and IcR. This is necessary for the soundness of the strategy. Given these
conditions, resets become a special case of IcR and thus no distinct class Rst is considered. It is also
worth noting that the condition for the DcR is trivial for chains ch′ ∈ CH because the right-hand side
‖cd(x )‖−∑#calls(ch′)k=1 ‖cd(xk)‖= ‖cd(x )‖ is always positive. Consequently, the strategy can always classify
chains into DcR where they are ignored.
Theorem 6.44. If every ce ∈ ph and every ch′ ∈ CH is classified into CntR, DcR, and IcR with respect to a
candidate cd(x ), the following constraints are valid:∑
B∈CntR
cntrB ≤ ivcd +
∑
B∈IcR
smivicrB ivcd ≤ ‖cd(x s)‖
For each B ∈ IcR, the strategy adds the constraint ivicrB ≤ ‖icr(x )‖ to PsumsB.
Basic Product Strategy
The basic product strategy does not require any changes, it can be directly applied to constraints from
pending sets of chains.
Max-Min Strategy for Multiple Chains
This strategy requires no changes in the candidate generation and in the constraint generation. Theo-
rems 6.33 and 6.34 are also valid for constraints iv ≥ ‖l‖ ∈ Pmsch′ and iv ≤ ‖l‖ ∈ Pmsch′ and for phases
with multiple recursion. However, the classification differs. In this strategy, the chains ch′ ∈ CH do
not need to be classified and the classification conditions are given in Table 6.5. Instead of considering
the sum of the values of the candidate in all the recursive calls, these conditions consider these values
independently.
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Example 6.45. Let us consider Program 4 (in Page 11) and its chain M(4c∨5c)+{(3c)}. Its cost relations
are in Figure 5.4 and they have been strengthened in Example 5.66 (in Page 74). For simplicity, we
omit the superscript of the CEs and we assume the cost structures of its components have been already
computed. The cost structure of (3) is empty, and the cost structures for 4 and 5 are 〈iv1+1,;, {iv1 = t1}〉
and 〈1,;,;〉 respectively (t1 = l1 is the cost of the call to append[(2)+(1)]). The simplified constraint
sets are:
CE/Chain Constraint set
4 {t = 1+ t1+ t2, t2≥ 0, t1≥ 1, t = l}
5 {t = 1+ t1+ t2, t1≥ 0, t2≥ 0, l = t2+ 1, t1 = 0}
(3) {t = l = 0}
The initial pending sets are Psums4 = {ivi t4 ≤ 1, ivi t4 ≥ 1, iv1 ≤ ‖t1‖, iv1 ≥ ‖t1‖} and Psums5 = {ivi t5 ≤
1, ivi t5 ≥ 1}. The cost structure computation is as follows:
1. Consider ivi t4 ≤ 1 ∈ Psums4. The algorithm applies the Inductive Sum Strategy and generates a
candidate t. The classification is Cnt := {4,5} and Dc := {(3)} with dc(3) := 0 and the generated
constraints are smivi t4+smivi t5 ≤ ivcd+− ivcd− , ivcd+ ≤ ‖t‖, and ivcd− ≥ ‖−t‖ which can be simplified
to smivi t4 + smivi t5 ≤ ‖t‖.
2. The processing of ivi t4 ≥ 1 is symmetric and its generated (and simplified) constraint is smivi t4 +
smivi t5 ≥ ‖t‖.
3. The Inductive Sum Strategy fails to generate a candidate for iv1 ≤ ‖t1‖. Instead, the Basic Product
Strategy can be applied and it generates smiv1 ≤ smivi t4 · dive1. The variable smivi t4 has already
been bounded so ivi t4 ≤ 1 does not need to be added to the pending sets. The constraint iv1 ≤ ‖t1‖
is added to Pms4.
4. Consider iv1 ≤ ‖t1‖ ∈ Pms4. The algorithm applies the Max-Min strategy and it generates the
candidate t (t ≥ t1). Both CEs 4 and 5 can be classified in Dc and the generated constraint is
dive1 ≤ t.
5. Finally, for iv1 ≥ ‖t1‖ ∈ Psums4 no non-trivial constraint can be obtained.
The resulting cost structure is:

smiv1 + smivi t4 + smivi t5 , {smiv1 ≤ smivi t4 · dive1}, {dive1 ≤ t, smivi t4 + smivi t5 = ‖t‖}

which represents an upper bound (1+ t) · t and a lower bound of t. Note that the lower bound is precise
for the given cost model. It corresponds to the case where the input argument t is a degenerate tree and
append is always called with l1 = Nil.
Linear Phases as a Special Case
The approach for chains with multiple recursion can also be applied for chains ch := ph · ch′. It corre-
sponds to having a set CH with only one element ch′ (see Corollary 6.9).
The only particularity is that in such a chain, we know that #ch′ = 1 and consequently for intermediate
variables from ch, we have smiv = dive = bivc. Therefore, the Basic Product strategy can be simplified for
those cases. Let
∑
iv≤ ‖l‖ ∈ Psumsch′ , the modified strategy generates the constraint∑ smiv≤ dive′ and
adds iv′ ≤ ‖l‖ to Pmsch′ where iv′ is a fresh intermediate variable. Similarly, let ∑ iv ≥ ‖l‖ ∈ Psumsch′ , it
generates the constraint
∑
smiv≥ bivc′ and adds iv′ ≥ ‖l‖ to Pmsch′ .
102 6. Bound Computation
Table 6.5.: Classification conditions for Max-Min strategy in multiple chains: A ce can be classified into the
classes Dc, Ic or Rst with respect to a candidate cd(x ) if its conditions are satisfied.

























cd(xk) ./ ‖rstB(x )‖

Example 6.46. This approach obtains bounds for Program 16. Consider the chain (3)+(2.1). The cost
structures for CE 3 and chain (2.1) are 〈1,;,;〉 and 〈iv1,;, {iv1 = ‖b‖}〉 respectively. The main cost
expression is smivi t3 + smiv1 and the initial pending sets are Psums
(2.1) = {iv1 ≤ ‖b‖, iv1 ≥ ‖b‖} and
Psums3 = {ivi t3 ≤ 1, ivi t3 ≥ 1}. The cost structure computation is as follows:
1. First, the constraints ivi t3 ≤ 1 and ivi t3 ≥ 1 can be processed by the Inductive Sum Strategy. The
generated (simplified) constraints are smivi t3 ≤ ‖a‖ and smivi t3 ≥ ‖a‖.
2. Next, the constraint iv1 ≤ ‖b‖ ∈ Psums(2.1) is selected. The Inductive Sum strategy generates the
candidate b. The classification is Cnt := {(2.1)} and Ic := {3} with ic3 := ‖a‖. The generated
(simplified) constraints are smiv1 ≤ iv2 + smivic3 and iv2 ≤ ‖b‖. The constraint ivic3 ≤ ‖a‖ is added
to the pending set Psums3. The treatment of iv1 ≥ ‖b‖ ∈ Psums(2.1) is symmetric.
3. The constraint ivic3 ≤ ‖a‖ ∈ Psums3 can be processed using the Basic Product strategy, which
generates smivic3 ≤ smivi t3 · diveic3 , followed by the Max-Min strategy which generates diveic3 ≤ ‖a‖.
This is enough to obtain an upper bound. The cost structure at this point is:*
smivi t3 + smiv1,
§
smiv1 = iv2 + smivic3
smivic3 ≤ smivi t3 · diveic3
ª
,
 smivi t3 = ‖a‖,iv2 = ‖b‖,diveic3 ≤ ‖a‖

+
and the corresponding upper bound is ‖a‖+ ‖b‖+ (‖a‖2).
4. Alternatively, the constraints ivic3 ≤ ‖a‖ and ivic3 ≥ ‖a‖ can also be processed using the Triangular
Sum strategy with q = 1. The resulting (simplified) cost structure is:
*
smivi t3 + smiv1,

smiv1 = iv2 + smivic3
smivic3 = ivp1 +
1
2 ivp2 − 12 ivi ts
ivp1 = ivini · ivi ts
ivp2 = smivi t3 · ivi ts
ivi ts = smivi t3
,
 smivi t3 = ‖a‖,iv2 = ‖b‖,ivini = ‖a‖

+
which represents the precise cost (upper and lower bound) ‖a‖+ ‖b‖+ (‖a‖2/2+ ‖a‖/2)
This approach can obtain bounds for programs where the approach based on composing the cost
structures of the individual phases fails. This is because using this approach, the strategies for Sum and
Max variables are used to infer non-linear size relations whereas the compositional approach relies on
linear summaries that cannot capture such size relations. That is precisely the case with Program 16.
However, this alternative does not solve all the limitations of the analysis with respect to non-linear
size relations and it presents other disadvantages. Namely, this approach is less modular. Instead of
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computing a cost structure for the phase once, a computation has to be done for each chain that starts
with such phase. In addition, it is harder to generate good candidates for the Inductive Sum strategy and
obtain expressions that depend on the output as well. That is, it is harder to obtain amortized bounds
using this approach.
A more detailed account of the limitations of the current analysis with respect to non-linear size
relations is given in Chapter 10.
6.8 Solving Cost Structures
Up to this point, we have seen how to obtain cost structures for the chains of a cost relation. Cost
structures give us very precise information about the cost of cost relations, but they can be complex
and hard to interpret. Therefore, we want to obtain upper or lower bounds instead. Theorem 6.16
guarantees that a cost structure bound also represents a bound of the chain. Thus, this section focuses
on obtaining cost structure bounds.
Recall the definition of cost structure upper bound (Definition 6.15 in Page 81). A function f (x ) is
a cost structure upper bound of 〈E, IC,FC(x y)〉 if IC ∧ FC(x y) ⇒ f (x ) ≥ E. A cost structure upper
bound can be computed incrementally. First, final constraints are transformed so they only contain input
variables FC(x ) using the corresponding chain summary8. Then, starting from the main cost expression
f0 := E, the bound computation procedure rewrites fi →ub fi+1 repeatedly such that IC ∧ FC(x )⇒ fi ≤
fi+1. This process substitutes intermediate variables by their bounds until no intermediate variables are
left. At that point fi is a valid cost structure upper bound.
Let (
∑n
i=1 iv ≤ e) ∈ IC ∪ FC(x ), we have that e1iv1 + e2iv2 + · · ·+ enivn ≤ max(e1, e2, · · · , en)‖e‖ holds
for arbitrary expressions e1, e2, · · · , en. In the particular case where n = 1, we simply have iv1 ≤ ‖e‖.
Similarly, let (
∑n
i=1 iv ≥ e) ∈ IC ∪ FC(x ), we have that e1iv1 + e2iv2 + · · ·+ enivn ≥ min(e1, e2, · · · , en)‖e‖
and if n = 1, then iv1 ≥ ‖e‖. Based on this, the following set of rewrite rules are defined:
R := (e1iv1 + e2iv2 + · · ·+ enivn)→≤ (max(e1, e2, · · · , en)‖e‖) ∑ni=1 iv≤ e ∈ (IC ∪ FC(x )) 	
∪ (e1iv1 + e2iv2 + · · ·+ enivn)→≥ (min(e1, e2, · · · , en)‖e‖) ∑ni=1 iv≥ e ∈ (IC ∪ FC(x )) 	
Now, it is left to define how to apply these rules. For upper bounds, the rewrite steps maximize
sub-expressions that appear positively and minimize expressions that appear negatively. Given that
intermediate variables are always positive and other expressions always appear inside the operator ‖‖,
it is always possible to determine syntactically if a sub-expression appears positively or negatively. For
instance, in an expression iv1 − (iv2 − iv3), the sub-expression iv1 appears positively, (iv2 − iv3) and iv2
appear negatively, and iv3 appears positively.
The rewrite rules can be applied as follows. Let an expression f such that f|pi (the sub-expression
at position pi) matches l for a rule l →≤ r ∈ R and f|pi appears positively, the sub-expression l can be
substituted by r at that position f →ub f [l/r]pi. Conversely, if fpi matches l such that l →≥ r ∈ R and
f|pi appears negatively, the sub-expression l can be substituted by r at that position f →ub f [l/r]pi.
For lower bounds, f has to be rewritten fi →lb fi+1 such that IC ∧ FC(x )⇒ fi ≥ fi+1. Therefore, the
rewrite rules can be applied inversely. Let an expression f such that f|pi matches l for a rule l →≥ r ∈ R
and f|pi appears positively, then f →lb f [l/r]pi. Conversely, if fpi matches l such that l →≤ r ∈ R and f|pi
appears negatively, then f →lb f [l/r]pi.
It is certainly possible that no rule can be matched directly. However, constraints of the form
∑n
i=1 iv≤
e can always be split into ivi ≤ e for 1 ≤ i ≤ n which in turn generate the corresponding rules ivi →≤ e
and individual intermediate variables can always be matched. Furthermore, we know that intermediate
8 For each
∑
iv ./ ‖l(x y)‖, we infer l′(x ) such that summary(ch)⇒ l(x y) ./ l′(x ) and generate ∑ iv ./ ‖l′(x )‖. If no l′ is
found, no constraint is generated.
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variables are always positive so for every iv we have the trivial rules iv→≥ 0 and iv→≤ ω. Consequently,
the procedure can always obtain a cost structure bound.
Example 6.47. Consider the cost structure of chain [1.2] of Program 13:
〈1iv2 + 2iv6, {iv2 = iv3 · iv4}, {iv3 + iv6 = ‖y + x‖, iv4 = ‖z‖}〉
We have the following (numbered) rules9:
1: iv2→≤ iv3 · iv4 3: iv4→≤ ‖z‖ 5: e1iv3 + e2iv6→≤ max(e1, e2) · ‖y + x‖
2: iv2→≥ iv3 · iv4 4: iv4→≥ ‖z‖ 6: e1iv3 + e2iv6→≥ min(e1, e2) · ‖y + x‖
We can obtain an upper bound with the following rewrite sequence (→nub indicates that rule n is applied):
1iv2 + 2iv6 →1ub iv3 · iv4 + 2iv6 →3ub iv3 · ‖z‖+ 2iv6 →5ub max(‖z‖, 2) · ‖y + x‖
Note that we assume that arithmetic simplifications can be applied in between rule applications. In
particular, the product iv3 · ‖z‖ can be rewritten as ‖z‖ · iv3 so rule 5 can be matched.
Similarly, a lower bound can be obtained as follows:
1iv2 + 2iv6 →2lb iv3 · iv4 + 2iv6 →4lb iv3 · ‖z‖+ 2iv6 →6lb min(‖z‖, 2) · ‖y + x‖
Matching rules with several intermediate variables on their left side (such as 5 and 6) is harder than
matching rules with a single intermediate variable. We can simplify the process by generating the rules
iv3→≤ ‖y+ x‖ and iv3→≤ ‖y+ x‖ instead of rule 5 and rewrite iv3 ·‖z‖+2iv6 to ‖y+ x‖·‖z‖+2‖y+ x‖.
The resulting expression is also a valid upper bound although it is less precise. Unfortunately, this
simplification cannot be applied to rule 6.
Note that given a cost structure, there might be multiple bound expressions that can be extracted de-
pending on which rules are considered. Moreover, the different possible bound expressions are often not
comparable among each other. For instance, given a cost structure 〈iv,;, {iv ≤ ‖x‖, iv ≤ ‖y‖}〉, both ‖x‖
and ‖y‖ are valid upper bounds. These upper bounds are not comparable (we do not know whether x is
bigger that y or not) thus the best upper bound is min(‖x‖,‖y‖). However, the current implementation
prioritizes efficiency over precision. Instead of trying to obtain the best bound considering all the con-
straints, it performs a heuristic preselection of the constraints to be considered. This preselection tries
to minimize the asymptotic complexity of the upper bounds and maximize the asymptotic complexity of
the lower bounds.
6.9 Piece-Wise Symbolic Bounds
The approach presented so far computes upper and lower bounds of all the chains of one or several cost
relations. However, we are usually interested in a bound for any evaluation of a CR, not for a specific
chain. In order to obtain such a bound, the bounds from each of the chains have to be combined.
The simplest approach is to take the maximum of the upper bounds and the minimum of the lower
bounds.
Corollary 6.48 (CR bound). Let CH be the set of chains in CR C and let fch be an upper bound of C[ch] for
each ch ∈ CH. The function f :=maxch∈CH fch is an upper bound of C. Conversely, let gch be an lower bound
of C[ch] for each ch ∈ CH, the function g :=minch∈CH gch is a lower bound of C.
9 In principle rules 1 and 2 should be iv2→≤ ‖iv3 · iv4‖ and iv2→≥ ‖iv3 · iv4‖ but they can be simplified because iv3 and iv4
(and any other intermediate variable) are always non-negative.
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This result follows directly from the completeness of the refinement. This approach can suffice if we
are only interested in the worst case asymptotic complexity of a cost relation but it can be insufficient if
we want a precise upper bound. For lower bounds, this naive approach will almost always generate a
trivial constant bound.
Example 6.49. Program 8 (in Figure 1.14 in Page 15) has the following chains, chain summaries and
bounds:
Chain Summary Ub Lb Chain Summary Ub Lb
(6)+(4) {n≥ 1, l ≥ n,n+ ret = l} ‖n‖ ‖n‖ (4) {0≥ n, ret = l} 0 0
(6)+(5) {l ≥ 1,n> l, 0= ret} ‖l‖ ‖l‖ (5) {l = 0,n≥ 1, ret = 0} 0 0
If we take the maximum of the upper bounds, we obtain max(n, l) instead of the precise bound min(n, l)
(the bound ‖n‖ has the condition that l ≥ n and the bound ‖l‖ has the opposite condition n > l). In
the case of lower bounds, the imprecision is even more significant. We obtain the trivial lower bound
min(n, 0) = 0.
This imprecision comes from the fact that we have completely ignored the information contained in
the chain summaries which tells us when each chain is applicable. Chain summaries can be seen as
necessary preconditions (see Definition 5.26). Note though that they are not sufficient preconditions so
summaries of different chains can be compatible (not mutually exclusive).
Example 6.50. The cost relation p in Program 13 contains two chains whose summaries are not all
mutually exclusive:
Chain Summary Ub Lb
(1.1) {x > 0, y > 0, z > 0} 2‖x + y‖ 2‖x + y‖
(1.2) {x > 0, y > 0, z > 0} max(‖z‖, 2) · ‖x + y‖ min(‖z‖, 2) · ‖x + y‖
Despite not being mutually exclusive, we can use the constraints in the chain summaries to partition
the input space and obtain more precise bounds for each of the partitions. In this manner, we obtain a
piece-wise defined bound function.
Example 6.51. In the case of Program 8, the summaries are already mutually exclusive, that is, they
represent a partition of the input space. Therefore, the piece-wise upper and lower bound of Program 8
is:
f (l,n) =
 ‖n‖ if l ≥ n≥ 1‖l‖ if n≥ l ≥ 10 if (n≤ 0)∨ (n≥ 1∧ l = 0)
In general, given a CR C with input variables x , a partition of its input space is a set of constraint sets
PC := {ϕ1(x ), · · ·ϕn(x )} such that they cover the complete input space (ϕ1(x ) ∨ · · · ∨ϕn(x ) = >) and
they are all incompatible, i.e. for all i, j ∈ [1,n] such that i 6= j ϕi(x )∧ϕ j(x ) =⊥. Given a partition Pch
and a chain set CH, a valid allocation is a function alloc : PC →P (CH) (where P (CH) is the power set
of CH) such that ch ∈ alloc(ϕ) if and only if summary(ch)∧ϕ is satisfiable.
Theorem 6.52 (CR Piece-Wise Bound). Let C be a cost relation with chains CH, upper bounds fch and
lower bounds gch for each chain ch ∈ CH. Let PC := {ϕ1, · · · ,ϕn} be a partition of the input space and let
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Proof. Let T ∈ ¹Cº f c with parameters (a : b). Because PC is a partition, only one ϕi ∈ PC is satisfied
by the input parameters a (|= ϕi(a)). By refinement completeness, we know there is a chain ch j ∈ CH
such that T ∈ ¹C[ch j]º f c. Given the definition of chain summaries summary(ch j) is satisfiable with the
parameters ab so we have that ϕi∧summary(ch j) must be satisfiable. Therefore, ch j ∈ alloc(ϕi). Finally,
We have that fch j is a valid upper bound for every evaluation T ∈ ¹C[ch j]º f c, therefore:
Cost(T )≤ fch j (a)≤ maxch∈alloc(ϕi) fch(a) = f (a)
The proof for lower bounds is analogous.
The partitioning of the input space can be done by creating a Binary Space Partitioning Tree (BSP)
that allocates the chains and their bounds according to their summary. A linear constraint lc := l ≥ 0
splits the input space in two semi-spaces. The subspace that satisfies l ≥ 0 and the one that satisfies its
complement l < 0. Constructing a BSP can be done by recursively dividing the input space using linear
constraints. We use the linear constraints that appear in the chain summaries. Given a linear constraint
lc, each chain ch can be allocated into the first sub-space if lc⇒ summary(ch), into the second sub-space
if ¬lc⇒ summary(ch), or into both if none of the implications hold. The total number of partitions can
grow very large (at most 2n partitions where n is the number of constraints in all the chain summaries).
Fortunately, the process can be stopped at any moment, for instance, by limiting the maximum depth of
the partitioning tree. Thus, we can trade precision and efficiency.
6.10 Proofs
This section contains the proofs for the cost composition theorem (Theorem 6.8) and the proofs for
the theorems corresponding to the strategies for the phase (and multiple recursive chain) cost structure
computation.
6.10.1 Theorem 6.8: Cost Composition
We have to prove that for any evaluation T ∈ ¹C[ch]º f c where ch = ph · CH:







where maxCH(T, ch′) = {pi | T|pi is a maximal tree of ch′} for each ch′ ∈ CH. We apply the definition of















where CEinst(T, c) = {pi | label(T|pi) = c} for each c ∈ ph.
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Given that all the sets maxCH(T, ch′) and CEinst(T, c) are disjoint, we consider only two sets maxCH(T )
















We prove this expression by induction on the size of CE evaluations |CEinst(T )|.
Base case
In the base case (n = 1) we have T = t(ci(a : b), [T1, · · · , Tn]) ∈ ¹C[ch]º f c, such that ci ∈ ph and








































1. Definition of Cost (Definition 3.8)
2. Let c: C(x : y) = ϕ, b1, . . . , bn, we divide T1, · · · , Tn in three sets:
a) The evaluations with recursive calls that have been truncated because of a selected partial
evaluation Trunc = {i | bi = C(x i : yi)∧ label(Ti) =⊥}
b) The evaluations with recursive calls that have not been truncated
Rec = {i | bi = C(x i : yi)∧ label(Ti) 6=⊥}
c) The evaluations with non-recursive calls Nrec = {i | Ti 6∈ ¹Cº f c}
3. For each i ∈ Trunc we have Cost(Ti) = Cost(0) = 0
4. Definition of cost of CE (Definition 6.6)
5. Because of the value of CEinst(T ) = {ε} and T|ε = T
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Inductive step











































































1. Definition of Cost (Definition 3.8)
2. We can divide T1, · · · , Tn in four sets:
a) The recursive evaluations that have been truncated because of a finite approximation
Trunc = {i | bi = C(x i : yi)∧ label(Ti) =⊥}
b) The recursive evaluations in the phase Recph = {i | Ti ∈ ¹C[ch]º f c}
c) The recursive evaluations outside the phase RecCH = {i | Ti ∈ ¹C[ch′]º f c and ch′ ∈ CH}
d) The evaluations of other CRs Nrec = {i | Ti 6∈ ¹Cº f c}
3. As in the base case, for each i ∈ Trunc we have Cost(Ti) = Cost(0) = 0
4. Definition of CE cost (Definition 6.6)
5. We apply the induction hypothesis to each Ti such that i ∈ Recph
6. We re-arrange terms and express the sub-trees of Ti in terms of positions from T
7. We have that
maxCH(T ) = RecCH ∪
⋃
i∈Recph
{i ·pi | pi ∈maxCH(Ti)}
and
CEinst(T ) = {ε} ∪ ⋃
i∈Recph
{i ·pi | pi ∈ CEinst(Ti)}
in which all sets are disjoint
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6.10.2 Strategy Proofs Preliminaries
In Section 6.5, intermediate variable instances were numbered for a given evaluation T . In order to
complete the proofs, intermediate variable instances are explicitly parameterized by an evaluation.
Let iv be an intermediate variable defined in a CE c, and let T ∈ ¹Cº f c be an evaluation with label(T ) =
c, the instance of iv in T is expressed as iv(T ). Similarly, the definition of Sum intermediate variables
can be reformulated.
Definition 6.53 (Sum Intermediate Variable - Alternative Notation). Let T ∈ ¹Cº f c be an evaluation. A










This definition is equivalent to Definition 6.21. However, in Definition 6.21 the instances CEinst(T, c)
and their corresponding instances of intermediate variables iv(T|pi) had been numbered from 1 to #ci =|CEinst(T, c)|. The same applies for the instances maxCH(T, ch′) in Section 6.7.
Based on these definitions, the following lemmas can be established. These are extensively used in the
proofs of the strategies.
Lemma 6.54. Let T = t(c(a : b), [T1, · · · , Tn]) ∈ ¹C[ch]º f c be an evaluation in a phase c ∈ ph (ch starts
with ph) where Ti1 , · · · , Tim correspond to the recursive calls. Let iv be an intermediate variable defined in B





j=1 smiv(Ti j ) if B = c∑m
j=1 smiv(Ti j ) if B 6= c
Lemma 6.55. Let T ∈ ¹C[ch′]º and let iv be an intermediate variable defined in B (where B can be a CE
c 6∈ ch′ or a chain).
smiv(T ) =
§
iv(T ) if B = ch′
0 if B 6= ch′
These lemmas derive directly from the definition of Sum Intermediate Variables (Definition 6.53) and
the definitions of CEinst and maxCH.
6.10.3 Theorem 6.27: Inductive Sum Strategy
Let ph = (c1 ∨ · · · ∨ cn)+ be an iterative phase. We have to prove that, given a candidate cd(x ) such that
we could classify every ce ∈ ph into the classes Cnt, Dc and Ic according to their definitions in Table 6.1.
The following constraints are valid for any evaluation of the phase.∑
ce∈Cnt







ivcd+ ./ ‖cd(x s)− cd(x f )‖
ivcd−! ./ ‖−cd(x s) + cd(x f )‖
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In this setting, we are not restricted by the format of the cost structures and we can merge the three
constraints into one: ∑
ce∈Cnt







This constraint involves intermediate variables from the cost structures of the CEs and additional inter-
mediate variables ivice and ivdce defined during the candidate classification. We have ivice and ivdce for
each ce ∈ Ic and ce ∈ Dc whose value is defined as ivice := ‖ice(x x ′)‖ and ivdce := ‖dce(x x ′)‖ (Table 6.1).
The addition of ivice ./ ‖ic(x x ′)‖ and ivdce ! ./ ‖dc(x x ′)‖ to Psumsce follows directly from these definitions.
The constraint has to be valid for any evaluation T ∈ ¹C[ph · ch]º f c. Consequently, we instantiate
the constraint with respect to an evaluation T . Given an evaluation T = t(c(as : bs), [T1, · · · , Tn]) with
maximal evaluation tree of ch T ′ = t(c′(a f : b f ),_). Its instantiated constraint is:∑
ce∈Cnt






Now we prove that this constraint holds for any evaluation T ∈ ¹C[ph · ch′]º f c by induction on n =|CEinst(T )| (as defined in Section 6.10.1). That is, the number of evaluation nodes that belong to the
phase.
Base Case
The case n = 0 corresponds to an evaluation T ∈ ¹C[ch′]º f c. The constraint is 0 ./ 0 because all smiv
are zero (Lemma 6.55) and T = T ′ (T is the maximal evaluation of ch in T) so cd(as)− cd(a f ) = 0.
Inductive Case
For the inductive case, we assume the expression holds for every evaluation of size smaller than n
and prove it for size n. Let T = t(ci(as : bs), [T1, · · · , Tn]) ∈ ¹C[ph · ch](as : bs)º f c such that there is a
recursive evaluation T j (T j ∈ ¹C[ph · ch](a′s : b′s)º f c or T j ∈ ¹C[ch](a′s : b′s)º f c). CEinst(T j) is smaller
than CEinst(T ) so the induction hypothesis can be applied to T j. We distinguish cases depending on
which CE is evaluated. In particular, whether ci belongs to Cnt, Dc or Ic. In each case, we reduce the
constraint on T to the constraint on T j (we apply Lemma 6.54 for the Sum variables at both sides of the
constraint) plus some additional summands and we prove that the additional summands maintain the
inequality.









The right-hand side of the constraint is:













If we apply the induction hypothesis, we are left to prove:∑
smivk∈cnti
ivk(T ) ./ cd(as)− cd(a′s)
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This constraint is directly guaranteed by the classification condition of Cnt∑
smivk∈cnti
ivk ./ ‖l ′‖ ∈ Psumsci ∧ ‖l ′‖ ./ cd(x )− cd(x ′)
which is valid for any evaluation of a ci ∈ Cnt and in particular for T (with values as and a′s).






And the right-hand side is:












smivdce(T j)− ivdci (T )
We apply the induction hypothesis and we are left to prove:
0 ./ cd(as)− cd(a′s)− ivdci (T )
By definition of Dc we have cd(as)−cd(a′s) is positive and ivdci (T ) = ‖dce(asa′s)‖ ./ cd(as)− cd(a′s)
which guarantees the condition that we want to prove.
• If ci ∈ Ic, the left side of the constraint does not have additional summands as in the previous case.
The right-hand side of the constraint can be decomposed as follows:






= cd(as)− cd(a′s) + cd(a′s)− cd(a f ) +
∑
ce∈Ic




We apply the induction hypothesis and we are left to prove:
0 ./ cd(as)− cd(a′s) + ivici (T )
This is directly guaranteed by the definition of Ic (given that ‖ici(asa′s)‖= ivici (T )).
6.10.4 Theorem 6.31: Inductive Strategy with Resets
Let ph = (c1 ∨ · · · ∨ cn)+ be an iterative phase or ph = (c1 ∨ · · · ∨ cn)ω be a divergent phase. We have to
prove that, given a candidate cd(x ) such that we could classify every ce ∈ ph into the classes CntR, Dc, Ic
and Rst according to their definitions in Table 6.1. The following constraints are valid for any evaluation
of the phase. ∑
ce∈CntR





smivrste ivcd ≤ ‖cd(x s)‖
Similarly to the previous proof, we merge the constraints into a single one and instantiate it for an
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We prove that the constraint holds for all evaluations by induction on n = |CEinst(T )|.
Base Case
The case of n = 0 corresponds to an evaluation T ∈ ¹C[ch′]º f c or a T = t(⊥(a : b), []) originated in a
divergent phase. In both cases, the constraint is 0 ≤ ‖cd(as)‖+ 0+ 0 which holds trivially (all smiv are
0 according to Lemma 6.55).
Inductive Case
For the inductive case, we assume the expression holds for every evaluation of size smaller than n and
prove it for size n. Let T = t(ci(as : bs), [T1, · · · , Tn]) be an evaluation with ci ∈ ph such that there is




s. CEinst(T j) is smaller than CEinst(T ) so the induction
hypothesis can be applied to T j. We distinguish cases depending on which CE is evaluated. In particular,
whether ci belongs to CntR, Dc, Ic, or Rst. In each case, we reduce the constraint on T to the constraint
on T j plus some additional summands and prove that the additional summands maintain the inequality.























If we apply the induction hypothesis, we are left to prove:∑
smivk∈cntri
ivk(T ) ≤ ‖cd(as)‖ − ‖cd(a′s)‖
which is directly guaranteed by the condition of CntR.















After applying the induction hypothesis, we have to prove:
0≤ ‖cd(as)‖ − ‖cd(a′s)‖
which is guaranteed by the condition from Dc: 0≤ dci(x x ′)≤ cd(x )− cd(x ′)
• If ci ∈ Ic, the left side of the constraint does not have additional summands as in the previous case.







= ‖cd(as)‖ − ‖cd(a′s)‖+ ‖cd(a′s)‖+
∑
ce∈Ic





After applying the induction hypothesis, we have to prove (with ivici (T ) = ‖ici(asa′s)‖):
0≤ ‖cd(as)‖ − ‖cd(a′s)‖+ ‖ici(asa′s)‖
From the definition of Ic, we know:
0≤ cd(as)− cd(a′s) + ici(asa′s) (6.1)
We distinguish cases:
– If cd(a′s) is negative, ‖cd(a′s)‖ = 0 and we have 0 ≤ ‖cd(as)‖+ ‖ici(asa′s)‖ which is trivially
true (both summands are non-negative).
– If cd(a′s) is non-negative, ‖cd(a′s)‖ = cd(a′s) ≤ cd(as) + ici(asa′s) (because of Condition 6.1)
which implies the condition that we have to prove: ‖cd(a′s)‖ ≤ ‖cd(as)‖+ ‖ici(asa′s)‖.
• If ci ∈ Rst, the left side of the constraint does not have additional summands as in the previous













smivrste(T j) + ivrsti (T )
After applying the induction hypothesis, we have to prove (with ivrsti (T ) = ‖rsti(as)‖):
0≤ ‖cd(as)‖ − ‖cd(a′s)‖+ ‖rsti(as)‖
By the definition of Rst we have ‖rsti(as)‖ ≥ cd(a′s) which is sufficient to prove that ‖cd(as)‖ −‖cd(a′s)‖+ ‖rsti(as)‖ is non-negative.
6.10.5 Theorems 6.33 and 6.34: Max-Min Strategy
These theorems are used to generate constraints during the computation of a cost structure for a phase
ph (Section 6.5.2) or a chain ph · CH (Section 6.7) and they are valid also for divergent phases.
Given a constraint iv ≤ ‖l‖ ∈ PmsB (where B ∈ ph or B ∈ CH), if we manage to classify all the ce ∈ ph
into Dc, Ic, and Rst, we generate:
dive ≤ ivmax +
∑
ce∈Ic
smivice , ivmax ≤ maxce∈Rst(diverste , ivcd), ivcd ≤ ‖cd(x s)‖
Similarly to the previous proofs, we merge the constraints into a single one and instantiate it for an
arbitrary evaluation T1 ∈ ¹C[ch]º f c such that ch starts with phase ph (the chain ch can be either ch = ph,
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Let T j  T1 such that T j = (T1)|pi for a pi ∈ CEinst(T1,B) or pi ∈maxCH(T1,B) (depending on whether B
is a CE or a chain) and parameters param(Ti) = (a j : b j) (in the case of T1, param(T1) = (a1 : b1) = (as :
bs)). In order to prove that the constraint 6.2 holds, it is enough to prove that the following constraint




holds for any T j. This is because if all instances iv(T j) for all T j  T1 are smaller or equal than an amount,dive(T1) (which is the biggest instance) is also smaller or equal than that amount.
Given a T j and its intermediate variable instance iv(T j), we prove that either:




2. or iv(T j)≤ ‖cd(a1)‖+ ∑
ce∈Ic
smivice(T1).
Both cases imply the constraint 6.3.
First, given the definition of the candidate, we have that iv(T j) ≤ ‖l(a ja′j)‖ ≤ ‖cd(a j)‖. Then, we
consider the evaluations between T1 and T j, that is, the path of evaluations T1, T2, · · · , T j−1 where each
Ti+1 is a direct successor of Ti and Ti has param(Ti) = (ai : bi) and label(Ti) ∈ ph. In this path, we take
the last Tr in the path such that the candidate is reset, that is label(Tr) ∈ Rst. The path from Tr to T j
contains evaluations of Ti for r < i < j such that label(Ti) can only belong to Dc or Ic.
• For each Ti such that label(Ti) ∈ Dc, we have ‖cd(ai+1)‖ ≤ ‖cd(ai)‖.
• For each Ti such that label(Ti) = ce ∈ Ic, we have ‖cd(ai+1)‖ ≤ ‖cd(ai)‖+ ivice(Ti). This is be-









Given that label(Tr) = ck ∈ Rst, we have that the classification condition for Rst holds ‖cd(ar+1)‖ ≤‖rste(ar )‖= ivrste(Tr) which by definition is ivrstk(Tr)≤ diverstk(T1). Therefore, we conclude with the first
case:




If there is no evaluation Tr in the range 1 ≤ r < j such that label(Tr) ∈ Rst, we carry up the transforma-
tion to the root of the evaluation and obtain the second case:
iv(T j)≤ ‖cd(a1)‖+
∑





The proof for Theorem 6.34 for constraints bivc ≥ ‖l‖ ∈ PmsB is analogous.
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6.10.6 Theorem 6.37: Triangular Sum Strategy
Let ph := (c1 ∨ · · · ∨ cn)+ be an iterative phase. We have to prove that, given a candidate cd(x ) such that
we could classify every ce ∈ ph into the classes CntT and Nop according to their definitions in Table 6.1.
The following constraints are valid:∑
ce∈CntT




These constraints are a merged version of the ones stated in Section 6.5.2. Here q := max
ce∈CntT
(qe) if ./ is ≤
or q := min
ce∈CntT
(qe) otherwise. The variable ivi ts represents the number of evaluations of CE in the phase
evaluation such that ce ∈ CntT.
Let us consider an arbitrary evaluation of the phase T1 ∈ ¹C[ch]º f c for a chain ch = ph · ch′. Let
T f  T1 such that T f ∈ ¹C[ch′]º f c is the maximal evaluation of ch′ in T1. We denote with Ti the sub-
evaluations of T1 in the phase for 1 ≤ n < f (that is, Ti = (T1)|pi with pi ∈ CEinst(T1)) with variables
param(Ti) = (ai : bi). We introduce the following auxiliary notion.
Definition 6.56 (Partial count). ivi ts[1..i] is the partial count of CntT in the evaluations [1..i]. It
represents the number of CE evaluations of ce ∈ CntT in the range 1 ≤ j < i. Note that we have
ivi ts = ivi ts[1.. f ].
Then, we state the following lemma:
Lemma 6.57. For all 1≤ i < f we have
cd(ai) ./ cd(a1) + q · ivi ts[1..i]
Proof. We prove it by induction over i.
• Base case: For i = 1, the interval in ivi ts[1..1] is empty, ivi ts[1..1] = 0 and cd(a1) ./ cd(a1) + 0.
• Inductive case: We assume cd(ai) ./ cd(a1)+q · ivi ts[1..i] and prove it for i+1. We distinguish two
cases:
– If label(Ti) ∈ CntT, we have:
cd(ai+1) ./ cd(ai) + q
./(IH) cd(a1) + q · ivi ts[1..i] + q
= cd(a1) + q · (ivi ts[1..i] + 1) = cd(a1) + q · (ivi ts[1..(i + 1)])
– If label(Ti) ∈ Nop, we have:
cd(ai+1) = cd(ai) =(IH) cd(a1) + q · ivi ts[1..i]
= cd(a1) + q · ivi ts[1..i + 1]




1≤ j< f ∧label(T j)∈CntT
cd(a j)
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We prove that the right side of the constraint that we generate is a valid approximation of this constraint:∑
1≤ j< f ∧label(T j)∈CntT
cd(a j) ./(1)
∑
1≤ j< f ∧label(T j)∈CntT
 
cd(a1) + q · ivi ts[1.. j]

=(2) ivi ts[1.. f ] · cd(a1) + ∑
1≤ j< f ∧label(T j)∈CntT
(q · ivi ts[1.. j])
=(3) ivi ts[1.. f ] · cd(a1) + q
ivi ts[1.. f ]−1∑
j=0
j




=(5) cd(a1) · (ivi ts) + q2 · (iv2i ts − ivi ts)
1. Because of Lemma 6.57
2. Definition of ivi ts[1..n] and distributivity
3. Express sum as indexed sum
4. Definition of ivi ts[1..n]: ivi ts = ivi ts[1.. f ]
5. Solve arithmetic sequence
6.10.7 Theorem 6.43: Inductive Sum Strategy for Multiple Chains
Let ch = ph ·CH be a multiple chain. We have to prove that, given a candidate cd(x y) such that we could
classify every ce ∈ ph and every ch′ ∈ CH into the classes Cnt, Dc and Ic according to their definitions in
Table 6.3. The following constraints are valid for any evaluation of the chain.∑
B∈Cnt







ivcd+ ./ ‖cd(x s ys)‖
ivcd−! ./ ‖−cd(x s ys)‖
As in previous proofs, we merge the constraints and instantiate the result for an evaluation T . Given an
evaluation T = t(c(a : b), [T1, · · · , Tn]), we define its corresponding constraint:∑
B∈Cnt







We prove that this constraint holds for any evaluation T ∈ ¹C[ph·CH]º f c or T ∈ ¹C[ch′]º f c with ch′ ∈ CH
by induction on n = |CEinst(T )|, that is, the number of evaluation nodes that belong to the phase.
Base Case
We consider the case n = 0, that is T ∈ ¹C[ch′]º f c for a chain ch′ ∈ CH. We distinguish cases according
to whether ch′ has been classified in Cnt, Dc or Ic:
• If ch′ ∈ Cnt, we have ∑
B∈Cnt








ivk(T ) ./ cd(ab)
This is guaranteed by the classification condition of Cnt:
∑





• If ch′ ∈ Dc, we have ∑
B∈Cnt







0 ./ cd(ab)− ivdcch′
ivdcch′ ./ cd(ab)
This is guaranteed by the classification condition of Dc.
• If ch′ ∈ Ic, we have ∑
B∈Cnt







0 ./ cd(ab) + ivicch′−cd(ab) ./ ivicch′
This is guaranteed by the classification condition of Ic.
Inductive Case
For the inductive case, we assume the expression holds for every evaluation of size smaller than
n and prove it for size n. Let T = t(ci(a : b), [T1, · · · , Tn]) ∈ ¹C[ph · CH]º f c. We assume without loss
of generality that T1, · · · , Tm correspond to the recursive calls, that is, for each T j 1 ≤ j ≤ m either
T j ∈ ¹C[ph · CH](a j : b j)º f c or T j ∈ ¹C[ch′](a j : b j)º f c for a ch′ ∈ CH. CEinst(T j) is smaller than
CEinst(T ) so the induction hypothesis can be applied to every T j. We distinguish cases depending on
which CE is evaluated. In particular, whether c belongs to Cnt, Dc or Ic. In each case, we reduce the
constraint on T to the constraints on T j plus some additional summands and prove that the additional
summands maintain the inequality.








































































If we apply the induction hypothesis for all T j, we are left to prove:∑
smivk∈cntci
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This constraint is directly guaranteed by the classification condition of Cnt.






































− ivdcci (T )
= cd(ab)− m∑
j=1












If we apply the induction hypothesis for all T j, we are left to prove:
0 ./ cd(ab)− m∑
j=1
cd(a jb j)− ivdcci (T )
This constraint is directly guaranteed by the classification condition of Dc.
• If ci ∈ Ic, the left side can be completely reduced to the cases of the evaluations T j as in the previous













































If we apply the induction hypothesis for all T j, we are left to prove:
0 ./ cd(ab)− m∑
j=1
cd(a jb j) + ivicci (T )
This constraint is directly guaranteed by the classification condition of Ic.
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6.10.8 Theorem 6.44: Inductive Strategy with Resets for Multiple Recursion
Let ch = ph · CH be a multiple chain where ph might be divergent, we have to prove that, given a
candidate cd(x y) such that we could classify every ce ∈ ph and every ch′ ∈ CH into the classes CntR, DcR,
and IcR according to their definitions in Table 6.4. The following constraints are valid for any evaluation
of the chain. ∑
B∈CntR
cntrB ≤ ivcd +
∑
B∈IcR
smivicrB ivcd ≤ ‖cd(x s)‖
As in previous proofs, we merge the constraints and instantiate the result for an evaluation T . Given an
evaluation T = t(c(a : b), [T1, · · · , Tn]), we define its corresponding constraint:∑
B∈CntR
cntrB(T )≤ ‖cd(a)‖+ ∑
B∈IcR
smivicrB(T )
We prove that this constraint holds for any evaluation T ∈ ¹C[ph ·CH]º f c, T ∈ ¹C[ch′]º f c with ch′ ∈ CH,
or T = t(⊥(a : b), []) by induction on n = |CEinst(T )|, that is, the number of evaluation nodes that
belong to the phase.
Base Case
Consider the case n = 0, that is T ∈ ¹C[ch′]º f c for a chain ch′ ∈ CH or T = t(⊥(a : b), []). We
distinguish cases:
• If T = t(⊥(a : b), []), we have∑
B∈CntR




which is trivially satisfied.
• If ch′ ∈ CntR, we have ∑
B∈CntR




ivk(T ) ≤ ‖cd(a)‖
This is guaranteed by the classification condition of CntR:
∑




• If ch′ ∈ DcR or ch′ ∈ IcR , we obtain respectively
0≤ ‖cd(a)‖ for ch′ ∈ DcR
0≤ ‖cd(a)‖+ ivicch′ for ch′ ∈ IcR
which are both trivially satisfied.
Inductive Case
For the inductive case, we assume the expression holds for every evaluation of size smaller than n
and prove it for size n. Let T = t(ci(a : b), [T1, · · · , Tn]) ∈ ¹C[ph · CH]º f c. We assume without loss of
generality that T1, · · · , Tm correspond to the recursive calls, that is, for each T j 1 ≤ j ≤ m either T j ∈¹C[ph · CH](a j : b j)º f c, or T j ∈ ¹C[ch′](a j : b j)º f c for a ch′ ∈ CH, or T j = t(⊥(a j : b j), []). CEinst(T j)
is smaller than CEinst(T ) so the induction hypothesis can be applied to every T j. We distinguish cases
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depending on whether c belongs to CntR, DcR, or IcR. In each case, we reduce the constraint on T to the
constraints on T j plus some additional summands and prove that the additional summands maintain the
inequality. Many of these reductions are very similar to the ones in proof of Section 6.10.3 so they are
presented summarized.













The right-hand side of the constraint is:
‖cd(a)‖+ ∑
B∈IcR











If we apply the induction hypothesis for all T j, we are left to prove:∑
smivk∈cntrci




This constraint is directly guaranteed by the classification condition of CntR.



















for ci ∈ DcR
‖cd(a)‖ − m∑
j=1







for ci ∈ IcR
If we apply the induction hypothesis for all T j, we obtain:
0≤ ‖cd(a)‖ − m∑
j=1
‖cd(a j)‖ for ci ∈ DcR
0≤ ‖cd(a)‖ − m∑
j=1
‖cd(a j)‖+ ivicrci (T ) for ci ∈ IcR




An analysis to obtain upper and lower bounds for cost relation systems has been presented. The analysis
is sound and can obtain precise bounds for programs with complex features, in particular, it overcomes
many of the limitations of previous approaches. Back in the introduction, it was argued that despite any
additional power, there will always be programs for which any technique fails because cost analysis is
an undecidable problem. Consequently, the main objective of this research has been to extend the kinds
of programs that can be automatically analyzed in practice. Whether this objective has been attained or
not is an empirical question. In order to answer such question, the analysis has been implemented into a
prototype tool, tested against various benchmarks, and compared to existing tools. The complete results
of the experiments can be found at CoFloCo’s website1.
7.1 Implementation
The analysis has been implemented into a tool called CoFloCo. CoFloCo is written in Prolog, it is open
source and publicly available2. The tool uses the Parma Polyhedra Library (PPL) [BHZ08] to reason
about linear constraint sets.
CoFloCo can be tried online through a web interface. In the web interface, it can be used alone to solve
cost relation systems or combined with Llvm2kittel (https://github.com/s-falke/llvm2kittel) and
a translation script to analyze single functions written in C. CoFloCo has also been integrated to be used
as a backend in SACO [AAF+14] for the analysis of ABS programs. The COSTA tool [AAG+12] also
generates cost relations from Java bytecode but no integration has taken place so far. Finally, CoFloCo
includes scripts to generate cost relations from KoAT’s integer transition system format [BEF+16] and
from a subset of first order pure Lisp programs.
More recently, CoFloCo has been integrated in AProVE [GAB+17] to obtain upper bounds of
term rewrite systems [NFB+17], Java programs [FG17], and of C programs with bitvector arith-
metics [HGFS17].
The implementation follows closely the analysis presented here with a few exceptions. At the moment,
the implementation only supports cost equations with a single constraint in the input format. This is not
a problem because that is the format generated by the existing frontends as long as the input-output size
analysis is not performed (see Section 1.2.2). In addition to that, the implementation does not make an
explicit case distinction for non-terminating chains in the case of non-tail recursion or multiple recursion
(as seen in Chapter 5, the case of tail recursive definitions is simpler). That is, if there is a CR with non-
tail recursion or multiple recursion and non-termination cannot be completely discarded, the analysis
simply fails.
Note that these limitations of the current implementation do not affect the validity of the results nor
the precision of the experiments in practice. Imperative programs are transformed into tail-recursive cost
relations which are fully supported. For the analysis of functional programs and term-rewrite systems,
only the number of steps (time) cost model is considered and for such a cost model, non-terminating
programs cannot have a finite cost upper bound.





7.2 Experiments on Imperative programs
The first part of the experiments compares CoFloCo to other state-of-the-art tools for analyzing single-
function integer programs written in C. In this setting, CoFloCo is compared with the highest number of
tools because many tools can read C code directly or there are automatic translation tools that generate
the required input format. On the other hand, these experiments do not contain programs with non-
tail recursion, multiple recursion, or data structures. The first comparison is composed by challenging
examples from the literature. The second and the third are replications of the experiments performed in
[SZV17] in which a larger benchmark of real world code and a smaller set of challenging loop patterns
were analyzed. All these experiments were run on a Linux system with an Intel i7-3667U 2.00GHz
processor with 8GB memory and with a timeout of 60 seconds per example.
7.2.1 Examples from the Literature
A set of examples extracted from the literature have been analyzed to infer upper and lower bounds. For
upper bounds, the benchmark contains a total of 122 challenging programs written in C extracted from
the evaluations of [ADFG10, CHS15] and from the papers [SZV17, SZV14, GMC09, Flo16, GZ10, GJK09,
ZGSV11]. CoFloCo is compared to the last version of Loopus3 [SZV17], KoAT4 [BEF+16], C4B [CHS15],
PUBS-A (the implementation of the analysis presented in [ABAG13] which is the most powerful) and
Rank5 [ADFG10]. Each tool has a different input format and the target programs had to be translated
accordingly:
C4B C4B analyzes the source code directly.
Loopus Loopus analyzes the LLVM intermediate representation (LLVM-IR). This representation was gen-
erated with the Clang compiler.
KoAT The tool Llvm2kittel [FKS11] was used to transform the LLVM-IR programs into integer tra-
sition systems (ITS) for KoAT. For the translation, Llvm2kittel was executed with the parameters
-uniform-complexity-tuples and -division-constraint exact.
CoFloCo Llvm2kittel was also used to generate ITS which were later translated to cost relations sys-
tems (CRS) by a dedicated script6. In this case, Llvm2kittel was executed with the parameters
-complexity-tuples -division-constraint exact7. The translation script from ITS to cost re-
lations was executed with the option loop_cost_model which assigns a cost model that counts the
number of loop iterations. Note that Loopus and C4B also count the number of loop iterations
but KoAT counts the number of transition steps in the ITS representation. This affects the mul-
tiplicative factors in the resulting bounds but not the asymptotic complexity. In this evaluation,
CoFloCo was executed with the following options: -v 3 -solve_fast -compute_lbs no -stats
(see Appendix A for a description of each option).
PUBS-A Generating a valid input for PUBS-A was more challenging. PUBS-A also receives CRS as input,
but these CRS have to be expressed only in terms of the input variables. The CRS for CoFloCo can
be easily transformed to exclude the output variables. However, PUBS-A expects CRS that have
already been enriched with input-output relations (see Section 1.2.2). Unfortunately, the current
implementation of PUBS-A only supports CEs with a single constraint set and adding input-output
3 Binary taken from http://forsyte.at/software/loopus/ on March 15, 2017.
4 Commit b8618 f 7 on January 15, 2017.
5 Downloaded from http://compsys-tools.ens-lyon.fr/rank/ on March 15, 2017.
6 The script to translate ITS to CRS can be found in the CoFloCo repository.
7 The different Llvm2kittel options used for KoAT and CoFloCo come from the fact that KoAT requires ITS where all
transitions have the same number of variables whereas that is not necessary for the translation to CRS.
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Table 7.1.: Upper bounds of examples from the literature: The number of examples with a given com-
plexity, failed or timeout (T/O). The number of examples in which CoFloCo reports a better
or worse bound than each tool and the average (Avg.) and median (Md.) analysis times per
example in seconds.
# Examples (Total 122) CoFloCo is Time(s)
Tool O (1) O (n) O (n2) O (n3) > O (n3) Fail T/O Better Worse Avg. Md.
CoFloCo 3 62 34 2 1 19 1 - - 1.44 0.48
PUBS-A 3 41 29 3 1 43 2 35 0 0.92 0.71
Loopus 2 57 28 0 2 33 0 19 4 0.05 0.02
KoAT 3 46 41 8 3 16 5 27 5 6.11 1.34
C4B 1 42 - - - 79 0 60 1 1.19 0.07
Rank 1 53 25 1 1 41 0 28 5 0.35 0.08
relations to such a constraint set is unsound if the CRS is non-terminating. On the other hand,
performing the analysis without adding any input-output relations yields very weak results.
In order to obtain the best results for PUBS-A, while maintaining soundness, the following approach
was taken. First, CoFloCo was executed with the option -only-termination. That option tries
to prove termination of the cost relation system by performing the refinement. If all the non-
terminating chains are discarded during the refinement, the CRS is terminating and input-output
relations can be safely added to the CRS. The input-output relations were computed using the
implementation of SACO. If CoFloCo failed to prove termination, no input-output relations were
added to the CRS. The analysis time of PUBS-A includes the input-output relation generation (if it
takes place) and the running time of PUBS-A but it does not include the auxiliary call to CoFloCo.
Rank Two options were considered for generating the input files for Rank. The first one is using a
script available in KoAT’s repository that translates ITS to Rank’s representation. Unfortunately,
Rank failed to analyze most of the examples generated this way, including most of the examples
that come precisely from Rank’s experimental evaluation8. The second option (which is the one
adopted here) consists on generating Rank’s input files using C2fsm and Aspic [FG10]. However,
C2fsm supports only a limited subset of C which means that some examples had to be adapted and
Rank could not be included in the remaining evaluations.
Table 7.1 contains a summary of the results of the analysis. It contains how many examples were reported
in each complexity category, failed or timed out. Note that C4B can only compute linear bounds so its
columns for non-linear bounds are empty. The right-hand side of the table contains the number of
examples in which each CoFloCo computed a better or worse asymptotic bound than each of the other
tools. For instance, CoFloCo computed a better bound than KoAT in 27 examples and Loopus computed
a better bound than CoFloCo in 4 examples. Compared to all the other tools, CoFloCo was better in more
examples than it was worse. Finally, the average and median times in seconds needed per program are
reported. These times do not include the translation times between formats.
The second evaluation compared CoFloCo to PUBS-M (the implementation of the analysis presented
in [AGM13]) for computing lower bounds. None of the other tools can compute lower bounds. The
analyzed examples include the 122 examples from the first evaluation plus the examples of PUBS’s
evaluation and the examples of the evaluation in [ABAG13] making a total of 192. These additional
8 This can be seen for example in the results of the experimental evaluation of [BEF+16]. Its cause is not clear, but it might
be related to the way loops are encoded.
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Table 7.2.: Lower bounds of examples from the literature: The number of examples with a given com-
plexity, failed or timeout (T/O) and the average (Avg.) and median (Md.) times per example
in seconds.
# Examples (Total 192) Time(s)
Tool Ω(1) Ω(log(n)) Ω(n) Ω(n log(n)) Ω(n2) ≥ Ω(n3) T/O Fail Avg. Md.
CoFloCo 64 0 97 0 26 4 1 0 1.89 1.10
PUBS-M 88 2 35 1 17 5 0 44 2.33 1.87
Table 7.3.: Replication of real world experimental evaluation of [SZV17]: The number of examples with a
given complexity, failed or timeout (T/O). The number of examples in which CoFloCo reports
a better or worse bound than each tool and the average (Avg.) and median (Md.) analysis
times per example in seconds.
# Examples (Total 1650) CoFloCo is Time(s)
Tool O (1) O (n) O (n2) O (n3) > O (n3) Fail T/O Better Worse Avg. Md.
CoFloCo 211 144 39 0 0 1242 14 - - 1.70 0.66
PUBS-A 195 138 36 0 0 1218 63 25 0 3.45 0.38
Loopus 205 486 97 12 2 839 9 18 426 0.75 0.04
KoAT 204 135 41 0 1 1144 125 21 3 7.72 0.69
Loopus * 194 138 40 0 0 1274 4 27 5 0.68 0.05
examples were not included in the previous evaluation because they are only available as cost relation
systems. These CRS were already expressed only in terms of the input variables so they could be directly
analyzed by CoFloCo and PUBS-M. The input files generated from C programs were transformed in the
same way as in the previous evaluation. The results can be found in Table 7.2. In this case, the table
includes columns for the complexities Ω(log(n)) and Ω(n log(n)) as PUBS-M can obtain this kind of
bounds. In addition, the table distinguishes between examples where a trivial bound is obtained “Ω(1)”
and examples where the tool fails to return any bound “Fail”.
For lower bounds CoFloCo was executed with the following options -v 3 -compute_ubs no
-conditional_lbs -stats (see Appendix A for a description of each option). It is worth pointing
out that the option -conditional_lbs generates piece-wise defined lower bound functions (see Sec-
tion 6.9) and we consider the complexity of a piece-wise lower bound to be defined as the maximum
complexity appearing in some of its partitions. This, together with the refinement, contributed greatly
to the precision of CoFloCo. CoFloCo obtained a better result than PUBS-M (a higher complexity order)
in 74 examples. In contrast, PUBS-M obtained better bounds in 4 examples. In 2 of these examples,
PUBS-M obtained an exponential and a n log(n) bound which are not yet supported by CoFloCo. The
other 2 examples are instances of a class of problem that is discussed in the future work Chapter 10.
7.2.2 Loopus’s Real World Experimental Evaluation
In the recent work [SZV17], an extensive experimental evaluation was conducted. In that evaluation,
1659 functions from a compiler optimization benchmark (cBench)9 were analyzed. This benchmark
contains a total of 1027 different C files with 211892 lines of code. Table 7.3 contains a replication of this
9 http://ctuning.org/wiki/index.php/CTools:CBench
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Figure 7.1.: Analysis time histogram of real world experimental evaluation: Number of examples in each
time range and for each tool.
evaluation (with 1650 examples)10 with the tools CoFloCo, KoAT, and PUBS-A. The tools C4B and Rank
could not be evaluated on this benchmark as they support only a limited subset of C. This benchmark
contains bigger examples so in this case Llvm2kittel was called with the following additional parameters
-multi-pred-control -only-loop-conditions that perform slicing and simplify the generated ITS.
CoFloCo was also executed with the additional parameter -compress_chains 2. The rest of the setup
was as in the previous evaluations.
By examining the results, it became evident that CoFloCo, KoAT and PUBS-A were failing to compute a
bound in many examples because the translation using Llvm2kittel does not consider structs and simple
pointer references whereas these elements are better handled by Loopus. In order to isolate the effect
of the translation, the examples generated by Llvm2kittel were translated back into C programs11 and
Loopus was executed on the resulting programs. This corresponds to the row Loopus * in Table 7.3.
The results indicate that the translation plays a major role in the results. Factoring out the translation,
Loopus *, KoAT and CoFloCo report similar results in terms of number of examples analyzed successfully.
CoFloCo is better in more examples but Loopus is considerably faster.
The analysis times are not uniformly distributed. On the contrary, most of the tools worked reasonably
fast for most of the examples and took a long time for a few of them. Therefore, in addition to the
average and median times, a histogram of the analysis times is reported in Figure 7.1. The horizontal
axis contains the analysis times in logarithmic scale (except for the last interval 58− 60 which is used
for time-outs) and the vertical axis contains the number of examples analyzed in each time range. Here
the differences between tools become more evident. Loopus analyzed most of the examples (1485) in
10 Some examples were excluded because the translation tools failed.
11 Using the script available at https://github.com/s-falke/kittel-koat.
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Table 7.4.: Replication of challenging loop patterns experimental evaluation of [SZV17]: The number of
examples with a given complexity, failed or timeout (T/O). The number of examples in which
each tool reports a tight bound (Tight) or a finite over-approximation (Ov). The average
analysis times per example in seconds with and without timeouts and the median analysis
time (Md.).
# Examples (Total 23) Time(s)
Tool O (n) O (n2) O (n3) O (n4) Fail T/O Tight Ov w TO w/o TO Md.
CoFloCo 14 6 1 1 0 1 20 2 17.57 4.73 1.33
PUBS-A 6 3 0 1 12 1 8 2 17.30 4.45 1.89
Loopus 16 5 0 2 0 0 21 2 0.09 0.09 0.05
KoAT 7 9 3 0 1 3 10 9 62.20 26.51 9.98
less than 0.5 seconds whereas CoFloCo took less than 2 seconds for 1512 examples and KoAT had more
examples on the higher time intervals (it needed more than 2 seconds for 509 examples). PUBS-A was
slightly faster than CoFloCo in many examples but it also timed out more (63 versus 14). Note that this
distribution is likely to reflect the fact that, in practice, most functions are small and simple and only a
few of them are really complex.
7.2.3 Loopus’s Challenging Loop Patterns Evaluation
The work [SZV17] also contains a selection of 23 challenging integer loop patterns taken from the
previous and other benchmarks that present an amortized cost. Table 7.4 contains a replication of this
evaluation with the latest version of CoFloCo. In this case, the timeout is set to 300 seconds. CoFloCo
was run with the additional options -compress_chains 1 and -n_candidates 2. The rest of the tools
were run with the same options as in the previous evaluation. This table does not include a column for
programs with constant cost as all examples have at least linear complexity. Additionally, Table 7.4 does
not contain a comparison with CoFloCo. Instead, the columns Tight and Over-app indicate the number
of examples in which each tool computed an asymptotically tight bound or an over-approximation. Note
that the columns Tight and Over-app add up to the number of examples in which the tools return a finite
bound, that is, the cases where they did not fail nor timeout.
CoFloCo obtained a bound for all examples except one in which it times out. This example has many
nested ifs inside loops which result in a very high number of paths. In fact, CoFloCo timed out while
performing the preprocessing (Chapter 4). From the examples where CoFloCo obtained a bound, it over-
approximated two, the same number as Loopus. However, the examples that were over-approximated by
CoFloCo and Loopus are different. This results are significantly better than those of PUBS-A and KoAT.
Note that KoAT also found a bound for most examples but it was unable to obtain amortized bounds.
Consequently, it over-approximated the complexity in more examples.
In this case, the timeout is much higher (300 instead of 60) so in addition to the average times, the
average times without counting timeouts are included. In this case, the behavior of the tools in terms
of analysis times is similar to the previous evaluations. Loopus was the fastest, KoAT the slowest and
CoFloCo and PUBS-A were in between with similar analysis times.
7.3 Evaluation on Functional Programs
In the second part of the evaluation, CoFloCo was used to analyze functional programs. In the case of
functional programs, arguably one of the best existing tools is RAML [HDW17]. RAML analyzes pro-
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Table 7.5.: Evaluation on Functional Programs benchmark: The number of examples with a given com-
plexity, failed or timeout (T/O) and the average and median analysis time per file.
# Examples (Total 182) Time(s)/File
Tool O (1) O (n) O (n2) O (n3) > O (n3) Success Fail T/O Avg Med
CoFloCo-S 8 120 39 5 0 172 10 0 14.57 11.86
CoFloCo-M 8 93 40 9 0 150 25 7 26.47 11.74
RAML 8 93 44 23 5 173 8 1 32.05 2.09
grams written in OCaml and at the moment, there is no frontend that can generate cost relations from
OCaml programs. This makes the comparison challenging. However, SACO [AAF+14] can analyze ABS
programs which have a functional sub-language very similar to OCaml. Therefore, for this evaluation a
subset of examples in the evaluation of paper [HDW17] was manually translated to ABS. This transla-
tion is almost one-to-one (Programs 4 and 8 are examples of functional ABS programs). However, the
examples that contain references and higher order functions have been left out of the evaluation12. In
total the benchmark contains 27 files with a total of 182 functions. In this case, the functions in each file
depend on each other so they have to be analyzed together. Therefore, each file was run with a timeout
of 300 seconds.
SACO implements the technique described in [AGG13] to generate cost relations from ABS programs.
This technique supports two different size abstractions that produce different cost relation systems and
result in different bounds. The Sum size abstraction considers the sum of all constructors of a term of
a certain type. For example, if we have a list of lists the sum size abstraction generates a norm that
represents the length of the outer list and another norm that represents the sum of the lengths of all
the inner lists. In contrast, the Max size abstraction generates a norm that represents the length of the
outer list and another norm that represents the maximum length of the inner lists. This can result in cost
relations with different asymptotic complexities.
Example 7.1. Given a list of lists of integers l := [[1,2,3], [4,5,6], [7,8,9]] of type List<List<Int>>
the Sum size abstraction will generate the following norms:
l1 := SizeList<List<Int>>(l) = 3 l2 := SizeList<Int>(l) = 9 l3 := SizeInt(l) = 45
In contrast, the Max size abstraction will generate the norms:
l1 := SizeList<List<Int>>(l) = 3 l2 := SizeList<Int>(l) = 3 l3 := SizeInt(l) = 9
Consider the cost of a function inc that simply increments all the integers in the list of lists producing
[[2,3,4], [5,6,7], [8,9,10]]. Such a function has to visit all the elements of the inner lists once. If we
apply the Sum size abstraction, the complexity of a typical implementation of inc will be O (l2) (linear)
whereas if we apply the Max size abstraction, the complexity will be O (l1 · l2) (quadratic).
The results of the evaluation are reported in Table 7.5. CoFloCo was executed using both size abstrac-
tions CoFloCo-S (Sum size abstraction) and CoFloCo-M (Max size abstraction) with the parameters -v 3
-n_candidates 2 -solve_fast -compute_lbs no -stats -compress_chains 2 (see Appendix A for
a description of each option). The size abstraction typically generates several norms for each variable
so it becomes more important to consider multiple candidates in the strategies. Hence, the option
-n_candidates 2. In this case, the time needed to generate the cost relations was also taken into ac-
count. RAML was executed with the parameters analyze steps 1 6 -m which obtains bounds on the
12 The evaluation in [HDW17] contains examples of code generated from Coq proofs which have been also left out.
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number of steps and tries to infer polynomials of degrees from 1 to 6. A higher degree did not infer
additional bounds but it resulted in more timeouts.
The size abstraction of RAML corresponds (roughly) to the Max size abstraction, thus the complexities
obtained by CoFloCo-M and RAML can be compared but not the ones obtained by CoFloCo-S. In that
case, it is only meaningful to compare the number of successful bounds. CoFloCo-S obtained bounds for
almost as many examples as RAML and the results are partly orthogonal. RAML succeeded in 7 examples
where CoFloCo-S failed and CoFloCo-S succeeded in 6 examples where RAML failed. In comparison to
CoFloCo-M, RAML performed better. RAML obtained a better (asymptotic) bound than CoFloCo-M in
27 examples and CoFloCo-M obtained a better bound in 8 examples. It is important to keep in mind
that these examples have been taken from RAML’s evaluation and many of them have been written by
its developers to show the power of RAML.
There were two main reasons of failure. The first reason was due to the imprecision of the norm
abstraction, in particular the abstraction of tuples. In the current implementation of SACO a tuple of
two lists is abstracted to a single norm that represents the sum (or the maximum) of the lengths of the
lists. Tuples are often used in the benchmark to have functions return several values. With the current
abstraction, essential information is lost in these cases.
The second reason of failure is the inability of CoFloCo to infer non-linear size relations for the output
variables of a cost relation. This limitation has a much greater effect on the analysis with the max size
abstraction as this abstraction tends to generate cost relations with higher asymptotic complexities (see
Example 7.1). A detailed discussion of this limitation can be found in Chapter 10.
In terms of performance, the comparison is also interesting. Table 7.5 includes the average and median
analysis time needed per file. RAML generally worked faster for most examples but for some of them
it took a really long time, presumably for examples with many variables that require polynomials of
high degree. In contrast, CoFloCo-S took longer in general but its behavior did not deteriorate so fast
for this kind of examples. As a result, the median time is lower for RAML but the average time ends
up being lower for CoFloCo-S. CoFloCo-M performed similarly to CoFloCo-S except for a few examples
where it timed out. This happened because the max operators in the size abstraction are translated
into explicit case distinctions which highly increases the number of chains in the refinement phase for
some examples. Finally, it is worth mentioning that SACO [AGG13] has an option to preselect important
norms from all the possible existing norms. This option generates simpler cost relations with fewer
variables. Unfortunately, during the experiments, a bug in the preselection was found13 and it had to be
deactivated. Once this issue is solved, the analysis times for CoFloCo are likely to improve significantly.
7.4 Evaluation on Term-rewrite Systems
The third part of the experiments includes an extension of the experiments of [NFB+17]. In that work,
965 out of the 1022 examples of the category “Runtime Complexity - Innermost Rewriting” of the Termi-
nation Competition 201614 were transformed into recursive natural transition systems (RNTS) which in
turn can be easily transformed into cost relations. The results of that transformation were analyzed with
CoFloCo and further transformed into ITSs to be analyzed with KoAT. These approaches were compared
with pre-existing complexity analyses for term rewrite systems (TcT [AMS16] and AProVE [GAB+17]).
Here, the benchmark was re-analyzed with CoFloCo and, as an additional comparison, it was also
analyzed with PUBS-A following the same approach as in previous experiments. We refer to the original
paper for a comparison to other approaches. Note though, that according to their results, the two
best tools for analyzing the complexity of term rewrite systems TcT [AMS16] and AProVE [GAB+17]
obtained a bound for 380 and 427 examples respectively. In comparison, CoFloCo obtained a bound for
382 examples.
13 The authors have been notified of this bug.
14 http://termination-portal.org/wiki/Termination_Competition/
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Table 7.6.: Evaluation on Term-rewrite Systems benchmark: The number of examples with a given com-
plexity, failed or timeout (T/O).The number of examples in which CoFloCo reports a better
or worse bound than each tool and the average (Avg.) and median (Md.) analysis times per
example in seconds.
# Examples (Total 965) CoFloCo is Time(s)
Tool O (1) O (n) O (n2) O (n3) > O (n3) Exp Fail T/O Better Worse Avg. Md.
CoFloCo 42 208 107 21 4 0 521 62 - - 5.84 1
PUBS-A 21 166 60 10 3 12 635 22 148 16 2.09 0.48














Figure 7.2.: Analysis time histogram of term-rewrite systems evaluation: Number of examples in each
time range and for each tool.
In this evaluation, CoFloCo was executed with the options -v 3 -solve_fast -compute_lbs no
-stats -compress_chains 2. An important aspect of term rewrite systems is that the evaluation can
start at any point. This was simulated by having a special cost relation start that calls all the other
cost relations. As a result, the CR start often contains many chains with affects the performance of the
analysis negatively. This also means that the best case lower bounds of the generated CRS are trivial.
Consequently, no evaluation with respect to lower bounds was performed.
This benchmark is interesting because it is significantly bigger than the evaluation on functional pro-
grams and it also contains many examples with non-tail recursion (328) and multiple recursion (300)15.
Table 7.6 contains the results of the analysis and Figure 7.2 contains a histogram with the analysis times
(with the same format as Figure 7.1). CoFloCo obtained a better bound in 148 examples and a worse
bound in 15 examples. From these 15 examples, there are 11 examples where PUBS-A reported an
exponential upper bound and 3 examples where CoFloCo timed out. Therefore, we can conclude that
CoFloCo is much more powerful than PUBS-A for this kind of examples although it is also slower.
7.5 Limitations of the Evaluations
Achieving a meaningful comparison among different tools is challenging. Different tools expect different
formats, analyze programs written in different languages, and make different assumptions on the pro-
gram semantics. For example, the evaluations on imperative programs do not really show a comparison
15 Some examples have both multiple recursion and non-tail recursion.
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between CoFloCo and Loopus but rather a comparison between Llvm2kittel +CoFloCo and Loopus. Sim-
ilarly, the evaluation on functional programs compares RAML to SACO+CoFloCo. How the translation
between formats is done can also have a great effect on the results of the analysis. The same program
can often be represented in many ways that are formally equivalent but not equally easy to analyze.
In the case of the comparison to RAML, the fact there is no frontend to generate cost relations from
Ocaml programs limited the size of the benchmark that could be considered. There are other tools, such
as SPEED [GMC09], that could not be included in the evaluation because they are not publicly available.
However, the examples from its papers are all included in the first experimental evaluation.
Finally, these evaluations did not test all the capabilities of CoFloCo. For example, the analysis was not
used to obtain net-cost bounds of CRS with non-cumulative resources even though CoFloCo has support
for it. Besides, CoFloCo was executed in all evaluations using fixed settings. Further evaluations could
be performed to test the effect of different options on the precision and performance of the results.
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8 Related Work
There is an extensive body of work related to cost analysis. In the introduction, the approaches based
on cost relations [AAGP11, AGM13, ABAG13] and their limitations were explained in detail. Also, a
significant part of the thesis has been devoted to explain how CoFloCo overcomes these limitations and
the experimental evaluation has shown how CoFloCo indeed obtains better bounds for many programs.
Therefore, this section focuses on other (competing) approaches to cost analysis (Section 8.1) and on
related research areas (Section 8.2).
8.1 Competing Approaches
8.1.1 Recurrence relations
Many early works on cost analysis are based on the extraction and solution of recurrence relations.
The work of [Weg75] is one of the first ones that attempts to obtain cost upper bounds of programs
automatically. METRIC, the developed system, obtains cost bounds of first order Lisp programs. The key
idea is, given a recursive function, to extract a recurrence relation that represents the cost of the program
in terms of the size of the input. Then, by solving (over-approximating) the recurrence relation, one can
obtain a closed-form upper bound of the cost of the program.
A recursive function can contain calls to other functions whose cost has to be approximated first using
the same mechanism. Additionally, the arguments of the recursive calls might depend on the result of
some of those other calls. That means that in order to generate a recurrence relation for the cost, the
size of those results has to be approximated first. These sizes can be approximated by solving additional
recurrence relations that represent how the size of the output varies with respect to the size of the inputs
in the intermediate call.
This idea of extracting and solving recurrence relations has been applied to different programming
languages. It is worth mentioning [DLH90] which obtains upper bounds for deterministic logic pro-
grams. This work was later extended in [DL93, DLHL94] to deal with some of the additional challenges
associated to logic programs such as non-determinism, multiple solutions, failure, etc., and in [DLHL97]
to compute lower bounds.
Recurrence relations are also used to compute bounds for strongly typed functional programs [Ben01,
Gro01, Vas08, VH04]. The approach in [Gro01] focuses on extracting cost recurrences (recurrence
relations that represent the cost of the program) using dependent types, but not on solving the extracted
cost recurrences. On the other hand, [Ben01] puts a greater focus of the recurrence relation solving and,
in particular, in how to simplify the recurrence relations obtained from programs so they can be solved by
existing tools such as Mathematica [Wol03]. In addition, specialized solvers, such as PURRS [BPZZ05],
have been developed to solve wider classes of recurrence relations.
The works by Vasconcelos et al. [Vas08, VH04] are based on sized-types. In this approach, data types
are annotated with an upper bound of their size and function types are annotated with an upper bound
of their cost. The paper [VH04] presents a type inference system that collects a set of constraints and
recurrence equations on the cost and the size annotations. One can obtain the cost of a program and
the size of its output by solving those constraints and recurrence relations. Sized-types and recurrence
relations are also used for the analysis of logic programs in [SLH14] within an abstract interpretation
framework. The approaches do not try to obtain a single recurrence for the complete program but
smaller recurrences to approximate how the sizes of different variables change along the execution. In
this way, they decompose the problem in smaller and simpler sub-problems.
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Nonetheless, these works have important limitations on the class of programs they can analyze. This is
because both extracting and solving recurrence relations constitute challenging problems. Functions and
loops in real programs often differ from the ideal recurrence patterns expressible with simple recurrence
relations. On the contrary, they present characteristics that make the recurrence relations extraction and
solving hard, especially in the case of imperative programs.
For example, a program’s cost often depends on multiple variables but existing recurrence solvers
have limited support for recurrences with multiple variables. Abstracted programs are also usually non-
deterministic because of features of the programming language that cannot be precisely modeled, or
because of the size abstractions. This non-determinism has to be solved in order to extract a recurrence
relation that represents the worst case. Unfortunately, solving or approximating non-determinism be-
comes harder in the presence of non-monotonic cost. If a program has non-monotonic cost, we cannot
obtain an upper bound of its cost by assuming variables take their maximum possible value. In fact, most
works based on recurrence relations [DLH90, DL93, DLHL97, Vas08, VH04] work under the assumption
that programs have size-monotonic cost. While this is often true for programs that manipulate algebraic
data structures and for the usual size norms, it is certainly not true for programs with integers variables.
For example, the cost of while(i<n){i++} is non-monotonic with respect to variable i (the smaller the
initial value of i, the higher the cost). Finally, loops and recursive functions often have multiple paths
that need to be abstracted into a single recurrence which can also be challenging.
The work by Albert et al. [AGM13] obtains cost bounds of imperative programs using recurrence
relations. In fact, it tackles many of the problems of extracting recurrence relations and it does it using
cost relations as an intermediate representation and with the help of ranking functions and invariants.
Nonetheless, as described in the introduction, this work still suffers from important limitations that are
addressed in this thesis.
8.1.2 SPEED
During the SPEED project, several cost analyses for imperative programs were developed [GG08, GJK09,
GMC09, GZ10, ZGSV11]. In general, each of the analyses represents an improvement over the previous
ones. This section provides a short description of all of them followed by a comparison of the last
one [ZGSV11] to CoFloCo.
The paper [GG08] presents an extension of a linear abstract domain to support non-linear relations
and the max operator. This abstract domain is then applied for computing upper bounds of some small
programs including max and logarithms. The bound computation algorithm uses a single counter in-
strumentation. That is, a counter is added to the program and it is incremented in each loop iteration.
Then, an invariant is inferred on the maximum value the counter can take. Such a value corresponds to
an upper bound on the number of loop iterations. The algorithm relies on the power of the extended
abstract domain to compute non-linear invariants and consequently non-linear bounds.
The approach of [GMC09] is based on multiple counter instrumentation. It annotates the program
with multiple counter variables and uses linear invariant generation to relate the values of the counters
to the input values of the program. In order to measure the total loop iterations, each back-edge of the
control flow graph has to be annotated with a counter increment. Disjunctive non-linear bounds are
obtained by having several counters that can depend on each other. A counter depends on another if it
is reset whenever the other counter is incremented. All the counter dependencies have to form a DAG
(directed acyclic graph) and the total bound of the program is obtained by combining the bounds of the
individual counters. For example, the bounds of counters that depend on others are multiplied. This
technique does not work well in the presence of nested loops in which the inner loop affects the number
of iterations of the outer loop. It also fails when disjunctive reasoning is needed to obtain a bound but
there is only one back-edge (and thus one counter) in the loop.
In the paper [GJK09] a bound analysis is presented based on control-flow refinement and progress
invariants. The control-flow refinement presented in that work presents some similarities with the re-
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finement of cost relations presented in Chapter 5. The bound computation procedure is based on progress
invariants which relate the state of the program at a location between two visits to such location. Such
an invariant can be used to conclude, for instance, that the counter of an inner loop has not been reset
during the iteration of an outer loop.
The work [GZ10] focuses on obtaining bounds for the number of times a single program location
is visited. This can be used to compute the number of iterations of a loop. The approach consists
on generating a disjunctive invariant that relates the states of the program between two consecutive
visits of a location1. In order to achieve that, inner loops are summarized with disjunctive input-output
relationships. Once this invariant has been computed, ranking functions are inferred for each of the
disjunctive components of the invariant. Each disjunctive component can be seen as an abstracted loop
path. Then, these ranking functions are composed (by adding them, multiplying them or taking their
maximum value) to obtain a final bound.
Finally, [ZGSV11] provides a bound algorithm based on the Size-change abstraction. The algorithm
has four steps:
1. First, a set of norms is selected for the program. Norms are functions from the program state to
integers and they are chosen heuristically so they decrease in some loop path of the program. For
instance, in a program while(x<y)x++, the expression y-x is a norm that bounds the number of
iterations of the program. By choosing these norms, one can get rid of large parts of the program
that do not affect its cost and make the later analysis simpler and more scalable.
2. Global invariants are computed using standard abstract domains such as polyhedra or octagon.
These invariants are later used to relate bounds at a certain program location to the input values
of the program.
3. The program is abstracted with respect to the chosen norms into a size-change graph. To compute
the bound of a loop (or location), disjunctive summaries are computed for the inner loops and all
the loop paths are enumerated. This step is similar to the one performed in [GZ10] but in the
context of size-change graphs disjunctive summaries can be efficiently computed.
4. Finally, given a set of loop paths, contextualization is applied. Contextualization checks whether
a path can be followed by another and creates a “call-graph” over loop paths. Then bounds are
computed and composed for each of the SCC of the call-graph and expressed in terms of the input
variables using the global invariants.
This approach shares several ideas with the work presented here. The refinement propagation in Chap-
ter 5 effectively incorporates disjunctive summaries of the inner loops in the cost relations. However, the
disjunctiveness in CoFloCo is guided by the refinement into chains (there is one summary per chain).
Besides, chain summaries are much more expressive as they are general linear constraint sets instead of
size-change constraints.
Also, contextualization is similar to the control flow refinement of cost relations. In the cost relation
approach, a CE call-graph is computed and SCCs become phases that later are combined into chains
(remember that for imperative code each CE in a CR represents a loop path). However, in [ZGSV11]
there is nothing equivalent to the chain enumeration, the computation of calling contexts and chain
summaries, and CE strengthening.
The bound computation differs considerably. The algorithm in [ZGSV11] computes the number of
visits to a single location. In contrast, the presented algorithm computes the overall cost of the program
and, as such, it also has to compose the bounds of the inner loops precisely. Besides, CoFloCo does
not rely on a single global invariant to express bounds in terms of the input variables but performs this
transformation incrementally as it composes the bounds of the different program parts.
1 Progress invariants from [GJK09] are valid for two visits that do not have to be consecutive.
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None of these approaches described above can infer amortized bounds for programs such as Pro-
gram 3, and with the exception of [GMC09], they do not support recursive programs. They are also not
compositional. Unfortunately, none of these approaches is publicly available so no experimental com-
parison could be performed. However, our experimental evaluation includes all examples from these
papers and it includes a comparison to Loopus which is, in many aspects, a successor of the approach of
[ZGSV11].
8.1.3 Loopus
There are several implementations of Loopus [SZV14] and [SZV15] (extended in [SZV17]) that im-
plements slightly different techniques. This section focuses on the last (and most powerful) version
described in [SZV17]. The approach presented in [SZV17] has some conceptual similarities to the work
of [ZGSV11]. As in the analysis of [ZGSV11], a set of norms is heuristically selected from the program.
Given this set of norms, the program is abstracted into a representation where an efficient analysis is
possible. In contrast to [ZGSV11], this representation is not a size-change graph but a graph annotated
with difference constraints.
A difference constraint has the form x ′ ≤ y + c where x ′ and y are variables, c is an integer constant,
and it represents that the new value of x is bound by y + c from above. Difference constraints can
represent increments (e.g. x ′ ≤ x + 1) and resets (e.g. x ′ ≤ y) which are the most typical operations
over loop counters.
Once the abstract representation has been computed, the bound algorithm is given as a mutually
recursive definition between transitions bounds (how many times a transition can be taken) and variable
bounds (the maximum value of a variable at a program location). Given an expression that represents
a local transition bound, it checks how often this expression is incremented and reset by checking the
bounds of the transitions that increment or reset such expression. It also checks to which value an
expression can be reset by obtaining the variable bounds of the expression at the locations where it is
reset.
This idea has been adopted in how cost structures for phases are computed in Section 6.5. There,
there is a similar interplay between the computation of constraints for smiv and dive/bivc. However, in
[SZV17] this is done at a global level, that is, no summaries of the inner loops are computed and the
algorithm considers the complete abstracted program at once. On the other hand, in the present work
this interplay between transition bounds and variable bounds (here smiv and dive) is only done at the
level of phases or chains but it considers arbitrary linear expressions instead of a set of prefixed norms.
Loopus can compute amortized bounds of programs with challenging loop patterns, as demonstrated
in the experimental evaluation. Moreover, the early abstraction using norms, which is mostly based on
symbolic execution and syntactic checks, makes it very fast. On the downside, the approach is not compo-
sitional, i.e. the complete program is considered at once. In principle, it can deal with programs formed
by multiple functions by inlining them but no experiments have been done in this respect. Moreover, the
approach does not support recursive functions at the moment.
8.1.4 KoAT
Another significant approach is the one implemented in KoAT [BEF+14] (extended in [BEF+16]). It
obtains complexity bounds of integer programs, represented as integer transition systems (ITS), by al-
ternating size and bound analysis. This idea is similar to the one adopted by Loopus (note that the
publication [BEF+14] predates [SZV15]). KoAT uses polynomial ranking functions to find bounds on the
number of iterations of transitions. Then, it obtains bounds on the size of variables by checking how
often they are incremented or multiplied using the transition bounds.
This approach computes transition bounds and size bounds incrementally, considering only part of the
program at once and following a top-down strategy. In order to be able to compose transition bounds









Figure 8.1.: Program 17: Challenging example for KoAT’s bottom-up approach
and size bounds in such a way, the approach considers weakly monotonic bounds expressed in terms of
the absolute values of the variables. Unfortunately, this can result in an important loss of precision in
some cases. In contrast, CoFloCo can infer polynomial bounds that are combinations of arbitrary linear
expressions on the program variables (which might have negative coefficients). Conversely, Loopus relies
on its norm preselection and abstraction to obtain non-monotonic bounds.
In contrast to Loopus and CoFloCo which only obtain polynomial bounds, KoAT can obtain exponential
bounds arising from two situations: It can obtain exponential bounds caused by multiple recursion in
a way similar to PUBS [AAGP11] and also it can obtain exponential bounds caused by loops that grow
the size of a variable to an exponential size in terms of the input. The latter case is, to the best of my
knowledge, not supported by any other tool.
In [BEF+16] KoAT has been extended to support a bottom-up approach which is more similar to
CoFloCo’s. This bottom-up approach can obtain amortized bounds in some cases. However, it cannot ob-
tain the precision of CoFloCo’s analysis because it does not perform any kind of control-flow refinement.
An example of this is Program 17 (taken from [BEF+16]) in Figure 8.1. In that program, the bottom-up
approach of KoAT fails to even prove termination of the outer loop because it cannot guarantee that x
decreases in the inner loop. In contrast, CoFloCo obtains a linear bound because CoFloCo’s refinement
guarantees that after executing the inner loop both x and y are zero. Therefore, CoFloCo concludes that
the outer loop can only iterate once. KoAT resorts to heuristics to decide when to apply the bottom-up
or the top-down approach.
With respect to recursion, KoAT analyzes an extended representation of ITS that can represent recur-
sive programs. However, this representation is quite limited as it ignores the results of the recursive calls.
In the very recent work [NFB+17], a similar approach is adopted to analyze recursive natural transition
systems (RNTS) which are a generalization of ITS that fully support recursion but are limited to natural
numbers. In this case, the approach follows a bottom-up modular strategy. At each step, small ITS are
generated that represent individual symbols of the RNTS (similar to cost relations) that can be solved
by KoAT. This is similar to CoFloCo’s strategy but instead of relying on chain summaries, it uses KoAT to
compute size bounds of the result of the inner calls. Note though that chain summaries are useful not
as size relations but also for the control-flow refinement of cost relations. Extending CoFloCo to support
non-linear size relations compositionally is part of the future work (see Chapter 10).
Finally, KoAT only computes upper bounds. There is a related tool called LoAT [FNH+16] that infers
lower bounds of ITS. However, LoAT infers worst case lower bounds which are not comparable to the
best case lower bounds inferred by CoFloCo.
8.1.5 Rank
The paper [ADFG10] presents a technique to infer multi-dimensional ranking functions for programs
represented as ITS. Using the computed ranking functions and the invariants at each location, it is
sometimes possible to over-approximate the number of visits to each location by counting the integral
points of a polyhedron. The tool Rank (included in the first experimental evaluation) implements this
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approach. The technique worked reasonably well in the evaluation. However, it has no support for
recursion, it is not compositional, and it relies on other tools to provide the invariants for the analysis.
8.1.6 RAML
The RAML project computes cost upper bounds of programs written in RAML (Resource aware ML) and,
more recently, of programs written in OCaml. It is based on the potential method for cost analysis [Tar85]
in which one assigns a potential to the data structures of the program and such a potential is used to
pay for the operations on such data structures. If the potential can be assigned in such a way that all
operations can be paid, the initial potential at the beginning of the execution represents an upper bound
on the cost of the program.
The key aspects of the approach are the following:
• The potential of each variable is given by a polynomial template with unknown coefficients.
• A type system is given that generates constraints for the coefficients of the potential. The typing
rules are mostly syntax directed.
• The considered polynomial templates have special format (resource polynomials) that allows the
easy composition and decomposition of the potential of data structures and can represent a wide
variety of bounds while having only positive coefficients. The typical operations over data struc-
tures in functional programs, i.e. pattern matching, generate only linear constraints over the co-
efficients. Therefore, obtaining the potential expression amount to solving a linear programming
problem, which can be done very efficiently.
The paper [HH10b] introduces polynomial potentials for the first time. [HH10a] complements this
work by defining a partial semantics to compute bounds of possibly non-terminating programs and deal-
ing with polymorphism. In [HAH12], the work is extended to obtain multivariate polynomial bounds,
that is, bounds that might depend on the product of several variables. The work [HS15] extends these
techniques to support naturals and arrays to some extent. Finally, in the recent work [HDW17], these
techniques are extended to deal with user-defined data structures and higher-order functions to analyze
Ocaml programs.
This analysis can obtain precise amortized bounds and it is generally quite efficient, as demonstrated
in the experimental evaluation. However, it also has some limitations. Its support for integers is very
limited and it cannot obtain bounds that depend on relations between data structures, for example, a
bound that depends on the difference in length of two lists. Moreover, the efficiency of the approach can
be severely affected as the number of variables and the degree of the polynomials increases. It is also
not clear how it can be extended to obtain other kinds of bounds such as logarithmic or exponential.
The system C4B [CHS15] (included in the first experimental evaluation) adapts this approach for C
programs with integers. Instead of assigning a potential to individual variables, it assigns a potential
to variable differences, that is, it assigns a potential to expressions of the form ‖x − y‖. Its results are
promising but it can only infer linear bounds at the moment.
8.1.7 Lower Bounds
There are few systems focused on obtaining best case lower bounds. There are some analyses for
logic programs [DLHL97, SLH14] and a version of PUBS [AGM13] for cost relations (present in the
experimental evaluation with the name PUBS-M). It is hard to ascertain the power of the analyses
[DLHL97, SLH14] without an experimental evaluation. They analyze logic programs which are quite
different from imperative programs. However, they are likely to suffer from similar limitations as
[AGM13] as they are also based on solving recurrence relations and they do not perform any kind
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of control-flow refinement. Thus, they will fail to produce non-trivial lower bounds for programs with
complex control flow. They are also unable to compute non-trivial bounds for programs that present
amortized cost. Note that the analyses in [DLHL97, SLH14] focus on other aspects of cost analysis that
are specific of logic programs, such as counting failures or predicting the number of solutions.
8.2 Related Research Areas
8.2.1 Term Rewriting
Another active area of research focuses on the analysis of term rewrite systems (TRS). This line of work
has traditionally focused on termination and its most widely used technique is based on the depen-
decy pair framework [AG00]. Recently, complexity analysis has received greater attention and many of
the techniques initially designed for termination have been adapted for complexity analysis using weak
dependency pairs [HM08] or dependency tuples [NEG13].
The complexity of a term rewrite system is obtained incrementally by applying processors to a complex-
ity problem. Processors typically obtain a well-founded ordering of the terms that provides a bound on
the number of evaluation steps (for example using polynomial interpretations or matrix interpretations),
transform the problem into a simpler one, or subdivide it into smaller complexity problems. For example,
several processors use the notion of dependency graph, which is similar to a control flow graph or a call
graph in the context of TRS, to simplify the complexity problem. The final result of the analysis is a proof
tree2 where each node corresponds to the application of one processor.
The paper [AM16] describes a general framework for inferring complexity bounds of TRS that is
general enough to cover different notions of complexity, and types of term rewrite systems. This frame-
work has been implemented in the tool Tyrolean Complexity Tool (TcT) [AMS16] and it supports a
certain degree of certification [AST15]. Another powerful tool that computes the complexity of TRS is
AProVE [GAB+17].
These complexity analyses for TRS focus only on obtaining monovariant asymptotic bounds. That
is, they compute a complexity on the overall size of the initial terms. In contrast, CoFloCo aims at
obtaining precise bounds up to the constant level that can depend on several arguments of the entry
cost relation. In addition to that, most approaches for the complexity analysis of TRS cannot compute
the complexity of fragments of the TRS and compose them but have to consider the complete TRS at
once. The work [AM16] is an exception as it presents an approach to decompose TRS according to the
strongly connected components of the call-graph. However, this decomposition is not complete and it
cannot obtain amortized complexity bounds.
Some work has been done to apply this technology for the analysis of higher-order functional pro-
grams. For example, in [ALM15] a complexity preserving transformation is proposed to generate TRS
from pure higher order Ocaml programs.
Finally, there has been some effort [HM14, HM15] to adapt the amortized resource analysis based on
the potential method to analyze the complexity of term rewrite systems. However, to the best of my
knowledge, this approach has not yet been implemented.
8.2.2 COSTA and SACO
There are several works that generate cost relations from a variety of programming languages.
In [AAG+12], cost relations are generated from programs written in Java bytecode. This approach is
implemented in the COSTA system [AAG+08].
2 Or a proof chain if there are no processors that split the problem into several sub-problems.
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This work has been adapted to analyze concurrent ABS programs in [AAG+11]. This analysis has been
implemented as part of the tool SACO [AAF+14] (Static Analyzer of Concurrent Objects) which includes
a wide range of static analyses for ABS programs. The approach presented in [AAG+11] is quite limited
when the termination or the cost of a program depends on the concurrent interleaving of loops. In
[AFGM17], we developed an improved analysis that can obtain bounds for loops that are executed in
parallel and influence each other.
Within SACO, a series of advanced cost analyses [ACMMRD14, ACJRD15, ACRD14] have been imple-
mented. These analyses focus on concurrency-specific aspects of cost analysis. [ACMMRD14] presents
an analysis to compute bounds on the amount of data transmitted over a network in a distributed appli-
cation. [ACRD14] and [ACJRD15] focus on the peak cost and parallel cost consumption of concurrent
programs respectively. The analysis in [GLL15] is also closely related. It implements a cost analysis to
count the number of virtual machines used by a program that can allocate and release virtual machines.
There has also been some work focused on obtaining bounds for memory use [AGGZ13] and for generic
non-cumulative resources [ACRD15].
Finally, an essential aspect of cost analysis based on cost relations is to abstract data structures to
integer norms precisely. This is the focus of the paper [AGG13], which uses type information to abstract
complex data structures to (possibly) several integer norms. This is the frontend that has been used
generate cost relations from ABS programs to compare CoFloCo to RAML (Section 7.3). All these works
are part of SACO or COSTA and are complementary to CoFloCo, which they can use as a backend.
8.2.3 WCET
WCET (Worst Case Execution Time) analysis is a related research area that attempts to obtain precise
time bounds on the execution time of a program in a given computer architecture. Instead of considering
a simple cost model, WCET analysis focuses on modeling low level aspects of the behavior of hardware
components such as processor pipelines and cache memories. [WEE+08] contains a survey. Often, WCET
tools focus on programs where loops have a fixed number of iterations or they assume that loop bounds
are provided as an input. In this context, Knoop et al. [KKZ11] propose a technique to obtain symbolic
bounds for loops using recurrence relations. However, this technique is limited to a certain class of
for-loops.
Traditionally, a WCET problem is reduced to integer linear programming (ILP) that encodes the depen-
dencies between the paths of the program. The solution to this problem gives the WCET of the program.
In [CHK+15], the authors provide a different approach that represents programs as abstract segment
trees. This allows splitting the problem into smaller ILP problems instead of having to solve a single one.
Abstract segment trees present some similarities to the CR representation. They represent the program
hierarchy and they contain “segments” which represent program paths as regular expressions over pro-
gram locations (or other segments) similarly to how chains encode the possible behaviors of a program.
However, the refinement in [CHK+15] is performed in a counter-example guided style.
8.2.4 Cost Bounds Verification
There has been some work concerned with the verification of the bounds generated by cost analysis tools.
This is an important problem because cost analysis tools grow quite complex and it is hard to ensure they
are bug free. For some applications, such as certified software, cost bounds are of little use if they cannot
be highly trusted. There has been some work on certification of cost bounds based on type systems
[CW00] and quantitative Hoare logic [CHS15, CHRS14]. Avanzini et al. [AST15] present a verified
checker developed in Isabelled that certifies that the complexity proofs generated by TcT [AMS16] are
sound. Finally, the cost bounds generated by COSTA (using its backend PUBS) can be verified with the
KeY system [ABG+16].
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8.2.5 Termination and Ranking Functions
Termination and cost analysis are closely related problems. In fact, time cost analysis can be seen as a
quantitative version of termination analysis. Consequently, many of the techniques originally developed
for termination analysis can be useful for cost analysis. There is an enormous body of work on termi-
nation analysis. This section does not try to give an exhaustive account of all but rather provide some
pointers to the most relevant developments concerning cost analysis.
The tool T2 [BCI+16] uses lexicographical ranking functions and cooperation programs [BCF13] to
prove termination. CppInv [LORR13] makes use of Max-SMT technology to generate ranking functions
and supporting invariants for termination. Max-SMT allows obtaining useful information that can serve
to further refine the program even when the ranking function generation fails. The Ultimate Büchi Au-
tomizer [HHP14] decomposes programs into modules that can be proved terminating using techniques
for termination of lasso programs. There are also very powerful tools for term rewrite systems such as
AProVE [GAB+17] and TTT2 [KSZM09]. AProVE can also analyze the termination of programs written
in multiple languages by transforming them into a term rewrite system with builtin integers.
A key element for many termination and cost analyses is the inference of ranking functions. Ranking
functions not only provide a termination argument, but also a specific bound on the number of iterations
of a loop (or recursive program). In [PR04], Podelski et al. present a complete method to infer linear
ranking functions over the rationals for single path loops. This method is based on template inference
using Farkas’ lemma. Note that this idea is used to generate candidates for final constraints in the
bound computation algorithm (see Section 6.5.2). In [ADFG10], a complete method is presented for
lexicographical ranking functions over the rationals for arbitrary control-flow graphs. This method is
then applied to obtain cost bounds in the tool Rank. The work of Ben-Amram et al. [BAG14] provides
a complete method for linear ranking functions over the integers and lexicographic ranking functions
over the integers and rationals3 for multiple-path constraint loops. In [LH15], a template based method
is developed to generate linear ranking functions, multi-phase, piece-wise and lexicographic ranking
function. This method is based on Motzkin’s transposition theorem instead of Farkas’ lemma to support
strict inequalities.
Finally, Urban et al. [UM14] have developed a parametric abstract domain in which the elements of
the abstract domain are decision trees with linear constraints on the nodes and elements of a numerical
abstract domain at the leaves. This can be instantiated to define piece-wise ranking functions and it can
be used to prove termination (and probably for cost analysis as well). It is worth pointing out that in
Section 6.9, a similar decision tree is built to obtain piece-wise defined bounds. However, in Section 6.9
this is done as a post-processing step after the main analysis has been completed and not within an
abstract interpretation framework.
8.2.6 Verification of Programs with Constrained Horn Clauses
Cost relations are very similar to constrained Horn clauses (CHC) annotated with cost. In recent years,
there has been a significant amount of work that uses constraint Horn clauses as an abstract represen-
tation for program verification (see [BGMR15] for some references). The techniques used to translate
programs into CHC could be adapted to generate cost relations, although additional care has to be taken
with cost relations to make sure that the cost of the program and the non-terminating behaviors are
preserved. Also, Horn clause solvers could be used to assist cost analysis tools based on cost relations to
refine the program and infer better supporting invariants.
3 The definition of lexicographic ranking functions in [BAG14] is more general than in [ADFG10].
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9 Conclusion
This thesis presents a new cost analysis based on an extended notion of cost relations. These cost re-
lations include input and output variables and can contain multiple constraint sets that are considered
sequentially. A formal semantics for cost relations has been developed that considers non-terminating
evaluations explicitly. In addition, other restrictions have been (partially) lifted, for example, cost re-
lations can now have positive and negative cost annotations. The analysis can infer upper and lower
bounds on the net-cost of a program and on the peak-cost of programs with cumulative resources.
The analysis contains three parts. The first part reduces any mutually recursive cost relations to cost
relations that only have direct recursion using unfolding. The second part consists of a refinement of
cost relations that partitions all possible executions of the program into execution patterns, represented
as chains. At the same time, it uses this information to infer precise invariants, input-output relation-
ships, discard unfeasible execution patterns, and prove termination. In the third part of the analysis, cost
bounds are inferred compositionally with the help of cost structures. Cost structures reduce the compu-
tation of complex bounds to the inference of simple constraints (implemented through strategies) using
linear programming. They can represent polynomial upper and lower bounds of programs with max and
min operators. They can also maintain multiple bound candidates in a single representation. On top of
that, cost structures are very flexible and can be easily extended to handle other classes of bounds such
as exponential, logarithmic and bounds with binomial coefficients (see future work in Chapter 10). At
the end of the analysis, the bounds from the different chains can be combined to obtain a piece-wise
defined bound. No other tool can produce this kind of bounds. Both the refinement and the bound
computation have been proved sound with respect to the given cost relation semantics.
The analysis has been implemented in the tool CoFloCo. CoFloCo overcomes many of the limitations
existing in previous approaches based on cost relations. In particular, it can deal much better with
programs that have a complex control flow. For example, programs with nested loops that influence
each other, loops with multiple phases and programs that present amortized cost.
CoFloCo has been evaluated against other state-of-the-art tools and with respect to a variety of bench-
marks. These benchmarks include: a set of small but challenging C programs taken from the literature,
an extensive set of real world C programs taken from a compiler optimization benchmark, a small set of
C programs with challenging iteration patterns, a medium-sized benchmark of functional programs and
a large benchmark of term rewrite systems. The approach is highly competitive with other cost analyses,
many of them developed in parallel e.g., KoAT, Loopus and C4B. In some of the categories such as “ex-
amples from the literature” it obtains the best results, and in other categories such as “challenging loop
patterns” or “functional programs from the RAML evaluation”, it performs almost as well as the leading
tools which are language specific (Loopus and RAML respectively).
The use of cost relations makes CoFloCo very versatile i.e. it can be easily applied to different pro-
gramming languages. This is also illustrated in the experimental evaluation. At the same time, CoFloCo
does not suffer from some limitations present in some of the other analyses, such as the inability to
analyze recursive programs (Loopus), or obtain non-monotonic bounds (KoAT). It is also one of the few
existing tools that compute best case lower bounds, supports both positive and negative cost annotations
and is able to obtain amortized bounds despite following a compositional bottom-up approach.
CoFloCo has also some limitations. However, most of them are not fundamental to the analysis. That
is, many of the current limitations could be solved by extending the analysis while maintaining the




10 Limitations and Future Work
Despite the progress made in this thesis, CoFloCo still presents some limitations that should be addressed
in order to make it applicable in practice.
10.1 Logarithmic and Exponential Bounds
The cost structures presented in this thesis can only represent polynomial bounds (with max and min
operators). However, it should be straightforward to extend them and their corresponding strategies to
support constraints with exponentials and logarithms following as similar approach as in [ABAG13]. The
approach of [BEF+16] could also be adapted for bounding Max and Min variables in the cases where
they grow exponentially.
10.2 Non-linear and Non-local Size Change
Within a cost relation, the mechanism to compute constraints for Max and Min variables can obtain non-
linear size relations of linear expressions. However, at the moment this is only done at the local level
(within a phase) whereas chain summaries constitute the size relations that are used to compose the
costs of different cost relations. Unfortunately, chain summaries are linear and cannot reflect non-linear
cost relations.
Example 10.1. Program 16 (in Page 98) is an example that requires a non-linear size bound. Section 6.7
contains an approach that can successfully obtain a bound for this program with the CR representation
of Figure 6.7. However, this is not the usual CR representation. In that representation, the second loop is
encoded as a continuation of the first one thus breaking modularity. The usual representation, in which
each loop represents an independent cost relation, is presented in Figure 10.1. Under this representation
CoFloCo successfully obtains a bound for the chains (3)+(2) and (5)+(4). However, in order to compose
these bounds, it uses the constraint set in CE 1.1 which does not capture that b′ ≤ a2. Consequently,
CoFloCo fails to obtain a bound for CE 1.1.
Adopting the continuation style representation of Figure 6.7 can work in cases where there is a simple
sequential composition, but it is not a general solution.
Example 10.2. Consider Program 18 in Figure 10.2 (the function append has been omitted). This
function generates a list of all the possible pairs of the elements in the input list. The recursive cost
equation of pairs is:
pairs(l : lo) = {l > 0, l = 1+ x + xs}, 1, pairs(xs : xso), attach(x ,xs : xs′), append(xso,xs′ : lo)
1.1: koat(a) = {a > 0, b = 0, b′ > 0}, wh3[(3)+(2)](a, b : b′), wh7[(5)+4](b′)
1.2: koat(a) = {a ≤ 0, b = 0, b′ = 0}, wh3[(2.2)](a, b : b′), wh7[4](b′)
2: wh3(a, b : bo) = {a ≤ 0,bo = b}
3: wh3(a, b : bo) = {a > 0, a′ = a− 1, b′ = b + a}, 1, wh3(a′, b′ : bo)
4: wh7(b) = {b ≤ 0}
5: wh7(b) = {b > 0, b′ = b− 1}, 1, wh7(b′)
Figure 10.1.: Refined cost relations of Program 16: Modular representation
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Program 18
def List<Pair<A,A>> attach(A n,List<A> l) =
case l {
| Nil => Nil;
| Cons(x,xs) => Cons(Pair(n, x),attach(n,xs));
};
def List<Pair<A,A>> pairs(List<A> l)=
case l {
| Nil => Nil;
| Cons(x,xs) => append(pairs(xs), attach(x,xs));
};
Figure 10.2.: Program 18: Example that requires non-linear non-local size relations
In this CE, the cost of append depends on xso which is quadratic with respect to xs (xso ≤ xs2). Unfortu-
nately, the chain summary of pairs cannot capture this non-linear relation.
CoFloCo can be extended to compute non-linear size relations using Max and Min variables and to use
cost structures to represent the sizes of output variables in addition to costs.
10.3 Cost Structures with Binomial Coefficients
The Triangular Sum strategy (presented in Chapter 6) obtains precise bounds for certain kinds of pro-
grams (Program 2). This strategy is particularly interesting for lower bounds given that without it, the
analysis would obtain only a linear bound for Program 2 instead of a quadratic bound1. However, the
Triangular Sum strategy does not compute a precise lower bound if there are three or more nested loops
of this kind. This is in fact what happens in two of the examples where PUBS-M obtains a better lower
bound than CoFloCo in the experimental evaluation.
Example 10.3. Program 19 in Figure10.3 illustrates this situation. The lower bound complexity of that
program is cubic Ω(n3) but the current approach only obtains a quadratic lower bound complexity Ω(n2).
The Triangular Sum strategy can be applied to obtain a precise cost structure (for lower bounds) of the
second loop (Chain [(4)+(3)]):
iv1 ,

iv1 ≥ iv2 − 12 iv3 + 12 iv4




iv5 ≥ ‖n− y‖
iv4 = ‖n− y‖
ª
However, when transforming this cost structure to obtain the cost of the phase (2)+, the constraint
iv2 ≥ iv5 · iv4 generates the approximated constraint smiv2 ≥ smiv5 · bivc4 and bivc4 can take the value
1 in the last iteration. This loss of precision prevents CoFloCo from obtaining a cubic bound, even if
the Triangular Sum strategy can be successfully applied to smiv5. This comes from the fact that the
non-linear expression ‖n− y‖2 is split into different constraints that are later treated independently.
A possible improvement is to extend cost structures with a new kind of final constraint that contains
binomial coefficients of the form: ‖l‖
k

1 For upper bounds the strategy obtains better precision at the constant level but it does not improve the asymptotic
complexity.
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1: for1(x ,n) = {x ≥ n}
2: for1(x ,n) = {y = x , x < n, x ′ = x + 1}, for2[(4)+3](y,n),
for1(x
′,n)
3: for2(y,n) = {y ≥ n}
4: for2(y,n) = {z = y, y < n, y ′ = y + 1}, for3[(6)+5](z,n),
for2(y
′,n)
5: for3(z,n) = {z ≥ n}
6: for3(z,n) = {z < n, z′ = z + 1}, 1, for3(z′,n)
Figure 10.3.: Program 19: Motivating example for binomial coefficients
where l is a linear expression in terms of the program variables and k is a positive integer. Binomial











which exactly matches the behavior of the loops in Program 19. The Triangular Sum strategy could be
extended to infer this kind of constraints2. Then, with this kind of constraints, the cost of (4)+(3) can be
represented as 

iv1 , ;,  iv1 ≥  ‖n−y‖2  	
And the cost of chain (2)+(1) is 

smiv1 , ;,  smiv1 ≥  ‖n−x‖3  	
If the Triangular Sum strategy fails, a final constraint with a binomial coefficient can always be approxi-
mated to several regular final and non-final constraints to be processed by other strategies.
10.4 Scalability
An essential aspect of any static analysis that aspires to be widely applicable is scalability. In order to
achieve it, the analysis needs to be compositional and efficient. Note that if the analysis is compositional
and can process the functions of a program independently, it “only” has to be efficient enough to analyze
the biggest function. This is a much more realistic objective than being able to analyze a complete
program. Moreover, compositionality can facilitate the parallelization of the analysis.
The approach of CoFloCo is partly compositional. It follows a bottom-up approach and composes the
results of each of the components following the structure of the call-graph. However, the analysis can
suffer from performance issues and suffer a combinatorial explosion at several points.
First, the preprocessing of cost relations unfolds them to transform indirect recursion into direct re-
cursion (see Chapter 4). In the case of loops, this can generate a CE per loop path and the number of
loop paths can be exponential in the size of the program3. This can be partially alleviated by applying CE
subsumption during the unfolding process. However, more aggressive simplifications (merging similar
CEs) could be applied if the number of CEs grows very large. Additionally, it is important to slice the
2 Note that using binomial coefficients to capture the cost of programs is not new. In fact, binomial coefficients are the
building blocks of the resource polynomials used in RAML [HDW17].
3 This is in fact what happens in the example where CoFloCo times out in the evaluation of challenging loop patterns
(Section 7.2.3).
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program in advance so the CR representation contains only variables that are likely to influence the cost.
This can be done by checking which variables can influence the loop conditions. If much of the program
behavior is abstracted away, many loop paths can have the same behavior with respect to the remaining
variables and they can be represented by a single CE. The norm selection in Loopus [SZV17] has a similar
effect and it is one of the factors that makes it so fast. On top of that, many operations on constraint sets
(polyhedra) are, in the worst case, exponential on the number of variables so keeping that number low
is essential for the performance of the analysis. The performance of the polyhedral operations can also
be increased by applying the techniques in [SPV17].
Second, a combinational explosion can occur in the enumeration of the chains of a cost relation. Given
a cost relation with n CEs, it is theoretically possible to have O (2n) chains. However, this rarely happens
in practice.
The third case where a combinational explosion can occur is in the cost equation specialization (Sec-
tion 5.4). Given a CE that contains n calls to other CRs where each CR has mi chains for 1 ≤ i ≤ n,
in the worst case the CE can be specialized into
∏n
i=1 mi CEs. The technique of chain compression (see
Appendix A.2) partially alleviates this problem by reducing the number of chains (the mi) that have to
be considered. However, the number of specialized CEs can still grow very large even if the number
of chains of each called CR is small. Consider a CE with n calls to other CRs where each of them has
2 chains. The number of specialized CE can be at most 2n. A possible solution could involve applying
folding transformations (the inverse operation of unfolding) to group calls together combined with a
more aggressive chain compression.
10.5 Other Challenges: Pointers, Partial Failures and Contracts
In order for cost analysis to be effective on real programs, there are still multiple challenges that need
to be addressed. As shown by the results of the real world evaluation (see Section 7.2.2), much work
needs to be done in the abstraction of data structures and pointers and the integration of shape analyses.
Loopus obtains much better results in that benchmark thanks (mainly) to its better treatment of data
structures. The authors of [SZV17] also point out that with optimistic assumptions for pointers and data
structures, they can obtain a bound for 1185 functions out of 1659 (instead of 806)4. In the case of
functional programs, data structures tend to be easier to abstract, but there are other challenges such as
higher-order functions and lazy evaluation.
In the majority of the existing cost analyses, once the analysis fails to obtain a bound of some part of
the program, this failure is propagated to the rest of the analysis making the overall result useless. In
order for an analysis to be useful in practice, it is important to be able to partially fail and still generate
information that is useful. For example, there could be a scenario in which there is a program with a
function foo whose cost cannot be successfully analyzed, but it can still be concluded that the function
is called n times. In such a case, a bound of the form n ·Cost(foo) would still provide useful information
about the behavior of the program. This could be combined with user annotations or contracts that
enable users to specify the cost of program parts that fail to be analyzed or whose code is simply not
available. Such user annotations could also help the tool analyze fragments of programs that require
invariants that cannot be inferred automatically.
4 In the replication of the experiments some examples were excluded and Loopus obtained 802 bounds for 1650.
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A CoFloCo Implementation Details
This chapter contains a quick reference of the options that CoFloCo supports at the moment and some
implementation details that have a significant effect on the efficiency of the tool.
A.1 CoFloCo Quick Reference
-h, -help Display help information.
-i, -input filename: Select the input file that contains the cost relation system.
-s, -stats Show some time statistics.
-debug (default no) Show debug information.
-v, -verbosity 0-3 : The level of verbosity.
-incremental (default no) The usual analysis performs the refinement of the complete cost relation sys-
tem first and all the bound computation later. With this option, the refinement and the bound
computation are done bottom-up one cost relation at a time.
-n_candidates nat : (default 1) Set the maximum number of candidates considered in the strategies.
-compute_ubs (default yes) Obtain closed-form upper bounds.
-compute_lbs (default yes) Obtain closed-form lower bounds (if disabled, additional simplifications can
be made on cost structures).
-conditional_ubs (default no) Generate piece-wise upper bounds (as described in Section 6.9).
-conditional_lbs (default no) Generate piece-wise lower bounds (as described in Section 6.9).
-solve_fast (default no) All constraints of the form
∑n
n=1 ivi ≤ e in cost structures are split into simple
constraints ivi ≤ e for 1≤ i ≤ n. This loses precision at the constant level but not at the asymptotic
level. On the other hand, this enables further simplifications on cost structures as detailed in
Section A.3 and simplifies their solution (Section 6.8).
-compress_chains 0-2: (default 0) This option activates chain compression as described in Section A.2.
The parameter indicates the criterion to compress chains.
-only_termination Perform only the refinement but not the bound computation.
A.2 Refinement
This section contains some technical details about the implementation of the refinement procedure which
have a significant effect on its efficiency and scalability.
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Lazy Call-graph Computation
In order to compute the call-graph of a CR C, CoFloCo has to check for every c, d ∈ C whether a
CE c can call d. This check corresponds to checking the satisfiability of a constraint set (several if c has
multiple recursive calls). This process can be costly, in a cost relation with n cost equations, O(n2) checks
have to be performed to compute the complete call-graph.
However, in many cases we do not need to compute all the edges of the call-graph. Consider a CR with
CEs 1,2, · · · , 10 where 10 is the only base case, 1,2, · · · , 9 are recursive CEs such that i → j for every
i ∈ [1.. j] and j ∈ [1.. j]. The chains of this CR are (1∨2∨ · · ·∨9)ω, (1∨2∨ · · ·∨9)+10, and 10. In order
to compute the complete call-graph 9 · 10 = 90 checks have to be performed but the given phases and
chains can be obtained by only checking that i → i + 1 for i ∈ [1..9] and 9→ 1 (in total 10 checks). In
other words, it is enough to find one cycle that includes all CEs 1, · · · , 9 to conclude that {1, · · · , 9} is a
strongly connected component.
Therefore, the edges of the call-graph are computed lazily as the algorithm checks for cycles. In the
worst case, all the checks have to be performed but on average the number of checks is significantly
lower.
Chain Compression
Cost equation specialization (see Section 5.4) can give rise to a combinatorial explosion. Let
c: C′(x : y) = ϕ1, b1, · · · ,ϕi,C(x i : yi), · · · , bn,ϕn be a cost relation that has to be specialized and
let ch1, ch2, · · · , chn be the chains for C. The CE specialization generates n copies of c, each one with a
call to C[chi]. If c has other calls that are specialized, each of the copies gets specialized and the number
of CEs can grow very large.
This can be partly alleviated by grouping “similar” chains together. If for instance, chains are grouped
in two sets ch1, ch2, · · · , chi and chi+1, ch2, · · · , chn, CE specialization will generate only 2 copies of C with
calls to C[ch1 ∨ ch2 ∨ · · · ∨ chi] and C[chi+1 ∨ ch2 ∨ · · · ∨ chn] where the summary of a group is the convex
hull of the summaries of its chains summary(ch1 ∨ ch2 ∨ · · · ∨ chi) =⊔mj=1 summary(ch j). This technique
is called chain compression and it reduces the number of specialized cost equations at the cost of possibly
losing some precision in the summary. The only requirement is that terminating and non-terminating
chains are not grouped together (in order to maintain Claim 5.1).
The similarity among chains can be defined by considering their summary. Different criteria can be
adopted to strike a balance between efficiency and precision. The two criteria currently implemented
are the following. Two chains are grouped together (ch1 ≡ ch2) if
1. summary(ch1) = summary(ch2)
2. (summary(ch1)⇒ summary(ch2))∨ (summary(ch2)⇒ summary(ch1))
The first criterion does not suppose any loss in precision neither in the refinement or the bound compu-
tation. The second criterion is more agressive, that is, it will group more chains together and it might
affect the precision of the latter bound computation.
Chain compression can be activated using the option -chain_compression n where n corresponds to
the criterion applied.
A.3 Cost Structure Maintenance and Simplification
An important part of the bound computation algorithm is to represent and maintain cost structures
efficiently. This involves several simplifications.
Joining Final Constraints
The operations over final constraints have a higher cost than the ones over non-final constraints (which
are mainly syntactic). For this reason, the efficiency of the analysis can be increased by merging similar
final constraints with the help of additional non-final constraints.
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Let
∑
iv ./ ‖l‖ and ∑ iv′ ≤ ‖l‖ be two final constraints, they can be substituted by a final constraint
iv≤ ‖l‖ and two non-final constraints ∑ iv ./ iv and ∑ iv′ ./ iv where iv is a fresh intermediate variable.
More generally, let
∑
iv ./ ‖l‖ and ∑ iv′ ≤ ‖l′‖ such that l′ = k · l for k ∈ Q+, they can be substituted by
iv≤ ‖l‖ and two non-final constraints ∑ iv ./ iv and ∑ iv′ ./ k · iv.
Discarding Undefined and Unused Constraints
As mentioned at the end of Section 6.3, a dependency relation  can be established between con-
straints based on their used and defined intermediate variables. This dependency relation induces a
partial order over the constraints of a cost structure which are always maintained topologically sorted.
In the current implementation, dependency cycles are not allowed and when one is detected (because a
new constraint has been added) it is resolved by merging or discarding some constraints.
Given a cost structure where the non-final constraints are topologically sorted, it is easy to detect
constraints that can be removed. If a constraint uses variables that are not defined elsewhere, it can be
discarded or relaxed. For example, if iv2 is not defined anywhere, the constraint iv ≤ iv1 − iv2 can be
relaxed to iv≤ iv1. If a constraint defines variables that are never used, it can also be discarded.
Discarding Redundant Constraints
Redundant constraints can also be detected and simplified. Let ic =
∑
iv≤ SE and ic′ =∑ iv′ ≤ SE, the
constraint ic is redundant if defines(ic) ⊆ defines(ic′). Conversely, let ic =∑ iv ≥ SE and ic′ =∑ iv′ ≥ SE,
the constraint ic is redundant if defines(ic) ⊇ defines(ic′).
Substituting Intermediate Variables and Factoring out
A constraint is simple if it has a single intermediate variable on the left side, that is, it has the form
iv ./ SE. If an intermediate variable is defined in only one simple constraint, we can substitute its positive
uses in constraints of the same operator (./) and its negative uses in constraints of the opposite operator
(! ./). For instance, the constraints iv1 ≤ 2iv2 + 1, iv1 ≥ iv3 − iv2 and iv2 ≤ iv4 + 2 can be transformed
(as long as iv2 is not defined in any other constraint) into iv1 ≤ 2iv4 + 5 and iv1 ≥ iv3 − iv4 − 2. In the
case of non-linear constraints, this can give us the opportunity to factor out components and reduce the
number of constraints. For example, the constraints iv1 ≤ iv2 + iv3, iv2 ≤ iv4 · iv5, and iv3 ≤ iv6 · iv5, can
be transformed to iv1 ≤ iv7 · iv5, iv7 ≤ iv4 + iv6 where iv7 is a fresh intermediate variable.
Merging Cost Structures for Chain Compression
In Section A.2, an optimization called chain compression was presented. This optimization reduces the
number of refined CEs and chains generated during the refinement phase. It does so by generating a CE
that calls a disjunction of chains [ch1 ∨ ch2 ∨ · · · ∨ chn] instead of generating n CEs that call each single
chain. In order to apply such optimization, we have to define the cost structure of a disjunction of chains
[ch1 ∨ ch2 ∨ · · · ∨ chn] and how to obtain it from the cost structures of each of the chains.
We define this operation for two chains but it can be easily generalized to any number of chains. Let




iv≤max(iv1, iv2), iv1 = E1,
iv≥min(iv1, iv2), iv2 = E2,
ª
∪ IC1 ∪ IC2, FC1(x )∪ FC2(x )
·
where iv, iv1 and iv2 are fresh intermediate variables. This cost structure is precise but it generates
constraints with max and min operators whose later treatment is not very precise (see Section 6.5.1).
In many cases though, the resulting cost structures can be simplified applying the techniques described
above.
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Example A.1. Consider for instance the composition of the following cost structures 〈iv3 + 2,;, {iv3 ≤‖x‖}〉 and 〈iv4,;, {iv4 ≤ ‖x‖}〉. The merged cost structure is:

iv, {iv≤max(iv1, iv2), iv≥min(iv1, iv2), iv1 ≤ iv3 + 2, iv2 ≤ iv4}, {iv3 ≤ ‖x‖, iv4 ≤ ‖x‖}

This cost structure can be simplified as follows:
• The lower bounds of iv1 and iv2 are not defined, so iv≥min(iv1, iv2) can be discarded.
• The final constraints iv3 ≤ ‖x‖ and iv4 ≤ ‖x‖ can be joined generating iv5 ≤ ‖x‖ and iv3 ≤ iv5 and
iv4 ≤ iv5.
• Because iv3 and iv4 are only defined by one constraint, we can substitute their uses by their defini-
tions and obtain iv1 ≤ iv5 + 2 and iv2 ≤ iv5.
• Finally, we can factor out iv≤max(iv5 + 2, iv5) = iv5 +max(2,0) = iv5 + 2
• The final cost structure is: 〈iv, {iv≤ iv5 + 2}, {iv5 ≤ ‖x‖}〉
Fast merging of Cost Structures
In many cases, we are only interested in the asymptotic complexity of the upper bounds (we do not
want to obtain lower bounds). Then, we can simply add the cost structures. Let 〈E1, IC1,FC1(x )〉 and〈E2, IC2,FC2(x )〉 be cost structures of ch1 and ch2. A valid over-approximation of the cost structure for
[ch1 ∨ ch2] is
〈E1 + E2, IC1 ∪ IC2,FC1(x )∪ FC2(x )〉
The resulting cost expression is easier to simplify, because it does not have extra constraints with max
and min operators but it represents an over-approximation of the cost. This operation is only used if the
option compute_lbs is deactivated and solve_fast is active.
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