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Abstract
We derive stochastic differential equations whose solutions follow the flow of a stochastic nonlinear Lie algebra
operation on a configuration manifold. For this purpose, we develop a stochastic Clebsch action principle, in
which the noise couples to the phase space variables through a momentum map. This special coupling simplifies
the structure of the resulting stochastic Hamilton equations for the momentum map. In particular, these
stochastic Hamilton equations collectivize for Hamiltonians that depend only on the momentum map variable.
The Stratonovich equations are derived from the Clebsch variational principle and then converted into Itoˆ form.
In comparing the Stratonovich and Itoˆ forms of the stochastic dynamical equations governing the components
of the momentum map, we find that the Itoˆ contraction term turns out to be a double Poisson bracket. Finally,
we present the stochastic Hamiltonian formulation of the collectivized momentum map dynamics and derive the
corresponding Kolmogorov forward and backward equations.
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1 Background and motivation
1.1 Poincare´ 1901
In 1901 Poincare´ noticed that when a Lie group G acts transitively on the configuration manifold Q of a mechanical
system, then an opportunity arises, “to cast the equations of mechanics into a new form which could be interesting
to know” [27]. The new form of the Euler-Lagrange equations of mechanics for a given Lagrangian L(q, q˙) in
Hamilton’s principle 0 = δ
∫ b
a
L(q, q˙)dt defined on the tangent bundle TQ (velocity phase space) of the manifold Q
(state space) emerges when the motion is lifted to a set of dynamical equations for a curve g(t) ∈ G, parameterized
by time, t, by writing the motion as q(t) = g−1(t)q0, with g(0) = e, the identity element of the Lie group, G. Let
g denote the Lie algebra of G. The Lie algebra action of the element u := g−1g˙ ∈ g, on the manifold Q is denoted
by concatenation, namely, uq; this is a vector field Q ∋ q 7→ uq ∈ TQ on Q. Thus, if q(t) = g−1(t)q0, we have
q˙(t) = −uq(t).
The action integral in Hamilton’s principle transforms under G in [27] as,∫ b
a
L(q, q˙)dt =:
∫ b
a
L˜(g, g˙; q0)dt =
∫ b
a
L˜(e, g−1g˙, g−1q0)dt =:
∫ b
a
ℓ(u, g−1q0) , (1.1)
where 〈·, ·〉g : g
∗ × g→ R denotes the non-degenerate pairing between the Lie algebra g and its dual g∗.
Upon taking variations in Hamilton’s principle, Poincare´ cast the Euler-Lagrange equations for vanishing end-
point conditions into his “new form”. To arrive at it, we take a deformation gε(t) of the curve g0(t) := g(t)
for ε in a small interval centred at 0, keeping the endpoints fixed, i.e., gε(a) = g(a), gε(b) = g(b) for all ε, de-
note by δg(t) := d
dε
∣∣
ε=0
gε(t) ∈ Tg(t)G, and note that δg(a) = 0 = δg(b). Defining v(t) := g(t)
−1δg(t) ∈ g and
δu(t) := d
dε
∣∣
ε=0
gε(t)
−1g˙ε(t) ∈ g, we deduce the identity δu(t) = v˙(t) + adu(t) v(t), where adx y := [x, y] for every
x, y ∈ g and we denote by ad∗x : g
∗ → g∗ the dual of the linear map adx : g → g for every x ∈ g. A direct
computation, using (1.1), yields∫ b
a
〈
d
dt
∂L
∂q˙
−
∂L
∂q
, δq
〉
Q
dt = 0 =
∫ b
a
〈
d
dt
∂ℓ
∂u
− ad∗u
∂ℓ
∂u
− J
(
∂ℓ
∂q
)
, v
〉
g
dt , (1.2)
where 〈·, ·〉Q : T
∗Q × TQ → R denotes the natural duality pairing, taken fiberwise, between the tangent bundle
TQ and its dual T ∗Q, the phase space of the mechanical system. The map J : T ∗Q → g∗ has the expression
〈J(pq), w〉g = 〈pq, wq〉Q, for all w ∈ g and is the momentum map of the cotangent lifted G-action on T
∗Q. Thus,
(1.2) yields the classical Euler-Lagrange equations, if one uses the left hand side of the identity, and it yields
Poincare´’s “new form” of the equations of motion, if one uses the right hand side of the identity, which is
d
dt
∂ℓ
∂u
= ad∗u
∂ℓ
∂u
+ J
(
∂ℓ
∂q
)
. (1.3)
For more details, many applications, and reviews of the overwhelming importance of the momentum map in me-
chanics, see [18, 24].
In Poincare´’s illustrative example, G = SO(3) was the Lie group of rotations in three dimensions; the manifold
Q = R3 was three dimensional Euclidean space; g = so(3) ≃ R3 and g∗ = so(3)∗ ≃ R3 were isomorphic to R3; the
pairings 〈·, ·〉Q and 〈·, ·〉g were both the Euclidean scalar product; the operations ad, ad
∗ and the momentum map J
were all (plus, or minus) the vector cross product in R3. Poincare´’s new form of the equations of mechanics in that
case reduced to Euler’s equations for a heavy top. This 1901 result of Poincare´, together with Lie’s discovery of the
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natural Poisson bracket on the dual of a Lie algebra, are the two key results, one in the Lagrangian, the other in
the Hamiltonian formulation, of what has developed into geometric mechanics. Poincare´’s paper [27] was carefully
reviewed recently from a modern perspective in [23]. For textbook discussions of geometric mechanics, see, e.g.,
[18, 24].
The aim of the present work is to continue the theme of these earlier developments by revisiting Poincare´’s
starting point [27] and augmenting the Lagrangian (1.1) in Hamilton’s principle to introduce a Lagrange multiplier
m into (1.1), in preparation for introducing stochasticity later. That is, instead of (1.1), we work with the constrained
action, ∫ b
a
(
ℓ(u, g−1q0) +
〈
m, g−1g˙ − u
〉
g
)
dt ,
in order to enforce the reconstruction relation g−1g˙ = u for the curve g(t) ∈ G. The reconstruction relation, in turn,
generates the motion q(t) = g−1(t)q0 along a solution curve in Q. This constrained form of the action facilitates
the introduction of stochasticity into Poincare´’s original framework. That is, in following Poincare´’s lead in the
deterministic case, we seek to lay the framework for stochastic geometric mechanics. In deterministic geometric
mechanics, as we have just seen, the time-dependent dynamics is modeled by the action of a transformation group.
The geometric mechanics approach lifts the dynamics on the state space to a curve in the transformation group.
Our aim in this paper is to generalize the time-dependent curve in the transformation group to a stochastic
process, and then use Hamilton’s principle to determine the stochastic dynamics of the momentum map taking
values in the dual of the Lie algebra of the transformation group.
Our approach to achieve the transition from deterministic to stochastic geometric mechanics is to concentrate
on the Lie algebra action q˙(t) = −uq(t) ∈ TQ of the vector field u = g−1g˙ ∈ g, which produces the solution paths
q(t) ∈ Q. The solution paths q(t) = g−1(t)q0 ∈ Q will become stochastic, if g(t) is made stochastic by replacing
the deterministic reconstruction equation g−1g˙ = u mentioned above by introducing the following reconstruction
relation from a stochastic vector field,
g−1dtg = u dt+
∑
i
ξi ◦ dW
i(t) , (1.4)
where subscripted dt represents stochastic time evolution, the vector fields ξi for i = 1, 2, . . . , N, are prescribed, and
◦ dW i(t) denotes the Stratonovich differential with independent Brownian motions dW i(t). The idea, then, is to
regard the stochastic solution paths q(t) = g(t)−1q0 ∈ Q as observable data, from which we obtain the correlation
eigenvectors ξi by some form of bespoke data assimilation, and substitute them into the constrained action∫ b
a
(
ℓ(u, g−1q0) +
〈
m, g−1dtg − u dt−
∑
i
ξi ◦ dW
i(t)
〉
g
)
dt ,
then take variations to derive the corresponding equations of motion for u ∈ g by applying Poincare´’s approach
to the resulting stochastically constrained Hamilton’s principle. In this way, we obtain a variational approach for
deriving data-driven models in the framework of stochastic geometric mechanics.
1.2 Data-driven modeling of uncertainty
As opposed to theory-driven models such as Newtonian force laws and thermodynamic processes for the subgrid-
scale dynamics, here we will use stochastic geometric mechanics as an opportunity to consider a new type of
data-driven modeling. In data-driven modeling, one seeks to model properties of a subsystem of a given dynamical
system which, for example, may be observable at length or time scales which are below the resolution of available
initial and boundary conditions, or of numerical simulations of the dynamical system based on the assumed exact
equations.
The most familiar example of data-driven modeling occurs in numerical weather forecasting, where various
numerically unresolvable, but observable, subgrid-scale processes are expected to have profound effects on the
variability of the weather; so they must be parameterized at the resolved scales of the numerical simulations. Of
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course, the accuracy of a given parameterization model often remains uncertain. In fact, even the possibility of
modeling subgrid-scale properties in terms of resolved-scale quantities simulations may sometimes be questionable.
However, if some information about the statistics of the small-scale excitations is known, such as the spatial
correlations of its observed transport properties at the resolved scales, one may arguably consider modeling the
effects of the small scale dynamics on the resolved scales by a stochastic transport process whose spatial correlations
match the observations, at the resolved scales. In this case, the eigenvectors of the correlation matrix of the
observations may provide the modes of the sub-scale motion, to be modeled by applying stochasticity with those
statistics at the resolved scales. Although fluid dynamics is not considered in the present work, it falls within the
purview of geometric mechanics and has been a source of inspiration in the previous development of stochastic
geometric mechanics [17].
Stochastic perturbations in finite dimensions. As an example of data-driven modeling in finite dimensions,
we consider the following situation. Suppose one notices an erratic “jitter” or “wobble” in the motion of an
observable quantity, q(t) = g(t)−1q0 whose dynamics is governed by a subsystem of the full dynamics. For example,
one might observe a jitter in the angular velocity of an orbiting satellite, indicated, say, by a small antenna attached
to it. Being only a subsystem quantity, and satisfying an auxiliary equation implying that it merely follows the
rigid motions of the satellite, this observable quantity certainly does not determine the motion of the full system.
However, the observation of its motion could still contain some useful information. For example, suppose its statistics
can be measured. One may ask what dynamics of the full system would give rise to the observed statistics of the
subsystem. In particular, one would be interested to know whether the observation of a perturbative wobble found
in a subsystem could mean that the motion of the full system would eventually destabilize. If the dynamics of the
unperturbed full system follows from Hamilton’s principle, constrained by a deterministic auxiliary equation for an
observable quantity, q(t), then a reasonable procedure might be to take the variations, subject to the constraints
determined from one’s observations of the wobble in the subsystem, described as a stochastic perturbation of the
original auxiliary equation for q(t). Equivalently, given the observation of an apparently stochastic perturbation
in a subsystem, one might ask, what motion equation gives rise to this stochastic wobble in the subsystem? In
general, of course, this is not a well-posed question. However, for the geometric mechanics systems posed here, this
question will have a definite answer.
The rigid body example. Euler’s equation for stochastic motion for a rigid body provides a useful example in
finite dimensions. For the Euler rigid body equations, the stochasticity introduced via the present approach enters
the angular velocity and thereby provides a geometric mechanics description of stochastic motion of the angular
momentum. In this type of problem, one asks, for example, whether an observed erratic perturbation in the angular
velocity may destabilize a deterministic rigid body equilibrium. Indeed, it can, with positive probability. One also
asks what the stochasticity does to the evolution of the energy and other conservation laws. Here the answer is
interesting and suggestive of other potentially rich results. The first part of the answer is that the rigid body’s
energy is no longer conserved, but the magnitude of its angular momentum is still conserved, since the dynamics
describes stochastic coadjoint motion. The rigid body example and the related heavy top example, when gravity is
present, have been treated in [1, 2].
1.3 Stochastic Hamilton equations
On the Hamiltonian side, the modern name for Poincare´’s “new form” of dynamics is “coadjoint motion”. The
primary source of stochastic symplectic Hamilton equations is [4], which was recently reviewed and developed
further from the geometric mechanics viewpoint in [21]. In the present work, we are also interested in the situation
where the motion is generated by applying a transformation group to a configuration manifold Q with coordinates
q, and then extending its action by cotangent lift to its entire phase space T ∗Q with coordinates (q, p). The primary
example occurs when the rotation group G = SO(3) acts on Q = R3 and Poincare´’s new form of the motion equation
governs the angular momentum J(q, p) ∈ so(3)∗ ≃ R3 of the rigid body, or heavy top, or spherical pendulum. This
situation requires the noise to be present in both the q and p equations. Bismut’s 1981 book [4] discusses the
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Hamiltonian dynamics of stochastic particle motion, in which
dq = {q , H(q, p)dt+
∑
i
hi(q, p) ◦ dW
i(t)} , dp = {p , H(q, p)dt+
∑
i
hi(q, p) ◦ dW
i(t)} , (1.5)
for the canonical Poisson bracket { · , · }. If the stochastic Hamiltonians hi(q) happen to depend only on position
q, then stochasticity appears only in the canonical momentum equation, as a Newtonian force,
dq = {q , H(q, p)dt} , dp = {p , H(q, p)dt+
∑
i
hi(q) ◦ dW
i(t)} . (1.6)
In this restricted case, the difference between Stratonovich and Itoˆ noise is immaterial. However, for rotating motion
in three dimensions q ∈ R3, for example, we will need the stochastic Hamiltonians hi(q, p) to depend on both q and
p, since q and p transform the same way under rotations. In particular, they both transform as vectors in R3. In
this situation, the noise appears in both of the equations in (1.5), and the difference between Stratonovich and Itoˆ
noise is crucial. The distinction between Stratonovich and Itoˆ noise is important for all of the motion equations in
Poincare´’s form, since the transformation of the conjugate momentum p is the cotangent lift of the transformation
of coordinate q in Poincare´’s class of equations.
1.4 A distinction from other approaches
Although Poincare´ [27] used a version of what one would now call “reduction by symmetry”, here we use an earlier
approach due to Clebsch [9], which introduces constrained variations into Hamilton’s principle by imposing velocity
maps corresponding in the deterministic case to the infinitesimal transformations of a Lie group. (For up to date
applications to mechanics of the Clebsch method, see [13].) In a certain sense, Clebsch [9] presages the Pontryagin
maximum principle in optimal control theory. In the present paper, however, the velocity maps will be made
stochastic.
Thus, we will consider stochastic Clebsch action principles whose variables are stochastic. The equations of
motion derived will be stochastic ordinary (or partial) differential equations (SDEs, or SPDEs) for motion on
coadjoint orbits of (finite or infinite dimensional) Lie algebras.
Now we comment further on the distinction between the stochastic Clebsch and reduced Lagrangian approaches.
A stochastic Lagrangian symmetry reduction process has been developed in [3, 8]. In that case, the Lagrangian
curves in the configuration space are stochastic diffusion processes, which are critical states of the action functional.
In these works, the drift of the stochastic processes is essentially regarded as its (mean, generalized) time derivative.
In [3], the action functional is defined with the classical Lagrangian computed on that velocity; the corresponding
Euler-Poincare´ equations of motion, satisfied by the velocity, are deterministic (ordinary differential equations when
the configuration space is finite-dimensional, or partial differential equations in the infinite-dimensional case). In
[8] the same kind of reduction process for stochastically perturbed Lagrangians is considered and corresponding
stochastic differential equations of motion (stochastic partial differential equations in the infinite dimensional case)
are derived.
In the present paper, as in [17], the stochastic Clebsch approach is not equivalent to the reduced stochastic
Lagrangian processes approach employed in [3, 8]. In particular, the velocities in the reduction approach of [3, 8]
are essentially identified with the drift of the underlying diffusion processes, which, as is well known, requires the
computation of a conditional expectation. In addition, in the reduced stochastic Lagrangian approach of [3, 8], it
is not possible to take arbitrary variations; instead, a particular form for the variations is required and the final
resulting equations of motion depend on this choice. However, in the present work and in [17], the variations are
quite arbitrary.
Therefore, the present stochastic Clebsch action principle cannot be regarded as a formulation of the Euler-
Poincare´ variational principle obtained in [8]. In order to consider the present variational principle approach from
the viewpoint of reduction by symmetry, one would need to interpret the velocity as an Itoˆ derivative of the
underlying stochastic curves, in which case the resulting stochastic action functional would be divergent. This
divergence was avoided in [3, 8] via the “renormalization” achieved by taking conditional expectations.
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Outline of the paper. Following the Clebsch approach to the Euler-Poincare´ equations, in Section 2 we introduce
a stochastic velocity map in the Stratonovich sense as a constraint in Hamilton’s principle for motion on a manifold
acted upon by infinitesimal transformations of a Lie algebra. With hindsight, we see that the stochasticity in the
velocity map is coupled to the motion by the momentum map which arises from the variation of the Lagrangian
function and the deterministic part of the velocity map. The resulting stationarity conditions generalize the classical
deterministic formulations of motion on coadjoint orbits of Lie algebras in Poincare´ [27] and Hamel [15], by making
them stochastic. In Section 3, we present the Itoˆ formulations of the stationary variational conditions. Three
alternative routes are taken in calculating the Itoˆ double-bracket forms of the variational equations for stochastic
coadjoint motion. In Section 4, we discuss the Poisson structure of the Stratonovich-Hamiltonian formulation of the
stochastic motion equations. We also give the Itoˆ interpretation of the Casimir functions for the Lie-Poisson part
of the bracket in this formulation, and derive the associated Lie-Poisson Fokker-Planck equation for the motion of
the probability density function on the level sets of Casimir functions.
2 Variational principle for Stratonovich stochastic coadjoint motion
2.1 Deterministic formulation
In [27], Poincare´ begins by considering the transitive action of a Lie groupG of smooth transformations of a manifold
Q, whose points in local coordinates are written as q = (q1, . . . , qn) and whose infinitesimal transformations are
represented by the vector field obtained at linear order in the Taylor series. Let {e1, . . . , er} be a basis of g and
α = 1, . . . , r the indices of the local coordinates in this basis. Denote by Aα[f ] any infinitesimal transformation of
this group, and express its action on a smooth function f as
Aα[f ] :=
n∑
i=1
Aiα
∂f
∂qi
= A1α
∂f
∂q1
+A2α
∂f
∂q2
+ · · ·+Anα
∂f
∂qn
, α = 1, . . . , r, (2.1)
where Aiα are functions of (q
1, . . . , qn).
Throughout this paper, Greek indices enumerate Lie algebra basis elements, Latin indices denote coordinates
on the manifold, and the standard Einstein summation convention is assumed. Since these transformations form a
Lie algebra, Poincare´ remarks that
Aα[Aβ ]−Aβ [Aα] =
r∑
γ=1
cαβ
γAγ ⇐⇒ A
s
α
∂Akβ
∂qs
−Asβ
∂Akα
∂qs
= cαβ
γ(q)Akγ , ∀k = 1, . . . , n, α, β = 1, . . . , r, (2.2)
where cαβ
γ(q) ∈ C∞(Q) are structure functions for the Lie algebra of smooth vector fields on the manifold Q, in
the basis associated with the Greek indices. When the Aiα(q) are linear functions of (q
1, . . . , qn), then the cαβ
γ ∈ R
are the usual structure constants of a matrix Lie algebra. In this regard, Poincare´ [27] presages Hamel [15], cf. also
Marle [23].
Geometric setup. We give now a glimpse of the global formulation. Poincare´ [27] does not really use a trans-
formation group, only its associated Lie algebra action. In [27] Poincare´ takes a configuration n-manifold Q of a
mechanical system and a Lie algebra morphism g ∋ u 7→ uQ ∈ X(Q) of a given Lie algebra g, dim g =: r < ∞, to
the Lie algebra X(Q) of vector fields on Q, endowed with the usual Lie bracket [X,Y ][f ] := X [Y [f ]] − Y [X [f ]],
where X,Y ∈ X(Q), f ∈ C∞(Q), and X [f ] is the differential of f in the direction X , given in coordinates by (2.1).
The coordinate expression
uQ(q) =: u
i
Q(q)
∂
∂qi
=: Aiα(q)u
α ∂
∂qi
(2.3)
of uQ ∈ X(Q), relative to a coordinate system (q
1, . . . , qn) on the chart domain U ⊂ Q and a basis {e1, . . . , er} of g, is
thus determined by the functions Aiα ∈ C
∞(U) and the basis expansion u =: uαeα of u ∈ g. Since [uQ, vQ] = [u, v]Q
for any u, v ∈ g, the functions Aα :=
[
Aiα
]
∈ C∞(U,Rn), defined by (eα)Q =: A
i
α
∂
∂qi
, satisfy (2.2)1, which is
1Thus, Poincare´ works with a right action of the underlying Lie group on the manifold; we adopt his index conventions in [27], also
used in [7]. For left actions, g→ X(Q) is a Lie algebra anti-homomorphism, i.e., [uQ, vQ] = −[u, v]Q.
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equivalent to saying that the local vector fields Aα, Aβ ∈ X(U) satisfy
[Aα, Aβ ]
(2.2)
= cαβ
γ(q)Aγ . (2.4)
The action is assumed to be transitive in [27], which means that any tangent vector vq ∈ TqQ is of the form
vq = uQ(q) for some u ∈ g, and hence if u = a
αeα for some a
α ∈ R, then vq can be written locally as vq =
aα(eα)Q(q) = a
αAiα(q)
∂
∂qi
.
If (q1, . . . , qn) are local coordinates on Q, the corresponding standard coordinates on the tangent bundle TQ and
the cotangent bundle T ∗Q are, respectively, (q1, . . . , qn, q˙1, . . . , q˙n) and (q1, . . . , qn, p1, . . . , pn), where vq = q˙
i ∂
∂qi
and pq = pidq
i for any vq ∈ TqQ and pq ∈ T
∗
qQ (the cotangent space at q ∈ Q, the dual of TqQ). Throughout the
paper, we use these naturally induced coordinates. The sign convention for the canonical Poisson bracket on T ∗Q
adopted in this paper is, in standard coordinates,
{f, g} =
∂f
∂qk
∂g
∂pk
−
∂g
∂qk
∂f
∂pk
, for any f, g ∈ C∞(T ∗Q). (2.5)
If h ∈ C∞(T ∗Q), its Hamiltonian vector field is denoted by XT
∗Q
h ∈ X(T
∗Q). Hamilton’s equations for a curve
c(t) ∈ T ∗Q in Poisson bracket form are d
dt
f(c(t)) = {f, h}(c(t)) for any f ∈ C∞(T ∗Q).
When working with a general Poisson manifold (P, {·, ·}), the Hamiltonian vector field XPh ∈ X(P ) of h ∈ C
∞(P )
is defined by df
(
XPh
)
:= {f, h}. For a symplectic manifold, (P, ω), this is equivalent to the usual definition,
iXPh
ω = XPh ω = dh.
Pairing notation. For any manifold Q, finite or infinite dimensional, we denote by 〈·, ·〉Q : T
∗Q × TQ→ R the
natural (weakly, in the infinite-dimensional case) non-degenerate fiberwise duality pairing. Given a Lie algebra g,
which is always finite dimensional in this paper, the non-degenerate duality pairing between its dual g∗ and g is
denoted by 〈·, ·〉g : g
∗ × g→ R.
Given f ∈ C∞(g∗), the functional derivative δf
δµ
∈ g of f evaluated at µ ∈ g∗ is defined by
d
dǫ
∣∣∣∣
ǫ=0
f(µ+ ǫδµ) =
〈
δµ,
δf
δµ
〉
g
, for all δµ ∈ g. (2.6)
The momentum map. The momentum map JT∗Q : T
∗Q→ g∗ of the lifted g-action to T ∗Q is defined by
uT∗Q = X
T∗Q
Ju
, for any u ∈ g, (2.7)
where JuT∗Q(pq) := 〈JT∗Q(pq), u〉g. Its expression is, cf. §12.1, formula (12.1.15) of [24],
JuT∗Q(pq) = 〈pq, uQ(q)〉Q , pq ∈ T
∗Q, u ∈ g, or, in coordinates, JT∗Q(q
i, pi) = pjA
j
α(q
i)eα, (2.8)
where {e1, . . . , er} is the basis of g∗ dual to the basis {e1, . . . , er} of g. This momentum map is infinitesimally
equivariant. That is,2
J
[u,v]
T∗Q = −{J
u
T∗Q,J
v
T∗Q} , (2.9)
for all u, v ∈ g. A useful equivalent statement of infinitesimal equivariance is (see, e.g., [24, §11.5, formula (11.5.6)]
with a sign change because we work with right actions)
TpqJT∗Q (uT∗Q(pq)) = ad
∗
u JT∗Q(pq) . (2.10)
If we denote
m := JT∗Q ∈ C
∞(T ∗Q, g∗) , mα := J
eα
T∗Q , m[α,β] := J
[eα,eβ ]
T∗Q ∈ C
∞(T ∗Q) ,
we have m = mαe
α, with
mα(pq) = piA
i
α(q) (2.11)
2This is the infinitesimal equivariance relation for right actions. For left actions, the sign in the right hand side changes.
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and the infinitesimal equivariance is expressed in coordinates as
−m[α,β] = {mα,mβ}
(2.5)
= −pj [Aα, Aβ ]
j (2.4)
= −pjcαβ
γAjγ
(2.11)
= −cαβ
γmγ . (2.12)
If G is a Lie group with Lie algebra g acting on the right on Q, then the g-action on Q is given by the infinitesimal
generator vector field uQ ∈ X(Q) defined at every q ∈ Q by uQ(q) :=
d
dt
∣∣
t=0
q · exp(tu) ∈ TqQ, where q · g denotes
the action of g ∈ G on the point q ∈ Q. The momentum map J : T ∗Q → g∗ given in (2.8) is equivariant relative
to the given right G-action on P and the right coadjoint G-action on g∗, i.e., JT∗Q(pq · g) = Ad
∗
g JT∗Q(pq) for all
g ∈ G. We use here the following notations: Adg : g→ g is the adjoint action of g ∈ G, defined as the derivative at
the identity of the conjugation by g in G; Adg is a Lie algebra isomorphism; Ad
∗
g : g
∗ → g∗ is the dual map of Adg.
The Lie-Poisson bracket. The dual g∗ of any finite dimensional Lie algebra g is endowed with the Lie-Poisson
bracket (see, e.g., [24, §13.1, p.416])
{f, h}±(µ) = ±
〈
µ,
[
δf
δµ
,
δh
δµ
]〉
g
, f, h ∈ C∞(g∗), µ ∈ g∗. (2.13)
We denote by g∗± the vector space g
∗ endowed with the Poisson bracket (2.13). The Hamiltonian vector field of
h ∈ C∞(g∗) defined by the equation f˙ = {f, h} for any f ∈ C∞(g∗) has the expression X±h (µ) = ∓ ad
∗
δh
δµ
µ (the
signs correspond). Given ξ ∈ g, ad∗ξ : g
∗ → g∗ is the dual of the linear map g ∋ η 7→ adξ η := [ξ, η] ∈ g.
If G is a Lie group with Lie algebra g, left translation by g ∈ G is denoted as G ∋ h 7→ Lg(h) := gh ∈ G
and, likewise, G ∋ h 7→ Rg(h) := hg ∈ G denotes right translation. Then the momentum map JR : T
∗G → g∗−,
JR(αg) = T
∗
e Lg(αg), αg ∈ T
∗
gG, of the lifted right translation on G (i.e., JR equals JT∗G given in (2.8) for the
action of G on itself given by right translations) is a Poisson map, i.e., {f, h}− ◦ JR = {f ◦ JR, h ◦ JR}. Similarly,
the momentum map JL : T
∗G → g∗+, JL(αg) = T
∗
eRg(αg), αg ∈ T
∗
gG, for left translation is another Poisson map,
i.e., {f, h}+ ◦ JL = {f ◦ JL, h ◦ JL}. (For the proof see, e.g., [24, §13.3].) More generally, the momentum map
J : T ∗Q → g∗− of the lifted right g-action to T
∗Q is a Poisson map; the coordinate expression of this statement is
(2.12).
A function k ∈ C∞(g∗) such that {k, f}± = 0, for all f ∈ C
∞(g∗), or, equivalently, X±k = 0, is called a Casimir
function. This definition is valid for any Poisson manifold, not just g∗.
2.2 Stochastic Clebsch formulation
Introducing stochasticity into the Clebsch methodology. We assume that all stochastic processes are
defined in the same filtered probability space (Ω,P,Pt). Let t 7→ W
k
t (ω), k = 1, . . . N , ω ∈ Ω, be N independent
real-valued Brownian motions, ξ1, . . . , ξN ∈ g, and Ω ∋ ω 7→ (pq)ω(t) ∈ T
∗Q random variables for every t. The
induced random variable on Q, the foot point of (pq)ω(t), is denoted by Ω ∋ ω 7→ qω(t) ∈ Q. Stratonovich
differentiation is denoted by X ◦ dY and Itoˆ differentiation simply by XdY . Then, given ξ1, . . . , ξN ∈ g and a
g-valued random curve u(t),
t 7−→
〈
(pq)ω(t), ◦dqω(t)− uω(t)Q(qω(t))dt − (ξk)Q(qω(t)) ◦ dW
k
t (ω)
〉
Q
is a process whose coordinate expression is
(pi)ω(t)
(
◦dqiω(t)−A
i
α(qω(t))u
α
ω(t)dt−A
i
α(qω(t))ξ
α
k ◦ dW
k
t
)
.
We always assume that the stochastic processes are defined for all times t ∈ [0, T ], the coefficients are smooth, and
that u(t) is smooth in the time variable. Furthermore, we assume that the manifold Q has no boundary.
Remark on notation. For simplicity in the notation, we no longer write the probability variable ω and, instead,
we use symbols p,q, etc., to denote semimartingales.
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Given the Lagrangian ℓ ∈ C∞(g×Q), introduce the stochastic action, defined for random curves u ∈ C1([0, T ], g),
q ∈ C([0, T ], Q), (pq) ∈ C([0, T ], T
∗Q), and define the constrained stochastic action integral S(u,pq) by
S(u,pq) =
∫ T
0
ℓ(u(t),q(t))dt+ 〈pq(t) , ◦dq(t)− u(t)Q(q(t))dt− (ξk)Q(q(t)) ◦ dW
k
t 〉 , (2.14)
where the semimartingale pq is assumed to be regular enough for the above integrals to be finite. Indeed, all
stochastic processes considered in this paper will be continuous semimartingales with regular coefficients. In local
coordinates, the stochastic action integral (2.14) may be recognized as the sum of a Lebesgue integral and a
Stratonovich integral
S(u,pq) =
∫ T
0
(
ℓ(u(t),q(t))dt−pi(t)A
i
α(q(t))u
α(t) dt
)
︸ ︷︷ ︸
Lebesgue integral
+
∫ T
0
pi
(
◦dqi(t)−Aiα(q(t))ξ
α
k ◦ dW
k
t
)
︸ ︷︷ ︸
Stratonovich integral
. (2.15)
For notational convenience, we introduce for every t ∈ [0, T ] the stochastic Lie algebra element whose components
in the basis {e1, . . . , er} of g are
dxαt := u
α(t)dt+ ξαk ◦ dW
k
t , (2.16)
to convey that, when we integrate some stochastic process Xt with respect to dx
α
t , we mean∫ T
0
Xtdx
α
t :=
∫ T
0
Xtu
α(t)dt +
∫ T
0
Xtξ
α
k ◦ dW
k
t , α = 1, . . . , dim g = r.
In particular, we rewrite the action integral in (2.15) in the abbreviated form
S(u,pq) =
∫ T
0
ℓ(u(t),q(t))dt+pi(t)
(
◦dqi(t)−Aiα(q(t))dx
α
t
)
. (2.17)
We assume that the Lagrangian ℓ(u, q), viewed as a function ℓ : g × Q → R, is hyperregular, i.e., for every q ∈ Q,
the map g × {q} ∋ (u, q) 7→ n := δℓ
δu
∈ g∗ × {q} is a diffeomorphism. In particular, n is a function of (u, q) and,
conversely, u is a function of (n, q). Thus, replacing the variables u ∈ g and q ∈ Q by the random curves u(t), q(t),
we get the semimartingale n(u(t),q(t)).
Consider a random point (qω, pω) in the manifold T
∗Q and f ∈ C∞(T ∗Q). The differential of f in the direction
of the (deterministic) vector field Z ∈ X(T ∗Q) is given by
〈df, Z〉Q (qω , pω) =
d
dǫ
∣∣∣∣
ǫ=0
f(γω(ǫ)),
where γω is a curve starting from (qω , pω) with initial velocity Z(qω, pω) and the limit is taken in L
2(Ω). Therefore
〈df, Z〉Q (qω, pω) consists in evaluating 〈df, Z〉Q at the random point (qω, pω).
Consider now a semimartingale of the form
Yt(q,p) = Y0 +
∫ t
0
φα(q(s),p(s))ξ
α
k ◦ dW
k
s +
∫ t
0
ψ(q(s),p(s))ds, (2.18)
where q(t), p(t) are Q-, respectively, T ∗Q-valued semimartingales, with q(t) the footpoint of p(t), φα, ψ ∈
C∞(T ∗Q) are deterministic smooth functions, and ξk = ξ
α
k eα ∈ g are given (constant) elements. The (Stratonovich)
stochastic Poisson bracket of f(q(t),p(t)) with Yt is defined by
{f(q(t),p(t)), ◦dtYt} := 〈df,Xφα〉Q (q(t),p(t))ξ
α
k ◦ dW
k
t + 〈df,Xψ〉Q (q(t),p(t))dt
={f, φα}(q(t),p(t))ξ
α
k ◦ dW
k
t + {f, ψ}(q(t),p(t))dt.
(2.19)
where Xφ, Xψ denote the Hamiltonian vector fields of φ and ψ.
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If g ∈ C∞(T ∗Q), the Poisson bracket of the two semimartingales f(q(t),p(t)) and g(q(t),p(t)) is defined as
{f(q(t),p(t)), g(q(t),p(t))} : = {f, g}(q(t),p(t)), (2.20)
i.e., it equals the semimartingale obtained by computing the function {f, g} ∈ C∞(T ∗Q) and replacing its variables
(q, p) by the semimartingales (q(t),p(t)).
The constraint imposed by the pairing with the Lagrange multipliers pi(t) defines the ith component of the
stochastic velocity map,
dqi(t) = Aiα(q(t))dx
α
t . (2.21)
To justify the computations that follow on manifolds and ensure that they are intrinsic, we provide a quick
review of the basics of the Malliavin Calculus in the next subsection.
2.3 Calculus of variations on path spaces
In this subsection we give a brief summary of some definitions and results about the calculus of variations on
(probability) path spaces known as Malliavin Calculus, both in the case where the paths take values on Euclidean
spaces and on Riemannian manifolds. For this subject we refer to [22].
Malliavin derivative: the Euclidean case. Beginning with the Euclidean configuration space case, let x0 ∈ R
n
be given, and fixed throughout the discussion below, and let Px0 = {x : [0, T ]→ R
n, x continuous, x(0) = x0} be
the path space of continuous paths endowed with the law µ of the Brownian motion on Rn starting from x0 at time
0 and with the usual past filtration Pt. A variation of the paths x is a map z : [0, T ]→ R
n of bounded variation and
such that
∫ T
0 |
d
dt
z(t)|2dt < ∞, z(0) = 0. These are the elements in the Cameron-Martin space, which is dense in
Px0 for the sup topology. For a functional F ∈ L
p
µ(Px0), the Malliavin derivative of F in the direction z is defined
as
DzF (x) = lim
ǫ→0
1
ǫ
(
F (x+ ǫz)− F (x)
)
,
the limit being taken in the L2µ sense. For a “cylindrical” functional of the form F (x) = f(x(t)), for each t ∈ [0, T ]
fixed, where f is a real valued smooth (at least C1) function, we have
Dzf(x(t)) =
∂f
∂xi
(x(t))zi(t).
For a semimartingale ζ with values in Rn we can also define Dζf(x(t)) =
∂f
∂xi
(x(t))ζi(t).
If we consider pinned Brownian paths (or bridges), the corresponding path space will be Px0,xT = {x : [0, T ]→
R
n, x continuous, x(0) = x0, x(T ) = xT }. In this case the variations must satisfy the condition z(T ) = 0.
The Itoˆ map. Analogously, given a smooth n-dimensional manifold Q acted upon by a Lie group G with Lie
algebra g, and a point q0 ∈ Q, let Pq0(Q) := {q : [0, T ] → Q | q continuous, q(0) = q0} denote the path space of
continuous paths starting at q0, endowed with the law of the process
dq(t) := (ξk)Q(q(t)) ◦ dW
k
t + (u(t))Q(q(t))dt ,
with q(0) = q0. As usual, ηQ denotes the infinitesimal generator vector field on Q induced by η ∈ g, ξ1, . . . , ξN ∈ g
are N given Lie algebra elements, and t 7→ u(t) ∈ g is a given random path that we assume adapted and of bounded
variation (we are actually assuming smoothness). In addition, we request that the process dq(t) defined above does
not explode in finite time and, in particular, is defined for all t ∈ [0, T ].
It is possible to define in the space Pq0(Q) a global chart, as follows. On the manifold Q we consider the bilinear
form
g¯(q)(pq, βq) :=
N∑
k=1
pq
(
(ξk)Q (q)
)
βq
(
(ξk)Q (q)
)
, pq, βq ∈ T
∗
qQ,
AB Cruzeiro, DD Holm, TS Ratiu Momentum maps and stochastic Clebsch action principles 11
whose coordinate expression is
g¯ij =
N∑
k=1
Aiαξ
α
kA
j
βξ
β
k =
N∑
k=1
(ξk)
i
Q(ξk)
j
Q .
It is assumed that this is a co-metric on T ∗Q, i.e., g¯ is positive definite, so that the diffusions q are non singular, i.e.,
their generators are elliptic. The associated Riemannian metric on Q, denoted by g or 〈〈·, ·〉〉, has a corresponding
Levi-Civita connection ∇. A (stochastic) parallel transport over the paths q(·) can be defined (following Itoˆ, see
for example, [19]). We denote it by tqτ2←τ1 : Tq(τ1)Q→ Tq(τ2)Q.
This amounts to solving the following stochastic system
dτ1 [t
q
τ2←τ1
]ji = [t
q
τ2←τ1
]jrΓ
r
si
(
Asα(q(t))ξ
α
k ◦ dW
k
t +A
s
α(q(t))u
αdt
)
, [tqτ2←τ2 ] = I,
where Γ are the Christoffel symbols associated with the Levi-Civita connection ∇, i, j, r, s = 1, . . . , n, and k =
1, . . . , N . Parallel transport of vector fields can be lifted to parallel transport of orthonormal frames, namely
isometries r : Rn → TqQ (c.f. [19]). For a path W ∈ Px0, let rW (t) be the parallel transport of frames from time 0
to time t along W (t), with π(rW (0)) = q0 (where π denotes the canonical projection from the orthonormal frame
bundle over Q to the underlying manifold Q). We have tqτ2←τ1 = rW (τ2)rW (τ1)
−1.
The Itoˆ map I : Px0(R
n)→ Pq0(Q), is defined by
I(W )(t) = π(rW (t)).
This map realizes an isomorphism of probability spaces, i.e., it is a bijective map that transports the law of the
Brownian motion to the law of the process q ([22]). It provides a global chart for the path space of the manifold
that will be used throughout the paper.
Malliavin derivative: the manifold case. A variation of the path q ∈ Pq0(Q) is a map Zq(t) ∈ Tq(t)Q such
that z(t) = tq0←t(Zq(t)) is a variation on the Euclidean path space Px0(R
n) as defined above. We have
d
dt
z(t) = tq0←t(∇
q
tZ(t)) ,
where ∇q is the covariant derivation ∇qtZq(t) = limǫ→0
1
ǫ
(tqt←t+ǫ(Zq(t+ ǫ))− Zq(t)).
Then, for a cylindrical functional F defined on the path space Pq0(Q) of the form F (q) = f(q(t)), for each
t ∈ [0, T ] fixed, we consider its directional derivative
DZF (q) =
∫ T
0
1τ<t
(
tq0←t(∇f)(q(t))
)i d
dτ
zi(τ)dτ, (2.22)
where 1τ<t denotes the characteristic function of the open interval (−∞, t).
These Malliavin derivatives can be defined for more general functionals, but in this paper we only need those
which are introduced above. Notice that for Q = Rn, we have DzF (x) =
∂f
∂xi
(x(t))zi(t). That is, the directional
derivative coincides with the one defined in the Euclidean path space setting.
The pull back of the Malliavin derivative to Euclidean space. We want to pull back derivatives on the
path space of the manifold to the Euclidean path space. For this purpose, we invoke the following result ([22, ch.
XI], or [5, ch. II c] and [10] for the case with drift):
(DZF ) ◦ I = Dζ(F ◦ I),
where the Rn-valued semimartingale ζ satisfies the stochastic differential system{
dζ(t) = d
dt
z(t)dt−
(
1
2Rt + D(t)
)
(z(t))dt− ρ(t)dW (t)
dρ(t) = Ω (◦dW (t)− b(t)dt, z(t)) .
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Here, z(t) := tq0←t(Zq(t)) for the given the path t 7→ Zq(t) ∈ Tq(t)Q, Ω : TQ× TQ→ TQ is the curvature tensor of
the metric g on Q,
Rt = t
q
0←t ◦ Ricciq(t) ◦ t
q
t←0
is the representation in the global chart of the Ricci tensor on Q, and D(t) = tq0←t ◦ ∇b(t) ◦ t
q
t←0, where b(t) is the
time dependent smooth vector field on Q defined by
b(t) := (u(t))Q +
1
2
N∑
k=1
∇(ξk)Q(ξk)Q .
Considering the variation Z on the path space of the manifold corresponds to considering in the global chart
given by the Itoˆ map a variation with respect to the semimartingale ζ defined above. The diffusion part of this
semimartingale is given by the curvature of the manifold, which is antisymmetric; therefore this part corresponds
to a rotation of the Brownian motion, which is again a Brownian motion. We neglect this rotation and understand
that we may not be working with a fixed Brownian motion, but eventually with equivalent ones (identical in law).
Therefore, our variations with respect to Z will be taken, using the global chart, with respect to directions z¯ of the
form
d
dt
z¯ =
d
dt
z(t)−
(
1
2
R+D
)
(z(t)) .
The map z 7→ z¯ can be inverted, through the resolvent equation
d
dt
Qt,s =
(
1
2
R +D
)
Qt,s, Qs,s = Id
and z(t) =
∫ t
0
Qt,s
(
d
ds
z¯(s)
)
ds, as long as the previous resolvent equation has a solution for all t ∈ [0, T ].
We can then conclude that making an “arbitrary” variation in the direction Z in the path space of the manifold
corresponds, using the global chart, to making an “arbitrary” variation in Px0(R
n) in the direction z (an adapted
random curve of bounded variation with time derivative in L2µ). To use a more intuitive notation we shall denote
by δq(t) = Zq(t) a variation in Pq0(Q).
All the considerations above still hold for pinned Brownian paths, namely those with a final condition q(T ) = qT .
Then the variations are equal to zero at this final time. The corresponding sigma-algebra and filtration on the path
space are the usual ones, generated by the coordinate maps and generated by the coordinate maps up to time t,
respectively. We refer to [11, 12] for more explanation.
From now on, we also assume a growth control on the vector fields u(t) so that the laws of the corresponding
diffusion processes dq(t) := (ξk)Q(q(t)) ◦ dW
k
t + (u(t))Q(q(t))dt, q(0) = q0 are absolutely continuous with respect
to the law of dq˜(t) := (ξk)Q(q˜(t)) ◦ dW
k
t , q˜(0) = q˜0. The standard assumption to ensure this is Novikov’s condition
(see, e.g., [19]); namely, that there exists a RN -valued stochastic process θ(t) such that (ξk)Qθ
k(t) = u(t)Q and a
constant 0 < λ < 1 such that Eµ(expλ
∫ T
0 |θ(t)|
2dt) < ∞. Also we assume growth control on u and b so that the
resolvent equation above has a solution defined for all t ∈ [0, T ].
2.4 Stochastic variational principles
With these definitions and preparatory formulas, the following theorem holds.
Theorem 1. [Stratonovich stochastic variational principle] The stochastic variational principle δS = 0 with
action integral S given in equation (2.17), with dxαt given by (2.16), defined on diffusion processes with fixed
diffusion coefficients, under the assumptions described before and such that q(0) = q0, q(T ) = qT , yields the following
stochastic dynamical equations
dtnα(q(t),p(t)) = {nα(q(t),p(t)) , nβ(q(t),p(t))}dx
β
t +
∂ℓ
∂qi
(u(t),q(t))Aiα(q(t))dt,
dtq
i(t) = {qi(t), nβ(q(t),p(t))}dx
β
t , dtpi(t) = {pi(t), nβ(q(t),p(t))}dx
β
t +
∂ℓ
∂qi
(u(t),q(t))dt ,
(2.23)
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for all α = 1, . . . , dim g, i = 1, . . . , dimQ, where n := δℓ
δu
∈ g∗, i.e., nα =
∂ℓ
∂uα
. Moreover, n(q(t),p(t)) =
m(q(t),p(t)) a.s., where m(pq) = JT∗Q(pq) = mα(pq)e
α ∈ g∗, mα = piA
i
α(q) and hence mα(q,p) = piA
i
α(q).
The Poisson brackets in this formula need interpretation, since nα depends only on the variables u and q
i. First,
the Poisson brackets on the right hand side of (2.23) are taken in the sense of (2.20) or its global version. Second, as
will be shown below, the stationarity condition δS = 0 yields the relation δℓ
δuα
(q(t),p(t)) = pi(t)A
i
α(q(t)) almost
surely, which says that n(q(t),p(t)) = m(q(t),p(t)) almost surely and that the Lagrange multipliers pi(t) also
depend on the random curves u(t) and qi(t), as expected. By pretending now that the quantity mα = piA
i
α(q)
depends on the variables qi and pi, as if they were independent T
∗Q-chart variables, one may compute the Poisson
brackets in (2.23) by using the derivative of the semimartingale {f, g}(q(t),p(t)).
Remark 2. Upon looking back at the Stratonovich integral in the stochastic action functional (2.15), we see that the
stochasticity couples to the phase space variables through the momentum map via the relations ∂ℓ
∂uα
(u(t),q(t)) =
pi(t)A
i
α(q(t)). ♦
Proof. The first step in the proof of Theorem 1 is to take the variations of the action integral (2.15), thereby finding
the following equations, which hold almost surely,
δu(t) :
δℓ
δuα
(u(t),q(t))−pi(t)A
i
α(q(t)) = 0 ,
δp(t) : dtq
i(t)−Aiα(q(t))dx
α
t = 0 ,
δq(t) : dtpi(t) +pj(t)
∂Ajα
∂qi
(q(t))dxαt −
∂ℓ
∂qi
(u(t),q(t))dt = 0 ,
(2.24)
after integrations by parts using the vanishing of the term (pi(t) δq
i(t))|T0 at the endpoints in time, which follows
from the assumption δqi(0) = 0 = δqi(T ).
Notice that we are not fixing a priori a vector field u(t) in this Theorem. Nevertheless, by Novikov’s condition
above, the laws of the corresponding diffusions are absolutely continuous with respect a fixed path space (strictly
before the final time T ) and all the admissible variations, as we have seen, do not depend on the form of u(t).
Admissible variations for the stochastic process q(·), in the global chart given by the Itoˆ map, are variations on the
corresponding path space as defined in (2.22). Therefore one can take arbitrary (in this sense) horizontal variations
of the process p(·)q(·). Since also variations in all vertical directions are allowed, we can take arbitrary variations
of p(·)q(·).
On the contrary, the admissible paths (q and p) for which the action functional S is defined have fixed diffusion
coefficients, so that we can use Malliavin calculus on the corresponding path spaces. Since the diffusion coefficient
of p is not elliptic at every point, we may regularize it, deduce the corresponding dynamical equations and then
pass to the limit.
In particular, we have nα(q(t),p(t)) =
δℓ
δuα
(u(t),q(t)) = mα(q(t),p(t)). Therefore, taking the stochastic
differential of the first equation, then using the second and third equations in (2.24), we get, dropping the t-
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dependence notation in the semimartingales,
dtmα(q,p) = d
(
δℓ
δuα
)
= d
(
piA
i
α(q)
)
= (◦dpi)A
i
α(q) +pi
∂Aiα
∂qj
(q) ◦ dqj
(2.16)
= Aiα(q)
(
−pj
∂Ajβ
∂qi
(q)dxβt +
∂ℓ
∂qi
(u,q)dt
)
+pj
∂Ajα
∂qk
(q)Akβ(q)dx
β
t
= pj
(
Akβ(q)
∂Ajα
∂qk
(q)−Akα(q)
∂Ajβ
∂qk
(q)
)
dxβt +
∂ℓ
∂qi
(u,q)Aiα(q)dt
(2.2)
= pjcβα
γpiA
j
γ(q) dx
β
t +
∂ℓ
∂qi
Aiα(q)dt
= −cαβ
γmγ(q,p) dx
β
t +
∂ℓ
∂qi
(u,q)Aiα(q)dt
(2.12)
= {mα(q,p),mβ(q,p)} dx
β
t +
∂ℓ
∂qi
(u,q)Aiα(q)dt (2.25)
which is the first equation in (2.23).
The second equation dtq
i = Aiα(q)dx
α
t in (2.24) and the identity {q
i,mβ(q,p)} = A
i
β(q) yield the second
equation in (2.23). Finally, the third equation dtpi = −pj
∂Ajα
∂qi
(q)dxαt +
∂ℓ
∂qi
(u,q)dt in (2.24) and the identity
{pi,mβ(q,p)} = −pj
∂A
j
β
∂qi
(q) yield the third equation in (2.23).
The first variational equation in (2.24) captures the momentum map relation (2.11), and the latter two equations
in (2.24) produce the corresponding equations in (2.23), when expressed in terms of the canonical Poisson bracket
{ · , · } on T ∗Q. The second equation in (2.24) recovers the velocity map in (2.17), and the third equation determines
the evolution of the dual canonical momentum variable, the Lagrange multiplier pi.
The penultimate equality in (2.25) yields the following result.
Corollary 3. Hamilton’s principle δS = 0 for the constrained action integral in (2.17) recovers stochastic coadjoint
motion equation in the following form,
dt
(
∂ℓ
∂uα
(u(t),q(t))
)
=
(
ad∗dxt
∂ℓ
∂u
(u(t),q(t))
)
α
+
∂ℓ
∂qi
(u(t),q(t))Aiα(q(t))dt, (2.26)
where
(
ad∗dxt
∂ℓ
∂u
(u(t),q(t))
)
α
:= − cαβ
γ ∂ℓ
∂uγ
(u(t),q(t))dxβt .
2.5 The stochastic equations of motion on g∗ ×Q
The presence of the Poisson brackets in (2.23) suggests the existence of a Hamiltonian version of these equations.
This will be explored in detail in Section 4. Here we just introduce a stochastic version of the Legendre transform
and derive certain equations on g∗ ×Q whose geometric structure will be investigated in Section 4.
In the classical deterministic case, recall that the Legendre transform of a Lagrangian L : g→ R to a Hamiltonian
H : g∗ → R, mapping the Euler-Poincare´ equations d
dt
δL
δξ
= − ad∗ξ
δL
δξ
to the Lie-Poisson equations d
dt
µ = − ad∗δH
δµ
µ
(and, conversely, if the map is a diffeomorphism), is given by (see, e.g., [24, §13.5, p. 437])
µ :=
δL
δξ
, H(µ) := 〈µ, ξ〉g − L(ξ), ξ ∈ g, µ ∈ g
∗.
If the map g ∋ ξ 7→ µ = δL
δξ
∈ g∗ is a diffeomorphism, the Lagrangian L and Hamiltonian H given above, are called
hyperregular. We define below a stochastic version of this Legendre transform, depending on a parameter, replacing
the Lie algebra element by the stochastic vector field (2.16) and the element in the dual of the Lie algebra by a
semimartingale.
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We proceed in the following way. We say that the Lagrangian ℓ : g × Q → R is hyperregular if the function
ℓ(·, q) : g → R is hyperregular for every q ∈ Q. We work with hyperregular Lagrangians from now on. Define, as
in Theorem 1, n := n(u, q) := δℓ
δu
∈ g∗, invert this relation for every q ∈ Q to get u = u(n, q), and introduce the
Hamiltonian function h(n, q) := 〈n, u(n, q)〉g − ℓ(u(n, q), q). Next, recalling that m = JT∗Q(pq) = piA
i
α(q)e
α ∈ g∗,
consider the function h(m, q), i.e., we replace the first variable n of h by the expressionm. Now, replace the variables
(u, q) ∈ g×Q by random curves (u(t),q(t)) and form a semimartingale h(m(q(t),p(t)),q(t)) (which corresponds
to a stochastic Hamiltonian, as explained in subsection 4.2), by imposing, in analogy with the deterministic case,
the stochastic derivative of the semimartingale h(m(q(t),p(t)),q(t)) to equal
dth(m(q(t),p(t)),q(t)) = pi(t)A
i
α(q(t))dx
α
t − ℓ(u(t),q(t)) dt
(2.11)
= mα(q(t),p(t)) dx
α
t − ℓ(u(t),q(t))dt, (2.27)
where dxαt = u
αdt+ ξαk ◦ dW
k
t .
This semimartingale is of the form (2.18), namely
dh(m(q(t),p(t)),q(t)) = (h1)α(m(q(t),p(t)),q(t))ξ
α
k ◦ dW
k
t + h
2(m(q(t),p(t)),q(t))dt.
In agreement with our previous definitions, we shall use the notation
dt
(
∂h
∂mβ
)
(m(q(t),p(t)),q(t)) =
∂(h1)α
∂mβ
(m(q(t),p(t)),q(t))ξαk ◦ dW
k
t +
∂h2
∂mα
(m(q(t),p(t)),q(t))dt, (2.28)
dt
(
∂h
∂qj
)
(m(q(t),p(t)),q(t)) =
∂(h1)α
∂qj
(m(q(t),p(t)),q(t))ξαk ◦ dW
k
t +
∂h2
∂qj
(m(q(t),p(t)),q(t))dt. (2.29)
Theorem 4. The stochastic variational principle δS = 0, with action integral defined in (2.17) and semimartingale
h(m(q(t),p(t)),q(t)) introduced above, implies the equations
dtmα(q(t),p(t)) = {mα(q(t),p(t)) , mβ(q(t),p(t))}dx
β
t −A
j
α(q(t))
∂h
∂qj
(m(q(t),p(t)),q(t)) dt
= {mα(q(t),p(t)), mβ(q(t),p(t))} ◦ dt
(
∂h
∂mβ
)
(m(q(t),p(t)),q(t))
+ {mα(q(t),p(t)), q
j}
∂h
∂qj
(m(q(t),p(t)),q(t))dt ,
dtq
i(t) = {qi,mβ(q(t),p(t))}dx
β
t = A
i
β(q(t))dx
β
t = A
i
β(q(t)) ◦ dt
(
∂h
∂mβ
)
(m(q(t),p(t)),q(t)),
(2.30)
with the convention that the Poisson brackets are computed as in Theorem 1.
Proof. In the computations below, we shall drop the notational t-dependence of the semimartingales. By Theorem
1, we know that n(q,p) = m(q,p) a.s. and that (2.23) hold. Next, we take the differential of condition (2.27).
Thus, if δmα(q,p) and δq
i are arbitrary variations (namely random curves of bounded variation in t) of the
semimartingales mα(q,p) and q
i, respectively, we get
d
(
∂h
∂mα
)
(m(q,p),q)δmα(q,p) + d
(
∂h
∂qi
)
(m(q,p),q)δqi
= δmα(m(q,p))dx
α
t + δu
α
(
mα(m(q,p))−
∂ℓ
∂uα
(u,q)
)
dt− δqi
(
∂ℓ
∂qi
)
(u,q)dt,
which is equivalent a.s. to
mα(q,p)−
∂ℓ
∂uα
(u,q) = 0 , d
(
∂h
∂mα
)
(m(q,p),q) = dxαt , and
d
(
∂h
∂qi
)
(m(q,p),q) = −
(
∂ℓ
∂qi
)
(u,q) dt .
(2.31)
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Note that the first equation implies, as expected from Theorem 1, the a.s. equality of the semimartingales n(q,p) =
m(q,p).
Using the identities (2.31) and the equations (2.23), we compute dmα(q,p) and dq
i to find,
dmα(q,p) = {mα(q,p), mβ(q,p)}dx
β
t −A
j
α(q)
∂h
∂qj
((q,p),q)dt
(2.31)
= {mα(q,p), mβ(q,p)} ◦ d
(
∂h
∂mβ
((q,p),q)
)
+ {mα(q,p), q
j}
∂h
∂qj
((q,p),q)dt ,
dqi = {qi,mβ(q,p)}dx
β
t = A
i
β(q)dx
β
t
(2.31)
= Aiβ(q) ◦ d
(
∂h
∂mβ
)
((q,p),q) ,
which recover equations (2.30).
Remark 5. The defining relation mα(q,p) = piA
i
α(q) and the second equation in (2.23) imply
dmα(q,p) = d
(
piA
i
α(q)
)
= (◦dpi)A
i
α(q) +pi
∂Aiα
∂qj
(q) ◦ dqj
(2.23)
= (◦dpi)A
i
α(q) +pi
∂Aiα
∂qj
(q)Ajβ(q)dx
β
t .
By Theorem 1, we know that n(q,p) = m(q,p) a.s. and hence the first equation in (2.23) yields
dmα(q,p) = {mα(q,p),mβ(q,p)} dx
β
t +
∂ℓ
∂qi
(u,q)Aiα(q)dt
(2.25)
= pj
(
Akβ(q)
∂Ajα
∂qk
(q)−Akα(q)
∂Ajβ
∂qk
(q)
)
dxβt +
∂ℓ
∂qi
(u,q)Aiα(q)dt.
Comparing these two expressions, we conclude the a.s. equality
(◦dpi)A
i
α(q) = −pjA
k
α(q)
∂Ajβ
∂qk
(q)dxβt +
∂ℓ
∂qi
(u,q)Aiα(q)dt =
(
−pj
∂Ajβ
∂qi
(q)dxβt +
∂ℓ
∂qi
(u,q)dt
)
Aiα(q). (2.32)
Note that this identity is clearly implied by the third equation in (2.23). ♦
3 Itoˆ formulation of stochastic coadjoint motion
As before, t 7→ W kt (ω), k = 1, . . .N , ω ∈ Ω, are N independent real-valued Brownian motions and ξ1, . . . , ξN ∈ g.
For each ξk, k = 1, . . . , N , define the Hamiltonian vector field Xξk ∈ X(T
∗Q) by
Xξk := { · , mα(q, p)ξ
α
k }
(2.24)
= { · , piA
i
α(q)ξ
α
k } , (3.1)
i.e., Xξk is the Hamiltonian vector field on T
∗Q with Hamiltonian function T ∗Q ∋ pq 7→ 〈JT∗Q(pq), ξk〉g ∈ R,
k = 1, . . . , N . As in the previous section, we denote interchangeably points in T ∗Q by pq or (q, p).
Define the operator on semimartingales of the form f(q(t),p(t)), where f ∈ C∞(T ∗Q) by
(Xξkf)(q(t),p(t)) := {f(q(t),p(t)), mα(q(t),p(t))ξ
α
k } =
{
f(q(t),p(t)), pi(t)A
i
α(q(t))ξ
i
k
}
, (3.2)
where the brackets in the right hand side are those of semimartingales, as in (2.20). Note that the result of the
operation (Xξkf)(q(t),p(t)), defined in (3.2), is again a semimartingale.
In analogy with (2.16), define the Itoˆ stochastic element dx̂βt ∈ g by
dx̂αt := u
α(t)dt+ ξαk dW
k
t . (3.3)
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The Itoˆ stochastic Hamiltonian vector field Xdx̂t is also defined by the Poisson bracket operation
(Xdx̂tf)(q(t),p(t)) := {f(q(t),p(t)), mβ(q(t),p(t))}dx̂
β
t := {f(q(t),p(t)), pi(t)A
i
β(q(t))}dx̂
β
t , (3.4)
for any f ∈ C∞(T ∗Q), where, again, the brackets in the right hand side are those of semimartingales, (2.20).
The result of the operation (Xdx̂tf)(q(t),p(t)), defined in (3.4), is again a semimartingale. In both (3.2) and
(3.4), in agreement with the conventions in Section 2, we define the semimartingales qi(t) := qi(q(t),p(t)) and
pi(t) := pi(q(t),p(t)).
With these notations, we have the following result.
Corollary 6. [Itoˆ stochastic variational conditions] The corresponding Itoˆ forms of the Stratonovich stochastic
variational equations (2.23) are given by
dtmα(q(t),p(t)) = (Xdx̂tmα) (q(t),p(t)) +
1
2
N∑
k=1
(Xξk (Xξkmα)) (q(t),p(t))dt +
∂ℓ
∂qi
(u(t),q(t))Aiα(q(t))dt , (3.5)
dtq
i(t) = Xdx̂tq
i(t) +
1
2
N∑
k=1
Xξk(Xξkq
i)(t) dt , (3.6)
dtpi(t) = Xdx̂tpi(t) +
1
2
N∑
k=1
Xξk(Xξkpi)(t) dt +
∂ℓ
∂qi
(u(t),q(t))dt . (3.7)
Remark 7. Remarkably, the Itoˆ interpretation for the coadjoint dynamics of the momentum map defined by
mα(q(t),p(t)) :=
∂ℓ
∂uα
(u(t),q(t)) = pi(t)A
i
α(q(t)) has the same double bracket structure as the individual equa-
tions for the phase space variable (q, p). Several perspectives of how this preservation of structure in Corollary 6
occurs, can be seen by considering three different direct proofs of it. ♦
First proof. In all the proofs below, we ignore the t-dependence notation on the semimartingales. The first proof
of Corollary 6 begins by streamlining the notation in the Stratonovich stochastic equations (2.23) of Theorem 1, to
write them simply as
dmα(q,p) = (Xdxtmα)(q,p) +
∂ℓ
∂qi
(u,q)Aiα(q) dt , dq
i = Xdxtq
i , dpi = Xdxtpi +
∂ℓ
∂qi
(u,q)dt , (3.8)
in terms of the following Poisson bracket operator (analogous to (3.4))
Xdxt := { · , mβ(q,p)}dx
β
t := { · , piA
i
β(q)}dx
β
t . (3.9)
We want to write these expressions in Itoˆ form. For this, we recall Itoˆ’s formula: if Xt is a semimartingale with
regular coefficients and f a smooth function (c.f., for example, [19]), then
dtf(Xt) = ∂if(Xt) ◦ dtX
i
t = ∂if(Xt)dtX
i
t +
1
2
∂2i,jf(Xt)dtX
i
t .dtX
j
t . (3.10)
The corresponding Itoˆ forms of the latter Stratonovich expressions in (2.23) are then written equivalently as
dqi = Xdx̂tq
i +
1
2
N∑
k=1
Xξk (Xξkq
i) dt ,
dpi = Xdx̂tpi +
1
2
N∑
k=1
Xξk (Xξkpi) dt+
∂ℓ
∂qi
(u,q)dt .
(3.11)
We prove the first relation in (3.11), as the other one is similarly derived. To simplify notation, we write simply
Aiα instead of A
i
α(q). Recall that
dqi = Aiαu
αdt+Aiαξ
α
k ◦ dW
k
t
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By Itoˆ’s formula (3.10), the only term which is not of bounded variation in the expression for dAiα is equal to
∂
∂qj
(Aiα)A
j
βξ
β
k dW
k
t and we conclude that
d(Aiαξ
α
k ξ
α
k ).dW
k
t =
N∑
k=1
∂Aiα
∂qj
Ajβξ
β
k ξ
α
k dt.
Thus, (3.10) yields
dqi = Aiαu
αdt+ (Aiαξ
α
k )dW
k
t +
1
2
N∑
k=1
∂Aiα
∂qj
Ajβξ
β
k ξ
α
k dt,
which is the expanded version of the first equation in (3.11).
Having introduced this streamlined notation for dqi and dpi in the Itoˆ equations (3.11), we calculate the Itoˆ
equation for the components of the momentum map mα(q,p) := piA
i
α(q), by using the Itoˆ rule for the derivative
of a product of a pair of Itoˆ semimartingales, X and Y, given by
d(XY) = XdY+ YdX+ dX.dY , and for dX= σdW , dY= σ˜dW we have dX.dY= σσ˜dt , (3.12)
where dX.dY is the co-variation, or Itoˆ contraction. According to the Itoˆ product rule, the Itoˆ contraction in
computing dmα(q,p) = d(piA
i
α(q)) from equation (3.11) is
dpi . dA
i
α =
N∑
k=1
(Xξkpi) . (XξkA
i
α(q)) . (3.13)
Indeed, this Itoˆ contraction expression comes from the fact that the martingale parts of the processes pi and A
i
α(q)
are given, respectively, by
dpi ≃ −pj
∂Ajα
∂qi
(q)ξαk dW
k
t and dA
i
α(q) ≃
∂Aiα
∂qj
(q)Ajβ(q)ξ
β
k dW
k
t
where Φ ≃ Ψ means that Φ−Ψ is a process of bounded variation.
Remarkably, this Itoˆ contraction (3.13) turns out to be exactly what we need to show by direct calculation from
(3.11) that
dmα(q,p) = (Xdx̂tmα) (q,p) +
1
2
N∑
k=1
(Xξk(Xξkmα)) (q,p)dt+
∂ℓ
∂qi
(u,q)Aiα(q)dt
= {mα(q,p), mβ(q,p)}dx̂
β
t +
1
2
{{mα(q,p), mβ(q,p)} , mγ(q,p)}
N∑
k=1
ξβk ξ
γ
k dt
+
∂ℓ
∂qi
(u,q)Aiα(q) dt .
(3.14)
In the direct calculation, the Itoˆ contraction is cancelled by a cross term arising from applying the second-order
derivative operator 12Xξk (Xξk · ) from equation (3.11) to the quadratic productmα(q,p) = piA
i
α(q). This completes
the first proof of Corollary 6. 
Second proof of the first equation in (3.7). In the statement of the Corollary 6, the first Itoˆ equation in (3.7)
may also be verified by an even more direct calculation than in (3.14), as follows. To simplify notations in the
computations below, we again temporarily suppress the dependence of Aiα on the semimartingale q, of
∂ℓ
∂qi
on the
semimartingales (u,q), and of mα(q,p) on the semimartingales (q,p). We also suppress the k-index.
By equations (2.12), (2.23), the definition (3.3) of dx̂βt , the Itoˆ product rule in (3.12), and Theorem 1, we have,
dmα = {mα , mβ}dx
β
t +
∂ℓ
∂qi
Aiα dt ,
d(piA
i
α) = −pj [Aα , Aβ ]
jdx̂βt −
1
2
d
(
pj [Aα , Aβ ]
j ξβ
)
.dWt +
∂ℓ
∂qi
Aiα dt ,
(3.15)
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where we have substituted the momentum map definition mα = piA
i
α from equation (2.11). We have,
d
(
pj [Aα , Aβ ]
j ξβ
)
. dWt =
(
(dpj)[Aα , Aβ ]
j +pjd[Aα , Aβ ]
j
)
ξβ .dWt
=
(
(dpj)[Aα , Aβ ]
j +pj
∂
∂ql
[Aα , Aβ ]
j (dql)
)
ξβ .dWt
(2.24)
=
(
− pl
∂Alγ
∂qj
[Aα , Aβ ]
jξγ +pj
∂
∂ql
[Aα , Aβ ]
j Alγ ξ
γ
)
ξβdt
=
(
− pj [Aα , Aβ ]
l
∂Ajγ
∂ql
+pjA
l
γ
∂
∂ql
[Aα , Aβ ]
j
)
ξβξγdt
= pj
[
Aγ , [Aα , Aβ ]
]j
ξβξγdt
(2.12)
=
{
mγ , {mα , mβ}
}
ξβξγdt .
(3.16)
Consequently, we may write the entire equation (3.15) as (reinstating the k-indices)
dmα = {mα , mβ}dx̂
β
t −
1
2
{
mγ , {mα , mβ}
} ( N∑
k=1
ξβk ξ
γ
k
)
dt+
∂ℓ
∂qi
Aiα dt
= {mα , mβ}(u
βdt+ ξβk dW
k
t ) +
1
2
{
{mα , mβ} , mγ
} ( N∑
k=1
ξβk ξ
γ
k
)
dt+
∂ℓ
∂qi
Aiα dt
= Xdx̂tmα +
1
2
(
N∑
k=1
Xξk (Xξkmα)
)
dt+
∂ℓ
∂qi
Aiα dt using the notations (3.1) and (3.9) ,
(3.17)
in agreement with the first equation in (3.7). 
Third proof of the first equation in (3.7). Let η : [0, T ]→ g be an arbitrary random curve of bounded variation. We
begin the third proof by computing〈
d
(
δℓ
δu
(u,q)
)
, η
〉
= d
(
piA
i
α(q)
)
ηα
=
(
Aiα(q)η
α
)
◦ dpi +
(
pi
∂Aiα
∂qj
(q)ηα
)
◦ dqj
(2.16)
=
(2.24)
−pj
∂Ajα
∂qi
(q)uαAiβ(q)η
βdt−
(
pj
∂Ajα
∂qi
(q)ξαkA
i
β(q)η
β
)
◦ dW kt
+Aiβ(q)η
β ∂ℓ
∂qi
(u,q)dt
+pi
∂Aiα
∂qj
(q)ηαAjβ(q)u
βdt+
(
pi
∂Aiα
∂qj
(q)ηαAjβ(q)ξ
β
k
)
◦ dW kt
(2.3)
= pj
(
uiQ
∂ηjQ
∂qi
− ηiQ
∂ujQ
∂qi
)
(q) dt+pj
(
(ξk)
i
Q
∂ηjQ
∂qi
− ηiQ
∂(ξk)
j
Q
∂qi
)
(q) ◦ dW kt
+Aiβ(q)η
β ∂ℓ
∂qi
(u,q)dt
= pj [uQ, ηQ]
j
(q)dt+pj [(ξk)Q, ηQ]
j
(q) ◦ dW kt +A
i
β(q)η
β ∂ℓ
∂qi
(u,q)dt
= pj [u, η]
j
Q(q)dt+pj [ξk, η]
j
Q(q) ◦ dW
k
t +A
i
β(q)η
β ∂ℓ
∂qi
(u,q)dt .
Next, we compute the Itoˆ contraction term, namely the difference between the Stratonovich integral above and
the corresponding Itoˆ one. Consequently, we find
dpj ≃ −
(
pi
∂Aiα
∂qj
(q)ξαk
)
dW kt
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and
d[ξk, η]
j
Q(q) = d(A
j
α(q)[ξk, η]
α(q)) ≃
(
∂Ajα
∂qi
(q)[ξk, η]
α(q)Aiβ(q)ξ
β
k
)
dW kt .
Therefore,
d(pj [ξk, η]
j
Q(q)) ≃ −
(
piA
j
β(q)[ξk, η]
β(q)
∂Aiα
∂qj
(q)ξαk
)
dW kt +
(
pj
∂Ajα
∂qi
(q)[ξk, η]
α(q)Aiβ(q)ξ
β
k
)
dW kt
= pi
(
(ξk)
j
Q(q)
∂[ξk, η]
i
Q
∂qj
(q)− [ξk, η]
j
Q (q)
∂(ξk)
i
Q
∂qj
(q)
)
dW kt
= pi
[
(ξk)Q, [ξk, η]Q
]i
(q)dW kt
= pi [ξk, [ξk, η]]
i
Q (q)dW
k
t
and we obtain the Itoˆ contraction term
d
(
pj [ξk, η]
j
Q(q)
)
. dW kt =
N∑
k=1
pj
[
ξk, [ξk, η]
]j
Q
(q)dt =
N∑
k=1
pj (adξk adξk η)
j
Q
(q)dt .
Thus, the first Stratonovich equation in (2.23) reads, in the Itoˆ version,
d
(
δl
δu
(u,q)
)
= − ad∗u
(
δl
δu
(u,q)
)
dt− ad∗ξk
(
δl
δu
(u,q)
)
dW kt
+
1
2
N∑
k=1
ad∗ξk ad
∗
ξk
(
δl
δu
(u,q)
)
dt+
∂ℓ
∂qi
(u,q)Aiα(q)e
α ∈ g∗,
which is an explicit version of the first equation in (3.7). This finishes the third proof of Corollary 6. 
4 Stochastic Hamiltonian formulation
The goal of this section is to present the Hamiltonian version of Theorem 1 and analyze its consequences.
In Section 2, we found the stochastic equations of motion (2.23) on g∗ × T ∗Q and (2.30) on g∗ ×Q. We want
to deduce these equations in a purely Hamiltonian manner, without any reference to variational principles or the
Lagrangian formulation of Sections 2 and 3. Thus, we need stochastic Hamiltonians h˜(m,pq) and h(m,q). The
latter Hamiltonian was already defined in the last paragraph of Section 2. We also need the Poisson brackets on
g∗ × T ∗Q and g∗ ×Q.
4.1 The deterministic Hamilton equations
We first recall the Poisson structure on g∗ × P introduced in [20], where the Lie group G, whose Lie algebra is g,
acts on the right on the Poisson manifold P by Poisson diffeomorphisms.
The Poisson manifold g∗ × P . In this paragraph, the entire discussion is non-stochastic. We recall below the
results in [20] relevant to our development and expand on it in certain directions we will need later. The framework
studied in [20], when adapted to our situation, is the following. Let a Lie group G act on the right by Poisson
diffeomorphisms on the Poisson manifold P . Endow T ∗G × P with the Poisson bracket equal to the sum of the
canonical bracket {·, ·} on T ∗G and the given Poisson bracket {·, ·}P on P . Define the free proper left G-action
by Poisson diffeomorphisms on (T ∗G × P, {·, ·}+ {·, ·}P ) by h · (αg, p) :=
(
T ∗hgLh−1(αg), p · h
−1
)
, where g, h ∈ G,
αg ∈ T
∗
gG, p ∈ P , and p · h
−1 denotes the given right action of h−1 on the point p. Then the map φ : T ∗G× P ∋
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(αg, p) 7→ (T
∗
e Lg(αg), p · g) ∈ g
∗ × P is G-invariant and induces a diffeomorphism φ/G : (T ∗G × P )/G → g∗ × P .
The push forward of the quotient Poisson bracket on (T ∗G× P )/G by φ/G yields the Poisson bracket
{f, h}g∗×P (µ, p) = {f
p, hp}−(µ) +
〈
dfµ(p),
(
δhp
δµ
)
P
(p)
〉
P
−
〈
dhµ(p),
(
δfp
δµ
)
P
(p)
〉
P
+ {fµ, hµ}P (p) , (4.1)
for all f, h ∈ C∞(g∗ × P ), where fµ, hµ ∈ C∞(P ) and fp, hp ∈ C∞(g∗) are defined by fµ(p) := fp(µ) := f(µ, p),
for all µ ∈ g∗, p ∈ P , and similarly for h ([20, Proposition 2.1]). Thus, Hamilton’s equations for h ∈ C∞(g∗ × P )
are
d
dt
µ = ad∗δhp
δµ
µ− JT∗P (dh
µ(p)) ,
d
dt
p =
(
δhp
δµ
)
P
(p) +XPhµ(p), (4.2)
where XPhµ denotes the Hamiltonian vector field of h
µ ∈ C∞(P ) on the Poisson manifold P and JT∗P : T
∗P → g∗
is the momentum map of the cotangent lifted action (see (2.8) with Q replaced by P ).
Suppose now that the right g-action on P has a momentum map JP : P → g
∗, which means that ξP [f ] ={
f,JξP
}
P
for all f ∈ C∞(P ) and all ξ ∈ g, where JξP (p) := 〈JP (p), ξ〉g. Suppose also that JP is infinitesimally
equivariant i.e., J
[ξ,η]
P = −
{
J
ξ
P ,J
η
P
}
P
, for all ξ, η ∈ g. We recall that the existence of a momentum map on P
for a connected Lie group action forces the group orbits to be included in the symplectic leaves of P , which is a
rather stringent condition. There are many examples of Poisson Lie group actions that do not admit a momentum
map. (See, e.g., [26, Chapters 4 and 5] for a discussion of this problem.) However, in the presence of an equivariant
momentum map JP : P → g
∗, the diffeomorphism ψ : g∗ × P ∋ (µ, p) 7→ (µ − JP (p), p) ∈ g
∗ × P pushes forward
the Poisson bracket {·, ·}g∗×P , given by (4.1), to the sum Poisson bracket
{f, h}sum(µ, p) := {f
p, hp}−(µ) + {f
µ, hµ}P (p) (4.3)
on g∗ × P . This is proved for left actions in [20, Proposition 2.2]; although our formulas in (4.1) and the definition
of ψ have relative sign changes because we work with a right G-action on P . The proof is a direct verification.
Hamilton’s equations d
dt
f = {f, h} for the sum Poisson bracket (4.3) are
d
dt
µ = ad∗δhp
δµ
µ,
d
dt
p = XPhµ(p). (4.4)
Using (4.3), it follows that if k ∈ C∞(g∗ × P ) is a Casimir function on (g∗ × P, {·, ·}sum), then k ◦ ψ is a
Casimir function on (g∗ × P, {·, ·}g∗×P ). In particular, if kP ∈ C
∞(P ) is a Casimir function, then the function
(µ, p) 7→ kP (p) is a Casimir function for (g
∗ × P, {·, ·}g∗×P ). This can also be easily checked directly using (4.2).
More interestingly, if kg∗ ∈ C
∞(g∗) is a Casimir function on g∗, then (µ, p) 7→ kg∗(µ−JP (p)) is a Casimir function
for (g∗ × P, {·, ·}g∗×P ) ([20, Corollary 2.3]).
Since the projections πg∗ : (g
∗ × P, {·, ·}sum) → g
∗
− and πP : (g
∗ × P, {·, ·}sum) → P are Poisson maps, their
compositions
πg∗ ◦ ψ : (g
∗ × P, {·, ·}g∗×P ) ∋ (µ, p) 7−→ µ− JP (p) ∈ g
∗
−, πP ◦ ψ : (g
∗ × P, {·, ·}g∗×P ) ∋ (µ, p) 7−→ p ∈ P (4.5)
with the Poisson diffeomorphism ψ : (g∗ × P, {·, ·}g∗×P )→ (g
∗ × P, {·, ·}sum) are also Poisson maps.
Remarkably, the projection πg∗ : (g
∗ × P, {·, ·}g∗×P )→ g
∗
− is also a Poisson map, as an easy direct verification
shows, using for f ∈ C∞(g∗) the identities (f ◦ πg∗)
p = f for every p ∈ P and (f ◦ πg∗)
µ = f(µ), a constant function
on P , for every µ ∈ g∗. In particular, this means that Hamilton’s equations (4.2) for a Hamiltonian of the form
h := h ◦ πg∗ , where h ∈ C
∞(g∗) (i.e., h does not depend on p ∈ P ), are the Lie-Poisson equations for h on g∗− which
completely decouple from the second equation in (4.2). The second equation is given by an infinitesimal generator
at every instance of time, namely, if µ(t) is a solution of the Lie-Poisson equation d
dt
µ = ad∗δh
δµ
µ, then the second
equation in (4.2) is the time-dependent infinitesimal generator equation
d
dt
p(t) =
(
δh
δµ(t)
)
P
(p(t)). (4.6)
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Similarly, the projection πP : g
∗ × P → P is a Poisson map relative to both Poisson brackets {·, ·}g∗×P and
{·, ·}sum, because if f ∈ C
∞(P ), then (f ◦ πP )
p = f(p), a constant on g∗, and (f ◦ πP )
µ = f, for any µ ∈ g∗.
Hamilton’s equations (4.2) and (4.4) show that the manifolds {µ} × P and g∗− × {p} for any µ ∈ g
∗, p ∈ P , are
not Poisson submanifolds of g∗ × P endowed with either Poisson bracket {·, ·}g∗×P or {·, ·}sum.
The Poisson brackets on g∗ × Q and g∗ × T ∗Q. We specialize the results of the previous paragraph to the
following Poisson manifolds: Q, endowed with the zero Poisson structure, and T ∗Q, endowed with the canonical
Poisson structure (whose local expression is (2.5)). We continue to work in the non-stochastic context.
For any f, h ∈ C∞(g∗ ×Q), the Poisson bracket (4.1) reads
{f, h}g∗
−
×Q(m, q) : =
[
∂f/∂mα
∂f/∂qi
]T [
− cαβ
γmγ −A
j
α
Aiβ 0
] [
∂h/∂mβ
∂h/∂qj
]
= {f q, hq}
−
(m) +
〈
dfm(q),
(
δhq
δm
)
Q
(q)
〉
Q
−
〈
dhm(q),
(
δf q
δm
)
Q
(q)
〉
Q
, (4.7)
where f q ∈ C∞(g∗) and fµ ∈ C∞(Q) are defined by f q(µ) := fm(q) := f(m, q), for all m ∈ g∗, q ∈ Q, and {·, ·}−
is the minus Lie-Poisson bracket (2.13) on g∗−.
Similarly, for any f˜ , h˜ ∈ C∞(g∗ × T ∗Q), the Poisson bracket (4.1) reads
{
f˜ , h˜
}
g∗
−
×T∗Q
(m, pq) :=
∂f˜/∂mα∂f˜/∂qi
∂f˜/∂pi

T
−m[α , β ] −A
j
α pk
∂Akα
∂qj
Aiβ 0 δ
i
j
− pk
∂Akβ
∂qi
− δji 0

∂h˜/∂mβ∂h˜/∂qj
∂h˜/∂pj

=
{
f˜pq , h˜pq
}
−
(m) +
〈
dfm(pq),
(
δh˜pq
δm
)
T∗Q
(pq)
〉
Q
−
〈
dhm(pq),
(
δf˜pq
δm
)
T∗Q
(pq)
〉
Q
+
{
f˜m, h˜m
}
(pq), (4.8)
where f˜pq ∈ C∞(g∗) and f˜m ∈ C∞(T ∗Q) are defined by f˜pq (m) := f˜m(pq) := f˜(m, pq), for all m ∈ g
∗, pq ∈ T
∗Q,
and {·, ·} is the canonical Poisson bracket (2.5) on T ∗Q. This proves the first statement in the following theorem.
Theorem 8. The brackets (4.7) and (4.8) are Poisson brackets on g∗ ×Q and g∗ × T ∗Q, respectively. Hamilton’s
equations on g∗×T ∗Q are given by (4.2) with P replaced by T ∗Q. In standard coordinates, for h˜ ∈ C∞(g∗×T ∗Q),
these equations are
d
dt
mα = −m[α,β]
∂h˜
∂mβ
−Ajα
∂h˜
∂qj
+pk
∂Akα
∂qj
∂h˜
∂pj
,
d
dt
qi = Aiβ
∂h˜
∂mβ
+
∂h˜
∂pi
,
d
dt
pi = −pk
∂Akβ
∂qi
∂h˜
∂mβ
−
∂h˜
∂qi
. (4.9)
The diffeomorphism ψ : g∗ × T ∗Q ∋ (µ, pq) 7→ (µ − JT∗Q(p), pq) ∈ g
∗ × T ∗Q pushes forward the Poisson bracket
(4.8) to the sum Poisson bracket. If kg∗ ∈ C
∞(g∗) is a Casimir function on g∗, then (µ, pq) 7→ kg∗(µ − JT∗Q(pq))
is a Casimir function for (g∗ × T ∗Q, {·, ·}g∗×T∗Q).
Hamilton’s equations (4.2) on g∗ ×Q for h ∈ C∞(g∗ ×Q) (with P replaced by the trivial Poisson manifold Q)
are Hamel’s equations [15]: 3
d
dt
m = ad∗δhq
δm
m− JT∗Q(dh
m(q)),
d
dt
q =
(
δhq
δm
)
Q
(q) ⇐⇒
d
dt
mα = −cαβ
γmγ
∂h
∂mβ
−Ajα
∂h
∂qj
,
d
dt
qi = Aiβ
∂h
∂mβ
.
(4.10)
If h˜ does not depend on pq ∈ T
∗Q (respectively, h does not depend on q ∈ Q), then Hamilton’s equations (4.9)
(respectively, (4.10)) decouple into the Lie-Poisson equations on g∗− and the time-dependent infinitesimal generator
equations for δh˜
δm(t) ∈ g on T
∗Q (respectively, δh
δm(t) ∈ g on Q).
3For a modern formulation, see, e.g., [6, §3.8, p.144] or [7]
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The four projections of g∗×Q and g∗×T ∗Q on every factor are Poisson (g∗ has the minus Lie-Poisson structure).
The map g∗×T ∗Q ∋ (µ, pq) 7→ µ−JT∗Q(pq) ∈ g
∗
− is Poisson. The embedding g
∗×Q ∋ (m, q) 7→ (m, 0q) ∈ g
∗×T ∗Q
is not Poisson. The map ρ : g∗ × T ∗Q ∋ (m, pq) 7−→ (m, q) ∈ g
∗ ×Q is Poisson.
Proof. Formulas (4.9) and (4.10) are obtained by calculating (4.2) for these two cases. The statements about the
Poisson character of the five projections and the diffeomorphism ψ, the decoupling of the equations for Hamiltonians
depending only on m ∈ g∗, as well as the assertion about the Casimir functions, were proved in the previous
paragraph for a general Poisson manifold P .
Setting all coordinates pi = 0 in (4.9) does not yield (4.10), i.e., a Hamiltonian vector field on the Poisson
manifold g∗ × T ∗Q, restricted to g∗ × Q is, in general, not tangent to g∗ × Q. This proves that g∗ × Q is not a
Poisson submanifold of g∗ × T ∗Q.
Let π : T ∗Q → Q be the cotangent bundle projection. The map, ρ : g∗ × T ∗Q → g∗ × Q is Poisson. This
is a direct verification using the formulas (f ◦ ρ)m = fm ◦ π, d(f ◦ ρ)m(pq) = df
m(q) ◦ Tpqπ, (f ◦ ρ)
pq = f q,
δ(f◦ρ)pq
δm
= δf
q
δm
, and the fact that the infinitesimal generators uT∗Q (of the lifted G-action on T
∗Q) and uQ (of the
G-action on Q) are π-related.
The last statement is obtained by setting ∂h/∂pi = 0 in (4.9).
Remark 9. [Collective Lie-Poisson momentum map dynamics] In (4.10), note that if the Hamiltonian depends
only on m ∈ g∗, i.e., the Hamiltonian is of the form h := h ◦ πg∗ , where h ∈ C
∞(g∗) and πg∗ : (g
∗ ×Q, {·, ·}g∗×Q) ∋
(m, q) 7→ m ∈ (g∗, {·, ·}−), Hamel’s equations in (4.10) become the Lie-Poisson equations on g
∗
−. In this case, we
say the motion collectivizes (see [14]) since πg∗ is a Poisson map. ♦
Remark 10. The manifold Q endowed with the zero Poisson structure does not admit a momentum map JQ :
Q→ g∗. Indeed, if JQ existed, we would have ξQ[f ] =
{
f,JξQ
}
Q
= 0 for all f ∈ C∞(Q) and all ξ ∈ g, which would
imply the false statement that all smooth functions on Q are g-invariant. As a consequence, the statement in the
previous paragraph about the Poisson bracket on g∗ × Q being isomorphic to the sum Poisson bracket, which in
this case would be just the minus Lie-Poisson bracket, does not apply. Similarly, Casimir functions on g∗ do not
induce Casimir functions on g∗ ×Q. ♦
For the statement of the next corollary, we need to introduce the fiber translation vector field Tα ∈ X(T
∗Q)
associated to a one-form α ∈ Ω1(Q). The map T ∗Q ∋ pq 7→ pq − tα(q) ∈ T
∗Q, t ∈ R, is a one-parameter group.
Define Tα to be the vector field with this flow, i.e.,
Tα(pq) :=
d
dt
∣∣∣∣
t=0
(pq − tα(q)) ∈ Tpq(T
∗Q).
This vector field is identical to the vertical lift operation by −α ∈ Ω1(T ∗Q).
Corollary 11. Hamilton’s equations (4.2) (with P = T ∗Q) on g∗ × T ∗Q for h˜ := h ◦ ρ, where h ∈ C∞(g∗ × Q),
i.e., h˜(m, pq) := h(m, q), take the form
d
dt
m = ad∗δhq
δm
m− JT∗Q (dh
m(q)) ,
d
dt
pq =
(
δhq
δm
)
T∗Q
+ Tdhm(pq). (4.11)
In addition, equations (4.11) imply both (4.10) and the non-homogeneous Lie-Poisson equations
d
dt
JT∗Q(pq(t)) = ad
∗
δhq(t)
δm(t)
JT∗Q(pq(t))− JT∗Q
(
dhm(t)(q(t)
)
(4.12)
for JT∗Q(pq(t)), where (m(t), q(t)) is the solution of Hamel’s equations (4.10).
Proof. We have h˜pq = hq ∈ C∞(g∗) and h˜m = hm ◦ π ∈ C∞(T ∗Q), where π : T ∗Q → Q is the cotangent bundle
projection.
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We compute JT∗(T∗Q) (d(h
m ◦ π)(pq)), the second summand on the right hand side of the first equation in (4.2)
for P = T ∗Q. To do this, we note that since the G-action on T ∗Q is the cotangent lifted G-action on Q, the
cotangent bundle projection π : T ∗Q → Q is equivariant and thus the infinitesimal generators of the two actions
for the same Lie algebra element are π-related, i.e., Tπ ◦ vT∗Q = vQ ◦ π for any v ∈ g. Therefore,〈
JT∗(T∗Q) (d(h
m ◦ π)(pq)) , v
〉
g
(2.8)
= 〈d(hm ◦ π)(pq), vT∗Q(pq)〉g =
〈
dhm(q), Tpqπ (vT∗Q(pq))
〉
g
= 〈dhm(q), vQ(q)〉g
(2.8)
= 〈JT∗Q (dh
m(q)) , v〉
g
. (4.13)
Next, we compute XT
∗Q
h˜m
(pq) = X
T∗Q
hm◦π(pq), the second summand on the right hand side of the second equation
in (4.2) for P = T ∗Q. Since this affects only the dynamics on T ∗Q, we prove, in general, that
XT
∗Q
k◦π = Tdk, for all k ∈ C
∞(Q). (4.14)
To prove (4.14), it is easier to work in local coordinates. Hamilton’s equations for k ◦ π are
dqi
dt
=
∂(k ◦ π)
∂pi
= 0,
dpi
dt
= −
∂(k ◦ π)
∂qi
= −
∂k
∂qi
,
whose solution is qi(t) = qi0, pi(t) = p
0
i − t
∂k
∂qi
(q0), where (q
1
0 , . . . , q
n
0 , p
0
1, . . . p
0
n) is the initial condition. Thus, the
flow of XT
∗Q
k◦π is pq 7→ pq − tdk(q) which coincides with the flow of Tdk, thereby proving (4.14).
Using the identities (4.13) and (4.14), equations (4.2) become (4.11).
Since ρ : (g∗ × T ∗Q, {·, ·}g∗×T∗Q) ∋ (m, pq) 7−→ (m, q) ∈ (g
∗ ×Q, {·, ·}g∗×Q) is a Poisson map by Theorem 8, we
have Tρ ◦Xg
∗
×T∗Q
h◦ρ = X
g∗×Q
h ◦ ρ for any h ∈ C
∞(g∗ ×Q), which is equivalent to saying that (4.11) (the equations
of motion defined by the Hamiltonian vector field Xg
∗
×T∗Q
h◦ρ ) project to (4.10) (the equations of motion defined by
the Hamiltonian vector field Xg
∗
×Q
h ).
Finally, we prove (4.12). We have
d
dt
JT∗Q(pq(t)) = Tpq(t)JT∗Q
(
d
dt
pq(t)
)
(4.11)
= Tpq(t)JT∗Q
((
δhq(t)
δm(t)
)
T∗Q
(pq(t))
)
+ Tpq(t)JT∗Q (Tdhm(t)(pq(t)))
(2.10)
=
(4.14)
ad∗
δhq(t)
δm(t)
JT∗Q(pq(t)) + Tpq(t)JT∗Q
(
XT
∗Q
hm(t)◦π
(pq(t))
)
. (4.15)
One may compute the second summand by pairing it with any v ∈ g to obtain〈
Tpq(t)JT∗Q
(
XT
∗Q
hm(t)◦π
(pq(t))
)
, v
〉
g
=
〈
dJvT∗Q(pq(t)), X
T∗Q
hm(t)◦π
(pq(t))
〉
T∗Q
= {JvT∗Q, h
m(t) ◦ π}(pq(t))
= −{hm(t) ◦ π,JvT∗Q}(pq(t)) = −
〈
d(hm(t) ◦ π)(pq(t)), X
T∗Q
Jv
T∗Q
(pq(t))
〉
Q
(2.7)
= −
〈
d(hm(t) ◦ π)(pq(t)), vT∗Q(pq(t))
〉
Q
(2.10)
= −
〈
dhm(t)(q(t)), vQ(q(t))
〉
Q
(2.8)
= −
〈
JT∗Q
(
dhm(t)(q(t)
)
, v
〉
g
. (4.16)
Formulas (4.15) and (4.16) now yield (4.12).
Corollary 12. If the Hamiltonian h˜ ∈ C∞(g∗×T ∗Q) is of the form h˜ = h◦ρ and h ∈ C∞(g∗×Q) is hyperregular,
i.e., the parameter dependent reduced Legendre transformation g × Q ∋ (u, q) 7→ (m(u, q), q) :=
(
δℓ
q
δu
, q
)
∈ g∗ × Q
is a diffeomorphism, where ℓ ∈ C∞(g × Q) and h(m, q) := 〈m,u(m, q)〉g − ℓ(u(m, q), q), equation (4.12) takes the
form
d
dt
JT∗Q(pq(t)) = ad
∗
u(t) JT∗Q(pq(t)) + JT∗Q(dℓ
u(t)(q(t)), (4.17)
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where (u(t), q(t)) is the solution of the Lagrangian version of Hamel’s equations
d
dt
δℓ
q
δu
= ad∗u
δℓ
q
δu
+ JT∗Q(dℓ
u
(q)),
d
dt
q = uQ(q) ⇐⇒
d
dt
∂ℓ
q
∂uα
= −cαβ
γ ∂ℓ
q
∂uγ
uβ +Ajα
∂ℓ
∂qj
,
d
dt
qi = Aiβu
β .
(4.18)
Proof. By hyperregularity, we can solve for u to get u(m, q) ∈ g and we have〈
δm,
δhq
δm
〉
g
= 〈δm, u(m, q)〉g + 〈m,Du
q(m) · δm〉g −
〈
δℓ
q
δu(m, q)
,Duq(m) · δm
〉
g
= 〈δm, u(m, q)〉g
because δℓ
q
δu(m,q) = m by definition of m and hyperregularity. Thus u(m, q) =
δhq
δm
. Since ℓ(u, q) = 〈m(u, q), u〉g −
h(m(u, q), q), we get
dℓu(q) = 〈dmu(q), u〉g −
〈
dmu(q),
δhq
δm(u, q)
〉
g
− dhm(u,q)(q) = −dhm(u,q)(q),
since, as we just saw and invoking hyperregularity, we have δh
q
δm(u,q) = u. Equations (4.17) and (4.18) now follow
from (4.12) and (4.10), respectively.
4.2 The stochastic Hamilton equations
The Stratonovich stochastic Hamilton equations for semimartingales. We begin by defining Stratonovich
stochastic Hamilton equations. Let (P, {·, ·}) be a Poisson manifold. For any f ∈ C∞(P ), form the semimartingale
f(p(t)) obtained by replacing the point p ∈ P by a P -valued semimartingale p(t). Consider a semimartingale
Yt(p) := Y0 +
∫ t
0 φα(p(s))ξ
α
k ◦ dW
k
s +
∫ t
0 ψ(p(s))ds, where φα, ψ ∈ C
∞(P ) are deterministic smooth functions and
ξk := ξ
α
k eα ∈ g are constant elements.
In analogy with Section 2, the (Stratonovich) stochastic Poisson bracket is defined by
{f(p(t)), ◦dtYt} := {f(p(t)), φα(p(t))}ξ
α
k ◦ dW
k
t + {f(p(t)), ψ(p(t))}dt. (4.19)
where
{f(p(t)), φ(p(t))} = {f, φ}(p(t)).
Definition 13. The (Stratonovich) stochastic Hamilton equations for P -valued semimartingales with stochastic
semimartingale Hamiltonian Yt(p) := Y0 +
∫ t
0
φα(p(s))ξ
α
k ◦ dW
k
s +
∫ t
0
ψ(p(s))ds are
dtf(p(t)) = {f(p(t)), ◦dtYt} := {f, φα}(p(t))ξ
α
k ◦ dW
k
t + {f, ψ}(p(t))dt, for any f ∈ C
∞(P ), (4.20)
where the Poisson bracket semimartingales on the right hand side are defined in (2.20) for variations as in (2.19).
If (p1, . . . , pn) are coordinates on P , the Stratonovich stochastic Hamilton equations thus take the form
dtp
i(t) = {pi(t), ◦dtYt} = {p
i, φα}(p(t))ξ
α
k ◦ dW
k
t + {p
i, ψ}(p(t))dt. (4.21)
Let k ∈ C∞(P ) be a Casimir function. Then, for the semimartingale k(p(t)) we have, by Itoˆ’s formula,
dtk(p(t)) = {k(p(t)), ◦dtY} = {k, φα}(p(t))ξ
α
k ◦ dW
k
t + {k, ψ}(p(t))dt = 0,
i.e., the semimartingale k(p(t)) is conserved along the stochastic flow of the stochastic Hamiltonian semimartingale
Yt(p). Clearly, k(p(t)) is also conserved in the Itoˆ representation.
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The Stratonovich stochastic Hamilton equations on g∗ × Q and g∗ × T ∗Q. We continue to denote the
semimartingales qi(t) := qi(q(t),p(t)) andpi(t) := pi(q(t),p(t)). With this definition, the information in Theorem
8, in particular, having the Poisson bracket (4.7) on g∗ ×Q, we form the semimartingale
dtht = (h
1)α(m(q(t),p(t)),q(t))ξ
α
k ◦ dW
k
t + h
2(m(q(t),p(t)),q(t))dt,
where (h1)α, h
2 ∈ C∞(g∗ ×Q) and ξk = ξ
α
k eα ∈ g. By (4.20), the Stratonovich stochastic Hamilton equations are
dtmα(q(t),p(t)) = {mα(q(t),p(t)), ◦dtht(m(q(t),p(t)),q(t))}g∗×Q,
dtq
i(t) = {qi(t), ◦dtht(m(q(t),p(t)),q(t))}g∗×Q.
That is,
dtmα(q(t),p(t)) = {mα(q(t),p(t)), ◦dtht(m(q(t),p(t)),q(t))}g∗×Q
= {mα(q(t),p(t)), mβ(q(t),p(t))}g∗×Q ◦ dt
(
∂ht
∂mβ
)
((q(t),p(t)),q(t))
+ {mα(q(t),p(t)), q
j(t)}g∗×Q ◦ dt
(
∂ht
∂qj
)
((q(t),p(t)),q(t))
= − cαβ
γmγ(q(t),p(t)) ◦ dt
(
∂ht
∂mβ
)
((q(t),p(t)),q(t))
−Ajα(q(t)) ◦ dt
(
∂ht
∂qj
)
((q(t),p(t)),q(t))
=:
[
ad∗
d( δhtδm )((q(t),p(t)),q(t))
m(q(t),p(t))
]
α
−Ajα(q(t)) ◦ dt
(
∂ht
∂qj
)
((q(t),p(t)),q(t)) ,
dtq
i(t) = {qi(t), ◦dtht(m(q(t),p(t)), q(t))}g∗×Q
= {qi(t), mβ(q(t), p(t))}g∗×Q ◦ d
(
∂ht
∂mβ
)
((q(t),p(t)),q(t))
= Aiβ(q(t)) ◦ d
(
∂ht
∂mβ
)
((q(t),p(t)),q(t)) ,
(4.22)
which are identical to the stochastic equations of motion (2.30) in Theorem 4, once we observe that for the functional
ht considered there, the explicit q-dependence comes only from its bounded variation part (defined by h
2) and
therefore ◦dt
(
∂ht
∂qj
)
=
(
∂ht
∂qj
)
dt.
Note that equations (4.22) comprise the stochastic version of Hamel’s equations (4.10). As in the deterministic
case (see Remark 9), note that if ht depends only on the g
∗-valued semimartingale m(q(t),p(t)), then equations
(4.22) decouple into the stochastic Lie-Poisson equations on g∗− and the stochastic infinitesimal generator equation
for δht
δm
((q(t),p(t)),q(t)) ∈ g.
Our goal is to derive (4.22) purely from a Hamiltonian point of view and, similarly, Stratonovich stochastic
Hamilton equations on g∗ to T ∗Q. In particular, this means that the semimartingale m(q(t),p(t)) needs to be
replaced by a semimartingale m in order not to appeal to the Legendre transformation of the Lagrangian ℓ. So,
the setup is the following general situation.
Let ht be a semimartingale of the form
dtht = (h
1)α(m(t),q(t))ξ
α
k ◦ dW
k
t + h
2(m(t),q(t))dt ,
where (h1)α, h
2 are (deterministic) smooth functions evaluated on (g∗ × Q)-valued semimartingales (m(t),q(t)).
Similarly, denote by h˜t a semimartingale of the form
dth˜t = (h˜
1)α(m(t),pq(t))ξ
α
k ◦ dW
k
t + h˜
2(m(t),pq(t))dt ,
where (h˜1)α, h˜
2 ∈ C∞(g∗ × T ∗Q) are evaluated on (g∗ × T ∗Q)-valued semimartingales (m(t),pq(t)). Consider
the Poisson brackets defined in (4.7) and (4.8). According to Definition 13, the corresponding stochastic Hamilton
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equations on g∗ ×Q are defined to be
dtf(m(t),q(t)) = {f(m(t),q(t)), ◦dth}g∗
−
×Q,
for any f ∈ C∞(g∗ ×Q), respectively on g∗ × T ∗Q,
dtf˜(m(t),pq(t)) = {f˜(m(t),pq(t)), ◦dth˜}g∗
−
×T∗Q,
for any f˜ ∈ C∞(g∗ × T ∗Q). Notice that, by the form of the Hamiltonian functionals h and h˜, these equations are
equivalent, respectively, to
dtf(m(t),q(t)) = {f(m(t), q(t)), (h
1)α(m(t),q(t))}g∗
−
×Q ξ
α
k ◦ dW
k
t + {f(m(t),q(t)), h
2(m(t),q(t))}g∗
−
×Qdt
dtf˜(m(t),pq(t)) = {f˜(m(t),pq(t)), (h˜
1)α(m(t),pq(t))}g∗
−
×T∗Q ξ
α
k ◦ dW
k
t
+ {f˜(m(t),pq(t)), h˜
2(m(t),pq(t))}g∗
−
×T∗Qdt.
We now define the right hand sides of these equations involving the Poisson bracket.
For f ∈ C∞(g∗ ×Q), the Poisson bracket (4.7) of the two semimartingales f(m(t),q(t)) and ht then reads
{f(m(t),q(t)), ◦dtht}g∗
−
×Q :=
 ∂f∂mα (m(t),q(t))
∂f
∂qi
(m(t),q(t))
T [− cαβγ mγ(t) −Ajα(q(t))
Aiβ(q(t)) 0
]◦dt
(
∂ht
∂mβ
)
◦dt
(
∂ht
∂qj
)

= {f q(m(t),q(t)), ◦dth
q
t }− +
〈
dfm(m(t),q(t)),
(
◦dt
(
δhqt
δm
))
Q
(m(t),q(t))
〉
Q
−
〈
◦dtdh
m
t (m(t),q(t)),
(
δf q
δm
)
Q
(m(t),q(t))
〉
Q
. (4.23)
In this formula, ∂f/∂mα and ∂f/∂q
i are evaluated on the semimartingales m(t) and q(t) and, according to (2.28)
and (2.29),
dt
(
∂ht
∂mβ
)
:=
∂(h1)α
∂mβ
(m(t),q(t))ξαk ◦ dW
k
t +
∂h2
∂mβ
(m(t),q(t))dt,
dt
(
∂ht
∂qj
)
:=
∂(h1)α
∂qj
(m(t),q(t))ξαk ◦ dW
k
t +
∂h2
∂qj
(m(t),q(t))dt,
d(h1)mα (m(t),q(t)), d(h
2)m(m(t),q(t)), dfm(m(t),q(t)),
δ(h1)qα
δm
(m(t),q(t)), δ(h
2)q
δm
(m(t),q(t)), δf
q
δm
(m(t),q(t)),
and
(
δ(h1)qα
δm
)
Q
(m(t),q(t)),
(
δ(h2)q
δm
)
Q
(m(t),q(t)),
(
δfq
δm
)
Q
(m(t),q(t)) are the covectors d(h1)mα (q), d(h
2)m(q),
dfm(q) ∈ T ∗qQ, the elements δ(h
1)qα/δm, δ(h
2)q/δm, δf q/δm ∈ g, and the tangent vectors
(
δ(h1)qα/δm
)
Q
(q),(
δ(h2)q/δm
)
Q
(q), (δf q/δm)Q (q) ∈ TqQ with the variables (m, q) replaced by the semimartingales (m(t),q(t)),
dtdh
m
t (m(t),q(t)) := d(h
1)mα (m(t),q(t))ξ
α
k ◦ dW
k
t + d(h
2)m(m(t),q(t))dt,(
◦d
(
δhqt
δm
))
Q
(m(t),q(t)) :=
(
δ(h1)qα
δm
)
Q
(m(t),q(t))ξαk ◦ dW
k
t +
(
δ(h2)q
δm
)
Q
(m(t),q(t))dt,
{f q(m(t),q(t)), dth
q
t }− :=
{
f q(m(t),q(t)), (h1)qα(m(t),q(t))
}
−
ξαk ◦ dW
k
t
+
{
f q(m(t),q(t)), (h2)q(m(t),q(t))
}
−
dt.
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Similarly, for f˜ ∈ C∞(g∗ × T ∗Q), the Poisson bracket (4.8) computed for these semimartingales is given by{
f˜ (m(t),pq(t)) , ◦dh˜t
}
g∗
−
×T∗Q
:=

∂f˜
∂mα
(m(t),pq(t))
∂f˜
∂qi
(m(t),pq(t))
∂f˜
∂pi
(m(t),pq(t))

T  −cαβ
γmγ(t) −A
j
α(q(t)) pk(t)
∂Akα
∂qj
(q(t))
Aiβ(q(t)) 0 δ
i
j
−pk(t)
∂Akβ
∂qi
(q(t)) − δji 0


◦dt
(
∂h˜t
∂mβ
)
◦dt
(
∂h˜t
∂qj
)
◦dt
(
∂h˜t
∂pj
)

=
{
f˜pq (m(t),pq(t)) , ◦dth˜
pq
t
}
−
+
〈
dfm (m(t),pq(t)) ,
(
◦dt
(
δh˜
pq
t
δm
))
T∗Q
(m(t),pq(t))
〉
Q
−
〈
◦dtdh˜
m
t (m(t),pq(t)) ,
(
δf˜pq
δm
)
T∗Q
(m(t),pq(t))
〉
Q
+
{
f˜m (m(t),pq(t)) , ◦dth˜
m
t
}
, (4.24)
with the same notational conventions as for the bracket (4.23) and where the last Poisson bracket of semimartingales
is defined in (4.19).
Since dtf(m(t),q(t)) =
〈
δfq
δm
(m(t),q(t)), ◦dtm(t)
〉
g
+ 〈dfm(m(t),q(t)), ◦dtq(t)〉Q, the stochastic Hamilton
equations (i.e., the stochastic versions of equations (4.10) and (4.9)) are, respectively, the stochastic Hamel equations
dtm(t) = ad
∗
◦dt
(
δh
q
t
δm (m(t),q(t))
)m(t) − JT∗Q(◦dtdhmt (m(t),q(t))), dtq(t) =
(
◦dt
(
δhqt
δm
))
Q
(m(t),q(t)) ⇐⇒
dtmα(t) = −cαβ
γmγ(t) ◦ dt
(
∂ht
∂mβ
)
−Ajα(q(t)) ◦ dt
(
∂ht
∂qj
)
, dtq
i(t) = Aiβ(q(t)) ◦ dt
(
∂ht
∂mβ
)
(4.25)
and
dtmα(t) = −cαβ
γmγ(t) ◦ dt
(
∂h˜t
∂mβ
)
−Ajα(q(t)) ◦ dt
(
∂h˜t
∂qj
)
+pk(t)
∂Akα
∂qj
(q(t)) ◦ dt
(
∂h˜t
∂pj
)
,
dtq
i(t) = Aiβ(q(t)) ◦ dt
(
∂h˜t
∂mβ
)
+ dt
(
∂h˜t
∂pi
)
, dtpi(t) = −pk(t)
∂Akβ
∂qi
(q(t)) ◦ dt
(
∂h˜t
∂mβ
)
− dt
(
∂h˜t
∂qi
)
.
(4.26)
The last equations can be written intrinsically as
dtm(t) = ad
∗
◦dt
(
δh˜
q
t
δm
)
(m(t),q(t))
m(t) − JT∗(T∗Q)
(
◦dt(dh˜
m
t (m(t),pq(t)))
)
,
dtpq(t) =
(
◦dt
(
δh˜
pq
t
δm
))
T∗Q
(m(t),pq(t)) +X
T∗Q
◦dth˜
m
t
(m(t),pq(t)) .
(4.27)
By repeating the arguments in the proof of Corollary 11, we can derive the following stochastic Hamilton
equations (with P = T ∗Q) on g∗ × T ∗Q for these type of Hamiltonian functionals:
dtm(t) = ad
∗
◦dt
(
δh
q
t
δm
)
(m(t),q(t))
m(t) − JT∗Q(◦dtdh
m
t (m(t),q(t))),
dtpq(t) =
(
dt
(
δhqt
δm
))
T∗Q
(m(t),pq(t)) + Tdtdhmt (m(t),pq(t))(m(t),pq(t)),
(4.28)
where
Tdtdhmt (m(t),pq(t))(pq) =
d
dǫ
∣∣∣∣
ǫ=0
(dtpq − ǫ dtdh
m
t (m(t),pq(t)))
in which the limit is taken in L2(Ω).
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In addition, we have the non-homogeneous stochastic Lie-Poisson equations
dtJT∗Q(pq(t)) = ad
∗
◦dt
(
δh
q(t)
t
δm(t)
)
(m(t),q(t))
JT∗Q(pq(t)) − JT∗Q
(
◦dtdh
m(t)
t (m(t),q(t)
)
(4.29)
for JT∗Q(pq(t)), where (m(t),q(t)) is the solution of the stochastic Hamel equations (4.25).
Remark 14. [The analog of the stochastic rigid body] In particular, the stochastic free rigid body dynamics on g∗
is obtained from (4.22) by assuming that the Hamiltonian h : g∗ × Q → R is of the form h(m, q) := 12mαK
αβmβ,
where Kαβ are the components of the inner product on g∗ induced by an inner product on g. This Hamiltonian h is
computed on semimartingales of the form dtmα = rαdt+(Φk)α◦dW
k
t with (Φk)αK
αβ = ξβk (notice thatK :=
[
Kαβ
]
is an invertible matrix). Define uβ := rαK
αβ. In particular, ∂h
∂qi
= 0 and d
(
∂h
∂mβ
)
= rαK
αβdt+(Φk)αK
αβ ◦dW kt =
uβdt+ ξβk ◦ dW
k
t . Thus, from (4.22), the stochastic free rigid body equations emerge as
dmα = {mα , mβ}(u
β dt+ ξβk ◦ dW
k
t ) = − cαβ
γ mγ dx
β
t . ♦ (4.30)
4.3 The Kolmogorov equations
We start from the equations (4.21) for the Poisson manifold valued stochastic process p(t) written in coordinates,
namely,
dtp
i(t) = {pi, φα}(p(t))ξ
α
k ◦ dW
k
t + {p
i, ψ}(p(t))dt.
Theorem 15. The generator of the process p(t) is the operator
Lf := {f, ψ}+
1
2
∑
k
{φαξ
α
k , {φβξ
β
k , f}}. (4.31)
Proof. We first compute the difference between the Itoˆ and the Stratonovich differential in the process p(t). Since
{pi, φα}(p(t)) = Π
ij(p(t))∂φα
∂pj
(p(t)), this difference is equal to
1
2
(
∂φα
∂pj
∂Πij
∂pl
+Πij
∂2φα
∂pl∂pj
)
(p(t))Πlm(p(t))
∂φβ
∂pm
(p(t))
(∑
k
ξαk ξ
β
k
)
dt =: Bi(p(t))dt.
The generator then reads
Lf(p) =
1
2
(
ΠimΠjn
∂φα
∂pm
∂φβ
∂pn
)
(p)
(∑
k
ξαk ξ
β
k
)
∂2f
∂pi∂pj
+
(
Πij
∂ψ
∂pj
+ Bi
)
(p)
∂f
∂pi
which is precisely the expression (4.31).
Defining ρ(t, p) := Ep (f(p(t))) wherep(0) = p, the function ρ satisfies Kolmogorov’s backward equation, namely,
∂ρ
∂t
= Lρ, ρ(0, p) = f(p). (4.32)
If the generator L is a hypoelliptic operator then there exists a probability density function ρ˜(t, p, p′), defined by
Ep (f(p(t))) =
∫
P
f(p′)ρ˜(t, p, p′)dp′; here we assume that the Poisson manifold P has a volume form dp relative to
which this integration is carried out. This function satisfies the forward Kolmogorov (or Fokker-Planck) equation:
∂ρ˜
∂t
(t, p, p′) = L∗p′ ρ˜(t, p, p
′) (4.33)
with ρ˜(0, p, p′) equal to the Dirac measure δ(p′ − p) and where L∗ denotes the adjoint of L.
Next, we give a sufficient condition, in terms of the measure on P used to define the probability density function
ρ(t, p, p′), ensuring a nice formula for the formal adjoint of the operator L defined in (4.31). We take a measure
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on P which is induced by a volume form Λ ∈ ΩdimP (P ). We say that a volume form Λ on P is Hamiltonian, if
0 = £XgΛ = diXgΛ + iXgdΛ = diXgΛ, for all g ∈ C
∞(P ). Therefore
div(fXg)Λ = £fXgΛ = ifXgdΛ + difXgΛ = d(f iXgΛ)
= df ∧ iXgΛ + fdiXgΛ = −iXg(df ∧ Λ) +
(
iXgdf
)
Λ
= Xg[f ]Λ = {f, g}Λ .
This shows that div(fXg) = {f, g} for any f, g ∈ C
∞(P ).
Hence, by the Stokes Theorem,∫
P
{f, g}Λ =
∫
P
div(fXg)Λ =
∫
P
difXgΛ =
∫
∂P
ifXgΛ =
∫
∂P
f iXgΛ = −
∫
∂P
giXfΛ; (4.34)
in which the last equality follows by skew-symmetry of the Poisson bracket.
Now let f, g, h ∈ C∞(P ) and integrate the identity {hf, g} = h{f, g}+ f{h, g} to get∫
P
h{f, g}Λ+
∫
P
f{h, g}Λ =
∫
P
{hf, g}Λ.
By (4.34), the term on the right hand side vanishes if ∂P = ∅ or if at least one of f or g vanish on ∂P . In these
cases, we have ∫
P
{f, g}hΛ =
∫
P
f{g, h}Λ. (4.35)
If (P, ω) is a 2n-dimensional symplectic manifold, the Liouville volume Λ := (−1)
n(n−1)/2
n! ω ∧ . . . ∧ ω (n times) is
Hamiltonian. Indeed, since £Xgω = 0 for any g ∈ C
∞(P ), it immediately follows that £XgΛ = 0.
Corollary 16. Let (P, {·, ·}) be a boundaryless Poisson manifold and Λ a Hamiltonian volume form on P . Relative
to the L2-inner product on P defined by Λ, the formal adjoint of the linear operator L defined in (4.31) may be
expressed as
L∗f = −{f, ψ}+
1
2
∑
k
{φβξ
β
k , {φαξ
α
k , f}}. (4.36)
This corollary follows directly from (4.31) and (4.35).
Consider the Poisson manifold g∗ × Q and the stochastic Hamiltonian (2.27). Define the semimartingale
u(m(q(t),p(t)),q(t)), where u ∈ C∞(g∗ × Q). In this case, Kolmogorov’s backward equation for ρ(t,m, q) :=
E(m,q) (f(m(q(t),p(t))),q(t))) takes the form
∂ρ
∂t
= {ρ,mαu
α − ℓ(u, q)}+
1
2
∑
k
{mαξ
α
k , {mβξ
β
k , ρ}} (4.37)
with ρ(0,m, q) = f(m, q).
Now choose a Hamiltonian volume form Λ on the Poisson manifold g∗ × T ∗Q. Using the measure defined by Λ,
and computing the formal adjoint of L (the right hand side of (4.37)) given by (4.36), we get Kolmogorov’s forward,
or Fokker-Planck, equation
∂ρ˜
∂t
= −{ρ˜,mαu
α − ℓ(u, q)}+
1
2
∑
k
{mαξ
α
k , {mβξ
β
k , ρ˜}} (4.38)
with ρ˜(0, (m, q), (m′, q′)) = δ((m′, q′)− (m, q)).
Remark 17. Assume we work on g∗, where g is a compact Lie algebra, for simplicity. Then there is an invariant
inner product on g and, using it, we define an invariant inner product on g∗ whose norm is denoted by ‖ · ‖. In
this case, m 7→ ‖m‖2 is a Casimir function. As Casimirs are conserved along the stochastic flows of the stochastic
Hamiltonian semimartingales, we have dt‖m‖
2(q(t),p(t)) = 0. As a consequence, there exists (cf. [25]) an invariant
probability measure µ on g∗ ×Q for the motion. Namely, the measure satisfies∫
P(m,q)(m(q(t),p(t)),q(t)) ∈ B)dµ(m, q) = µ(B) ,
for all Borel sets B ⊂ g∗ ×Q. This measure disintegrates along the level sets of the Casimir ‖m‖2. ♦
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