Dirac's method for constraints is used for solving the problem of exclusion of double occupancy for Correlated Electrons. The constraints are enforced by the pair operator
I. INTRODUCTION
The central problem in high T c Superconductivity is to treat correctly the effects of strong electron-electron interactions. We consider the zero temperature region away from half fillings in the absence of the magnetic order. The physics in this regime is governed by the absence of double occupied sites. Based on experimental results we know that once the exchange interaction is added it will generate a superconducting ground state.
For a lattice model the effects of interactions are described within a repulsive Hubbard U interaction. Due to the large on-site repulsion the double occupied state are prohibited. This means that we can project out from the electronic spectrum the double occupied states. As a result the anti-commutation rules for the Fermionic operators are modified and calculations become difficult.
A significant simplification takes place in one space dimension where the method of Bosonization shows that for any finite Hubbard U away from half fillings the physics is governed by two Luttinger Liquids (one for charge and the second one for spin). The limit of U → ∞ can not be considered in a microscopic formulation. This limit can be taken for the renormalized model within the Renormalization Group (R.G.) calculations. One obtains a line of Luttinger fixed points.
The wave function has been obtained from the Bethe ansatz [1] in the limit U/t → ∞ (where t is the hopping constant). This solution shows that the spin configuration becomes degenerate at U = ∞ and the wave function is a singlet ground state for all values of 0 < U < ∞. This means that the degeneracy at U = ∞ is removed by any infinitesimal perturbation t/U. A formal way for describing the wave function is to say that the ground state is annihilated by the singlet operator Q( x)|Ψ 0 >= 0, Q( x) ≡ ψ ↑ ( x)ψ ↓ ( x). The solution of this last equation shows that the wave function can be written as a product of a singlet state with another unknown state.
For two space dimensions we do not have an exact solution as a function of the Hubbard U. Therefore we have to consider the projection of double occupancy which forces us to deal with the question of the modified commutators. A direct approach for dealing with the modified commutators is given by the Hubbard X operators. These operators are a mixture of Bosonic and F ermionic excitations. As expected, this leads to a complicated representation which is difficult to handle [2] . The conventional wisdom in higher dimensions is the method of the slave particles [3] (slave Fermions, or slave Bosons). The slave particles representation replaces the exclusion of double occupancy by two slave fields (one for charge and one for spin). These excitations are coupled by a U(1) gauge field [4, 5, 6, 7] . For space dimensions d ≥ 2 the gauge field is in the conf ined phase, causing the slave particles to be strongly coupled. For some special conditions a deconf ined phase might be possible [8, 9] . The slave particles representation works in one dimension [11] since the guage field is in the deconf ined phase. In this phase, the excitations are described by solitons which carry fractional quantum numbers [10] . An explicit solution based on the slave-boson method for the Hubbard U = ∞ case has been considered in the literature by [11] within a path integral formulation. This formulation has been criticized in [12] which argued that the path integral measure for the slave particles is incorrect. The price we pay when we work with the slave particles is that the single particle spectrum is described by a pair of non physical excitations!
An alternative approach for dealing with the large U repulsion interaction is to use the Gutzwiller projection method used by [13, 14] . Using this method combined with a variational procedure, the authors [14] have constructed a variational wave function for the strongly correlated superconductors. It has been pointed out [15] that the exclusion of double occupancy is responsible for the strong asymmetry between the hole and the electronic excitations observed in the tunneling spectrum for the optimally doped BSCCO.
One of the successful phenomenological theories used to explain a varieties of experiments is the marginal Fermi liquid theory [16, 17] , yet the relation of this model to the microscopic theory is not clear.
The recent quantum oscillations observed in the Shubnikov de Haas experiment might raise questions about the validity of different approaches and in particular it might test the validity of the projected wave function [18, 19] .
The purpose of the present paper is to introduce a new method for dealing with the problem of exclusion double occupancy. We propose to use Dirac's theory for F irst Class constraints [20] . The solution of the problem will be formulated in the language of Quantum constraints : for a hamiltonian H and a constraint operator Q( x) = ψ ↑ ( x)ψ ↓ ( x) one has to find the many body state |Ψ 0 > which satisfies, H|Ψ 0 >= E|Ψ 0 > and is annihilated by the constraint operator Q( x)|Ψ 0 >= 0. Since the constraint should be satisfied at any time the time derivative of the operator Q( x) requires that the commutator [Q( x), H] must vanish.
Away from half fillings we restrict the constraints to negative energies (holes excitations) and obtain a set of f irst class non-Abelian constraints Q (−)
α ( x) α = 1, 2, 3 which obey Q (−) α ( x)|Ψ 0 >= 0. In order to have a canonical theory in the presence of the constraints, we enlarge the Hilbert space by including new anti-commuting fields [21, 22] . As a result when a hole is created at a time t i and destroyed at the time t f the evolution in the enlarged space is canonical. The Physical processes occur at times t i and t f in the Physical Hilbert space.
The projection into the physical Hilbert space is done by using proper boundary conditions for the anti-commuting fields [21, 22] . Due to the non-commutativity of the constraint, the projection will generate a time dependent non-linear measure for the Lagrange multipliers.
As a result, the physical evolution operator for the hamiltonian H with constraints is given by,Û phys [t f , t i ] = e −ī h
Dλα(T )e −ī h 3 α=1
λα( x)Q (−)
Dλ α is a non − linear measure which is generated by projection into the Physical Hilbert space for the non-commuting constraints. The effective interaction for the holes sectors depend explicitly on the time interval T = t i − t f .
The effective non local action obtained from the temporal projection is investigated with the help of the R.G. method. We find that the single hole excitation has a width which is linear in frequency and the scattering rate obeys
) in agreement with the infrared data [25] . The linear frequency width is controlled by the holes density. When the hole density increases the region of the linear frequency width shrinks; for large densities it shrinks to zero and therefore a Fermi liquid behavior is obtained. The theory presented in this paper is applicable away not at half fillings for densities x > x c at zero temperature where the magnetic order has been suppressed. Therefore we will not investigate the metal insulator transition. For a finite hole concentration the addition of a finite exchange interaction j = 0 (in the t − j model) will give rise to a superconducting phase [26] . An important question will be to understand the effect of exclusion of double occupancy on the superconducting state. We will show that by projecting out double occupancy, an asymmetry of tunneling density of states is observed. Using this theory we will explain the asymmetric tunneling density of states observed by [27, 28] .
The content of this paper is as following: In chapter II we present the adaptation of the method of First Class constraints [20, 21, 22, 29, 30, 31] to Condensed Matter Physics. In section III we present the model for correlated electron and show that the ground state can be obtained within the method of quantum constraints. The exclusion of the double occupied states has been investigated in the literature [13, 14] using the Gutzviller projection method.
The solution of the equation Q( x)|Ψ 0 >= 0 is described by the Jastrow representation [13, 14] . In chapter IV we show that the method of first class allows for additional nonAbelian constraints which give rise to a non-linear integration measure and replaces the delta function constraint used implicitly in refs. [13, 14] . Using the first class constraint method we compute the ground state for the high T c superconductors. Chapter V is devoted to the computation of the integration measure. In chapter VI we introduce the canonical phase space action for the t − j model. In chapter VII we consider the explicit case where the exchange interaction is zero. In chapter VIII we introduce two Green's functions: G (the physical one) and D (the parametrical one). Due to the projection into the physical Hilbert space, the action which governs the single hole propagation is time dependent. The physical Green's function G is computed in terms of a parametric Green's function D. In chapter IX we perform the R.G. calculation for the effective action at the time interval T = t i − t f using the finite size scaling. Chapter X is devoted to the calculation of the parametric Green's function D. In chapter XI we present the calculation for the physical Green's function G. In particular we show that the relaxation rate is linear in frequency. We believe that this explains the experimental results observed for the optical conductivity given in [25] . Finally in chapter XII we consider the effect of the projected Green's function on the superconductor ground state . We add a pairing interaction and compute the tunneling density of states for a superconductor using the projected Green's function. We show that the projection (incorporated into the calculation trough the self energy) gives rise to an asymmetric tunneling density of states, in agreement with the experiments [27, 28] .
In chapter XIII we present our conclusion. We have included an Appendix where we discuss the effects of the secondary first class constraints generated by the commutators between the hamiltonian and the primary constraints.
II. THE METHOD OF QUANTUM CONSTRAINTS
The purpose of this chapter is to present an adaptation of the method of quantum constraints to Condensed Matter Physics.
We have to find the ground state |Ψ 0 > under the conditions that a set of operators Q α ( x), α = 1, 2....n are restricted to be zero! In Quantum Mechanics this means that one has to find the state |Ψ 0 > which is annihilated by the constraints Q α ( x)|Ψ 0 >= 0 and is an eigenstate of the hamiltonian H|Ψ 0 >= E|Ψ 0 >.
There are two types of constraints :
Second Class constraints [20] are characterized by a non singular matrix
where the symbol [, ] represents the commutator for the Bosonic constraints.
The matrix [Q α ( x), Q α ′ ( x)] can be inverted and therefore has a non vanishing determinant
. Recently we have used this method to compute the persistent currents in coupled rings [23] and study mesoscopic vortices in a two dimensional electron gas [24] .
When the determinant of the constraints vanishes we obtain First Class constraints which will be used to solve the problem of exclusion of double occupancy. According to Dirac [20] one has to identify all the constraints which must be satisfied at any time.
From the Heisenberg equation of motion we obtain, 
In this equation T α β and t α β stand for a set of matrix elements and q β ( x), β = 1, 2..r represent the new (generated) secondary first class constraints. For the remaining part we will represent the two sets α = 1, 2..n (the primary first class constraints) and β = 1, 2..r (secondary first class constraints) by one set (Q 1 ( x, t), Q 2 ( x, t), ...Q n ( x, t), q 1 ( x), q 2 ( x), ...q r ( x)) ⇒ Q α ( x, t) where α = 1, 2..(n + r) is the new index for the two sets. For the remaining part we will assume that Q α ( x, t) are all the first class constraints (no new constraints are generated by higher order commutators of the hamiltonian with all the n + r constraints).
Since the commutator of the constraints can be zero, the inverse of the commutator does not exists. As a result, a modification of the commutation rules as is done for Second Class constraints is not possible [20] .
To overcome this difficulty one introduces new constraints Φ β ( x, t), β = 1, 2, ..(n + r),
In order to obtain a canonical phase space [37] with less variables, we have to project out an even number of constraints (the constraints Q α ( x) and their canonical conjugate one Φ α ( x, t)). This is achieved by demanding that the determinant of the commutator in the enlarged Hilbert space (with the additional unknown constraints Φ α ( x, t)) is not zero.
As a result we obtain an equivalent theory with a fewer independent degrees of freedom [37] . Using this conditions we can compute the The Quantum Evolution Operator.
a) The Quantum Evolution Operator for the unconstrained case is given byÛ[t f ,
The matrix elements of the evolution operator are computed according to the path integral method for Grassmann anti-commuting functions [38] . Using the Grassmann Coherent states
This allows us to formulate a field theory in the Schroedinger representation where the role of the coordinate is played by ψ σ ( x) and the canonical conjugate momentum ψ †
The matrix elements of the quantum evolution operator in the Grassmann space are given
Following [38] we obtain the path integral representation for the matrix element
b) The Quantum Evolution Operator for the constrained system will be given in terms of evolution matrix elements U phys [ψ f , t f ; ψ i , t i ] in the Grassmann space. Due to the new constraints Faddeev [39] has shown that a Superdeterminant is needed for the integration measure. Such a formalism has been used by [40] .
A simpler method is to represent the physical evolution operator in terms of only the physical constrained Q α . The integration with respect to the unknown Φ β constraints will modify the integration measure from dλ α to a non − linear integration measure Dλ α (T = t i − t f ). This allows to represent the physical evolution operator in a form which is similar with to the result given by [36] :
Eq.(5) emerges from the canonical phase space formalism which we will present in the remaining part of this chapter.
We introduce the Lagrange multipliers, λ α ( x), α = 1, 2, .. 
It is convenient to replace the constraint Φ α ( x) by an equivalent constraint χ α ( x):
As result, the transformed Hamiltonian which contains the time derivative of the Lagrange multiplier λ α ( x) will be modified.
Using the results given in equation (6) and (7) we obtain a new formulation of the constraint problem. At this point it is preferable to work with the canonical phase space
where L is the Lagrangian and h( x) is the hamiltonian density for the hamiltonian H.
The term π α ( x, t)∂ t λ α ( x, t) allows to identify the canonical conjugate momentum of λ α ( x) with π α ( x) which obeys the commutation rules, [λ
It is important to point out that equation (8) can be understood as a starting point for our theory where the Lagrange multiplier λ α ( x) enforces the constraints Q α ( x). The Quantum nature of the Lagrange multipliers is enforced by demanding the existence of a canonical conjugate variable π α ( x). Physically the canonical conjugate momentum must be enforced to be zero. This is done by introducing a new Lagrange multiplier χ α ( x). As a result our theory will have the set of constraint equations:
Which will be enforced by the two sets of Lagrange multipliers: χ α ( x) and λ α ( x).
The new Lagrange multipliers χ α ( x), α = 1, 2, ..(n + r) have not yet been specified.
V ILKOV ISKY [29] has proved a theorem which shows that the role of the new Lagrange multipliers χ α ( x) is equivalent to the gauge fixing in Quantum Electrodynamics. The proof of the theorem [29, 30] is based on the followings steps:
1. The action given in eq. (8) can be represented in an equivalent way using new fermionic fields. One introduces a pair of anti-commuting fields for each one of the constraints
2. The Lagrange multiplier χ α ( x) plays the role of gauge fixing condition. The replacement of the action in equation (8) 
. Therefore the physical results are independent of the particular choice of the fields χ α ( x).
An exact mapping of the action given in equation (8) to an equivalent action where the constraints are replaced by new Fermionic fields is possible [22, 29, 30] .
As a result one obtains an enlarged Hilbert space of anti-commuting fields.
We consider the case where the constraints Q α ( x) obey the following relations:
Where F γ α,β (Q γ ) is a nonlinear function of the constraint Q γ such that for Q γ = 0 we have the result F The mapping is done according to the following steps [22] : a) For each constraint field Q α ( x) one introduces a pair of anti-commuting real fermions
Such that b β ( x ′ ) acts as an annihilation operator.
b) Similarly the canonical momentum constraints π α ( x) is replaced by the pair of anticommuting real fermions e α ( x) and f α ( x).
[e
c) The physical Hilbert space is extended to an enlarged Hilbert space. Therefore the many body state |Ψ 0 is replaced by a new state |Ψ > which is build from a Fermionic subspace needed to enforce the constraints. The wave function < ψ σ ( x)|Ψ 0 > is replaced by a wave function in the enlarged Hilbert space
Hilbert space.
d) According to the theorem (see pages 247, 322-324 in [21] ) the physical wave function
The physical evolution operator matrix elements
once we impose the temporal boundary conditions on the auxiliary fields in the enlarged Hilbert space. We use the following temporal boundary conditions:
For the momentum π α ( x, t) we use the following boundary conditions:
e) In the extended Hilbert space the wave function |Ψ 0 > is replaced by |Ψ >.
In the enlarged Hilbert space we replace the constraints Q α ( x) and π α ( x) by a new constraint Ω.
The constraint Ω operator has to obey Ω( x)|Ψ >= 0 (16) f) In the extended Hilbert space the hamiltonian H is replaced by H c . The operator Ω obeys the extended Heisenberg equation of motion:
The extended constrained operator Ω must be NILPOTENT
g) In order to satisfy the NILPOTENCY condition the operator Ω is written as a sum of two parts
Where Ω 0 is given by
Due to the non commutativity of the constraints 
The matrix M β 1 ..β n+r αα 1 ..α n+r elements are determined by the condition Ω 2 = 0.
h) The hamiltonian H c represents the extention of H for the extended Hilbert space:
The parameters h 
The proof that the operator O 
This shows that δ
where A is an arbitrary operator. n) Following the theorem [29] we have the freedom to choose any bosonic fields χ α . In particular the path integral is independent on the choice of the unknown Lagrange multiplier
As a result of this theorem one can show [21] that the quantum expectation value of any operator A(t) which commutes with the constraint [A, Ω] = 0 is independent of the choice
The method presented in this section will be used to solve the problem of exclusion of double occupancy in the next chapters.
III. THE t − J MODEL FOR CORRELATED ELECTRONS
In this section we will present the model for the high T c Superconductors. We will show that the ground state can be computed using the method of First Class constraints [20] .
For the case that the hopping parameter t and the one site repulsion U obey the condition (t/U) < 1, the double occupation states are projected out and one obtains an effective
operator. The effective model is given by:
where x represents the lattice points and a runs over to the nearest neighbor sites. This is the t − J model where H 0 is the hopping hamiltonian which acts on a restricted Hilbert space where double occupancy is excluded, while δH represents the exchange hamiltonian
The Many Body ground state is given by |Ψ 0 >. The exclusion of double occupancy on each lattice point x is imposed by the constraint condition which determines the ground state |Ψ 0 >:
We define the constraint field Q( x) = ψ ↑ ( x)ψ ↓ ( x). To find the ground state |Ψ 0 > of the hamiltonian H 0 + δH which obeys the constraints we have to satisfy the following equations:
Once the ground state |Ψ 0 > is found, the excitations spectrum is obtained by applying the creation operators on this ground state such that no double occupied excited states are created.
It is easy to see that the solution to eq. (28) can be written in the form:
Where |Ψ 0 > is a state which must be determined! The state |Ψ 0 > belongs to the Gutzwiller class [13] and is often determined by variational methods [14] . Two possible choices for |Ψ 0 > have been considered: the BCS wave function has been used to compute the RV B state and the F ermi Liquid ground state |F.S >=
> has been introduced to compute the strongly correlated metallic state.
In the present paper we will not perform a variational calculation, instead we will compute the ground state wave function by determining the additional conditions which the state |Ψ 0 > has to satisfy. We will show that using the Fermi surface as a the unperturbed ground state we find two additional constraints, the pair creation constraint Q + ( x) and the hole
The set of the three non-commuting constraints replace the delta function measure (which results from the condition Q( x)|Ψ 0 >= 0 ) by a non-linear integration measure . It is this measure which generates an effective temporal interaction with a time dependent coupling constant.
These results will be derived in the next chapter using the method of first class constraints introduced in chapter II.
IV. THE APPLICATION OF FIRST CLASS CONSTRAINTS TO THE PROBLEM OF EXCLUSSION OF DOUBLE OCCUPANCY
In this chapter we will apply the general theory for First Class constraints introduced in chapter II to solve the model presented in chapter III. The eigenfunction |Ψ 0 > must obey Q( x)|Ψ 0 >= 0. We will show that away from half fillings we can use a set of first class constraints defined only for negative energies Q
r ( x), r = 1, 2, 3 which will be neglected for describing the low energy physics. The justification for this approximation is given in the appendix of this paper where we show that the effective action generated by the secondary constraints are irrelevant according to the R.G. analysis at low energies.
Due to the constraints, the non interacting Fermi energy will be shifted by δµ F to a new value. The metallic behavior will be characterized by the vanishing of the renormalized
At half fillings we have two additional constraints: Q † ( x) and the hole number opera-
. At half fillings the three constraints satisfy:
Away f rom half f illings we have only one first class constraints Q( x), the other two constraints are neither first class nor second class. This difficulty can be resolved by modifying the constraints. Away from half fillings we will restrict the constraints only to negative energies /holes excitations Q (−)
α ( x) where α = 1, 2, 3. We introduce the definitions:
The notation (+) represents the particles excitations for positive energies and (−) describes the holes excitations for negative energies, both measured with respect to the renormalized Fermi energy.
act as a destruction operators with respect to the ground state [41] we learn that the field ψ The renormalized ground state |Ψ 0 > has no particles above K F and no holes below K F .
(At this step we do not make any assumption about the nature of the discontinuity of the Fermi Surface (the occupation number at K F ).
Acting with the constraint operator Q( x) on the ground state |Ψ 0 > we observe:
This equation shows that the constraints can be restricted to the holes type excitations
↓ ( x). For positive energies the constraint is automatically satisfied, therefore the constraint Q( x) is restricted to Q (−) ( x).
Using the holes representation, ψ
σ ( x) and ψ †(−) σ ( x) we construct the new representations for the constraints:
It is convenient to work with real constraints. We introduce two real constraints, Q
In addition to this two real constraints we have the third real constraint Q
3 ( x) given by equation (34) . The set of the hole type constraints Q 
The Non-Abelian F irst Class constraints are characterized by the structure constants 
The new secondary constraints are obtained by taking the difference of the commutator 
and
Using the linear transformation given by equations (35) and (35) we obtain the new set of secondary f irst class real constraints: q
r ( x), r = 1, 2, 3. The secondary first class constraints modify the Lagrangian L by δL :
r ( x, t)) whereλ r ( x, t) are the Lagrange multipliers which enforce the secondary constraints and π r ( x, t) are the canonical momentum conjugated to the new Lagrange multipliersλ r ( x, t).
The integration over the new Lagrange multipliers will generate products of q r ( x)). The canonical phase space action for the holes constraints which replaces eq.(8) (without the generated constraints described by δL) is given by:
where π α ( x) is the canonical momentum conjugate to the Lagrange multiplier λ α ( x).
This action has two sets of constraints Q α ( x, t) and the anti-commuting fields e α ( x) and f α ( x) replace the momenta constraints π α ( x). The unknown Lagrange multiplies χ α act as gauge fixing conditions.
We replace the state |Ψ 0 > by the state |Ψ > defined for the extended Hilbert with the extended constraint operator Ω for the extended Hilbert space (see eq. (19)),
where Ω N L is chosen such that the condition Ω 2 = 0 is satisfied.
The operator Ω 0 (see eq. (20)) is given in terms of the physical constraints Q (−)
α ( x) and π α ( x):
The Nonlinear operator Ω N L (see eq. (21))is obtained using the structure constants given in eq. (37) .
According to the theorem [29] the path integral is invariant under the change of the Lagrange multipliers χ α ( x). For the continuation of this article we will choose χ α ( x) = 0 and obtain from eq. (23) the Fermionic operator W .
We compute the anti-commutator ī h
[W, Ω] + and find:
This result allows to obtain the effective hamiltonian in the enlarged space:
In this case the difference between H c and H is given by operators which contain higher order derivatives and therefore are irrelevant for low energy Physics.
Using the effective hamiltonian H ef f ective = H + [Ω, W ] + we obtain the action S as a function of the initial and final times t i and t f , T = t i − t f .
For commuting constraints, the last term in eq. (43) The full Non-Abelian action given in equation (43) describes a canonical evolution in an enlarged Hilbert space. The physical observables are obtained only after we project the extended state into the physical Hilbert space. This is achieved by imposing temporal boundary conditions on the non physical anti-commuting coordinates C α (x, t) ,e α (x, t) and the conjugate momenta π α ( x, t) ,α = 1, 2, 3.
The projection into the physical space is achieved by the use of initial time t i and final time t f boundary conditions [21] .
The physical evolution matrix elements are given by:
Where S[t i , t f ] is the action in equation (43 
For fixed values of t i and t f we integrate over the non−physical non-commuting degrees of freedom C α ,b α and e α , f α . We obtain an effective action S ef f. [λ α ; t i , t f ] as a function of the time interval and the Lagrange multipliers. This action is obtained once the non-physical fermions fields have been integrated out and the boundary conditions for the conjugate momenta π α (t i ) = π α (t f ) = 0 have been used.
This allows to represent the matrix elements of the physical evolution operator by the formula:
where Dλ( x; t i − t f ) is a time dependent non − linear measure obtained by integrating out the non-physical anti-commuting fields which describe the dynamics of the canonical conjugate fields. The measure is defined trough the path integral in eqs. (48)-(49). As a result any physical Green's function will depend on a coupling constant which is a function of the time interval T = t i − t f (generated by the projection of the non physical Fermionic degrees of freedom at the initial and final time).
V. COMPUTATION OF THE INTEGRATION MEASURE
The physical evolution operator given in equation (49) 
The integration over the non-physical fermionic field is done using the variation of the
We obtain the relation ∂ t (e α (x, t)) = b α (x, t). As a result we find that the integration measure is given by,
is determined by the Grasmann integration:
with I = I (α,β) being the identity matrix. Following [45, 46] we evaluate the two determinants in eq. (51). The determinants are a function of the time intervals T = t i − t f .
For convergence reasons at T → ∞ we rotated the time contour [42] . We define a new
is given by,
where Λ is the ultraviolet cut-off and d is the space dimension. The integration variable
with the amplitude ϕ( x, T ) ≡ T (
) 2 . Eq.(52) represents the new integration measure for the Lagrange multipliers.
VI. THE EFFECTIVE MODEL FOR EXCLUSION OF DOUBLE OCCUPANCY IN TWO DIMENSIONS
The action in equation (43) can be written in a simplified form once we replace the measure dλ α ( x, t) with the non-linear measure dλ
The new measure dλ
] was obtained as a result of the non-commuting
α ( x, t). The change in the measure can be rewritten explicitly in terms of the effective interaction given in equation (52).
VII. THE EFFECTIVE MODEL IN THE ABSENCE OF THE EXCHANGE IN-TERACTION
In this section we will present the effective model for a free electron system which obeys the exclusion of double occupancy.
We will consider the case where the exchange term δH = 0. Therefore we will replace h( x, t) → h 0 ( x, t) (in equation (43)). We believe that this model describes the situation at zero temperatures away from half fillings above certain holes concentration x c (where the magnetic order is absent). When the exchange is zero we will not be able to investigate the metal insulator transition, which takes place close to the half filled case x → 0. We will consider the case where the holes density x obeys x > x c . Experimentally we know that at T=0 such a window exists between the magnetic ordered state and the appearance of superconductivity. In order to study the nature of the metallic state at zero temperature and holes densities x > x c it is reasonable to suppress the superconducting order by restricting the exchange interaction to zero. We will show that at low holes concentrations x c < x << 1 the imaginary part of the self energy is proportional to ω. For large holes densities x → 1, a crossover transition to a Fermi liquid with the imaginary part of the self energy proportional to ω 2 is obtained.
In order to perform a R.G. study we use the f ree Fermi liquid representation in two dimensions.
where R σ (t, ǫ; s) and L σ (t, ǫ; s) are the right and left chiral fermions in the channel s. The effect of the constraints are supposed to shift the position of free Fermi surface given by the Fermi vector K F (s). This effect will be taken in consideration by a finite shift of the chemical potential δµ F (s). As a result, the non interacting action S ′ [ t i , t f ] will be replaced
The complete action for our model as obtained from the previous chapter, including the shifted Fermi Surface, is:
where S ef f. [λ α ; t i , t f ] is given in equation (52) and represents the modification of the integration measure for the Lagrange multipliers λ α ( x). S I−hole [ t i , t f ] which originally was given by
α ( x, t) is written in terms of the new variables ϕ α ( x, T ), α = 1, 2, 3: Next we compute an effective interaction which is induced by the constraints. We integrate the Lagrange multipliers ϕ α ( x, T ). We perform the integration for times T >
where Λ is the momentum cut-off and v F is the Fermi velocity, which is maximum at half fillings and decreases with the doping. The product v F Λ represents the electronic bandwidth in frequency units. Keeping only terms which are second order in ϕ α ( x, T ) in the action,
] allows us to integrate out the Lagrange multipliers and obtain the effective interaction for times larger than T >
a) For electrons no interaction is generated and the physics is given by:
b) For holes we find the following action is generated at long times T > This allows to represent the coupling constant by g(s ; T ) = g(s; T )v F E. We will use the
and define a real and imaginary coupling constant:
2 and ∆ is given by ∆ = uSin(δ) where
[ t i , t f ] in eq. (57) α ( x, t) by the chiral fermions R σ (t, ǫ; s) and L σ (t, ǫ; s). Next we consider the situation away from half fillings, without the umklapp terms. Therefore we will not attempt to describe the Metal Insulator transition for which the presence of the exchange and umklapp interactions are important. The action obtained is valid above a certain critical hole concentration x > x c . The theory derived depends on the bandwidth.
The bandwidth decreases with the increases of the hole concentrations. Experimentally it is observed that for large hole concentrations the Fermi Liquid behavior is observed again.
At this stage we can not prove that we have a transition to a Fermi Liquid. We can show that with increasing holes concentrations, the frequency region for which the self energy is linear in ω shrinks to zero.
VIII. THE SINGLE HOLE GREEN'S FUNCTION
The single particle excitations are the same as for the free electron case. The only change is that the holes type excitations are governed by the action given in equation (57).
The definition of the retarded Green's function for holes is given by:
where ϑ[t i − t f ] is the step function which is 1 for time intervals t i − t f > 0 and 0 otherwise. An alternative representation for the Green's function is possible if we use the path integral representation [37] . In particular the matrix elements of the evolution operator U phys [ψ f , t f ; ψ i , t i ] in the Grassmann space [37] allows us to compute the Green's function.
The relation between the path integral representation and the direct computation of the Green's function G (−) [ x, σ, t f ; x ′ , σ ′ , t i ] using the ground state |Ψ 0 > has been shown in [37, 42] . In our case, the effect of the time dependent coupling constant can be investigated within the time dependent path integral given in the Grassmann space, as below:
Following [37, 42] we project the
which is represented in terms of the matrix elements in the Grassmann space.
where |F.S >= The Physical Green's function G (−) [T, K; g( T ), T, Λ] will be computed using the finite
The finite size effect is introduced by the duration of the hole excitations t i − t f = T . The projection at times t i and t f generates a time dependent action. Due to the fact that the coupling constant g( T ) is a function of the time duration for the hole excitations, it is advantageous to introduce a parametric Green 's
with the coupling constant g( T ) and the parametric time b) The physical Green's function
Once the Green's function
is evaluated using the Fourier transform properties:
Due to the finite size effect, the frequency integration ω ′ is restricted to E > |ω
where E is the band width and 2π T is the finite size frequency cut-off. The bandwidth
F is the Fermi momentum at half fillings and x represents the hole doping. When the hole doping x increases, the bandwidth decreases
One of the interesting consequences of our formulation is that the single particle (hole) Green's function is a function of the effective time interval T . The coupling constant of the theory depends on the time interval between the creation and the destruction of the hole. Therefore we do not have one single action for all the time intervals. For example, the single particle Green's function for an infinite time interval t i − t f → ∞ is described by the non interacting free action. Using the RG theory we compute the time dependent Green's function for a fixed time interval t i − t f = T . The frequency dependent Green's function is rather non trivial since we have to perform a time integration over all the time and over all the possible coupling constants! Performing the Fourier transform by integrating over all the time dependent coupling constants (which are a function of the time intervals T ), we will show that the self energy is dominated at low frequencies by a relaxation part which is linear in frequency Σ Im (ω) ∝ ωF ( 
The explicit form of the effective action in two space dimensions given in eq.(57)
is restricted by the temporal size T . Therefore the method of finite size scaling will be used.
The scaling dimensions for the coupling constant in eq.(57) are obtained from a momentum cut-off which is normal to the Fermi Surface [44] . The scaling dimensions in the vicinity of the Fermi Surface is d F.S. = 1 (the scaling dimensions is only modified around the corners (0, ±π) , (±π, 0) close to half fillings). As a result, the coupling constant scales like
The fixed points for any theory are achieved by taking the limit b = e l → ∞ where b = e l describes the reduction of the bandwidth cut-off For the present problem the limit b = e l → ∞ can not be taken since we have to stop the scaling at
The critical behavior g( T )E 
As a result, the scaling dimension of the coupling constant becomes marginal for η = 0. For 0 < η ≤ 1 we find:
We will use the differential R.G. method where the integration in the energy shell E − dE ≤ ǫ ≤ E is performed using the differential variable dl = dE E [32, 33, 43] . We find that the coupling constant constant g( T ) for the zero angular momentum channel [43] obeys the following R.G. equation.
Comparing eq.(64) with the R.G. equation for singlet superconductivity [43] , we observe that due to the additional time integration in eq.(57), eq.(64) has a linear term g with the scaling dimension η = 1 and that the term g 2 is rescaled by the temporal finite size parameter β(T E = t). The dimensionless parameter obeys 1 <β(T E) < |T |E = |T |v F Λ ≡ t. At the limit T → ∞ one finds that the R.G. equation has an inf rared stable f ixed point g = 4π ηβ(T E) → 0, which describes the Marginal Fermi liquid. We use the complex representation for the coupling constant g = −i(u + i∆) with u = 3(
→ 0). Due to the finite temporal size T the R.G. equation (64) is only valid for 0 < l < Log(|T |v F Λ) ≡ Log(t) ≡ l t .
In order to construct the full R.G. flow, we have to compute the differential self energy from which we will extract the wave function renormalization. We will work with the two dimensional representations of the coupling constant g = −iu + ∆, with the initial conditions ∆(l = 0) → 0. The self energy of our action is a function of frequency and coupling constants Σ[ω, ǫ; u, ∆, E]. We will use the infrared stable fixed point to compute the self energy Σ[ω, ǫ; u, ∆, E] and to tune the chemical potential δµ F . We find that δµ F (s) is given by the same self energy at zero frequency for all the points s on the Fermi surface,
Expanding the self energy in powers of ω allows to compute the wave f unction renormalization Z ψ . We find:
.
As a result, the previous R.G. equations for u and ∆ are modified:
This set of equations have the initial conditions u(l = 0) = 3(
and ∆(l = 0) = u(l = 0)Sin(δ) → 0. Due to the finite time interval T we have to restrict the scaling to the domain 1 <β(T E ≡ t) < T v F Λ ≡ t.
As a result, the coupling constant will reach the end point values u(l t ) = u(Log(t)) and 
This Greens function D (−) [ω, ǫ; u, ∆] is computed using the unperturbed Green's function
where Σ[ω, ǫ; u, ∆, E] is the self energy. Using the fact that the R.G. equation has an infrared fixed point we can tune the shift in the chemical potential δµ
We obtain the wave function renormalization Z ψ (u(l t )) = e
In the present case we stop scaling at e l ≡ v F ΛT ≡ t and we find:
As a result we obtain the finite size Green's function for t >> 1 with the universal parameters u 1 and d 1 :
. 
(68)
XI. COMPUTATION OF THE PHYSICAL GREEN'S FUNCTION G
The Physical Green's function G will be computed from the Fourier representation of the parametric Green's function D given by equation (68). We substitute in equation (62) Using the Fourier transform of equation 62 we find that the Green's function G is given in terms of two new f unctions F R (t; ω, ǫ) and F Im (t; ω, ǫ) which are a linear combination of the real and imaginary part of the parametric Green's function
In the present case equations (69) and (70) gives us the Physical Green's in terms of the parametric Green's function D. We represent the self energies of G in terms of the parametric Green's function. We find that: The results for the self energy are given in figures 2 and 3 at a fixed energy ǫ = 0.
(The Green's function will be given as a function of dimensionless frequency and energy Figure 3 shows that the imaginary part of the self energy for low holes densities is linear in frequency. As a result, the single hole excitation (at low frequencies) has a width which is linear in frequency, and the scattering rate obeys
) in agreement with the infrared data [25] . Therefore, when the exchange interaction is included a d-wave superconducting [26] phase within the exclusion of double occupancy will appear. The d − wave order parameter
Further doping of the superconductor at T=0 will give rise to a transition from a free vortex monopole phase to a spin wave phase [8] .
For the remaining part of this section we will show that the effect of exclusion of double occupancy gives rise in the superconducting phase to an asymmetry in the tunneling density of states. In order to demonstrate the asymmetry effect of the projection of double occupancy we consider a qualitative calculation for superconductors . Strictly speaking an accurate comparison with the experiment must use the full d wave structure. In order to demonstrate the effect of asymmetry induced by the projection, it is important to show that the asymmetry can be obtained also for an uniform state. We consider the standard BCS hamiltonian and use the projection introduced in the previous sections. In the absence of the projection the effect of the BCS gap ∆ BCS gives rise (after integration over the single particle energy)
to the following tunneling density of states, N 
where z → 0.
Next we repeat the calculation when we project out double occupancy! For this purpose we use the self energy given in figure 3, Σ Im (ω). 
where z → 0. In figure 5 we show on the same graph: the experimental data for the tunneling of the density states observed in [27] and our projected tunneling density of states. Figure 5 demonstrates that the asymmetry in the tunneling density of states can be explained by the projected Green's function. 
XIII. CONCLUSION
We have proposed a new method to study correlated electrons where the traditional method of slave particles is avoided. We have demonstrated that by choosing proper variables additional constraints can be included. We obtain a system of first class constraints which generate gauge transformations.
The authors [13, 14] have computed the wave function using only one constraint. We identify two additional constraints which form an non-Abelian group and neglect according to the R.G. analysis the secondary constraints. As a result the simple delta function constraint is replaced by a non-linear integration measure which gives rise to time dependent action.
The effective action is analyzed with the help of the R.G.method for finite size systems (in the time domain).
The R.G. analysis allows to compute the single particle self energy which is used for qualitative comparison with the experiments.
APPENDIX:THE SECONDARY FIRST CLASS CONSTRAINTS
In this Appendix we will show that the effective interactions induced by the secondary first class constraints are irrelevant operators for describing the long low energy Physics and therefore can be neglected.
In order to show this we perform the followings steps:
A1) Compute the commutator of the kinetic energy with the primary first class constraints. (In the absence of the exchange interaction, the hamiltonian is given by H 0 .)
The secondary constraints q( x), q + ( x) and q 3 ( x) are obtained by commuting the primary constraints with the hamiltonian H 0 and subtracting the primary constraints:
q( x) ≡ A4) The presence of the secondary constraints the modifies the Lagrangian L ⇒ L + δL where δL is given by:
