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Change over time is a fact. The world is characterized by ongoing processes of development, 
formation, and growth in both natural and human-created systems. For instance the present 
diversity of plant and animal life arose from the earliest and most primitive organisms through 
gradual changes. This process of gradual changes over generations is termed evolution and 
has been long studied in biology which basically leads to the fact that complex, natural 
systems are not created all at once but must instead evolve over time. Theory of evolution and 
the fact that evolutionary processes are ubiquitous and critical for social, educational, and 
technological innovations is accepted by researchers working in different domains. In the 
scope of this dissertation, the major driving force behind the study of evolutionary principles 
is solving real-world problems that have frequent changes in the scope of problems or the 
surroundings of the problem.  
Cyber Physical Systems (CPSs) are systems that comprises of integration of computation and 
physical processes. In CPS, computation and communication involves interaction with 
physical environment to add new capabilities and characteristics to systems. However, the 
integration of physical component increases the factor for unreliability to the overall system 
because of the unpredictable behaviours of the physical world. This makes CPS as dynamic 
systems that are adaptive to the changes that will occur at runtime based on the uncertainties 
in the physical world. In such types of systems “evolution” is an intrinsic feature. Studying 
such types of systems and developing suitable solutions has been the goal of this research 
work. The results thus obtained are presented in this dissertation. Furthermore, the research 
work presented here provides research results in the direction of self-evolutionary CPS which 
can be the base for mission critical systems like air-traffic control, disaster detection and also 
for business processes which are highly dependent on real-time data. In such scenarios, self-
evolving systems will be prepared to automatically detect changes in the external 
circumstances that can affect internal conditions, take mitigation measures (adaptation loop) 
and learn from the changed scenario based on the acquired understanding of system behaviour 
(learning loop) so that whole system can take long term mitigation actions to avoid future 
cases of failure (evolutionary loop).  
The mission hereby assumed is to provide theoretical and technological solution that can be 
used for defining sensorial and behavioural modelling for CPSs which can be coupled with 
the model of evolutionary machines in order to achieve evolutionary CPS. The self- 
characteristics are obtained via framework for dynamic re-configuration and methodology for 
injecting acquired knowledge into the evolutionary model. The presented research results are 
validated by some industrial use-cases and at the same time provide some important base for 
further research.  
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As mudanças ao longo do tempo são um facto. O mundo é caracterizado por processos de 
desenvolvimento em curso, formação e crescimento de ambos os sistemas, tanto natural como  
centrado nos humanos. Por exemplo, a actual diversidade de plantas e vida animal surgiu dos 
organismos primitivos iniciais através de mudanças graduais. Este processo de mudanças 
graduais ao longo das gerações é chamado de evolução e tem sido demoradamente estudado 
em biologia o que basicamente conduz-nos ao facto de complexos, sistemas naturais não são 
criados logo de uma vez mas ao invés evoluem ao longo do tempo. No âmbito desta 
dissertação, a principal motivação por trás do estudo dos princípios evolucionários é a 
resolução de problemas do mundo real os quais sofrem mudanças frequentes no âmbito dos 
problemas ou dos problemas das suas fronteiras. 
Sistemas Cyber Físicos (CPSs) são sistemas que compreendem a integração de computação 
com processos físicos. Em CPS, computação e comunicação envolvem interacção com o 
ambiente físico para adicionar novas competências e características aos sistemas. No entanto a 
integração de componentes físicos diminui o factor de fiabilidade do sistema como um todo 
devido ao comportamento imprevisível do mundo físico. Isto torna os CPS em sistemas 
dinâmicos que que são adaptativos às mudança e que vão ocorrer a quando da execução 
baseadas nas incertezas do mundo físico. Em tais tipos de sistemas, “evolução” é uma 
característica intrínseca. Além disso, o trabalho de investigação aqui documentado apresenta 
resultados de investigação na direcção dos auto-evolucionários CPS os quais podem ser a base 
para sistemas de missões criticas tais como o controlo de tráfego aéreo, a detecção de 
desastres e também para processos de negócios que  são altamente dependentes de dados em 
tempo real. Em tais cenários, os sistemas auto-evolutivos estarão preparados para detectar 
automaticamente alterações nas circunstâncias externas que podem afectar as condições 
internas, tomar medidas para mitigar (ciclo de adaptação) e aprender pelo cenário modificado 
baseado no conhecimento adquirido sobre o comportamento do sistema (ciclo de 
aprendizagem) de forma a que o sistema como um todo possa tomar acções de mitigação de 
longo termo de forma a evitar futuros casos de falha (ciclo evolucionário). 
A missão aqui assumida é a de providenciar soluções teóricas e tecnológicas que possam ser 
utilizadas para definir a modelação sensorial e comportamental para CPSs os quais podem ser 
acoplados com o modelo de maquinas evolucionárias de forma a alcançarmos os CPS 
evolucionários. As auto-características são obtidas num quadro de dinâmica reconfiguração  e 
metodologias para injectar conhecimento adquirido num modelo evolucionário. Os resultados 
da investigação apresentada são suportados por alguns casos de uso industriais e em 
simultâneo constituem uma base importante para um domínio de investigação interessante 
para a investigação futura. 
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SECTION I: INTRODUCTION AND RESEARCH PLAN 
 
This is the first part of the dissertation and builds up the foundation for the research work 
along with the methodology followed for the research development. Within this section 
the motivation for developing the present work is explained along with the identification 
of major research domains, gaps and aimed contributions. It also describes the 
methodology that guided the present research work that provides contributions to 
knowledge in the presented research areas. Envisaging that goal, Section I is divided in 
two chapters. This section is divided into two chapters: Chapter 1: Introduction and 
Chapter 2: Research Methodology 
 
Chapter 1: Introduction provides necessary sections for overall understanding of the 
research work with necessary motivation and the vision that has lead towards this 
research work. Thorough observations in the current landscape of cyber physical systems 
research is presented in the beginning of the chapter. While the second chapter is 
dedicated for identification of some important research areas related to the overall 
research work along with gaps and aimed contributions. This chapter ends with 
description of the dissertation of organisation and by the end of the chapter it is expected 
that the reader will have the overall understanding of the research problem. 
 
Chapter 2: Research Methodology, presents the work plan that guided the research work 
developed, describing the different steps of the scientific methodology. This chapter 
presents the research questions that have been raised during this research work along 
with a quick discussion on some rational thoughts that have been raised during the 
beginning of the research work. The chapter ends with the hypothesis that has guided the 
work leading towards this thesis.  
 
On the whole by the end of this section, it is expected that for the reader has the idea on 
why this work started, what was the pursued objective, what was the research 
methodology adopted along with the way the studies and experiences are presented in 










Some people would claim that things like love, joy and beauty belong to a different category from science and can't be 
described in scientific terms, but I think they can now be explained by the theory of evolution. 
-Stephen Hawking 
In this chapter the main objective is to provide the justification for the need for studying evolution in the context 
of cyber physical systems. Introduction aims to build the understanding of the subject, motivation and pave a 
long term vision that will lead towards the research work discussed in the following sections. Section 1.1 
provides the discussion on the current state of play in the scope of cyber physical systems including some 
important characteristics of such systems which gives the space for analysis of the present situation and mark 
some high level challenges. This builds up to the explanation of motivation and overall vision as discussed in 
sections 1.2 and 1.3 respectively. Section 1.4 is an overview of important research areas with the identification 
of some scientific and technical challenges. The identified research areas form the base for the literature review 
presented in details in Section II. This chapter ends up with the outline of the dissertation to provide a guideline 
for following this dissertation. 
The world is characterized by evolution—that is, it is composed of ongoing processes of 
development, formation, and growth in both natural and human-created systems. It has 
been long studied in biology that complex, natural systems are not created all at once but 
must instead evolve over time. Theory of evolution and the fact that evolutionary 
processes are ubiquitous and critical for social, educational, and technological innovations 
is accepted by researchers and common people equally. The major driving forces behind 
the evolution of systems are their use by communities of practice in solving real-world 
problems with frequent changes in the scope of problems as well as the changing nature 
of the world. To have a technological perspective of necessity for research on 
evolutionary computation we can take the fact -the basic assumption that complete and 
correct requirements can be obtained at some point of time is theoretically and 
empirically wrong [1]. System requirements collaboratively evolve through an iterative 
process of consultation between end users [2] and software developers and specification 
errors often occur when the technical and business team do not have sufficient application 
domain knowledge to interpret the customer's intentions from the requirement statements 
[3].  
In the recent time there has been a rapid research and technological advances in 
embedded systems supported by developments in wireless communications and 
increasing availability of sensors, actuators, and mobile devices. This has led to new 
ubiquitous computing paradigm that facilitates computing and communication services all 
the time, everywhere providing added values over real-time data. This emerging 
paradigm is changing the way we live and work today and also giving rise to more 
complex systems. Global and localized networks, users, sensors, devices, systems and 
applications can seamlessly interact with each other and even the physical world in 




interact with real-world environment or of “systems” that have equally close connection 
with both the physical and the computational components. The new advancement in 
technology opens up the need for systems to provide seamless integration of physical 
world with the digital world. Such systems are termed “Cyber Physical Systems” (CPS), 
which act independently, co-operatively or as “systems-of-systems” composed of 
interconnected autonomous systems originally independently developed to fulfil 
dedicated tasks. In general, CPSs refer to the next generation of engineered systems that 
require tight integration of computing, communication, and control technologies to 
achieve stability, performance, reliability, robustness, and efficiency in dealing with 
physical systems of many application domains [4].  
 
Figure 1-1 Nuts and Bolts View of a Cyber Physical System 
The physical component of CPS is composed of physical devices with capabilities such as 
integrated networking, information processing, sensing and actuation, can operate in close 
relation with the physical environments as depicted in Figure 1-1 taken from [4]. These 
abilities can lead towards the realization of systems that can be responsive to real-time 
changes in the environment. While, the cyber component comprises of computational 
unites that has proven capability for high end computation, storage and analytics. Such 
tightly coupled cyber and physical systems that exhibit this level of integrated 
cooperation and intelligence are characteristics of CPS. The computational and physical 
processes of such systems are tightly interconnected and coordinated to work together 
effectively, often with humans in the loop [5]. Tight coupling with the unpredictably 
changing physical component injects necessity for evolutionary behaviour in CPS. CPS 
workshop report by NIST summaries this scenario as “System uncertainty must be 
characterized and quantified to understand the implications of the inputs and their 
variability on system operation that leading towards the need for an evolutionary system 





The growing trend toward computational intelligence, automation, and control for 
complicated but well-defined tasks or processes, especially when demands or constraints 
are not amenable to human intervention paves the path for application of CPS. For 
example, automatic collision systems could detect moving objects and respond faster than 
a human operator. Unmanned CPS could be used to reduce the risk to human life by 
detecting mines, exploring volcanoes, or conducting otherwise hazardous tasks. Machines 
driven by a computer do not suffer fatigue and may be more precise than is humanly 
possible. In future CPS could make possible concepts only imagined today, such as 
unmanned tours to the moon, bionic suits, and automated largescale indoor agriculture 
systems [5]. At the same time by considering the dynamic nature of the run-time 
environment of the CPSs, evolution over time can be observed leading towards the 
realization of CPSs that are not only capable to co-exist in ever changing environmental 
conditions but also have characteristics for self-adaption , self-configuring and eventually 
self-evolutionary. These classes of CPSs can be termed as self-evolutionary CPS (eCPS). 
 
Figure 1-2 Overall paradigm of CPSs 
The overall paradigm of eCPS is as depicted in Figure 1-2, which captures the most 
important characteristics of the real-world environment i.e. dynamicity, uncertainty, time 
and evolution. The CPS systems continuously interact with the environment from which 
observations are collected that lead towards the generation of actions and exchange of 
experience. Cyber physical systems to be developed will have functional/non-functional 




system domain. At the same time system goal and preferences are specified to achieve the 
realization of some processes such as manufacturing processes, business processes etc. 
Technically CPSs are composed of sensor-actuator networks, embedded/real-time 
systems, desktop/laptop etc., none of them could exclusively be considered as a CPS. 
CPS is a dynamically reorganizing and reconfiguring control system with high degree of 
automation, complexity at multiple spatial and temporal scales, and control loops closed 
at all scales [7]. They are also systems with entities networked at multiple scales possibly 
with cyber capability at each physical component and dependable and certifiable (secure) 
operations. In short, high degrees of complexity and tight coupling and coordination 
between system’s computational and physical entities through networked communication 
characterize cyber physical systems [4]. European Roadmap on Research and Innovation 
in Engineering and Management of Cyber Physical Systems [8] has identified that CPSs 
exhibit the features as marked in 
Table 1-1 Most important features of CPS 
I. Large, often spatially distributed physical systems with complex dynamics  
II. Distributed control, supervision and management  
III. Partial autonomy of the subsystems  
IV. Dynamic reconfiguration of the overall system on different time-scales 
V. Continuous evolution of the overall system during its operation  
VI. Possibility of emerging behaviours 
Above mentioned features pave the path for research work for robust, resilient and smart 
CPSs. In the scope of this PhD work, the last three features (highlighted in bold) are of 
great focus.  
Dynamic reconfiguration, i.e. the frequent addition, modification or removal of 
components is an intrinsic phenomenon in CPS, thus requiring extensive studies for the 
realization of eCPS. This aspect is important for the handling of faults and the change of 
system structures and management strategies following changes of demands, supplies or 
regulations; fault detection and handling of errors or abnormal behaviours etc. Since the 
working environment of CPS exhibits unpredictable changes, the performance of overall 
system is strongly affected by the impact of unforeseen events and outer influences that 
require non-continuous actions.  
Industrial CPSs are large systems that operate and are continuously improved over long 
periods of time such that the hardware (real physical hardware) infrastructure have longer 
operation life and new functionalities or improved performance have to be realized with 
only limited changes of parts of the overall system. While, the changes in the business 
and or technological contexts can bring abrupt need for components to be modified, 
added and or the scope of the system may be extended or its specifications changed. So 




requirements change during operation. Once rolled out into production, operating and 
maintaining a complex CPS requires a good knowledge of the “as-deployed-and-
configured” system’s physical, functional and behavioural configuration. Thus, CPSs 
exhibit the run-time behavioural changes and it is an important aspect to address via. the 
research across continuous evolution of systems. 
In complex systems with autonomous subsystems, it is expected for the overall system to 
exhibit significant diversity in their behaviours governed by local working environment 
of each subsystem. Interactions between subsystems with local diversity can lead towards 
emergent behaviours. Emerging behaviour should be distinguished from cascades of 
failures. However, if series of faults lead to instabilities and system goes through 
functional failures and/or correction cycles then this can be called emerging behaviour. 
Emerging behaviours are thus unpredicted behaviours during system development but 
faced during the run-time often across a long period of operation. Emerging behaviour 
should be addressed both from the side of system analysis – under which conditions does 
emerging behaviour occur – and from the side of systems design – how can sufficient 
resiliency be built into the system such that local variations, faults, and problems can be 
absorbed by the system or be confined to the subsystem affected and its neighbours and 
do not trigger cascades or waves of problems in the overall system   
 THE PRESENT 1.1.1.
Cyber physical systems are starting to be seen as technology advancement of crucial 
importance as they represent some of the most important infrastructures, e.g. systems for 
the generation and distribution of electric energy, drinking water and gas, rail, road, air 
and marine transportation systems and their elements, and large industrial production 
processes. Cyber Physical Systems (CPSs) are bridging the virtual and physical world 
enabling us to communicate with physical objects with application in various domains, 
such as transportation, health-care, manufacturing, agriculture, energy, defense, 
aerospace, buildings and public environments. Foundations for Innovation in Cyber 
Physical Systems [5], has clear analysis on applications of CPSs in different domains like 
smart manufacturing, transportation and mobility, energy, healthcare etc.  Some 
highlighted benefits of CPS are Intelligent controls, Process and assembly automation, 
Robotics working safely with humans etc. in the industries of next generation which will 
have impact with enhanced global competitiveness; high tech manufacturing and greater 
efficiency, agility, and reliability. Thus, the domain of industrial systems is increasingly 
changing as it adopts emerging Internet based concepts, technologies, tools and 
methodologies. The rapid advances in computational power, coupled with the benefits of 
the Cloud and its services, has the potential to give rise to a new generation of service-
based industrial systems whose functionalities reside in-Cloud (Cyber) and on-devices 




As we move towards an infrastructure that is increasingly dependent on monitoring of the 
real world, timely evaluation of data acquired and timely applicability of management 
(control), several new challenges arise. Future factories [9] are expected to be complex 
System of Systems (SoS) that will empower a new generation of applications and services 
that, as yet, are impossible to realise owing to technical and financial limitations. The 
European IMC-AESOP project is a visionary undertaking by key industrial players such 
as Schneider Electric, SAP, Honeywell and Microsoft, investigating the applicability of 
cloud-based Cyber Physical Systems (CPS) [10] and Service Oriented Architectures 
(SOA) [9] in industrial systems, such as monitoring of paper production machines by 
FluidHouse (Finland) and lubrication monitoring and control systems in mining industry 
by LKAB (Sweden). 
The Factory of the Future (FoF) [9] will rely on a large ecosystem of systems in which 
large scale collaboration will take place. Additionally, it is expected that CPS will harness 
the benefits of emerging Cloud Computing, including resource-flexibility and scalability. 
This not only has the potential to enhance the functionality of CPS, but will also enable a 
much wider consumption of CPS’s data and services. The result will be a highly dynamic 
flat information-driven infrastructure that will empower the rapid development of better 
and more efficient next generation industrial applications whilst simultaneously satisfying 
the agility required by modern enterprises.  
It looks very clear that the next industrial revolution will be guided by the technological 
advancement in CPSs and related domains. The future applications of CPS are more 
transformative than the IT revolution of the past three decades [11]. The next generation 
of CPSs should be prepared for the exponential growth of system and unexceptional 
dynamics of run-time environment under unforeseen conditions, thus it is necessary to 
integrate working and learning behaviours intrinsically in the system, it will be possible to 
create computational knowledge and/or memories that include mechanisms to capture and 
represent task specifications, work artefacts, group communications, adaptation 
mechanisms etc. These knowledge/memories facilitate system learning by supporting the 
evolution, reorganization, and sustainability. 
 CHALLENGES 1.1.2.
CPSs are physical and engineered systems, which can monitor and control the physical 
environment. Typically, they possess a computing and communication subsystem being 
interconnected with each other and further integrated with other CPSs, ISs and the 
Internet in general. In defining the research challenges of CPS, major challenges arise 
from the heterogeneity of the system components forming a CPS, interconnectivity, 
system dependencies and the lack of a comprehensive data analysis along with security 
concerns at cyber, physical and communication layers. At the same time as CPS 
development requires different disciplines and includes knowledge specific to different 




between various research results and industrial requirements and use-cases. It is important 
to state that in the scope of this research work are focusing on data-collection and 
analysis, information offering and integration of consumer electronics such as mobile 
devices and wearables. We claim that interdisciplinary research a requirement to establish 
save, transparent and modern CPSs. 
However, even though not an important research challenge addressed by this research 
work, security is an important aspect for consideration for realization of robust and smart 
CPSs. As the interaction between the physical and cyber components increases, the 
physical systems become increasingly more susceptible to the security vulnerabilities in 
the cyber system. Sensors, which form the lowest layer of CPSs, have unique 
characteristics that warrant novel security considerations: the geographic distribution of 
the devices allows an attacker to physically capture nodes and learn secret key material, 
or to intercept or inject messages; the hierarchical nature of sensor networks and their 
route maintenance protocols permit the attacker to determine where the root node is 
placed. Perhaps most importantly, most sensor networks rely on redundancy (followed by 
aggregation) to accurately capture environmental information even with poorly calibrated 
and unreliable devices [12]. Besides the security vulnerability in terms of hacks and 
attacks, another important aspect for consideration is trust and validity. Different types of  
vulnerabilities, attacking models and adversary types in the scope of CPS are well 
explained in the research paper [13], along with discussion on a set of challenges and 
research problems that need to be resolved in the future. 
The future applications of CPS are more transformative than the IT revolution of the past 
three decades. Real-time networked information and pervasive sensing, actuating, and 
computation are creating powerful opportunities for systems integration [11]. Future CPS 
have many sophisticated, interconnected parts that must instantaneously exchange, parse, 
and act on detailed data in a highly coordinated manner [5]. Considering the critical 
nature of CPS, it’s an important challenge to cope up with multiscale, multi-layer, multi-
domain, and multi-system integrated infrastructures will require new foundations in 
system science and engineering. Another important root level necessity and challenge for 
robust CPS is definition of standards and protocols so as to ensure that all interfaces 
between components comprising CPS are both composable and interoperable.  
Now, considering the scope of the thesis, the first important challenge is to have an 
evolutionary system is to empower the individual devices with service oriented 
infrastructure. This will enable each single unit of the complex system to: 
i. Expose their functionalities as services, and  
ii. Empower them to discover and invoke services of other components to 
complement their own functionalities.  
This requires the need for modelling environment where each component is 
independently modelled and run-time environment that supports dynamic reconfiguration. 




Dynamic reconfiguration: Since CPS doesn’t work in strictly controlled environment; 
there is a massive need for detecting different types of situations quickly and 
respond/react to such situations. This is necessary not only to have adaptation over system 
behaviour but also to formulate fail prevention or utilize soft-fail mechanisms which can 
incorporate resiliency and fault tolerance at the systems level. For this purpose, living 
cells with their multiple metabolic pathways are an example of a system that has 
optimized its ability to reconfigure itself to cope with changing conditions (availability of 
nutrients and other external factors) by keeping many options (metabolic pathways) intact 
and being able to switch between them. Evolutionary computing also provides 
background for selecting optimal configuration from different possible configurations. 
But, the challenge that remains open or has not been explored yet is how, reconfiguration 
across both physical and cyber domain can be achieved in CPS, without disturbing the 
consistency of both the world. 
Continuous evolution: System development and deployment is a well-defined process 
and the activities and actors involved at each phase cooperate and coordinate in a 
controlled environment. Control factors are often standards, protocols, methodologies etc. 
But the after the deployment phase, the operational or run-time phase is rather dynamic 
and uncertain. And, these factors are even higher in CPS. Take the CPS in dynamic 
business domains such as collaborative manufacturing, construction etc. the factors for 
changing run-time environment increases even higher. In these types of scenarios, the 
experience gained in run-time environment must also take care of the implementation of 
engineered changes in a running system. Thus, systems can undergo continuous evolution 
rather than develop and use paradigm of traditional software. This issue has been studied 
from software engineering point of view, but has been less explored in the CPS domain, 
thus opening challenges to define methodology that can integrate continuous evolution in 
all the phases of system development. Also, it requires formal engineering models that 
can be used for automated investigation of options for modifications as well as improved 
operational policies without modifications. The engineering of system of systems requires 
methods and tools that can be used seamlessly during design as well as operation (design-
operations continuum). 
Emergent Behaviours: From the two challenges discussed before, it’s clear that 
dynamicity of CPS shows emergent behaviours, which need to be handled. Formal 
verification (e.g. assume/guarantee reasoning) as well as dynamic stability analysis for 
large-scale systems are possible approaches to prove the non-existence of unwanted 
emerging behaviours as well as detection of new possible emergent behaviours. The new 
behaviour can be analysed with evolutionary algorithms to check if they still meet the 
goal or not. Also, in CPS the behaviour of the large coupled physical part of the system 
must be modelled, simulated and analysed using methods from continuous systems 
theory. In technical systems, emerging behaviours usually are seen as problematic as a 
predictable behaviour of the system is preferred. In large systems with subsystems that 




higher level due to the interactions between the subsystems despite their local diversity is 
very important and an interesting research challenge.  
1.2. MOTIVATION 
Engineering of safety-critical CPS requires integration of heterogeneous modelling 
methods from different disciplines. It is often necessary to view this integration from the 
perspective of analyses – algorithms that read and change models. Although analytic 
integration supports formal contract-based verification of model evolution, it suffers from 
the limitation of analytic dependency loops. Dependency loops between analyses cannot 
be resolved based on the existing contract-based verification. This paper makes a step 
towards using rich architectural description to resolve circular analytic dependencies. We 
characterize the dependency loop problem and discuss three algorithmic approaches to 
resolving such loops: analysis iteration, constraint solving, and genetic search. These 
approaches take advantage of information in multi-view architectures to resolve analytic 
dependency loops. 
Besides these recent developments, the base of CPS i.e. embedded systems has been used 
in the automotive industry as early as 1970. Since then, new requirements, functionalities 
and networking have dramatically increased the scope, capabilities and complexities of 
CPS. This has created needs to bridge the gaps between the separate CPS sub-disciplines 
(computer science, automatic control, mechanical engineering, etc.) and to establish CPS 
as an intellectual discipline in its own right. The development of a CPS involves many 
stakeholders who are interested in different aspects of the system. Consider for example 
the development of an embedded control system such as an advanced driver assistance 
system (ADAS) (e.g. adaptive cruise control). Building such a system naturally involves 
multiple engineering disciplines, dealing with requirements, control design, software 
development, hardware development, etc.  
Data scientists have defined a five-level architecture also called 5C architecture for CPS. 
The layers are divided based on the tasks involved in CPSs mainly in the manufacturing 
domain. The pyramid-shaped visualization is useful to represent the way data passing to 
higher levels gets reduced in size while the value of the information raises. Figure 1-3 
taken from [14], provide a clear vision for CPS. Compared with DIKW Pyramid (Data, 
Information, Knowledge, Wisdom), which is presented in [15,16] and is an well accepted 
pyramid by many data scientists, the five-level architecture specifically focuses on how to 
enable physical machines to utilize Data and Information to create Knowledge and 
Wisdom leading towards realization of self-* behaviours in CPSs such as self-adaptive, 
self-configuring, self-organization, self-management, self-evolutionary etc. In the scope 
of this thesis work, in comparison with the 5C architecture, we envision to provide 
specific scientific contribution in the top two layers i.e. Cognition and Configuration. 
But the reference framework for eCPS and technical implementation for the validation of 





Figure 1-3  5C architecture for implementation of Cyber Physical System 
Conceptual approach to build evolutionary systems involves designing the elements of a 
system to find by them the solution of the problem. Like this, when the problem changes, 
the elements are able to dynamically find a new solution. We can say that such a system 
self-organizes. Even when the concept of self-organization [17] is very promising to solve 
complex problems, and has been used for more than half a century, it remains somewhat 
vague, and it is not widespread. The aim of this work is to enhance our understanding of 
self-organization, and to exploit it to build systems that will be able to cope with complex 
problem domains. With the experience gained by building such systems, our 
understanding of them is also increased. There is as yet no general methodology to design 
and control self-organizing systems. This thesis is a step towards developing one, 
providing new insights to build systems able to solve complex problems. 
The role of a control mechanism in cybernetics [18] is to regulate the variables of a 
system against perturbations within a viability zone. Thus, the control forces the system 
into a certain region of the state space. For example, a thermostat controls the variable 
‘temperature’ to be in a viability zone defined by the user. However, it becomes very 
complicated to steer the variables of a complex system due to inherent nonlinearities[19].  
Based on these observations, it raises some interesting questions: 
- What if a machine can learn from its own history and also other machines? E.g.  
What if a wind turbine can learn from its peers within the same wind farm so that 




- What if a machine can learn from human knowledge and operations to improve its 
intelligence for error prevention?  
- What if the machine learns from the above steps and evolve over time so that they 
become more robust (and/or immune) to harsh working conditions? 
- How can the nonlinearities of the system be monitored to define learning and 
evolutionary algorithms?  
- How can we develop systems that can sense and react to the environment and 
automatically enforce or retract some behaviour? 
These are the questions that have motivated for the research plan that is presented. It is 
quite obvious that there is no universal answer, but the aim is to increase the 
understanding of systems of high complexity and to define methodologies for realization 
of such systems. 
1.3. VISON 
This research work has been inspired by the theory of evolution and it’s a pursuit for 
understanding the principles of natural evolution and study the correlation for 
contribution towards evolutionary computation. In pursing nature inspired evolutionary 
computation, it is also considered the vision of a new generation of cyber physical 
systems i.e. self-evolutionary cyber physical system (eCPS). 
One of the main visions is formulating the methodology for realization of self-
evolutionary cyber physical systems (eCPS). In the course of realization of eCPS, it is 
necessary to enhance the models used for representation of components, objects and 
events etc. with sensorial data as collected from environment and formulating 
methodology for reasoning over such data by considering contextual data, more 
importantly temporal dynamics. The behavioural modelling paradigm and situational 
awareness will be presented with formal model that will be utilized for the modelling of 
the CPS. At the same time knowledge acquisition, and knowledge management 
paradigms by considering the learning systems from AI will be formulated within the 
scope of this research work. And, finally as stated in the motivation, the vision is to 
present a reference architecture and technical solution that will contribute in the cognition 
and configuration level of 5C architecture of CPS.  
That is per se an interesting advancement towards deploying smart cyber physical 
systems, which will inherit natural behaviour and can pave path towards more robust 
CPS, may be one day with immune system very similar to human body. 
1.4. RESEARCH AREAS – AN OVERVIEW 
The scientific domains of influence for the PhD work is of course broad and involves 




intelligence: evolutionary computation, evolutionary algorithms, formal modelling and 
core information technology: knowledge engineering, software engineering, system 
architecture and system modelling.  
Even though these different domains play and important role in providing the background 
knowledge for the research work (which will be explained in detail in section II). Figure 
1-4 shows the important research domains forming the base for this PhD work. In this 
sub-section we will present four important areas where we have envisioned providing 
concrete contributions.  
 
Figure 1-4 Important research domains and research gaps addressed in current research 
 KNOWLEDGE ENGINEERING  1.4.1.
Knowledge engineering (KE) was defined in 1983 by Edward Feigenbaum and Pamela 
McCorduck as follows: KE is an engineering discipline that involves integrating 
knowledge into computer systems in order to solve complex problems normally requiring 
a high level of human expertise [20]. KE involves five steps i.e. Knowledge acquisition, 
Knowledge validation; Knowledge representation, Inferencing; Explanation and 
justification. Based on the principles of KE we can develop knowledge based system that 
uses artificial intelligence techniques in problem-solving processes to support human 
decision-making, learning, and action which is the research domain for this PhD work. In 




diagnosis that implies detection, cause analysis and repetitive problem recognition; 
complex control schemes; process and control performance monitoring and statistical 
process control; real time Quality Management (QM); control system validation [21].  
1.4.1.1. THE GAP 
Given the criticality of the CPS systems KE must address the issue of reliable 
methodology to meet the real-time constraint. At the same time, the systems produced 
through knowledge engineering methods must be able to re-use not only abstract ideas, 
but also implementation knowledge extraction and utilization from independent data 
producers. To do this, gaps in the domain of portability and interoperability must be 
addressed. The other important gap is in the knowledge representation of real-time 
scenarios which has Time-variant behaviour; Nonlinear, slow and irreversible process 
dynamics; infrequent data generation; constrained operation; Presence of disturbance 
effects etc. How can these factors be integrated in the knowledge extraction and 
representation phase? And the biggest gap in this domain is the development of high-
performance inference engines that can guarantee response times.  
1.4.1.2. FORESEEN CONTRIBUTION 
A specific area for contribution is application of generic programming for knowledge 
extraction tasks. It is thus necessary to address a proper knowledge representation and 
reasoning methodology over real-time environmental data. The knowledge model should 
also consider emergence of relevant correlations while maintaining consistency of the 
overall knowledgebase. Thus, in general the expected contribution in this domain is novel 
methodology for knowledge engineering in real-time systems by considering the 
capability to model events, situations, context and reason over them, while maintaining 
temporal constraints. 
 SENSING SYSTEMS  1.4.2.
Sensing system is capable of making decisions by using information captured through 
physical and virtual objects and providing added value information to enhance its global 
context awareness. In fact we have generalized the term sensing enterprise as defined by 
FInES Cluster [22]. The sensing system combines the concepts of sensors with mobile 
technology and distributed intelligence to perform analysis and decision-making, both in 
the real and digital worlds. This concept is a cornerstone for enterprise level CPS systems 
and is supported by the anticipation that sensors will become a commodity in future [23]. 




virtual sensors i.e. enterprise will not have physical access to the sensor but can have 
access to the observations of these sensors, which is also highlighted in [23].  
1.4.2.1. THE GAP 
Lately, the methodology for creating mash-up of sensorial data follow rigid approach of 
hard coded algorithm for data fusion from different sources i.e. the process is not 
standardized or not open source, and do not fit in enlarged models that accommodate 
large network of sensors dynamically. As, the diversity of device protocols and their 
properties rises, it requires the need for implementing integration solution. At the same 
time it will require the process for virtualization of physical resources so that it can be 
shared and utilized by different entities in the system ecology. The next research gap is 
development of data mining algorithms to estimate unobserved spectra of data within the 
data collected by the physical sensors. 
1.4.2.2. FORESEEN CONTRIBUTION 
Sensing from the physical world is an important aspect for this research work. Thus, the 
first important expected contribution is the development of generic solution for seamless 
integration of new devices into the existing system. The second contribution will be the 
solution for virtualization of physical devices. And the final expected contribution is 
towards creating algorithms that can predict and estimate missing values in a stream 
collected from physical/virtual sensor to help in predictive monitoring and analytics.  
 CYBER PHYSICAL SYSTEMS 1.4.3.
CPSs have the potential to represent more than networking and information technology, 
information and knowledge being integrated into physical objects. By integrating 
perception, communication, learning, behaviour generation, reasoning into such systems a 
new generation of intelligent and autonomous systems may be developed [24]. CPS 
engineering principles includes design, specification, modelling, and analysis. And, 
engineering of CPS is complicated by a number of factors including heterogeneity, 
unreliable network communication, mobility and a tight coupling with the physical 
environment. At the same time, these characteristics introduce a level of uncertainty that 
is difficult to capture using traditional formal modelling techniques and thus requires 




1.4.3.1. THE GAP 
CPS research is still in its infancy and research is partitioned into isolated sub disciplines 
such as sensors, communications and networking, control theory, mathematics, software 
engineering, and computer science [25]. For example modelling formalisms are not 
complete and often represents either the cyber or the physical process well. At the same 
time engineering methodologies for CPS lack standardized abstractions and architectures 
that permit modular design.  At the same time there are gaps in technical implementation 
of components that interact through a complex, coupled physical environment. And the 
bigger gap that the research community needs to fulfil is the need of hardware and 
software components that are highly dependable, reconfigurable, and in many 
applications, certifiable at the same time considering trustworthiness extended to the 
system level. 
1.4.3.2. FORESEEN CONTRIBUTION 
Methodology for modelling CPS is one important area that this research work will 
explore into aiming to provide considerable contribution. Work in modelling formalism to 
properly express both the cyber and physical domain of CPS is thus an expected 
contribution. The other foreseen contribution is building up technological framework that 
can be used for realization of scalable and robust CPS, along with the implementation of 
necessary generic modules necessary for building CPSs. 
 
 EVOLUTIONARY COMPUTATION 1.4.4.
Evolutionary computation (EC) is inspired by biological evolution and is often used in 
computer science to solve global optimization by utilizing the principles of soft 
computing i.e. it is tolerant of imprecision, uncertainty, partial truth, and approximation. 
In general ECs are family of population-based trial and error problem solvers with a 
metaheuristic or stochastic optimization character. ECs have applied to solve various 
applications in the real-world domain to address problems such as production process 
planning, inventory system and supply chain network optimisation, task-based jobs 
assignment, mechanical/ship design tasks that involve runtime-intense simulations, data 
mining for the prediction of soil properties, automated tissue classification for MRI 
images, and database query optimisation etc. [26]. Considering the uncertain nature of the 
problems being addressed by CPS, ECs based problem solving technique can be an 




1.4.4.1. THE GAP 
One of the major gap in the ECs is to find solutions to industrial problems with 
development of decision-support systems that require continuous flow of data, predictive 
components, almost immediate recommendations for recovering from sudden changes, 
etc. [27]. These types of problems usually deal with many variables, nonlinear 
relationships, huge varieties of constraints (e.g. constraints in real-world settings often 
include 'if-then' conditions), business rules, many (usually conflicting) objectives – and 
all of these are set in a dynamic and noisy environment, which is highly observed in 
CPSs. At the same time utilization of domain knowledge for improving the results of ECs 
has not been explored thus requiring methodology for injecting knowledge into the 
evolutionary algorithms. Also, it is important to note that in the CPS domain, the 
optimization problems require recommendations for “the best” decision at the “moment”. 
Another important gap is the optimization strategies for EC algorithms in terms of 
resources and time, which requires formulation of parallel genetic algorithms. One 
interesting approach is to adopt the Master-slave Model (MSM) which allows distribution 
of crossover and mutation operations, and in some cases fitness calculation, distributed 
over different processors. This allows utilization of the computing power of several 
processors or distributed computer systems to solve the problem [28]. 
1.4.4.2. FORESEEN CONTRIBUTION 
In the scope of this research, the major contribution is made towards formulation of 
methodology for injecting knowledge in the evolutionary algorithms. At the same time 
this research work is focused on application of EC for solving multi-objective real world 
industrial problem by considering the effect of data collected from real-world with almost 
real-time frequency. 
1.5. DISSERTATION OUTLINE 
This dissertation is organized in four major sections. Each of the sections are as described 
below:  
Section I: Introduction and Research Plan 
This section builds up the foundation for the work performed within the scope of this PhD 
research which mainly includes all relevant information on the nature of the work 
performed and hereby reported. This section starts with an introductory Chapter 1 that 
establishes the motivation and vision for conducting the present research work. It starts 
with the observations made by the author in the technological, industrial and academic 
paradigm to build up the vision that can be useful to take the state-of-art a step ahead. 




presented along with the gaps and aimed contributions in each domain. Chapter 1 ends 
with the outline of the overall document, to provide a good outline for the reader. 
Chapter 2 in this section discusses the research methodology followed during the PhD 
research. Important content of this chapter is the formulated research questions and 
hypothesis. Also, some interesting rational on research questions is presented to provide 
deeper insight of the research work and the possible impact.  
Section II: Literature Review 
This section is the part where detailed studies on different domains of sciences ranging 
from natural theory of evolution to programming paradigms have been presented and is 
divided into two important chapters (Chapter 3 and Chapter 4). This section is 
particularly important for understanding the background information considered 
necessary for the development of the research work. It starts with discussion on 
“Evolution” which includes both the natural theory of evolution (biology perspective) and 
evolutionary computation (computer science perspective). The comparison between these 
two domains helps to find similar and distinct paths to be undertaken for the research 
work. In the next sub-chapter study on CPS is provided for understanding the context and 
specificity of CPS.  
This section also takes the discussion into complete computing domain and builds clear 
understating of evolutionary systems and points out necessary requirements to realize 
eCPS. Also, the discussion on programming paradigm is important to select the best 
suited programming language type for working with eCPS. This section ends with the 
summary of the literature review where it is provided the definition of some of the most 
important concepts that define the key-words of this research work. And, finally Chapter 
5 provides the synthesis of overall literature review with highlights on some important 
literatures that have form the base for the PhD work. 
 
Section III: Theoretical and Technological Results 
This section is the core of this dissertation and is divided into three chapters, providing 
the results of the PhD research work. Firstly more scientific or theoretical results are 
presented followed by technological results along with use-cases.  
Chapter 6 provides the necessary theoretical and methodological foundation for 
realization of eCPS. The first half of the chapter provides formal model of evolutionary 
systems along with the modelling of behavioural and sensorial part of CPS. At the same 
time it includes methodology for domain knowledge injection in evolutionary algorithms, 
which is the foundation of all the technical work done afterwards. While the second half 
of the chapter is focused on methodological and technical foundation for design and 
implementation of CPS. This sub-chapter provides the methodological approach for 
realization of CPS and eventually eCPS. The technical methodology starts with reference 
architecture that will be used for all the technological developments of systems in the 




requirements that have been discussed in chapter 3. This chapter also provides discussion 
on technological blocks that will facilitate development of eCPS and the dynamic 
deployment framework for run-time environment of eCPS. 
Chapter 7 presents the details on the technical implementation and industrial validation 
scenarios that have been developed in the scope of this work. This is an important 
chapter, because this chapter presents exploitable technological solutions that have been 
developed. Also, the work presented in this chapter is supported with use-cases from 
different industrial scenarios, which have been used to validate the working of the 
developed solution. 
Section IV: Discussions and Prospective  
This section presents the closing remark on the research and the dissertation document by 
analysing the results, establishing conclusions and opening perspectives for future 
research.  
Chapter 8 revisits the previous chapters to build the connection between the problems 
that have been identified in the beginning of the document and results presented in 
following chapters. Also, quick analysis on the thesis outcomes to clarify some of the 
rational questions that have been raised provides interesting insight into the results. 
Chapter 9 provides the concluding remark and some insights into the future work that can 






2. RESEARCH METHODOLOGY 
A neat and orderly laboratory is unlikely. It is, after all, so much a place of false starts and multiple attempts. 
- Isaac Asimov 
In this chapter it is presented the research methodology that has been followed during the execution of this PhD 
research work. At the beginning of the chapter is presented the workflow with different steps that have been 
executed at different phases that has lead towards this dissertation. Following sub section i.e. section 2.1 
presents the introduction to the research topic along with research questions that has been formulated to perform 
the research work. This section also, includes an interesting discussion on rational on research questions, that 
raises some  issues which are not only addressed in this thesis, but also paves paths for future research. This 
chapter ends with stating the hypothesis to be validated by this thesis which is supported by the brief 
introduction to the approach that has been followed to achieve research results. The contents of this chapter not 
only direct the literature review in the following section but also the overall PhD research. 
 
The adopted methodology is based on a research strategy that follows a workflow as 
mentioned in the course [29] and was executed following the classical phases, in its 
execution scheduling. 
 




The important steps for the research methodology are as show in Figure 2-1, along with 
necessary dependencies and actions between some of the steps. Each of the steps of the 
research methodology is as explained below: 
1) Research Track Formulation:  
This step is dedicated towards defining the research track and framing the problem that 
needs to be studies and solved during the period of doctorate research. One important task 
in this step is formulation of research question and often comes from the thought: “What 
we have now is not quite right/good enough – we can do better…” [26]. This sentence 
can be used to capture the essence of this on-going research work. For instance in the 
scope of this research work the first thought that came to the mind was: Evolutionary 
computation has not been applied to complex systems, so what do we have to improve the 
understanding of complex systems like CPS, and apply the theory of evolution towards 
realization of solution that can help towards achieving evolutionary systems. 
Also, note that the question emerges from existing knowledge in different domains, for 
instance “theory of evolution” and from the recommended research areas of the PhD 
program for instance “Industrial Information Systems” in the scope of this research work. 
The research question give the track for the research work and needs to addressable by a 
research development that will lead to conclusions on its feasibility or its proven value. 
The research question and sub-questions are presented in section 2.1.2. 
2) Literature Review: 
After the formulation of the research domain and understanding of the problem, it is 
necessary to study the literatures for understanding of the state of art in the domains 
related to the problem. From the observations of problem and the targeted scientific 
environment, this step allows for the selection of important literatures covering the topics 
considered relevant for the execution of the proposed research work. This step thus, helps 
in the clear identification of scientific and technologic domain and covers up the study on 
previous researches.  This step is thus important or identification of the gaps in the state 
of art and defines distinguished contribution from this research. Section II provides 
literature review on different areas considered necessary for the research plan. 
3) Hypothesis: 
The results from step 1 and step 2 provide the necessary inputs for formulation of 
hypothesis, which will be a supposition or proposition made on the basis of limited 
evidence (problem definition and literature review) and acts as a starting point for further 
investigation. The research hypothesis is a paring down of the problem into something 
testable and falsifiable. It is necessary to generate a realistic and testable hypothesis 
around which experimentation and research can be performed. The hypothesis for this 
research work is mentioned in section 2.2  and is formulated by taking into account that a 
hypothesis should be; simple and conceptually clear, capable of verification, related to the 




4) Research Development: 
This is one of the longest periods during the research development of the PhD work. 
During the course of this step the theoretical foundations are to be built to solve the 
research questions raised in step 1 leading towards the validation of hypothesis. For 
instance in the scope of this work, it’s necessary to formulate the theoretical foundation 
related to evolutionary computation, the way to formally establish the theory, CPS system 
theory, behavioural modelling of system that works in close contact with the environment 
etc. Thus, built theoretical foundation will be the base for providing the technical 
implementation which can then be used for experimentation.  In this phase it’s also 
important to define experimentation plan that will allow the validation of the hypothesis 
towards the confirmation of thesis. In designing the testing setup it is necessary to 
identify the variables to be manipulated and measured, what outcomes will be measurable 
and, in summary, to develop a method to reach the necessary validation. The technical 
implementation to be performed also needs to be tested with some industrial cases if 
possible and via simulations where industrial case is not applicable. 
5) Validation and analysis: 
The result from the previous step needs to be validated and analysed in order to formulate 
thesis from hypothesis. The theoretical foundation needs to the validated via supporting 
technical validation. The technical implementation can be validated by analysis of the 
data collected at different steps of execution of the technical solution.  The data collected 
at each step of execution need to be evaluated qualitatively and qualitatively using valid 
technics (e.g. graphical analysis, statistics, etc.).  
The analysis of the results to interpret the data is an important task in this step. The main 
objective of this task is testing the hypothesis using the proposed design experiment 
aimed to confirm or refute that same hypothesis. The analysis of collected data allowed 
the verification of the proposed hypothesis, proving that it is possible to improve 
knowledge management by collecting physiological data. Note that in this step if the 
followed path leads to the absence of conclusions or if the hypothesis is proven wrong, it 
could be better to choose another problem to address or view the problem from another 
angle so that, with some literature review would be possible to successfully validate 
another hypothesis. 
6) Publication and Dissertation: 
The results obtained during the research activities have been published, and will continue 
to be disseminated, for the benefit of the scientific community, and also to allow 
validation from peers. 
2.1. RESEARCH QUESTION 
It has been discussed in the previous section; a research question is the fundamental core 




formulate research development strategy and, and guides all stages of inquiry, analysis, 
and reporting. In the following subsections we will formulate the research question and 
make some rational discussions some of the important aspects of the research domain. 
 RESEARCH TOPIC 2.1.1.
The topic chosen and reflected in the dissertation title is “Self-Evolutionary Cyber 
Physical Systems” which is a sub-topic of the wider domain: “Cyber Physical 
Systems”. The rational for the selected field of research has been explained before in 
different sections analysing various facets of the research work.  
 RESEARCH QUESTIONS AND SCIENTIFIC CHALLENGES 2.1.2.
Research Question helps in identification and definition of the research area and frames 
the problem to be addressed by the research work. The research question is formulated 
based on the motivation scenario and the major research challenges as explained in 
section 1. The formulated research question will raise new research topics that will 
reshape the formulated hypothesis. This process aims the construct of new scientific 
knowledge as stated in the objectives of the reported research work 
To assure the research focus and targeted results, the major question is split threefold 
according to tree major steps towards solutions i.e. “Detection of a problem”, “Response 
to the problem” and “Impact of the solution”:  
- The detection of a problem 
-  The response to the problem  
Question – “How can the principles of machine learning and automated reasoning 
contribute for realization of self-evolutionary Cyber Physical Systems?” 
 
SQ1 - “How can the dynamics of physical world be monitored and captured to detect changes 







- The impact of the solution 
 RATIONAL TO RESEARCH QUESTIONS 2.1.3.
In this sub-section, we have provided an interesting discussion on rational on overall 
research work along with the ones related to the research questions stated in the sub-
sections before.  The main objective is to have an insight into different issues and 
perspective that will be within the scope of this research work. It is important to note that 
not all the questions raised below are addressed in the thesis, but it definitely paves path 
for future research in the same domain. 
2.1.3.1. RATIONAL 1: SYSTEM DYNAMICS: UNRELIABLE INPUT VS. RELIABLE SYSTEMS  
CPSs deal with physical world and data is collected from devices like sensors work in a 
more hash and open environment than those of traditional networking systems, making 
inaccurate, redundant data as well as attacks a common phenomenon, rather than 
exceptional. Additionally, the most fundamental difference between CPS and traditional 
systems is that time plays an essential role in CPS. The real physical world presents a 
large seamless concurrent unit, bringing more uncertainties to systems than a real-time 
system can handle. So, unreliable data would be inevitable and an impediment to the 
progress towards evolutionary CPS design. [30] lists the whole spectrum of data 
management in sensor networks, suggesting two relating subfields in manipulating sensor 
data: statistical modelling, data uncertainty handling.  
This opens up a research challenge to how to define methodologies and algorithms for the 
detection of changes and/or failures in the domain of uncertainties. At the same time we 
have to consider what aspects of the environment should the self-evolving system 
monitor? What exactly should the system do if it detects a less than optimal pattern in the 
environment? How should the system deal with the dynamics that are not predictable? 
And how should the system self-evolve in order to prevent the fatal errors caused by the 
system dynamics?  
SQ2 - “Which methodology and tools need to be developed to support modelling, 
implementation and integration of dynamics in physical processes into the computational 
systems to achieve self-evolutionary CPS?” 
 
 
SQ3 - “To what extent can the self-evolutionary scheme applied in CPS affects the overall 






2.1.3.2. RATIONAL 2: SYSTEM ENGINEERING: EVOLUTION VS. AGILITY  
Robustness and efficiency used to be two key issues in system design, but is it sufficient 
in the context of CPS? Future CPS should feature as environment-aware, which 
differentiates from existing complication trade-offs because of the infinite complexity of 
the physical world compared to finite algorithms and system resources. Besides, a well-
known characteristic of the physical world, but often ignored currently leads systems to 
be fragile and vulnerable. For instance, it is relatively doable to optimize part of CPS, 
which might trigger potential chaos to the system as a whole, like the butterfly effect-- 
when every corner of the system adjusts its rules, how does it react to the whole picture?  
It is thus important to define methodology for implementation and integration of the 
physical and computational world so that the changes in the system can be achieved in 
agile fashion. And how should the system self-evolve in order to prevent the fall in 
performance or increase in operation cost or changes in other factors within the 
acceptable limits? Also it raises the question - how can the system identify the differences 
between critical changes and non-critical changes and choose the correct path for 
evolution? Also from dynamic observation on the changes in the requirements based on 
the un-predicted scenario that occurs in the physical process needs to be incorporated in 
the methodology of system engineering. Can the system requirement artefacts be turned 
into run-time objects? 
2.1.3.3. RATIONAL 3: EVOLUTIONARY METHODOLOGY: SYSTEM AUTONOMY VS HUMAN 
INTERFERENCE 
CPS design becomes more and more challenging than traditional computer system design 
in that CPS places accountability at a much higher level than traditional systems, because 
it is a miss-critical and life-threatening system. Evolutionary methods to be developed for 
such systems raises an important question on -how and/or when human actions should be 
taken into the evolutionary actions? At the same time it is also important to define a 
mechanism to revert evolutionary path the system has undergone by human intervention.  
So, the question over the degree of flexibility for autonomy of a CPS system has to be 
handled well in the scope of eCPS.   
2.2. HYPOTHESIS AND APPROACH 
Based on the discussions in the previous sections, research questions and discussion on 
rational of the challenges, one can estimate that:  
Hypothesis- If a learning mechanism is developed and applied during the control loops of system 
behaviour then evolutionary actions can be extracted and incorporated to achieve self-evolutionary 





The above statement is therefore the adopted hypothesis that will be implemented, tested 
and challenged during the PhD work. The main key words to be extracted from the 
hypothesis are learning and behaviour. These keywords have guided this research work 
leading towards this thesis.  
The hypothesis can be detailed such that for defining learning mechanism in the domain 
of CPS will require taking into consideration of the semantics specific to the CPS. In 
order to aim at developing work towards the proposed hypothesis, and from the early 
analysis of the problems, we observed the next set of tools or developments. 
1. Understanding of the theory of evolution and evolutionary computation and 
formulate the theoretical foundation that can be used for defining evolutionary 
cyber physical systems. 
2. Behavioural modelling formalism that can be used to model the functional 
behaviour of systems working in un-controlled environment and model the 
situations to infer necessary actions from events. 
3. Sensorial system modelling i.e. effective formalism to model system composed of 
number of sensors and actuators and the way how they can be integrated to build 
more complex systems. 
4. Generic design and modelling methodology for (e)CPS along with reference 
technical architecture for realization of evolutionary systems. It will include the 
instantiation of modules for sensing, monitoring, adapting, learning and eventually 
evolving. 
5. With the proposed approach a CPS will be enriched with effective monitoring and 
learning features with knowledge acquisition at various steps that can be used to 
compute evolutionary cycles for CPS. 
Our primary goal is to facilitate better understanding and representation evolutionary 
computation and CPS and eventually trace evolutionary paths   by enabling different 
types of information representation and extraction based on sensorial systems. 
On a quick glimpse on some of the background knowledge, shows promising sign 
successful realization of the above steps. Learning methodology can be developed by 
following the Artificial Neural Networks (ANN) models of Artificial Intelligence (AI) or 
Knowledge Representation and Reasoning (KRR) theories of Computational Logics. The 
path to be chosen for this research work is yet to be finalized but it is important to define 
well-formed semantics mapped across various layers of CPS systems. KRR make use of 
formal languages with syntax, semantics and inferences to define reasoning techniques, 
which can be a path to be adopted for this research work. Another interesting domain 
which can provide strong base for this research work is multi-agent systems which allow 
formulating problems by defining a group of autonomous, interacting entities sharing a 
common environment, in which they perceive with sensors and upon which they act with 




learning based on its environment and behavioural functionalities so that the resulting 
systems are adaptive (responding to changing conditions) and predictive (anticipating 





SECTION II: LITERATURE REVIEW 
 
In the previous section, we have built the backbone of the research path that has been 
guided by the highly dynamic nature of CPS. One of the important base and guidance for 
this research work has come from the “Theory of Evolution” in natural science. This 
section includes the study on current knowledge, as well as theoretical, methodological 
and technical contributions in particular topics that have been followed for the research 
work. This section is particularly important to see the big picture of the research problem 
and understand some of the existing research results and activities that have acted as the 
starting point of this dissertation. It is to be noted that the research questions have been 
presented in the preceding sections of this dissertation, the studies made in the scope of 
this section has contributed the formulation of research questions and hypothesis.  
 
This section is composed of four chapters divided into well classified research domains 
and ends with a summary on the merge of three important areas i.e. Evolutionary 
Biology, Computation and Cyber Physical Systems. First Chapter provides the insight 
into the research domain of Evolution, with insights into theory of evolution, evolutionary 
computation and comparative study on evolution in biological science and computer 
science. The following chapter provides the discussion one core domain of this research 
work i.e. Cyber Physical Systems. In chapter 5 is presented the studies on evolutionary 
systems, which is one of the core challenge addressed by this thesis. Since, CPSs are class 
of complex systems, it is very important to follow the best programming paradigm for the 
technical implementation. The studies made in this direction are presented in chapter 6 
Programming landscape. 
 
Some of the most important summaries of this section are: “... evolution in systems can 
be systematically studied, changes can be monitored and the system can learn through 
the changes that the systems undergo… (c.f. 3.3)  ” ; “… evolutionary transitions are 
usually gradual, i.e., new species evolve from pre-existing varieties by slow processes 
and maintain at each stage their specific adaptation … (c.f. 3.1)”; “…the cyber and the 
physical subsystems coexist in time … feedback loop between physical processes and 
computations encompasses sensors, actuators, physical dynamics, computation, 
software scheduling, and networks… (c.f. 4) ” and “… programming languages class to 









The affinities of all the beings of the same class have sometimes been represented by a great tree. I believe this simile 
largely speaks the truth. The green and budding twigs may represent existing species; and those produced during each 
former year may represent the long succession of extinct species. 
-Charles Darwin 
This chapter makes the introduction to aspects of evolution which has been studied by various scientists for an 
understanding about change in the heritable characteristics of biological populations over successive generations. 
In the first section of this chapter, we present the introduction on the theory of evolution from natural science 
followed by injecting computing paradigm via discussions on evolutionary computation. In the following sections 
we make comparative study on evolution in biology and computer science. The chapter ends with discussion on 
how theories of evolution can be used for problem solving. By the end of this chapter, reader is expected to be 
familiar with overall concepts of evolutionary theory and its application in computing. 
 
Evolution is defined as the change through time as species become modified and diverge 
to produce multiple descendant species, having different often better functional 
behaviours. Evolution and natural selection are often conflated, but evolution is the 
historical occurrence of change, and natural selection is one mechanism—in most cases 
the most important—that can cause evolution. The two main pillars of our knowledge of 
evolution come from knowledge of the historical record of evolutionary change, 
deduced directly from the fossil record and inferred from examination of phylogeny, 
and from study of the process of evolutionary change, particularly the effect of natural 
selection. It is now apparent that when selection is strong, evolution can proceed 
considerably more rapidly than was generally envisioned by Darwin [31]. As a result, 
scientists are realizing that it is possible to conduct evolutionary experiments in real time. 
In the context of computing, L.G Valiant provides the definition of evolvablity is a 
restricted case of Probably Approximately Correct  (PAC) learnability [32]. PAC 
Learning Model that was introduced by L.G Valiant, of the Harvard University, in a 
seminal paper [33] on Computational Learning Theory way back in 1984. The PAC 
model belongs to that class of learning models which is characterized by learning from 
examples. Thus, considering evolvability as a case of PAC learnability offers a unifying 
framework for the fields of evolution and cognition. The behaviour of a biological 
organism is clearly affected both by the results of evolution and those of learning by the 
individual. Distinguishing between the effects of nature and nurture on behaviour has 
proved problematic, and it will perhaps help to have a unifying viewpoint on them. 
One important aspect for consideration in evolution is- assume that the updates depend 
only on the aggregate performance of the competing hypotheses on a distribution of 





3.1. THEORY OF EVOLUTION 
The theory of evolution, formalized by Charles Darwin, is as much theory as is the theory 
of gravity, or the theory of relativity. Unlike theories of physics, biological theories, and 
especially evolution, have been argued long and hard in socio-political arenas. However, 
evolution is the binding force of all biological research. The history of evolution in 
general is useful to the researchers from different domains. At the same time evolution 
remains a relatively under researched topic within the science education community [34].  
In biology, the “science of the living world,” both past and present [35], the situation is 
very different. The organisms biologists study, which are typically randomly drawn from 
populations, manifest astonishing variation as a consequence of genetic recombination 
and random genomic changes. However, there are limits to biological variation and these 
literally shape evolutionary history. No population is ever capable of generating all 
possible theoretical genomic variants, in part because sexual genetic recombination is 
random and because the existence of any particular population is finite. Therefore, 
biological variation, which provides the “raw material” for evolutionary change, is 
confined by random events [36]. Nevertheless, non-random processes also shape 
evolution. The “struggle for existence” among the offspring of each generation eliminates 
genomic variants that are less adapted to their environment. Those that survive pass their 
genetic information on to the next generation. In this way, evolution is the summation of 
random events (e.g., mutation and sexual recombination) and natural selection, which is 
largely non-random. The major propositions from the Darwin’s theory of evolution are 
presented in Table 3-1 as taken from [39]. 
Table 3-1 Principal propositions of Darwin’s theory, extracted from the Origin of Species  
1. Supernatural acts of the Creator are incompatible with empirical facts of nature 
2. All life evolved from one or few simple kinds of organisms 
3. Species evolve from pre-existing varieties by means of natural selection 
4. The birth of a species is gradual and of long duration 
5. Higher taxa (genera, families etc.) evolve by the same mechanisms as those 
responsible for the origin of species 
6. The greater the similarities among taxa, the more closely they are related 
evolutionarily and the shorter their divergence time from a last common ancestor 
7. Extinction is primarily the result of interspecific competition 
8. The geological record is incomplete: the absence of transitional forms between species 
and higher taxa is due to gaps in our current knowledge 
Ernst Mayr provides interesting summary for understanding the evolutionary process – 




recombination, and the ordering of this genetic variation by natural selection” [37].  Some 
other important considerations for understanding the process of evolution are as 
summarized below:  
- Natural selection is the most important force that shapes the course of phenotypic 
evolution. In changing environments, directional selection is of special 
importance, because it causes a shift in the population mean towards a novel 
phenotype that is better adapted to altered environmental conditions. 
- The evolutionary transitions are usually gradual, i.e., new species evolve from 
pre-existing varieties by slow processes and maintain at each stage their specific 
adaptation.  
- Macroevolution (i.e., phylogenetic developments above the species level or the 
occurrence of higher taxa) is a gradual step-by-step-process that is nothing but an 
extrapolation of microevolution (origin of races, varieties, and species). 
These points are important aspect for guiding research in the scope of this PhD thesis. It 
is also important to note that in some important literatures like [38,39], [40,41] 
researchers have pointed out that the patterns and controlling forces of evolution are 
much more varied than were postulated by the pioneers of evolutionary biology (Darwin, 
Wallace, Weismann) and the “architects” of the synthetic theory (Dobzhansky, Mayr, 
Huxley and others). The expansion of the modern picture of the mechanisms of evolution 
is discussed in article [36], which deals with some very interesting topics as shown in 
Figure 3-1 
 
Figure 3-1 Scheme illustrating the expansion of the synthetic theory of biological evolution by 
integration of ten additional scientific disciplines 
In any organism no single function is more important than any other, because 




directly affect the whole organism. Importantly, different biological tasks have different 
phenotypic requirements and some tasks have antagonistic design requirements. An 
additional insight from these simulations is that natural selection cannot create a “perfect” 
organism, because optimization results in organisms that perform all of their functional 
obligations reasonably well simultaneously but not perfectly in terms of each individual 
task [36]. On, the whole theory of evolution of based on the idea - repeated formation of 
new species (speciation), change within species (anagenesis), and loss of species 
(extinction) throughout the evolutionary process that are demonstrated by shared sets of 
morphological and biochemical traits, including shared DNA sequences [42]. Hence, in 
nature, evolution is mostly determined by natural selection or different individuals 
competing for resources in the environment- individuals that are better are more likely to 
survive and propagate. Reproduction allows some exchange and re-ordering of 
chromosomes, producing offspring that contain a combination of information from each 
parent. This is the recombination operation, which is often referred to as crossover 
because of the way strands of chromosomes cross over during the exchange and diversity 
in the population is achieved by mutation. 
Based on the discussions presented in this section, it’s quite clear that a number of 
scientific disciplines contribute in the current understanding of evolutionary theory. In the 
scope of this thesis, we are concerned with the principles of digital organisms. Digital 
organisms are self-replicating computer programs that live in a controlled environment. 
Digital organisms explicitly create a copy of their own genome to reproduce, and no 
particular genomic sequence is designated as the target or optimal sequence. Selection 
occurs because the environment in which the digital organisms live is space limited, that 
is, with the birth of a new organism an older one (typically chosen randomly) is removed 
from the population. Therefore, those organisms that produce more offspring replace less 
efficient replicators over time. Recent developments in computer technology and 
mathematical principles have provided the tools to model organismic evolution. The 
approach is to simulate all conceivable phenotypic variants for a particular lineage or 
grade of organic organization (i.e., to construct a “morphospace”) and to quantify the 
performance of each of these variants in terms of one or more biological functions 
believed to influence relative fitness, such as visual acuity in animals or photosynthesis in 
plants (i.e., to generate a “fitness landscape”). For example, computer models have been 
used to mimic the early evolution of ancient vascular plants (tracheophytes) [43,44].  
These models can be useful for modelling more complex organism and/or digital 
organism.  
3.2. EVOLUTIONARY COMPUTATION 
The field of evolutionary computation has many founders and many names- a concise 
summary of the origins of evolutionary computation can be found in [45]. Evolutionary 
computing is the collective name for a range of problem-solving techniques based on 




Evolutionary Computation is the result of efforts researchers with the idea of mimicking 
mechanisms of biological evolution in order to develop powerful algorithms for problems 
of adaptation and optimization. Since many optimal structures like the shape of birds' 
wings or the branching structure of blood vessels have emerged through biological 
evolution, the idea to utilize the underlying mechanism for the solution of optimization 
problems has motivated a considerable amount of research, resulting in several 
approaches that have proven their effectiveness and robustness in a variety of applications 
(refer [46] for brief bibliography and history). 
If evolution merely performed a random search, it would require exponential time, much 
too long to explain the complexity of existing biological structures and also for the case 
of complex systems. In this regard, Darwin suggested selection as the critical controlling 
principle beyond variation. He also observed that the supposition that the eye could 
evolve would be “ ··· absurd in the highest possible degree” were it not for the fact that 
eyes “vary ever so slightly” and might therefore evolve over time by selection [47]. In 
other words, a necessary condition for evolution to a specific target is the existence of an 
evolutionary path towards it consisting of small steps. In particular, in a defined 
quantitative sense, selection for a given beneficial behaviour can provably support the 
evolution of certain specific classes of mechanisms, and provably not support that of 
certain other classes [32].   
Evolutionary computation (EC) [48] is often grouped under evolutionary algorithms (EA) 
and in general is simulate the evolution of individual structures via processes of selection, 
mutation, and reproduction. This flow is depicted in Figure 3-2. 
 
Figure 3-2 Generic Flow chart of an evolutionary algorithm 
EC or EAs is composed of different domains such as : genetic algorithms [49], evolution 
strategies [50], [51], evolutionary programming [52] and genetic programming [53]. The 
processes depend on the perceived performance of the individual structures as defined by 
the problem. A population of candidate solutions (for the optimization task to be solved) 
is initialized. New solutions are created by applying reproduction operators (mutation 
and/or crossover). The fitness (how good the solutions are) of the resulting solutions are 
evaluated and suitable selection strategy is then applied to determine which solutions will 
be maintained into the next generation.  
Evolutionary algorithms are ubiquitous nowadays, having been successfully applied to 




programming, machine learning, operations research, bioinformatics, and social systems. 
In many cases the mathematical function, which describes the problem is not known and 
the values at certain parameters are obtained from simulations. In contrast to many other 
optimization techniques an important advantage of evolutionary algorithms is they can 
cope with multi-modal functions. 
 EVOLUTIONARY COMPUTATION MODELS 3.2.1.
As discussed in previous section evolutionary computation is based on natural selection 
and genetics and a variety of evolutionary computational models have been proposed. 
There are different variations of the evolutionary computation models (refer [54] for 
detailed discussions) But, common to all is the concept of simulating evolution of 
individual structures using genetic operators such as selection, mutation, and 
reproduction. The operators used in evolutionary computation, is only a simplistic subset 
of biological processes. And, the fitness of each individual in the environment affects it’s 
capabilities of surviving, or transferring its genes to succeeding generations 
Table 3-2 The basic evolutionary algorithm 
t:=0;                                            
InitPopulation(P,t);                   
EvaluateFitness(P,t);              
while not terminate(P,t)  
do 
  begin 
     t:=t+1;                                        
     SelectParents(P,Ps);                   
     Recombine(Ps);                         
     Mutate(Ps);                                
     EvaluateFitness(Ps,t);                 
    Survive(P,Ps);                            
 end; 
{initialize time} 
{initialize random population of individuals} 
{evaluate fitness of all initial individuals in the population} 




{select subpopulation for reproduction} 
{recombine the genes of selected parents} 
{mutate (perturb randomly) the mated population} 
 {evaluate new fitness} 
 {select the survivors using actual finesses} 
 
 
Based on the basic algorithm mentioned above, there are three main evolutionary 
computation models viz.: Genetic Algorithms, Evolutionary Programming, 






Figure 3-3 Branches of evolutionary computation 
Also note that these models are closely related and differ mainly in the way the 
individuals are encoded and application of the genetic operator. These are discussed in the 
following subsections. 
Genetic Algorithms 
Genetic algorithms (GAs) are computer programs that mimic the processes of biological 
evolution in order to solve problems and to model evolutionary systems [55]. GA has the 
following components: 
- a mechanism to encode solutions to problems as strings, 
- a population of solutions represented as strings, 
- a problem dependent fitness function, 
- a selection mechanism, 
- crossover and mutation operators. 
Encoding mechanism is problem dependent and is the methodology to represent 
optimization problem strings. Generally, the resultant mapping is a fixed length binary 
string. It is possible to represent both discrete and continuous variables. However, in the 
case of real valued variables, the encoding is a two stage process. First, the real variable is 
mapped linearly to an integer defined in a specified range, and then this integer is 
encoded using a fixed number of binary bits. The binary codes of all variables are then 
concatenated to obtain a binary string. Authors, provide a good discussion on different 
encoding schemes used in GA[56] and also an interesting application scenario in [57]. 
Fitness function is used to evaluate the problem encoded string by using the normalized 
form of the objective function to be optimized. This fitness function has values in the 
range [0, 1] which are the fitness of the individuals in the population.  Using the fitness of 
the string the selection mechanism evaluates them. Selection is based on the survival of 




problem survive whereas weaker ones perish. This operator has several different 
implementations. A fitter individual is allowed to have a higher number of offspring 
leading to an increased probability of surviving in the subsequent generations. In the 
proportionate selection scheme, a string with fitness value fs is allocated fs/fa offspring, 
where fa is the average fitness value of the population.  
In nature, the encoding of genetic information admits asexual reproduction (such as by 
budding). This process typically results in offspring that are genetically identical to the 
parent, whereas sexual reproduction allows the creation of genetically radically different 
offspring that are still of the same species. Crossover is generally implemented as 
follows- pairs of strings are picked at random from the population to be subjected to 
crossover. Single point crossover is the simplest approach. Here, if the length of the 
strings is >0, then a crossover point which can have values in the range 1 to -1 is 
randomly chosen. The fragments of the two strings beyond this crossover point are 
exchanged to form two new strings if a randomly generated number is greater than pc -the 
crossover rate which is a parameter of the GA. Crossover mechanisms such as two-point, 
multi-point, and uniform have been proposed as improvements to the single-point 
crossover technique (ref [58] for more details). While, mutation of a bit from the encoded 
string is carried out by changing a 0 to 1 or vice versa. Similar to pc which controls the 
probability of crossover, another parameter, pm -the mutation rate gives the probability 
that a bit will be altered. The mutation of a bit does not affect the probability of mutation 
of other bits.  
And, the final consideration in GA is the generational cycle which consists of repeated 
application of selection and the genetic operators to the population. Typically a 
population size of 30 to 200 is used. Crossover rates are chosen in the interval [0.5, 1.0] 
whereas mutation rates in the interval [0.001, 0.05]. These parameters are called the 
control parameters of the GA and are specified before the execution starts. The 
generational cycle is terminated using a stopping criterion such as: reaching a fixed 
number of iterations; evolving a string with a high fitness value; creation of a certain 
degree of homogeneity within the population. 
Evolutionary  programming  
Evolutionary  programming (EP) [59] is  a  stochastic  optimization   strategy similar   to  
genetic  algorithms,  but  here  both genome like  representations  and crossover  operator 
is not used. Like  GA,  the EP technique is useful for optimization problems when other  
techniques  like  gradient  descent  or direct,  analytical  discovery  fail.  Combinatorial 
and real-valued function optimization in which the optimization surface possesses many 
locally optimal solutions, are well-suited for the EP technique. 
As mentioned in the previous section, the typical GA approach involves encoding the 
problem solutions as a binary string.  In the EP approach, however, the representation 




manner as it is implemented since the mutation operation does not demand a linear 
encoding. 
In case of EP   the mutation operation simply changes aspects of the solution according to 
a statistical distribution which weights minor variations in offspring as highly probable 
and substantial variations as increasingly unlikely as the global optimum is approached. 
There is a certain tautology here: if the global optimum is not already known, how can the 
spread of the mutation operation are damped as the solutions approach it? Several 
techniques have been proposed and  implemented which address this difficulty, the most 
widely studied  being the "Meta-Evolutionary" technique in  which the variance of the 
mutation distribution is subject to  mutation by a fixed variance mutation operator and 
evolves along with  the solution [60]. 
Evolutionary Strategies 
Evolution Strategies (ES) [61] sometimes also referred to as Evolutionary Strategies, are 
search paradigms inspired by the principles of biological evolution. They belong to the 
family of evolutionary algorithms that address optimization problems by implementing a 
repeated process of (small) stochastic variations followed by selection: in each generation 
(or iteration), new off- spring (or candidate solutions) are generated from their parents 
(candidate solutions already visited), their fitness is evaluated, and the better offspring are 
selected to become the parents for the next generation. In a two-membered or (1+1) ES, 
one parent generates one offspring per generation by applying normally distributed 
mutations, i.e. smaller steps occur more likely than big ones, until a child performs better 
than its ancestor and takes its place. Because of this simple structure, theoretical results 
for step size control and convergence velocity could be derived. the ratio  between 
successful and all mutations should come to 1/5: the so-called 1/5 success rule was 
discovered.  
 A single individual of the ES population consists of the following genotype representing 
a point in the search space. Object variables: Real-valued xi has to be tuned by crossover 
and mutation such that an objective function reaches its global optimum. Strategy 
variables: Real-valued i or mean stepsizes determine the mutability of the xi. They 
represent the standard deviation of a (0, i) gaussian distribution being added to each xi as 
an undirected mutation. With an "expectancy value" of 0 the parents will produce 
offspring similar to themselves on the average. In order to make a doubling and a halving 
of a stepsize equally probable, the i mutate log-normally, distributed from generation to 
generation. These stepsizes hide the internal model the population has made of its 
environment, i.e. a self-adaptation of the stepsizes has replaced the exogenous control of 
the (1+1) ES. 
This concept is successful because selection sooner or later prefers those individuals 
having built a good model of the objective function, thus producing better offspring. 
Hence, learning takes place on two levels: (1) at the genotype, i.e. the object and strategy 




Depending on an individual's xi, the resulting objective function value f(x), where x 
denotes the vector of objective variables, serves as the phenotype (fitness) in the selection 
step. In a plus strategy, the best of all (+) individuals become the parents of the next 
generation. The second scheme is more realistic and therefore more successful, since no 
individual may survive forever, which could at least theoretically occur if the plus variant 
is used.  
Genetic Programming 
Genetic programming (GP) is the extension of the genetic model of learning into the 
space of programs [62], [63]. Thus, in GP the objects that constitute the population are 
not fixed-length character strings that encode possible solutions to the problem at hand, 
they are programs that, when executed, "are" the candidate solutions to the problem. In 
GP we evolve a population of computer programs. That is, generation by generation, GP 
stochastically transforms populations of programs into new, hopefully better, populations 
of programs. The structures that are being adapted in GP are hierarchically structured 
computer programs whose size, shape, and complexity can dynamically change during 
the process. The set of such structures is the set of all possible composition of functions 
that can be composed recursively from the available set of n functions F={f1, f2, ..., fn} 
and the available set of m terminals T={a1, a2, ..., an}. Depending on the problem at hand, 
the functions may be basic arithmetic operations, Boolean operations or even iterative 
operators such as Do-Until, etc. 
The basic steps in a GP system finds out how well a program works by running it, and 
then comparing its behaviour to some ideal scenario such as- how well a program predicts 
a time series or controls an industrial process. This comparison is quantified to give a 
numeric value called fitness. Those programs that do well are chosen to breed and 
produce new programs for the next generation. Almost all high level programming 
languages are suitable for expressing and evaluating the compositions of such types of 
functions. The search space for GP is the hyperspace of valid expressions that can be 
recursively created by composition of the available functions and terminals. 
Initial random population is generated by selecting one of the functions from the set F at 
random to be the root of the tree. Whenever a point is labelled with a function which has 
k arguments, then k children are created randomly. If a child is a terminal, then the 
process is complete for that portion of the tree. If the child is a function, then the process 
continues. In GP during crossover the creation of a child program by combining randomly 
chose parts from two selected parent programs. While, for mutation- the creation of a new 






 BIOLOGICAL EVOLUTION VERSUS COMPUTATIONAL EVOLUTION 3.2.2.
Beneficial traits resulting from random variation are favoured by natural selection, i.e. 
individuals with beneficial traits have better chances to survive, procreate and multiply, 
which may also be captured by the expression differential reproduction. In order to 
understand evolutionary algorithms, some basic notions are important, which will 
highlight the applicability of biological principles to computer science. Good resources 
for further details are: [64–66]. For an interesting comparison between the entities in the 
biological universe and computational universe follow Table 3-3, which is adapted from 
[67]. 
Table 3-3 Comparison between natural evolution and evolutionary algorithms 
Natural evolution  Evolutionary algorithms 
Allele  
Value of a gene Value of information object 
Chromosome  
DNA, protein and RNA sequence in cells 
(describes the construction plan and traits 
of an individual) 
Sequence of information objects 
(describes the construction plan and traits 
of an individual)  
Gene  
Part of a chromosome, as a fundamental 
unit of inherence, which determines a 
(partial) characteristic of an individual 
Information object e.g. a bit, a character, a 
number etc. which determines a (partial) 
characteristic of an individual 
Individual  
Living Organism Solution Candidate 
Fitness   
Observed quantity: a posteriori effect of 
selection and reproduction (‘in the eye of 
the observer’).  
Predefined a priori quantity that drives 
selection and reproduction. 
Selection   
Complex multifactor force based on 
environmental conditions, other 
individuals of the same species and those 
of other species (predators).  
Viability is tested continually; 
reproducibility is tested at discrete times. 
Randomized operator with selection 
probabilities based on given fitness 
values. Survivor selection and parent 
selection both happen at discrete times 
Genotype–phenotype mapping   
Highly complex biochemical and 
developmental process influenced by the 
environment.  
Typically a simple mathematical 
transformation or parameterized 
procedure. A few systems use generative 





Variation   
Offspring are created from one (asexual 
reproduction) or two parents (sexual 
reproduction). Horizontal gene transfer 
can accumulate genes from more 
individuals.  
Unconstrained vertical gene transfer. 
Offspring may be generated from any 
number of parents: one, two or many. 
Execution   
Parallel, decentralized execution; birth 
and death events are not synchronized.  
Typically centralized with synchronized 
birth and death events. 
Population   
Spatial embedding implies structured 
populations. Population size varies 
according to the relative number of birth 
and death events. Populations can and do 
go extinct.  
Typically unstructured and panmictic (all 
individuals are potential partners). 
Population size is usually kept constant by 
synchronizing time and number of birth 
and death events 
 
The essence of an evolutionary approach is to equate possible solutions to individuals in a 
population, and to introduce a notion of fitness on the basis of solution quality. Analogous 
to natural evolution, an evolutionary algorithm can be thought of as working on two 
levels. At the higher level (the original problem context), phenotypes (candidate 
solutions) have their fitness measured. Selection mechanisms then use this measure to 
choose a pool of parents for each generation, and decide which parents and offspring go 
forward to the next generation. At the lower level, genotypes are objects that represent 
phenotypes in a form that can be manipulated to produce variations. Genotype–phenotype 
mapping bridges the two levels. At the genotypic level, variation operators generate new 
individuals (offspring) from selected parents. Mutation operators are based on one parent 
(asexual reproduction) and randomly change some values. Recombination operators 
create offspring by combining values from the genotypes of two (or more) parents. 
Evolutionary algorithms are easily transferable from one application to another because 
only two components are problem dependent: the way that the genotypes are converted to 
phenotypes and the fitness function. The history of evolutionary computation has shown 
that suitable combinations of a few simple data structures can represent possible solutions 
to a huge variety of different problems. In other words, a relatively small collection of 
possible genotypes can accommodate many different kinds of phenotypes. Just as the 
genetic mechanisms underpinning natural evolution are largely species independent, 
acting on DNA or RNA, so too in evolutionary computation the choice of suitable 
variation operators depends solely on the data structure present in the genotypes and not 
on the specific problem being tackled. However it should be noted that just because an 
algorithm is formally suitable, it does not necessarily mean it will be successful. 
Suitability only means that the evolutionary algorithm is capable of searching through the 
space of possible solutions of a problem, but gives no guarantees that this search will be 




It could be argued that evolutionary algorithms are not faithful models of natural 
evolution. However, they certainly are a form of evolution. As Dennett said “If you have 
variation, heredity, and selection, then you must get evolution” [69]. This is one of the 
most important motivations for this research work. 
 PROBLEM SOLVING APPROACHES AND EVOLUTIONARY THEORY 3.2.3.
Solving a problem is the transformation of a given situation into a desired situation or 
goal. Problem can be defined by tasks specified by a set of actions, a goal, an initial state 
and a set of reachable states. For such problems, a solution is composed of a sequence of 
actions necessary to achieve this goal. In solving such types of problems it will be fair to 
co-relate natural evolutionary processes where organisms are ‘solutions’ to ‘problems’ set 
up by the environment. Also, as it has been studied and observed that nature has solved 
many problems leading towards the generations of robust organisms. In biological 
evolution, each mutation reconfigures the gene. Similarly, in problem solving, each 
interaction reconfigures the problem state. This reconfiguration may increase or decrease 
the difference between the reconfigured and goal states and, thus, the distance (number of 
ticks or steps) required to reach the goal state. Each interaction, then, has a positive 
(acceleratory) or negative (deceleratory) impact on the problem-solving process. In other 
words, each interaction aims to perform a telic function, i.e., it operates to reduce the 
difference between the current, problematic state and a specified goal state. Thus, one can 
view problem-solving interactions as operators, goal directed actions, performing a 
means-ends analysis in the problem space [70].The process of natural selection is a 
feedback process that ‘chooses’ among ‘alternative designs’ on the basis of deciding how 
good the respective modulation is. As a result of this natural selection we find adaption. 
This is a process that constantly tests the variations among individuals in relation to the 
environment -if adaptions are useful they get passed on; if not they’ll just be an 
unimportant variation. Based on these principle it’s an interesting research work to design 
of efficient probabilistic problem solving strategies [71]. The technique is referred to as 
‘evolutionary problem solving’ because its strategy is inspired from principles of 
biological evolution. The situation description, common to dynamic programming [72] 
and reinforcement learning [73], is perhaps in this case a better model of natural 
processes. These are discrete-time dynamic systems whose state transition (environment) 
depends on a control (organism), which again depends on the current state.  
In general understanding, to solve a problem there must pre-exist a description of the 
situation, operators for changing the situation, and an evaluation to determine whether the 
goal has been achieved. These types of problem solving strategies have been identified in 
engineering design with definition of steps to be followed similar to evolutionary 
strategies ( refer [74], [75] and [71] for more details). In particular, the steps may be 




Table 3-4 A stepwise approach to evolutionary problem solving 
problem-solution abstraction 
1. identifying the problem; understanding and finding the problem 
2. representation; design a data structure for the problem-solution 
evolutionary search 
3. variation (initialization); devise a plan or modify an existing one 
4. genotype to phenotype mapping; carry out the plan 
5. selection (fitness evaluation); evaluating its utility 
6. self-adaptation; learning from the experience of solving 
 
However, an important point to be made here is that solving problems is not about 
random search in the problem-solution space, but is a search space in which the actors 
bring in knowledge which when sufficient the search is unnecessary. Hence, the types of 
problem solver under consideration are the ones that will not limit itself to direct search 
but also to knowledge search. This is very similar to the way living organisms act in the 
world i.e. a living system must also necessarily know something in so far as it can act in 
the world. 
The hypothesis that embedding the principles of evolution within computer algorithms 
can create powerful mechanisms for solving difficult and/or poorly understood problems 
is now supported by a huge body of evidence. Evolutionary problem solvers have proven 
capable of delivering high-quality solutions to difficult problems in a variety of scientific 
and technical domains, offering several advantages over conventional optimization and 
design methods (refer [76], [77] and [78] for more detailed discussions). One appealing 
example from the design domain concerns X-band antennas for the NASA Space 
Technology 5 (ST5) spacecraft [79]. The normal approach to this task is very time and 
labour intensive, relying heavily on expert knowledge. The evolutionary-algorithm-based 
approach not only discovered effective antenna designs, but could also adjust designs 
quickly when requirements changed. Evolutionary algorithms have also been successful 
in many other aeronautical and aero- space engineering endeavours. Problems in this field 
typically have highly complex search spaces and multiple conflicting objectives. 
Population-based methods such as evolutionary algorithms have proven effective at 
meeting the challenges of this combination. In particular, so-called multi-objective 
evolutionary algorithms change the selection function to explicitly reward diversity, so 




between objectives - technically, they approximate diverse segments of the Pareto front 
[80]. Another case is mining the ChEMBL database
1
 (which contains bioactive molecules 
with drug-like properties), a set of transformations of chemical structures was identified 
that were then used as the mutation operator in an automated drug-design application 
[81]. The results showed clear benefits, particularly in accommodating multiple target 
profiles such as desired polypharmacology. This nicely illustrates how other approaches, 
or existing knowledge, can be easily co-opted or accommodated within an evolutionary 
computing framework. 
Specifically in the case of CPS, the adaptation is macroscopic behaviour shared across 
physical and cyber world. In other words, a CPS should be able to change its behaviour in 
response to environmental and internal feedback (computational cycles), often in an 
attempt to achieve a goal or objective. These types of goal-seeking adaptations that occur 
on a collective scale and/or over multiple iterations can emerge as evolution. Modern 
synthesis on computational theory depicts that the prevailing theory of evolution, 
combines Darwin's theory of variation and natural selection with Mendel's theory of 
genetics to characterize evolution as a process of development or change over time [82]. 
Another important aspect of CPS of cognition, so CPS will require having cognitive 
properties, which can be achieved by insertion of specific knowledge either by injecting 
domain knowledge or as a result of automatic learning. Domain knowledge may be 
optimized not only for a single problem instance, but also for the problem class. The 
search for domain knowledge is also subject to the no free lunch theorems (ref [83] for 
understanding this theorem) and therefore, it becomes necessary define a robust cognition 
architecture and also the methodology to provide knowledge about such cognitive system 
back into the CPSs, with necessary annotations or mappings. In the scope of this thesis 
work though, the ultimate interest is efficiently finding effective solutions to specific 
problem classes bounded by the domain of interest thus bounding the domain knowledge 
to some extent.   This, aspect is partially addressed by the research paper [84], to make 
use of the generated information to identify pertinent events and to make decisions that, 
in turn, affect the physical space.  
3.3. EVOLUTIONARY SYSTEMS 
Computational systems undergo changes with the additional requirements caused by 
different factors. They can be viewed as evolvable at many levels of abstraction, from the 
rather low-level computational step evolution of a hardware system state, or of a 
program’s computation state, to whole or partial system change or reconfiguration that 
may occur in the maintenance or installation of software or hardware updates. Such 
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timescales of change are studied as ‘Software Evolution’, see e.g. [85]. The evolutionary 
nature of businesses, business processes and their computational modelling is a good ex- 
ample. However mathematical theories of computation have largely ignored these various 
levels of system evolution; attention has focussed instead on developing models of 
computation to support effective reasoning about fixed sequential, parallel and distributed 
software and hardware [86]. Now, when we extend the computation layers into the 
physical layer towards cyber physical systems the trends for evolution becomes trivial for 
the system. Often, present-day systems are limited by their ability to:  
(1) sense the surrounding environment in which they are operating,  
(2) look ahead and anticipate events, and  
(3) control system behaviour.  
In an effort to relax, or even remove, these constraints, evolutionary cyber physical 
systems are incorporating advances in computing, sensing, and communications. The 
issue for our research is that when evolution is being an intrinsic feature of CPS, how can 
we specify and reason formally about the changes that the systems undergo, so as to 
define a self-evolutionary path. The introduction of evolutionary behaviour allows 
considerably more freedom in the way that systems may behave and it is not at all 
obvious that traditional methods of specification, and standard approaches to program 
logics and semantics, remain adequate.  
 
Figure 3-4  An approach to the formation of a theory of software evolution 
But the evolution in systems can be systematically studied, changes can be monitored and 
the system can learn through the changes that the system undergo. For instance Self-
adaptive systems (for further reading see[87] )react to faulty situations automatically. 
These adaptive actions can be the learning path for system to undergo evolution so that in 
future there will not be the need for adaptive measures, thus making the system more 
resilient to failures.  So, studying the evolutionary behaviour of systems is a major focus 
of this research work. In the context of software evolution there are, however, two aspects 
to such study as discussed in [88] viz. nounal and verbal. Nounal view of evolution 
focuses on the nature of evolution, its causes, properties, characteristics, consequences, 




with providing and improving means, processes, activities, languages, methods, tools for 
example, whereby evolution is implemented. While, [85] provides an approach to the 
formation of a theory of software evolution which is as shown in Figure 3-4. This 
approach clearly marks two approaches i.e. Theoretical and Operational, which will also 
be the basic approach towards the theory for evolution for CPS.  
 SELF-EVOLVING SYSTEMS 3.3.1.
A configuration of a system may be called “fit” if it is able to maintain or grow given the 
specific configuration of its environment [89]. An unfit configuration, on the other hand, 
is one that will spontaneously disintegrate under the given boundary conditions. Different 
configurations can be compared as to their degree of fitness, or likeliness to survive under 
the given conditions imposed by the environment. Thus, adaptation can be conceived as 
achieving a fit between system and environment. Self-Organization (SO) may provide an 
essential progress in the realization of embodied control. Viewing a robot in its 
environment as a complex dynamical system SO can help to let highly coordinated and 
low dimensional modes emerge in the coupled system of brain, body and environment. In 
this way, instead of being programmed for solving a specific task, the robot may find out 
by itself what its bodily affordances are, focusing only in a second step on the 
exploitation of the emerging motion patterns—by guiding the SO process into the 
directions of potential benefits [90]. 
Every self-organizing system adapts to its environment, in which the particular stable 
configuration it reaches by definition fits its particular circumstances. Let us take an 
example as discussed in [89], which take the pattern and speed of flow in the Bénard 
rolls. The speed and flow will be adapted to the specific temperature difference between 
bottom and surface, whereas the orientation of the spins will tend to be parallel to any 
outside magnetic field. In this sense, self-organization implies adaptation. This becomes 
even clearer if we choose a different boundary to distinguish system from environment. 
As noted by Ashby [91], if we consider a particular part of the original, self- organized 
system as the new “system”, and the remainder as its “environment”, then the part will be 
necessarily adapted to the environment. For example, in the magnet the orientation of a 
particular segment of spins will be adjusted to the magnetic field generated by the rest of 
the spins. For a given boundary, adaptation becomes less trivial when the boundary 
conditions change. For large changes, this in general means that the existing configuration 
becomes unstable. This may lead to its disintegration, and the need to start the process of 
self-organization anew. This may not seem a great problem for systems like the magnet or 
the Bénard rolls, but it would be disastrous for more complex systems such as organisms, 
ecosystems or societies.  
Fast error detection, fault tolerant system designs and new planning strategies are 
required to cope with the increasing failure rates of microchips owing to continuous 




information sent by other vehicles). Some of these problems can be solved by knowledge-
based techniques, such as autonomous reconfiguration and substitution of faulty 
subsystems and components by using system ontologies [92]. An alternative method is to 
equip CPS with monitors and to predict emergent behaviours at runtime. This approach 
makes CPS self-aware, opening up new approaches to designing systems that can 
dynamically reconfigure themselves in order to adapt [93] to different circumstances. 
However, monitoring introduces a runtime overhead that may alter the timing-related 
behaviour of the system under scrutiny. In applications with real-time constraints, 
overhead control strategies may be necessary to reduce the overhead to acceptable levels 
by, for example, turning on and off the monitoring. Gaps in monitoring, however, 
introduce uncertainty in the monitoring results. Hence, our current research [93] also 
focuses on efficient techniques to quantify this uncertainty and compute an estimate of 
the current state of the system. 
 KNOWLEDGE EXTRACTION AND MACHINE LEARNING 3.3.2.
As has been discussed in previous sections, CPS has to deal with huge amount of real 
time data collected via wide range of sensors and are very often fed back to the system 
after data processing for varying purposes. As discussed in [94], a special case of CPS in 
manufacturing i.e. Product Line Engineering (PLE), it is clear that the next generation 
CPS have interstice characteristics of Runtime configuration, temporal variability, feature 
interaction and /Component Interaction .  So, in the scope of this doctoral research work it 
is important to define and implement knowledge extraction and learning methodology 
specific to the CPS.  
Knowledge extraction over the real time data that the CPS has to deal with and the actions 
being performed for system adaption based on the feedback loop is the challenge that 
eCPS will have to deal with. Knowledge Representation and Reasoning (KRR) theories 
of Computational Logics will be one of the strategies to be adopted because of the 
possibility to define well-formed semantics based framework. Artificial Neural Networks 
(ANN) models from AI are also an important aspect for machine learning in CPS, mainly 
because of the uncertain nature of the data. But at the same time considering multi-
layered architecture of CPS expanded over various processing components, it is important 
to preserve the semantics of the data being processed at various stages. Some of the 
interesting works in ANN with semantics are discussed in [95–97]. Fuzzy logic is thus 
important aspect for this research work, which has been widely studied in works like 
[98,99] for data driven systems, which is a basic foundation of CPS. 
Based on the discussion above, it can be highlighted that interpretability of the knowledge 
(usually in the form of rule-base) generated automatically from the data in real-time and 
use it for self-learning based on the principles of machine learning is vitally important 
towards eCPS. The book “Evolving intelligent systems: methodology and applications” 




context of  CPS, methodology has to be designed not only to extract knowledge over the 
data being fed into the system, but also of the performance and control measures of the 
running system, so that the knowledge base of the system can be improved based on the 
actions. Detecting anomalies in both the cyber and physical layers can be challenging, 
which has been studied in a specific type of CPS in a recent doctoral work as described in 
[101]. So, the major research challenges that will be address in this doctoral work are:  
a) designing effective and computationally efficient learning methods;  
b) interpretability of the knowledge generated by such techniques;  
c) problems of cooperative knowledge generation between different 
components/systems 
 SOFTWARE ENGINEERING FOR SELF-EMERGING SYSTEMS 3.3.3.
A self-adaptive system is able to modify its behaviour according to changes in its 
environment, which is the basic requirement for self-evolutionary systems. As such, a 
self-evolutionary system must continuously monitor changes in its context and react 
accordingly. Presumably, the system still needs to maintain a set of high-level goals that 
should be maintained regardless of the environmental conditions. But non-critical goals 
could well be relaxed, thus allowing the system a degree of flexibility during or after 
adaptation. At the same time those goals will be used for finding the right paths towards 
evolution for advancements. In this regard, one preliminary work is presented in the paper 
[102], which presents a framework that allows a more or less continuous pathway from 
classical concepts of von Neumann machines towards Holland's classifier systems, the α-
universe, functional programming languages, Lindenmayer systems or even cellular 
automata. This allows entirely different computing paradigms to be viewed from a 
common basis and be programmed by a structured assembler code. 
These questions (and others) form the core considerations for building self-adaptive 
systems. Requirements engineering is concerned with what a system ought to do and 
within which constraints it must do it. Requirements engineering for self-adaptive 
systems, therefore, must address what adaptations are possible and what constrains how 
those adaptations are carried out. In particular, questions to be addressed include: what 
aspects of the environment are relevant for adaptation? Which requirements are allowed 
to vary or evolve at runtime and which must always be maintained? In short, 
requirements engineering for self-adaptive systems must deal with uncertainty because 
the expectations on the environment frequently vary over time. 
Requirements engineering for self-adaptive systems appears to be a wide open research 
area with only a limited number of approaches yet considered. Cheng and Atlee [103] 
report on some previous work on specifying and verifying adaptive software, and on run-
time monitoring of requirements conformance [104], [105]. They also explain how 




systems (e.g., [105][106] [107], [108]). In addition, some research approaches have 
successfully used goal models as a foundation for specifying the autonomic behaviour 
[109] and requirements of adaptive systems [110]. 
One of the main challenges that self-adaptation poses is that when designing a self-
adaptive system, we cannot assume that all adaptations are known in advance that is, we 
cannot anticipate requirements for the entire set of possible environmental conditions and 
their respective adaptation specifications [111]. For a generic example, if a system is to 
respond to cyber-attacks, one cannot possibly know all attacks in advance since malicious 
actors develop new attack types all the time. Specifically in the case of CPS, it is hard to 
close the list of anticipated errors caused by the run-time environment of the system. As a 
result, requirements for self-adaptive systems involve degrees of uncertainty or may 
necessarily be specified as incomplete. The requirements specification therefore should 
cope with: the incomplete information about the environment and the resulting 
incomplete information about the respective behaviour that the system should be able to 
respond. 
In order to gain assurance about adaptive behaviour, it is important to monitor adherence 
and traceability to the requirements during runtime. Furthermore, it is also necessary to 
acknowledge and support the evolution of requirements at runtime. Given the increasing 
complexity of applications requiring runtime adaptation, the software artefacts with 
which the developers manipulate and analyse must be more abstract than source code.  
Some important research challenges that can be pointed are: 
 How can graphical models, formal specifications, policies, etc. be used as the basis for 
the evolutionary process of adaptive systems versus source code, the traditional artefact 
that is manipulated once a system has been deployed? 
 How can we maintain traceability among relevant artefacts, including the code?  
 How can we maintain assurance constraints during and after adaptation?  
 How much should a system be allowed to adapt and still maintain traceability to the 
original system? Clearly, the ability to dynamically adapt systems at runtime is an 
exciting and powerful capability.  
Many types of adaptation techniques have been developed: architecture-based adaptation 
[111] that is mainly concerned with structural changes at the level of software 
components, parametric based adaptation that leverages policy files or input parameters to 
configure the software components, aspect-oriented based adaptation that changes the 
source code of a running system via dynamic source-code weaving, and so on. 
Researchers and practitioners have typically leveraged a single tactic to realize adaptation 
based on the characteristics of the target application. However, given the unique benefits 
of each approach, we believe a fruitful avenue of future research is a more comprehensive 




There is a wide spectrum of the degree of automation supported by the current state of the 
art approaches [112]. However, in general, there are significant hurdles facing the 
construction of fully automatic adaptive systems, many of which are reminiscent of the 
challenges that the AI community has faced over the past few decades. It is imperative for 
the software engineering community to develop better models that incorporate the AI 
techniques in solving the practical problems of automatic adaptive systems. 
A major challenge is to accommodate a systematic engineering approach that integrates 
both control-loop approaches with decentralized agent-inspired approaches. Most state of 
the art techniques leverage a utility function to map the trade-offs among several 
conflicting goals of adaptability to a scalar value, which is then used for making decisions 
about adaptation. However, in practice, defining such a utility function is a challenging 
task. Practical techniques for specifying and generating utility functions, potentially based 
on the user's requirements, are needed. One promising direction is to use preferences that 
compare situations under ceteris paribus conditions. Dynamic/run-time decision requires 
efficient mechanisms for gathering information about the running system and its 
environment. Principled approaches for efficient gathering of information at run-time are 
needed. An important research effort will be to understand how we can collect the 
necessary information for different domains and derive reusable engineering approaches. 
Another important aspect for evolution is that requirements themselves to be dynamically 
observed, i.e., during execution. Reflection [113], [114] enables a system to observe its 
own structure and behaviour. A relevant research work is the ReqMon tools [115] which 
provides a requirements monitoring framework, focusing on temporal properties to be 
maintained. Leveraging and extending beyond these complementary approaches, 
“requirements reflection” would enable systems to be aware of their own requirements at 
run-time. This capability would require an appropriate model of the requirements to be 
available online.  
Such an idea brings with it a host of interesting research questions, such as: Could a 
system dynamically observe its requirements? In other words, can we make requirements 
run-time objects? Future work is needed to develop technologies to provide such 
infrastructure support? 
Based on the discussion and background research we have identified some important 
aspects that will lead towards engineering of flexible and dynamic systems. Component 
based design, high level design specifications, analysis based on semantic of system 
design and dynamic runtime environment are necessary to achieve systems that can go 
through self-evolution. The following paragraphs provide a brief discussion of these 
concepts.  
Component model - A component model as discussed in [116] can be the basic software 
unit of development and deployment. It constitutes state (referred to as knowledge) and 
behaviour, materialized into processes. Each process executes cyclically similarly to a 




into collaboration groups called ensembles (e.g. a fire-fighter and all temperature sensors 
on the same floor, all fire-fighters active at a mission site). Within an ensemble, the 
components interact in terms of implicit knowledge exchange, which is handled by the 
execution environment. 
High-level design - Invariant Refinement Method (IRM) [117], IRM is a requirements-
oriented design method that facilitates modelling of ensemble-based systems. The main 
idea of IRM is to capture the high-level goals and requirements in terms of invariants 
(graphically represented as rounded rectangles), which describe the desired state of the 
system-to-be at every time instance. Invariants are to be maintained by the coordination 
of the different system components (graphically represented as rectangles). This method 
has been followed by is a design method followed by Dependable Ensembles of 
Emerging Components (DEECo
2
) based systems [116]. In the process of high-level 
design activity, top-level invariants are iteratively decomposed into more fine-grained 
sub-invariants, essentially yielding a detailed contractual design of system 
implementation – either in terms of local component behaviour, corresponding to a 
component process, or in terms of component interaction, corresponding to an ensemble. 
Analysis – Analysis based on the semantics of the system during design time allows fault 
detection and system improvisation during design time. In this regard, DEECo is well 
accepted design framework that allows timing properties to be quantified via static 
analysis and simulations. These include end-to-end response time and estimating level of 
inaccuracy of perceived knowledge depending on the communication latency and 
physical model of sensed values (given as differential equations). 
Runtime Environment – As already stated that evolutionary systems needs to have 
runtime environment that supports dynamic linking and configurations i.e. integration of 
the code changes at runtime. This has been experimented in the development of the 
framework jDEECo
3
, an implementation of DEECo in Java. This runtime environment 
includes scheduling of component processes, dynamic grouping of components into 
ensembles, and distributed knowledge exchange. Technically, jDEECo employs gossip-
style network communication to uniformly address IP-based, as well as peer-to-peer 
broadcast-style Wireless Personal Area Network (WPAN) networks. 
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 REQUIREMENTS FOR SELF –EVOLUTION 3.3.4.
CPS deal with physical environment which tends to be time and context varying with the 
dynamics of the environment thus incorporating evolutionary behavior. Self-Evolving 
systems can be achieved by following the principles discussed in [118] and [119] viz.  
 No hard constraints imposition on the system thus ensuing fully independent 
process selection and execution based on the real-time requirements.  
 Need to have an inherent capability to address the new or changing set of 
requirements, by using the knowledge acquired over time.  
For the realization of self-evolving systems, design and implementation decisions and 
objectives are to be set at architectural or higher level using exploited protocols, standards 
or specifications. At the same time the integration of knowledge representation system to 
capture the domain of run time environment and rules that address the operation of the 
overall process and their ontological relations are important to achieve evolutionary CPS 
(eCPS). Blueprints or templates based system requirements, design and implementation 
provides the necessary flexibility that the eCPS requires. Based on these discussions, we 
can outline the following characteristics for eCPS: 
- The systems need to be fully “reconfigurable” based on platforms that can exhibit 
an emergent behavior.  
- The reconfigurable system has to be designed by the composition of process 
oriented components (with high level of abstraction) so as to achieve higher level 
of granularity over emergent behavior. 
- The functional set of the components should be represented by using formal 
language, which is machine readable, so that the system can automatically 
determine the functionality of the components, map them with the domain 
knowledge and use/discard the component as the system evolves. 
- The change in paradigm is not addressed on the code level, but at higher level of 
abstraction, so that the run-time behavior of the system is not hard coded but 
defined by establishing relationship between components, their interactions and 
interfaces. 
To achieve these characteristics, a number of principles, proposed in the EUPASS [120] 
and IDEAS projects [121] can be adopted for the paradigm of eCPS. The major 
objectives of eCPS are thus: 
- Optimized orchestration: The interaction between the components comprising 
the overall system needs to be defined and implemented in an agile fashion. This 
can be achieved by adopting the principles from multi-agent based, distributed 
control approach with embedded controllers. So that they can act as independently 




- Adaptability: Modularity between components allows for stepwise 
upgradeability and flexibility to changes. The actual system may also adapt to 
minor changes via its control system, which, being skill-based, allows for 
emergent behavior to be exploited in the global scenario.  
- Robustness: Each of the components of the overall system is dedicated, small, 
independent and have their own control systems. The control system is goal-
oriented, and the system is process-oriented. This results in a dedicated system 
based on an adaptable concept with advanced interfaces.  
- Plugability: The components of the overall system have to be pluggable into the 
main work-flow of the eCPS at run time. This can be achieved by designing 
element which are very task-specific in order to accomplish only a simple action 
with well-defined interfaces for accessing the providing functionalities. The 
overall system is achieved by complex tasks as the union of several simple tasks. 
- Learnability: The overall system should be able to learn from the changing 
environment, system dynamics and system behavior towards adaptation. The 
system should be able to incrementally improve the knowledge base of the overall 
system and perform automated reasoning to extract new facts and possible 
behaviors.  
Fundamentally, the discussion in this section suggests that eCPS can only be achieved if 
the lowest building blocks of a system are those that exhibit the highest rate of 







4. CYBER PHYSICAL SYSTEMS 
People think computers will keep them from making mistakes. They're wrong. With computers you make mistakes faster. 
-Adam Osborne 
In this chapter is presented one of the most important domain of research of this thesis i.e. cyber physical systems 
(CPS). CPS may well become the theory backing up a new wave of computing, which will be based on systems 
able to deliver new levels of performance and efficiency. These types of systems actively engage with the real 
world in real time and thus require a new understanding of computing as a physical act together with computing 
activities i.e. understanding of computers beyond information and cyberspace. This, chapter thus builds the 
foundation for understanding the CPS domain by analysing different aspects of CPS design, modelling and 
implementation. This chapter provides readings on enablers of CPS and relation with other scientific domains. 
The chapter also makes study on model based engineering and software engineering principles that are deemed 
important for CPS. The chapter ends by analysis of programming landscape for CPS with discussion different 
programming paradigms and providing brief discussion on class of programming languages that have been 
selected for the implementation of the research work. 
 
CPS research is still in its infancy, in the sense that research has been portioned into 
isolated sub-disciplines, which form the back bone for CPS. Various researches activities 
in domains such as sensors, communications and networking, control theory, 
mathematics, software engineering, and computer science is the foundation for CPS but 
streamline research towards unified domain of CPS has just begun. For example, systems 
are designed and analysed using a variety of modelling formalisms and tools. Each 
representation highlights certain features and disregards others to make analysis tractable. 
Typically, a particular formalism represents either the cyber or the physical process well, 
but not both. Although this approach to modelling and formalisms may suffice to support 
a component-based “divide and conquer” approach to CPS development, it poses a 
serious problem for verifying the overall correctness and safety of designs at the system 
level and component-to-component physical and behavioural interactions [123]. In the 
following sections we will explore various aspects of CPS and will discuss and identify 
the research needs for CPS. 
The term CPS refers to a new generation of systems with integrated computational and 
physical capabilities that can interact with humans through many new modalities [25], 
[124]. The ability to interact with, and expand the capabilities of, the physical world 
through computation, communication, and control is a key enabler for future technology 
developments. This paradigm opens up opportunities and research challenges towards 
smarter and critical design and development of next-generation airplanes and space 
vehicles, hybrid gas-electric vehicles, fully autonomous urban driving,  prostheses that 
allow brain signals to control physical objects etc..  
For wider understanding of CPS, Figure 4-1 shows the concept map as conceived by S. 




concept map clearly indicates that CPS are a form of control systems that extends the 
existing control theory to embrace the dynamics of software and networks, which can 
have profound effects on stability and dynamics of the physical subsystems and vice 
versa. In CPS physical component will interact with the cyber component via sensors and 
actuators thus requiring the need for applications and algorithms to deal with real-time 
data processing, adaptive architectures and intelligent decision making. The control 
strategies implemented in the cyber subsystems need to be adaptive (responding to 
changing conditions) and predictive (anticipating changes in the physical processes). The 
concept map also depicts the wider range of application of CPS, which are also 
highlighted in different research papers like [125], [126], [127], [11] and [128]. 
 
Figure 4-1 Cyber Physical System Concept Map
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From the concept map the major focus of our interest is in the “REQUIRE” node that 
identifies the various domain of research for CPS. Different sub domains of this node will 
be discussed in details in the following sections, but in summery CPS will have the need 
for tools and methodologies for requirements specifications, simulation, analysis and 
modelling systems by taking into consideration of both the physical and computational 
world.  
4.1. ENABLERS OF CYBER PHYSICAL SYSTEMS 
Over the years, systems and control researchers have pioneered the development of 
powerful system science and engineering methods and tools, such as time and frequency 
domain methods, state space analysis, system identification, filtering, prediction, 
optimization, robust control, and stochastic control [25].  At the same time, computer 
science researchers have made major breakthroughs in new programming languages, real-
time computing techniques, visualization methods, compiler designs, embedded systems 
architectures and systems software, and innovative approaches to ensure computer system 
reliability, cyber security, and fault tolerance. Computer science researchers have also 
developed a variety of powerful modelling formalisms and verification tools. CPS 
research aims to integrate knowledge and engineering principles across the computational 
and engineering disciplines (networking, control, software, human interaction, learning 
theory, as well as electrical, mechanical, chemical, biomedical, material science, and 
other engineering disciplines) to develop new CPS science and supporting technology.  
 
Figure 4-2 Important enablers of CPS 
Technological and theoretical underpinning for CPS requires research in different aspects 
such as Sensing, Communication, Computing, Cognition and Autonomous control, which 
are as shown in Figure 4-2.  Sensing and communication are one of the most important 
characteristics of CPS which builds the interface with the real-world environment. In the 
context of CPS its necessary to address cross-domain sensor sources and data flows i.e. 




sensing data will be exchanged over heterogeneous networks. As also identified by NIST 
CPS workshops, the CPSs should be able to collect, analyse, process, and react to the 
many types of sensing, communications, and other data types that will be captured during 
service operations [6]. But, the design and implementation of networked control systems 
pose several challenges related to event-driven computing, software, variable time delays, 
failures, reconfiguration, and distributed decision support systems [25]. Another 
important aspect is cognition  
On the other hand, CPSs are part of the information systems that has to deal with ever 
increasing amounts of available information, both valuable and useless and react over it. 
In such situations, it’s not always possible to keep human in the loop to make decisions to 
react to the detected situation. In addition, it is expected that, since they offer 
functionalities that cannot be realized with conventional technology, CPSs will 
increasingly be deployed in safety-critical situations (some of such situations are 
described in [129], [130], [131] and [132]). So, CPS must be able to detect infrequent 
scenarios (e.g. with a probability of perhaps once in 500 years per driver/pilot/physician) 
in order to assess the likelihood of accidents or fatalities. This requires to have 
comprehensive cognitive behaviours under varying situations including emergency or 
stressful scenarios [133]. Some form of intelligence in embedded system such as adaptive 
sensing, clock synchronization and intelligent localization of distributed embedded units 
are some basic problems that can be suitably addressed by considering automatic and 
conscious intelligent mechanisms [134]. 
Autonomic Computing is another important aspect and the vision of Autonomic [135] 
refers to the tendency of computers to become ubiquitous. In the scenario of complex 
systems like the case of CPS, it tends to form large network of computing devices and 
smart objects with complex and multiple interactions, leading to increasing difficulty to 
manage. Thus, autonomic computing in general inherits the necessity of systems that will 
be able to take of it with minimized user interactions and need for reprogramming. Even 
though each component of CPS (or autonomous systems) are modules of fine granularity 
with self-computational power, it is necessary to find new ways of coordination and 
automatic plugability [136].  
It is also very important to state that during the definition and specification of CPS it is 
very important to consider that CPS are intrinsically concurrent i.e. the cyber and the 
physical subsystems coexist in time. A model of a CPS comprises models of physical 
processes as well as models of the software, computation platforms and networks. The 
feedback loop between physical processes and computations encompasses sensors, 
actuators, physical dynamics, computation, software scheduling, and networks with 
contention and communication delays. Modelling such systems with reasonable fidelity is 
challenging, requiring inclusion of control engineering, software engineering, sensor 




 RELATED SCIENCE BASE 4.1.1.
The behaviour of CPS is characterized by the nonlinear interaction between discrete 
(computing device) and continuous phenomena (the physical substratum). For this reason, 
research on hybrid systems plays a key role in modelling and analysing CPS. CPS are 
usually spatially distributed and they exhibit emergent behaviours (i.e. traffic jams, cyber-
attacks), which result from interactions among system components, and which cease to 
exist when specific components are removed from the systems. Owing to their ubiquity 
and impact on every aspect of our life, one of the greatest challenges of this century is to 
efficiently predict the emergent behaviours of these systems. The complexity of their 
models, however, often hinders any attempt to exhaustively verify their safe behaviour. 
CPSs require a transdisciplinary approach or interdisciplinary, multidisciplinary and 
transdisciplinary at the same time [127]. CPS involves two knowledge domains (i.e. the 
cyber and physical domains), multidisciplinary involves more than two knowledge 
domains (for CPSs, additional domains such as biological, engineering and information 
sciences can be considered), and transdisciplinary extends the knowledge from the 
various domains towards implementation and application, for instance by providing 
architectures and technologies to realize the artefacts and services within the CPS. This 
CPS-specific interpretation of transdisciplinary seems to be in agreement with Pohl’s 
description of transdisciplinary research, which he says ‘is not only about producing 
knowledge but it is also problem- and solution- oriented, and the research results are 
translated into usable products’ [138].  
In general To achieve robust CPS and also eCPS, the modular design and implementation 
methodologies are very important i.e. each of the smallest possible components have well 
defined capabilities and interaction with other components. The main issue to be 
addressed in this section is describing the areas in which CPS control systems are getting 
inspiration to solve the requirements at fine granularity. Numerous scientific domains 
investigating phenomena which CPS also can provide helpful tools and valuable 
background to cope with the complexity of manufacturing systems [139], [140], [141]. 
Some important research domains from which the principles and results can be adopted 
for the realization of eCPS are:   
o Complexity Theory  
Complexity Theory looks for simple causes leading to complex behaviors [118]. 
All CPS inherit the characteristics of complex systems i.e. they are spatially and/or 
temporally extended non-linear systems with many strongly-coupled degrees of 
freedom. eCPS is composed of numerous simple modules which are connected to 
each other and have multi-lateral interactions. The independent components have 
high degree of freedom, yet in the run-time environment they have to function 





o Natural life and Artificial Life 
Evolution has been long studied in the natural life by many prominent biologists. 
The principles and theories from natural life are useful to create life-like behaviors 
with the capability of evolution on computers and other “artificial” media. eCPS 
are very similar to artificial living systems which have modifiable structure and 
exhibit some kind of self-organization, adapt to their environment and react to 
stimuli. They are capable of evolving according to the circumstances, namely in 
terms of state of available resources and formulate new configuration to address 
the changes in the overall paradigm. Emergent behaviour of an ecosystem of 
complex computational systems is studied in [142] and provides an interesting 
discussion on works that have been inspired from natural sciences. 
o Multi-Agent Systems  
In the paradigm of CPS, the presence of wider aspect of contextual information, 
the units interacting with the system need to be modeled as agents which can be a 
human, an association, an animal, or a piece of software, sensors or network of 
sensors, tagged objects etc. which are eventually connected to some computational 
components. The fundamental characteristics of such agents are identity, 
intelligence and the ability to act and react in order to persecute goals. Agents 
have at least a certain degree of autonomy and can compete or collaborate with 
others, which will provide the foundation for reconfigurable orchestration to meet 
the needs in the change in context. [143] provides an interesting interlink between 
evolutionary systems and multi-agent systems. 
o Semiotics 
Semiotics concerns the study of signs/symbols in three basic dimensions: syntactic 
(rule-based operations between signs within the sign system), semantics 
(relationship between signs and the world external to the sign system), and 
pragmatics (evaluation of the sign system regarding the goals of their users) [144]. 
This principle, even though originates from the biological science provides strong 
theoretical foundation that can be adopted in the area of CPS. [89] provides and 
interesting discussion on interlink between semiotics and AI, which will be an 
interesting foundation for CPS. 
o AI and Reasoning 
AI has been a foundation for the studies for many machine learning methodologies 
and algorithms while various reasoning techniques have been developed for 
formal knowledge representation methodologies. Since, learning is the important 
preceding step of evolution theoretical foundation on AI and Reasoning is very 
important aspect for CPS. KEEL (Knowledge Extraction based on Evolutionary 
Learning) tool, an open source software that supports data management and 
provides a platform for the analysis of evolutionary learning for Data Mining 




learning [145]. Theoretical foundation on case-based reasoning will be an aspect 
which has been applied for adaptation (some works are described in [146,147]). 
And since adaptation is the first step that follows the learning, theoretical 
foundation on reasoning adaptation is important aspect towards CPS. 
 CPS AS COMPLEX SYSTEM 4.1.2.
Network models are used to capture the essence of interaction among the many 
components in a system, whereas chaos theory generally attempts to model some 
resultant outcome, such as prices or investment. It has relevance to brains - neural 
networks; to organizations - networks of departments and people; and to industries - 
networks of enterprises [141]. Network theory also concerns the study of graphs as a 
representation of either symmetric relations or, more generally, of asymmetric relations 
between discrete objects. In this sense, classical networks are treated has graphs that may 
contain both active and passive nodes connected through edges (directed or not) [148].   
 
 
Figure 4-3 Characteristics of Complex Systems and Networks 
Some of the important aspects of the recent developments in the science of network 
theory are:  
(1) Focused on the properties of real-world networks, it is concerned with empirical 




(2) It frequently takes the view that networks are not static, but evolve in time 
according to various dynamical rules; and  
(3) It aims, ultimately at least, to understand networks not just as topological objects, 
but also as the framework upon which distributed dynamic systems are built.  
The second point is the most important one for our current domain or research because 
CPS can be designed as complex network systems with various nodes in both 
computational and physical pane connected via interactions as arcs. Figure 4-3 which is 
referenced from [149] shows the characteristics of a complex system in general. The most 
important characteristics of importance for us are emergence i.e. the emergent behaviour 
that is not only inferred from the behaviour of components but also by the execution 
environment of CPS as complex system. 
Based on the depiction of CPS as network structure, the CPS structure can itself encode a 
lot of information which can be interpreted for inferring useful knowledge. At the same 
time the same structural model can play a crucial role in dissemination of information to 
facilitate the exchange of information and distributed computations. [150] provides 
interesting discussion on mathematical under-pinnings of the diffusion of information 
over networks which provides an important background for our research towards self-
evolutionary CPS. In building CPS, it is also important to consider towards building a 
resilient and integrated cyber–physical system (CPS). In the scope of this research work 
resilience is addressed across stability such the CPS can achieve a stable sensing-
actuation close-loop control even though the inputs (sensing data) have noise or attacks, 
which is also discussed in the paper [151]. 
4.2. MODELLING OF CYBER PHYSICAL SYSTEMS 
CPS is system of systems, where complex and heterogeneous systems interact in a 
continuous manner and proper regulation of it necessitates careful co-design of the overall 
architecture of CPSs. To address this need, it requires CPS specific modelling and 
programming tools and methodologies. In recent years, a number of modelling 
approaches and tools for CPSs have emerged which address the natural heterogeneity in 
CPS. Among the class of modelling tools are the meta-modelling techniques and meta-
programmable tools, different formal semantics approaches like denotational, axiomatic, 
operational or a hybrid of these, multi-agent semantic models, event based semantic 
models, actor oriented design approach [152]. At the same time CPS involve physical 
objects and devices, CPS require a lot of multi-physics modelling, ranging across 
mechanics, aerodynamics, hydraulics, thermodynamics, electrical, and combinations 
thereof. Since CPS cannot go without control, a number of functions must be specified for 
CPS control, monitoring, and supervision [153], [154]. Challenges in modelling of cyber 
physical systems (CPSs) arise from the intrinsic heterogeneity, concurrency, and 
sensitivity to timing of such systems. The research paper [155], uses a portion of an 




to illustrate the challenges, and then discusses technologies that at least partially address 
the challenges. Commonly employed design techniques are sophisticated and include 
mathematical modelling of physical systems, formal models of computation, simulation 
of heterogeneous systems, software synthesis, verification, validation, and testing. But, 
it’s still an ongoing research to find a set of sequential steps that, if followed carefully and 
correctly, encompasses each of these design techniques and sufficiently governs the 
development of a complex cyber physical system [156]. 
 ABSTRACT MODELS 4.2.1.
In computer science we will find lots of reference to various entities that are characterized 
as abstract and various activities characterized by abstraction. For a very common 
example we can consider the abstract data types in programming. Programming 
languages facilitate varying levels of data and procedures abstraction. The author of the 
book “One computer science textbook even characterizes its subject matter as the science 
of concrete abstractions” even characterizes its subject matter as the science of concrete 
abstractions [157].  Abstraction is usually intended to facilitate the acquisition of 
knowledge about an underlying concrete reality, which are often concerned with complex 
systems. Abstract model theory provides an approach that allows us to study a wide range 
of logics, entities and their relationships, which has been well discussed in [158]. In the 
scope of software engineering and system design, every software system, whether it is an 
operating system, a networked system distributed over multiple machines, or a single user 
program, is a carefully orchestrated interaction of entities variously called tasks, threads, 
or processes. Programming languages, operating systems, and networks all exhibit 
information hiding or abstraction. For instance in Object Oriented Programming (OOP) 
an object’s class is an abstraction specified by a programmer in program code.  
The class of systems under study in this dissertation are CPSs which are complex systems 
which require lots of efforts and resources for construction. In such scenarios, abstract 
models of CPS can play an important role for characterizing and studying various 
behaviours of CPS. In this regard, the concepts of abstract machines will be very useful 
for the design and implementation of CPS. A typical abstract machine consists of a 
definition in terms of input, output, and the set of allowable operations used to turn the 
former into the latter. The best-known example is the Turing machine.  Abstract machines 
are machines because they permit step-by-step execution of programs; they are abstract 
because they omit the many details of real (hardware) machines. The instructions of an 
abstract machine are tailored to the particular operations required to implement operations 
of a specific source language or class of source languages. An Abstract Machine is 
described using the Abstract Machine Notation (AMN) – which is uniform notation for 
providing description for different levels of system development, from specification, 
through design, to implementation (follow for detail understanding of AMN [159]). 




 State - consisting of a set of variables constrained by an invariant  
 Operations - operations may change the state, while maintaining the invariant, and 
may return a sequence of results.  
Thus, abstract machine comprises a state together with operations on that state. In a 
specification and a design of an abstract machine the state is modelled using notions like 
sets, relations, functions, sequences etc. The operations are modelled using Pre- and Post-
conditions using AMN. This methodology for defining abstract model of CPS and eCPS 
is followed in the scope of this thesis work to formulate a theoretical foundation of eCPS 
to characterize different functional properties of eCPS. 
 MODEL BASED ENGINEERING 4.2.2.
Models provide useful abstractions of the physical reality with formal properties like 
determinism. As, stated before, the challenges in CPS modelling arise due to the 
heterogeneous nature, concurrency of different physical processes, and time sensitiveness. 
Thus, CPS requires different levels and types of abstractions for physical and 
computational components and their interactions. These abstractions differ due to the 
underlying physics, granularity and details required. Several models of computation 
(MoC) for modelling interactions among actors in the CPSs exist such as continuous time 
(CT) [160], finite state machines (FSMs) [161], discrete events (DE) [162], process 
networks (PNs) [163] etc. MoCs give semantics to concurrency in the model and also 
define the communication semantics. This approach helps in answering several crucial 
modeling issues, such as whether components in the model execute simultaneously, 
whether they share a notion of time, whether data are exchanged using publish-and-
subscribe protocols, synchronous or asynchronous message transmission etc. Also note 
that the heterogeneous nature of most CPS applications necessitates use of heterogeneous 
mixtures of MoCs. Hybrid systems approach involves integration of continuous physical 
dynamics expressed with ordinary differential equations with the discrete behaviours 
expressed using finite automata.  
 




An efficient way to perform such design and analysis of a system is the Model Based 
Engineering (MBE) approach. In this approach, the designers build models or 
abstractions of systems’ behavior and perform analytical evaluations on the model to 
verify different design decisions (refer [164] for detailed understanding of the approach). 
In general, MBE is the method of developing behavioural models of real systems and 
analysing the models for requirement verification. Figure 4-4depicts the different phases 
in this methodology.  
There are two main phases in MBE:  
 model development, in this phase, a set of expected properties of the system is 
determined from the system requirements. An abstract modelling is further 
performed that generally involves capturing appropriate parameters whose 
variations can reflect the system behaviour 
 model analysis, in this phase mathematical analysis is performed on the abstract 
model to evaluate the expected properties and verify the system requirements. 
In order to design and model a CPS, it’s required to have different types of models. Some 
of the most commonly used models are as discussed below:  
 Functional models: These models often use notation specific to the domain of 
application and describe the functionality of the system under development. In 
embedded systems, generally control-theoretic description techniques like Block 
Diagrams/Data Flow Diagrams and extensions thereof are used.  
 Platform models: These models describe the platform the functionality is 
deployed to i.e. in general describing both the HW elements including control 
units and buses as well as the accompanying SW stack like middleware or 
operating systems.  
 Environment models: These models describe the behaviour (or the part of) the 
environment the system under development is embedded into. In general, physical 
processes like the rigid-body mechanics controlled by the system are described, in 
these models. At the same time it involves the definition of the systems’ 
situational and sensing model specifically in the case of CPS. 
 Information Model: Information model provides the representation of concepts 
and the relationships, constraints, rules, and operations to specify data semantics 
for a chosen domain of discourse. Hence they provide a common understanding of 
the context of the domain. Information models can be static and dynamic. Static 
models form the meta-model of the concept while dynamic models comprise of 
the concepts to capture the dynamics of the system and include data from power 
meters, sensors like temperature or humidity, calendar schedule of conference 




 Energy Model: Energy models are used to get insights on energy flows and 
identify opportunities to improve efficiency. Since, CPSs are energy critical 
systems, it’s important to specify model to estimate energy consumption by 
different components including the energy consumption during their interactions 
Note that in the scope of this research work the models of importance are first four 
models, while the energy model is not explored. 
Another aspect to be considered in the CPS design in the dynamicity of the system, and 
hence, design of CPS require handling the complexities posed by temporal variations and 
designing situation-specific control actions [165]. In this regard, [166] address the 
problem of situation based control in cyber physical environments using situation 
calculus. Their approach enables effectively handling temporal events and creating 
appropriate response actions. Another approach is proposed in [167] that uses the 
technique for translating the analytical dynamics of a physical system into running 
simulation codes. The authors discuss the syntax of the core analytical modelling 
language, which provides constructs for modelling both simple and complex features of 
the physical system along with the steps for mapping this language to the executable 
code. 
In model-based design  and model-driven development [168], models play an essential 
role in the design process. They form the specifications for systems and reflect the 
evolution of the system design. Important aspect for us here is on how can design 
artefacts can be part of the overall system evolution. But at the same time the intrinsic 
heterogeneity and complexity of CPS stresses all existing modelling languages and 
frameworks. A model of a CPS comprises models of physical processes as well as models 
of the software, computation platforms and networks. Additionally, CPS models typically 
involve a large number of heterogeneous components, which makes necessity for well-
defined composition semantics. [169] proposes a methodology to aid engineers in the 
design and control of complex systems which is based on the system with self-organizing 
behaviour. These works can important steps towards defining methodology for design 
and modelling of CPS that can evolve over time by actively interacting with all the 
artefacts used for the realization of the system.  
 SOFTWARE ENGINEERING FOR CPS  4.2.3.
Software architecture is a well-accepted technique for disciplined engineering of large-
scale software systems. Software architecture typically models a system as a graph of 
components and connectors, in which the components represent principal computational 
elements of a system’s run-time structure and the connectors represent the pathways of 
communication between components [170][171][172]. These elements are annotated with 
properties that characterize their abstract behaviour and facilitate reasoning about 




architecture description languages. At the same time standardized notations such as UML 
2.0 [173], SysML [174] and AADL [175] provide modelling vocabularies of components, 
connectors and properties. Software architectures also support reuse of design expertise 
and code infrastructure. In many cases an architecture of a system fits within a common 
family, referred to as an architectural style [176]. Software architecture has been applied 
effectively to numerous embedded and control systems. For instance, architecture 
description languages such as Meta-H and AADL have been used to model avionics 
systems, automotive control systems, and other applications [177]. PhD Thesis by Bauer, 
Kerstin [178] and Saeedloei, Neda [179] provide interesting results towards system 
modelling of CPS providing strong foundation for this research work.  
In the context of CPS, the software has to live in an open and highly dynamic world. But 
in traditional software development process is based on the closed world assumption, 
which means that the boundary between the system and its environment is known during 
design-time and that the environment does not change while. In contrast, CPS in general 
cannot be specified completely during design time due to incomplete knowledge about, 
for instance, services and devices available during system operation [180]. CPSs are 
required to support modifications that are not envisaged at design time, as these 
modifications are triggered by the actual system context at run-time. These context-aware 
modifications require that CPSs are able to extend and modify their functionality without 
stopping and disturbing the rest of the system. The development of CPS therefore has 
inherently to live with uncertainty in the specifications [181]. During operation, such 
systems must frequently adapt to the executing environment changes faced at run-time 
and must be able to continue to behave in a controlled and safe way. This smart 
adaptation must be based on the system knowledge following a well-defined self-decision 
making process. From a software engineering point of view, dynamic composition of CPS 
poses a radically new situation. In contrast to ‘traditional’ embedded systems, hardwiring 
the system with its sensors/actuators at design-time is no longer feasible, because the 
concrete objects that the CPS will federate may be unknown at design-time. Also, 
individually and manually connecting the CPS with those objects at run-time will not 
scale once CPS consist of thousands or more collaborating objects [182].  
Another aspect to be considered differently in the software development life cycle of CPS 
is requirement engineering (RE). CPSs are the class of system of systems, thus, the 
independence of the constituent systems and their evolutionary nature leads to 
exceptionally distributed requirement engineering activities for a multitude of 
stakeholders with isolated requirement engineering approaches. Wiesner et al. propose a 
RE content model for requirements elicitation and documentation at different levels as a 
solution [183]. Furthermore, the complexity of systems of systems leaves requirements 
fragmented among many disciplines and sometimes conflicting, unstable, unknowable or 
not fully defined. Finally, the properties of systems of systems emerge from the 
cumulative interactions of the single systems. Therefore, RE methods and tools have to be 




Verification and Validation (V&V) methodology for CPS also requires systematic 
evaluation of the entire software system. In contrast to, for instance, web-based systems, a 
CPS interacts with its physical surrounding by perceiving data thereof and derive 
decisions for actions therein – like driving trajectories for self-driving vehicles. The 
interaction with the physical world (which is of continuous nature and inherently 
uncertain) and the dynamicity and open-endedness of CPS makes their testing and 
verification a difficult challenge. Christian Berger has addressed this challenge and 
presented an approach for regression testing of software modules that based on resource-
isolation; thus, individual test cases are wrapped into isolated process contexts allowing 
their parallel execution without mutual interference [184]. Zheng and Julien [185] 
presented interesting results of an empirical study on the demands on tools and techniques 
for verification and validation of CPS. The initial conclusions are:  
(i) trial-and-error testing (state of the practice) does not provide sufficient rigor 
in error detection,  
(ii) formal methods provide a desired level of expressiveness but are neither 
intuitive nor efficient, and  
(iii) existing simulation tools are limited in their capabilities to jointly model 
physical and cyber components. 
In this regard, Mitsch and Platzer present ModelPlex [186], which is a principle to build 
and verify high-assurance controllers for safety-critical computerized systems that interact 
physically with their environment. It guarantees that verification results about CPS 
models transfer to the real system by safeguarding against deviations from the verified 
model. But, the work in ModelPlex doesn’t consider the V&V model of software 
development methodology thus its necessary to have this tool integrated with standard 
V&V model. This, fact can also be related to the statement made in [185] –“CPS 
developers are generally unfamiliar with traditional software verification and validation 
tools and methodologies.” . Also, the formal model approaches are insufficient to meet 
CPS applications’ needs. There is a significant gap in language between formal models of 
computing and communications and models of physics that makes applying them jointly 
in CPS challenging. The tools and techniques available to developers have largely 
focused only on the computational aspects, leaving physics and physical models 
underrepresented in the verification and validation stages. An interesting work in the 
similar domain is also discussed in [187], from a SOA view point. 
At the end, it is necessary to link up with agile software development methodology, 
which is a widely accepted methodology in the domain of software engineering (refer 
[188] and [189] for detailed understanding of the methodology).  But, agile are still rarely 
applied in a multi-disciplinary context, and mainly used within the software development. 
Stelzmann provides an interesting study on the differences between context of agile 
software and hardware systems by analysing prior work about the context of agile 




The main conclusion is that ‘in contrast to software, hardware systems that have to be 
produced physically often are difficult to be developed in small cyclic steps’. In addition, 
it is stated that ‘only if prototyping, testing, and implementing changes can be done 
quickly and cheaply, this principle is feasible’. This is mainly because developers of this 
domain often embrace a transformative approach that encompasses the entire product 
development cycle. However, the benefits of agile software development are real, 
especially for companies looking to accelerate the product development cycle, a common 
refrain in many industries that use embedded software. With careful adaptation of agile 
design and development practices, software teams can overcome the inherent constraints 
of embedded software development and successfully accelerate new 
product development. In this domain an interesting enhancement on agile methodology 
specifically targeting embedded software development are discussed in [191], that 
provides nine strategies for adopting agile methodology with enhancements on agile 
methods, agile team structures and behaviours. 
4.3. PROGRAMMING LANDSCAPE FOR CPS 
CPSs are resources constrained systems i.e. resource constraints (e.g., CPU, memory, 
storage, energy etc.) are a major issue in developing and debugging CPS.  It has been 
reported by Zheng and Julien, from the survey that high level programming language, 
along with functional languages, are actually quite commonly used in developing CPS 
applications [185]. In order to understand the programming paradigm for CPS, let’s 
divide the programming landscape into two aspects: programming paradigms, and 
program organization. The following subsections provide the detailed discussion on both 
the aspect. 
 PROGRAMMING PARADIGMS  4.3.1.
Programming paradigms describe the style and methodologies used to solve software 
engineering problems. Paradigms differ in the concepts and abstractions used to represent 
the elements of a program. As new technologies, platform, and applications evolve, new 
paradigms may be needed to maximize the efficiency of the software development 
process. In the scope of this work, we divide the programming paradigms landscape in 
two classes; resource-oriented paradigms, and interaction-oriented paradigms. 
4.3.1.1. RESOURCE ORIENTED  
Resource-oriented paradigms direct the focus of software developers to resources when 
designing the application. Principles of resource abstraction, encapsulation, and 
composition guide the design process of resource oriented applications. This class of 




families of abstract resources. We classify the resource-oriented paradigms into two 
subclasses according to the type of the resource.  
1) Passive Resource: In this class of programming paradigms, the software system 
is composed of passive resources i.e. resources don’t have an independent control 
or execution context. For example, data-oriented paradigm [192], and object-
oriented paradigm [193]. In WSNs, a number of data-centric architecture has been 
proposed where the network is viewed as a distributed database management 
system. Applications uses a high-level 4GL language to access the network. This 
greatly simplifies application programming, although it lacks flexibility and 
control over the network resources and application performance such as TinyDB 
[194].  
2) Active Resource: In this class of programming paradigms, the software system is 
composed of active resources i.e. resources have independent control and 
execution context. In recent years, integrating the Service Oriented Architecture 
(SOA) with sensor networks gained much attention from researchers around the 
world [195–197]. SOA realizes a loosely coupled software architecture that allows 
software resources to be plugged in and out on demand, and allows composition 
of complex services from simple ones. It is suitable for resource-centric 
environments where services represent a convenient abstraction of resources. 
OASIS is programming framework and middleware for service oriented sensor 
network [198]. The REpresentational State Transfer (REST) architectural style, 
introduced by Fielding[199], defines a uniform connector interface for globally 
identified resources. REST has been applied successful in the World Wide Web. It 
is characterized by interface genericity for making the system components expose 
the same minimal interface. This allows all interactions to be resource-generic 
rather than resource-specific [199].  
4.3.1.2. INTERACTION ORIENTED  
Interaction-oriented paradigms direct the focus of software developers to the interactions 
among distributed nodes to collect, organize and comprehensively utilize available 
resources. In this class of paradigms, the resource aggregation logic is effectively 
separated from the business logic. The programming constructs provide abstractions for 
interaction aspects like collaboration processes, team plans, roles, agents, contracts and 
missions. Interaction-Oriented Programming (IOP) was originally proposed to construct 
complex multi-agent systems. It enables expressive declarative specification of agent 
interactions to channel the intellectual energies of designers into the most effective design 
tasks [200]. The Role-Oriented Adaptive Design (ROAD) was proposed as a general-
purpose paradigm for adaptive software systems [201]. ROAD provides composite 
applications the ability to adaptively and continuously reconfigure itself to remain viable 




realize adaptive service compositions that can be dynamically constructed by connecting 
and configuring other services.  
 PROGRAM ORGANIZATION  4.3.2.
Program organization refers to the scheme used to organize different sections of 
executable programs for execution. We classify the program organization landscape into 
two classes; monolithic, and modular.  
4.3.2.1. MONOLITHIC:  
The term monolithic is traditionally used to describe programs that do not have any form 
of modularity; but within the scope of this work use the term to describe program runtime 
organizations that have a single program image executed by all nodes. Monolithic 
programs are built as a single, unstructured, self-contained software unit. Most existing 
wireless sensor networks are based on monolithic applications. We classify the 
monolithic programs into two subclasses according to the type of control.  
1) Static Control In this class, the logic control is statically specified in the 
monolithic program image. Programs in this category are usually designed for a 
very specific task that is unlikely to change. It provides the least flexibility of all 
types of program organizations.  
2) Dynamic Control In this class, the logic control is external to the monolithic 
program image. The program is designed to provide a number relatively generic 
commands, or services that can be invoked in the order and configuration 
specified by an external program. For example, an interpreter maybe implemented 
as monolithic program image, but the control flow is determined by the 
interpreted scripts. The same interpreter can run multiple scripts with different 
control flows. Furthermore monolithic program with dynamic control can be 
divided into two classes according to the scope of control.  
i. Host Centric: In this class, the program control is remains on a single 
host, such that control script is completely executed on that host. Virtual 
machine based platforms for WSNs belong to this class. In such 
platform, a bytecode interpreter supports the execution of applications. It 
achieves energy efficiency by providing a concise way to represent the 
application logic, although it suffers from instruction interpretation 
overhead.  
ii. Network Centric: In this class, the program control can be transferred 
from a host to using code mobility. Agent-based platforms for WSNs 
belong to this class. Agents are interpreted programs that can migrate 




presented to the network as autonomous mobile agents. This approach 
supports the dynamic evolution of applications, although it suffers from 
high overhead making it less suitable for resource constraint 
environment. Agilla [202] and Impala [203] are examples of agent-based 
platforms for WSNs.  
4.3.2.2. MODULAR 
In this class, programs are constructed from smaller standardized units called modules 
that are linked together. The decomposition of the program structure into modules 
improves flexibility, reusability, and maintainable of software. The modular programs can 
be further divided into two subclasses based on the time modules are linked..  
1) Statically Linked: In this class, modules are linked at system integration time. 
Once integrated, the program structure cannot be altered. At runtime, statically 
linked modular program have similar characteristic to monolithic programs, 
however they allow more flexibility at development and maintenance times. In 
WSN, applications built for TinyOS belong to this category.  
2) Dynamically Linked: In this class, modules are linked at runtime. Programs can 
change the bindings between modules when needed. This enables structural 
plasticity of programs and minimizes the overhead of software updates. Modular 
program with dynamic control can be further classified into two classes according 
to the scope of linking.  
i. Host Centric: In this class of dynamically linked modular programs, all 
program modules must exist on the same host (NSE node). In WSNs, 
applications built for RETOS ( [204] refer for details on this OS) belong 
to this category. 
ii. Network Centric: In this class of dynamically linked modular programs, 
different modules composing a program could exist at different hosts. 
This allows programs to scale beyond the storage and computational 
capabilities of a single host of networked sensor environments node.  
The CPS eventually eCPS platform, presented in this dissertation, is based on the 
programming class that are Modular_Dynamically Linked_Network Centric, which also 
meet the requirements that are presented in section 3.3.4. More precisely in the scope of 
this research work Java has been selected as the programming language for 
implementation (refer [205] and [206] for detailed understanding of modular, dynamic 





5. SUMMARY OF LITERATURE REVIEW 
There are two ways to write error-free programs; only the third one works. 
-Alan J. Perlis 
This chapter provides the summary of the literature review and builds up a common understanding of important 
concepts which is important for understanding the following chapters. In the beginning of this chapter is 
presented the definitions of concepts that have lead towards the research results and hence this dissertation. The 
following section makes the analysis of the important literatures in different domains with focus on their main 
contributions and identified gaps. By the end of this chapter it is expected that the reader will have 
understanding of terms and concepts widely used in this dissertation and also have the idea about the state-of-
art on different domains which have important impact in this research work. 
 
5.1. ALIGNMENT OF CONCEPTS 
In this section we will present some of the important concepts that will be widely used in 
this dissertation. The main purpose of this section is to provide a common understanding 
of the terms.  
 Definition 5.1: Evolution: Evolution is the process by which changes 
happen over time governed by the environmental factors. 
 Definition 5.2: Evolutionary Algorithm: An algorithm which incorporates 
aspects of natural selection or survival of the fittest in order to optimize the 
given problem. An evolutionary algorithm maintains a population of 
structures that evolves according to rules of selection, recombination, 
mutation and survival, referred to as genetic operators. A shared 
environment determines the fitness or performance of each individual in the 
population. The fittest individuals are more likely to be selected for 
reproduction (retention or duplication), while recombination and mutation 
modifies those individuals, yielding potentially superior ones. 
 Definition 5.3: Fitness function: A fitness function is a particular type of 
objective function that is used to summarize, as a single figure of merit, how 
close a given design solution is to achieving the set aims. In particular, in the 
fields of genetic programming and genetic algorithms, each design solution 
is commonly represented as a string of numbers (referred to as a 
chromosome). Each design solution, therefore, needs to be awarded a figure 
of merit, to indicate how close it came to meeting the overall specification, 
and this is generated by applying the fitness function to the test, or 
simulation, results obtained from that solution. 
 Definition 5.4: Emergent Behaviors: Emergent behaviors or emergent 




entities (agents) operate in an environment, forming more complex 
behaviors as a collective. 
 Definition 5.5: Evolutionary System: The computational system that 
undergoes evolution over time due to the impact of the changes in the 
system run-time environment. 
 Definition 5.6: Genotype: Genotype refers to the sequence of information 
encoded that defines the particular a specific characteristic (phenotype) of 
that cell (or sub-system in the context of this thesis). 
 Definition 5.7: Phenotype: A phenotype is the composite of an organism's 
(sub-system in the context of this thesis) observable characteristics or traits, 
such as its morphology, development, behavior, and products of behavior. A 
phenotype results from the expression of a system’s genes as well as the 
influence of environmental factors and the interactions between the two.  
 Definition 5.8: Behavioral Modelling: Modelling of the system so that the 
system acts and responds as per the specified role under similar situations. It 
is important to state that behavioral modelling is used to examine systems of 
behavior, rather than the behavior of an individual at any particular time. 
 Definition 5.9: Sensorial Modelling: Modelling of the system with group of 
sub-systems that can be used for detecting and understanding the world 
around. This also includes modelling of actions or behaviors that are 
intrinsic to particular type of information detected. 
 Definition 5.10: Abstract Machine: An abstract machine is a model of a 
computer system (considered either as hardware or software) constructed to 
allow a detailed and precise analysis of how the computer system works. 
Such a model usually consists of input, output, and operations that can be 
performed (the operation set), and so can be thought of as a processor. 
Turing machines are the best known abstract machines. 
 Definition 5.11: Knowledgebase: A collection of data organized in a form 
that facilitates analysis by automated deductive processes, consisting of 
concepts, data, objectives, requirements, rules, and specifications 
 Definition 5.12: Ontology: Ontology is a formal naming and definition of 
the types, properties, and interrelationships of the entities that really or 
fundamentally exist for a particular domain of discourse. Ontology 
compartmentalizes the variables needed for some set of computations and 
establishes the relationships between them. 
 Definition 5.13: Cyber Physical Systems: A cyber physical system (CPS) 
are systems with deeply intertwined physical and software components 




distinct behavioural modalities, and interacting with each other in a myriad 
of ways that change with context. 
 Definition 5.14: Evolutionary Cyber Physical Systems: The class of CPSs 
those are capable of detecting and enacting emergent behaviors leading 
towards system evolution over a long discourse of time. 
5.2. SYNTHESIS 
In many literatures and reports CPSs have been identified as the core enabling and 
disruptive technology for securing economic leadership in embedded systems/ICT, with 
enormous social and economic importance. Thus mastering the engineering of complex 
and trustworthy CPS is important for allowing our industries to implement CPS-based 
business models. This PhD work has aimed high to study evolutionary models for CPS, 
inspired by theory of natural evolution. The major foundation for this research work is 
based on the prior-knowledge in three major fields as shown in Figure 5-1. 
 
 
Figure 5-1 Major foundations of eCPS 
The overall studies made in the course of this dissertation have been motivated by the 
previous research works in the domain of evolutionary biology, computation and cyber 
physical systems. During the study of various literatures, it was quite evident observation 
on overlaps between these diverse scientific domains. The major overlap between the 
evolutionary biology and CPS is the factor “Environment”. While lots of studies have 
been made in biology on the impact of environment for evolution of organisms, there has 
been relatively less study on how the environment can be modelled to be utilized by the 
computational systems. This was an important aspect of study during this research work. 
At the same time the methodology for defining evolutionary strategies has been adopted 
from the research results from evolutionary biology which has been well formulated and 
has been applied in computational systems. This cross domain research has lead towards 




the two scientific domains of evolutionary biology and computation. CPSs are 
computational systems thus obviously share the overlap with the computation and the one 
of main interest in this dissertation has been “Theory of Computation”. Theory of 
computation is a branch of theoretical computer science and mathematics, which deals 
with how efficiently problems can be solved on a model of computation. The major 
interest for us in the scope of this dissertation is formulation of generic model of 
computation for CPS by considering both the physical and cyber world.  
The literature review was performed based on the synthesis made above- with more 
alignment towards the computational systems. The literature review thus, performed is 
summarized in Figure 5-2. 
 
Figure 5-2 Literature Review summary with major research areas and sub-areas 
Thus performed literature review has provided a solid base for the research work that has 
been explained in this dissertation. In the next section is provided the summary of some 
of the important references. 
 SUMMARY OF IMPORTANT LITERATURES 5.2.1.
Table 5-1 presents the summary of some of the important literatures that have been 




Table 5-1 Some important literatures 




















Evolution strategies – A 
comprehensive introduction [207]  
computational intelligence; design 
principles for genetic operators; 
evolutionary computation; evolution 
strategies, optimization 
2002 
Proposal of a toolset for the 
improvement of industrial systems’ 
lifecycle sustainability through the 
utilization of ICT technologies [108] 
Industrial systems; Life Cycle Assessment; 
Life Cycle Costing; Optimization; Product 
lifecycle; Sustainability 
2015 
Applying Digital Evolution to the 
Design of Self-Adaptive Software 
[135] 
digital evolution; evolutionary computation; 
autonomic computing 2009 
Knowledge Extraction based on 
Evolutionary Learning (KEEL): 
Analysis of Development Method, 
Genetic Fuzzy System [145] 
Data mining; Evolutionary algorithms, 
Genetic Fuzzy System 
2012 
Variants of Evolutionary Algorithms 
for Real-World Applications [54] 
Differential Evolution; Estimation of 
Distribution Algorithms; Co-evolutionary 
Algorithms and Multi-Objective 
Evolutionary Algorithms 
2012 
Co-evolutionary and genetic 
algorithm based building spatial and 
structural design [57] 
Co-evolutionary Design; Genetic 
Algorithm; Topology Optimization. 2015 
Analyzing Evolutionary Algorithms: 
The Computer Science Perspective 
[64] 
Black-Box Optimization; Evolutionary 
Computing (EC); Evolutionary Algorithms 

















Cyber-Physical Systems: A New 
Frontier [124] 
Sensor Networks; Ubiquitous; Trustworthy 
Computing 
2009 
Modelling cyber–physical systems 
[155] 
Analytical models; Computational 
modelling; Hybrid intelligent systems; 
Mathematical model;  
2012 
Analysis of the State-of-the-Art and 
Future Challenges in Cyber-physical 
Systems of Systems [8] 
Emergent Behaviour; Dynamic 
Reconfiguration;  Continuous Evolution 2015 
Considering cognitive aspects in 
designing cyber-physical systems: an 
emerging need for transdisciplinary 
[138] 




A model-based design methodology 
for cyber-physical systems [156] 




Challenges and Research Areas [127] 
architecture; cyber-physical systems; 





Smart cyber society: Integration of 
capillary devices with high usability 
based on Cyber–Physical 
System[128] 
Cyber–Physical Systems; Cyber society; 
Virtual communication platform; Web of 
things (WoT) 
2016 
A Cyber Physical Interface for 
Automation Systems—Methodology 
and Examples [131]  
adaptive algorithms; ball screw; cyber 
physical system; health monitoring 2015 
Cyber-Physical System Components 
Composition Analysis and Formal 
Verification Based on Service-
Oriented Architecture [187] 
Cyber-Physical system; Service 
Composition; Service-Oriented 
Architecture; Time-Space pi-calculus 2012 
Robust Cyber–Physical Systems: 
Concept, models, and 
implementation [151] 
Cyber–Physical Systems; Stability; Security; 


















Self-organization and Specialization 
in Multiagent Systems Through 
Open-ended Natural Evolution [143] 
Open-ended natural evolution; multi-agent 
systems; self-organization 2012 
On the Role of Embodiment for Self-
Organizing Robots: Behavior As 
Broken Symmetry [90] 
self-organization; humanoid; Unsupervised 
learning 2014 
Computational Intelligence: An 
Introduction [67] 
Multi-Layer Perceptrons; Self-organizing 
Maps; Behavioural Simulation 
2013 
Designing Self-Adaptive Embedded 
Real-time Software - Towards 
System Engineering of Self-
Adaptation [107] 
Self-adapting Software; Artificial Immune 
Systems; Danger Theory;  Mixed-criticality 
Systems 
2014 
From evolving software towards 
models of dynamically self-
assembling processing systems [102] 
self-replication; evolving software system; 
dynamical assembled programming 2006 
Anomaly Detection and its 
Adaptation: Studies on Cyber-
Physical Systems [101] 
machine learning; data mining; 
Supervisory Control and Data Acquisition; 
Mobile Ad hoc Network 
2013 
Considering cognitive aspects in 
designing cyber-physical systems: an 
emerging need for 
transdisciplinarity[138] 
cognitive engineering, mental models, 
cognitive architectures 
2013 
Autonomous Perception and 
Decision-making in cyber-physical 
Systems[84] 
Science of Autonomy, Cyber Systems, 










SECTION III: THEORETICAL AND TECHNOLOGICAL RESULTS 
In this section of the dissertation is presented the scientific and technological results of 
the research work with necessary theoretical and methodological foundation leading 
towards evolutionary cyber physical systems. Within these section principles from the 
theory of computation more precisely model of computation has been applied to form the 
necessary model for evolution, cyber physical systems and eventually evolutionary cyber 
physical systems. Methodological and technical foundations are also presented in this 
section that forms the base for implementation and validation of scenarios. This section is 
divided into two chapters: Chapter 6: Towards self-Evolutionary Cyber Physical 
Systems and Chapter 7: Implementation and Validation 
 
Chapter 6: This is an important chapter which has been divided into sections building up 
the theoretical and methodological foundation. In order to perform a rigorous study of 
computation, this chapter works with mathematical abstraction of computers called a 
model of computation. The base for this work is Turing Machine and automata because 
they are considered the most powerful possible reasonable model of computation. The 
first section i.e. 6.1 presents the necessary theoretical model for defining CPS along with 
modelling of behavioural and sensorial model necessary for CPS. The second half of the 
chapter i.e. 6.2 provides the methodological and technical foundations for the realization 
of eCPS. In the methodological foundation is provided the necessary methodologies for 
realization of eCPS including the life cycle and necessary design methodology for 
realization of CPS and eventually eCPS. The technical foundation provides the technical 
perspective supported by various facets of technical specification. This chapter starts with 
presenting the reference architecture that captures different layers and components 
necessary for realization with necessary details specification of different layers. The 
following section presents the technology blocks that are applicable at different layers 
and for various purposes to realize a complete eCPS platform. This chapter also presents 
dynamic deployment framework, which is an important necessity for run-time 
environment of eCPS.  
 
Chapter 7: In this chapter is presented the scenarios that have been implemented and 
used for validation of the theories and principles presented in the preceding chapters. The 
scenarios that have are presented in this chapter provide interesting research results that 
have been one of the core contribution of this dissertation. At the same time this chapter 
provides practical understanding of the overall research work.  
 
 
On the whole by the end of this section, it is expected that for the reader will have a clear 
understanding of the important theoretical, technical and practical contributions of this 











6. TOWARDS SELF-EVOLUTIONARY CYBER PHYSICAL SYSTEMS 
Everybody gets so much information all day long that they lose their common sense. 
- Gertrude Stein 
This chapter is an important chapter for theoretical and methodological understanding of self-evolutionary cyber 
physical systems. The field of evolutionary computation has been a research work that has itself been an evolving 
community of people, ideas, and applications. Although one can trace its genealogical roots as far back as the 
1930s, it was the emergence of relatively inexpensive digital computing technology in the 1960s that served as 
an important catalyst for the field. Firstly in this chapter is presented the computational model of evolutionary 
machines, cyber physical systems and eventually evolutionary cyber physical systems. At the same time it provides 
formal modal for representing behavioural and sensorial model of CPS, which are deemed important for complete 
modelling of CPS. The second half of the chapter provides necessary methodological foundations which form a 
strong base for the following sections. By the end of the chapter, the reader is expected to be familiar with 
computational model of evolutionary machines, CPS and clearly understand the methodologies that will be used 
in following chapters for practical technical implementation.   
Living organisms exhibit an amazing ability to adapt to a changing environment, both in 
the short term (phenotypic plasticity) and in the longer term (Darwinian evolution). 
Hence, to design dynamic and resilient computational systems, researchers often take 
inspiration from nature. Moreover, many organisms exhibit traits that are desirable in 
self-managing computing systems (which were mentioned as requirements in section 
3.3.4): system monitoring (senses, awareness); short-term changes in priorities (reflexes, 
sleep); system reconfiguration (muscle growth, calluses); self-repair (blood clotting, 
tissue healing); intrusion detection/elimination (immune systems). For this reason, many 
researchers turn to biologically-inspired methods to construct highly adaptive systems 
[208], [209] both by mimicking the designs produced by nature, and by evolving new 
ones. Evolutionary computation abstracts the evolutionary process and applies it in a 
purely algorithmic form to problem solving. An, very interesting work towards building 
robust, a flexible computational system is digital evolution [210]. In this method, a 
population of self-replicating computer programs exists in a user-defined computational 
environment and is subject to mutations and natural selection. These “digital organisms” 
are provided with limited resources whose use must be carefully balanced if they are to 
survive. Over generations, these organisms evolve to optimize resource usage and thrive 
if they are able.  
In this chapter we will provide the foundation that will lead towards the realization of 
self-evolutionary cyber physical systems.  
6.1. THEORETICAL FOUNDATION 
Foundation for evolutionary computing dates back to the time of Alan Turing, who is 




of computation- Turing machine has been the base of computer science and engineering.  
Besides the Turing machine, during his work at National Physical Laboratory, Turing 
worked on the Automatic Computing Engine (ACE) under the supervision of Sir Charles 
Darvin (the grandson of the founder of the theory of evolution). Before leaving for 
Manchester in 1948, Turing produced a final report on ACE which can be viewed as a 
blueprint for the future field of evolutionary computation titled “Intelligent Machinery 
(Turing 1948)”, this report was left unpublished until 1968. In this report, among other 
futuristic ideas, including robots taking country walks, Turing proposed new models of 
computation, which he called unorganized machines (u-machines) [211]. There were two 
types of u-machines, those based on Boolean networks and those based on finite state 
machines. Turing took his inspiration from the working of the human cortex, and its 
ability for self-adaptation. 
- A-type and B-type u-machines were Boolean networks made up of a fixed 
number of two-input NAND gates (neurons) and synchronized by global clock. 
While in A-type u-machines the connections between neurons were fixed, B-type 
u-machines had modifiable switch type interconnections. Starting from the initial 
random configuration and applying a kind of genetic algorithm, B-type u-
machines were supposed to learn which of their connections should be on and 
which off. 
- P-type u-machines were tapeless Turing Machines reduced to their Finite State 
Machine control, with an incomplete transition table, and two input lines for 
interaction: the pleasure and the pain signals. For configurations with missing 
transitions, the tentative transition to another state could be reinforced by 
“pleasure” input from the environment, or cancelled in the presence of “pain”. 
In his B-type u-machines, Turing pioneered two areas at the same time: neural networks 
and evolutionary computation (more precisely, evolutionary artificial neural networks 
EANNs), while his P-type u-machines represent reinforcement learning. However, this 
work had no impact on these fields, due to the unfortunate combination of Turing's death 
and the twenty-year delay in publication (for more details follow [212,213] ). But 
Turing’s work forms the basis for theoretical foundation that builds up towards the formal 
representation of evolutionary cyber physical systems in the following subsections. 
 BASIC EVOLUTIONARY MACHINES 6.1.1.
In this section we will provide the theories on evolutionary machines based on Turing’s 
works and some recent literatures such as [211,214,215]. In technical terms, an 
evolutionary algorithm is a probabilistic beam hill climbing search algorithm directed by 
the chosen fitness function. It means that the beam (population size) maintains multiple 
search points, hill climbing implies that only a current search point from the search tree is 
remembered and used for optimization (going to the top of the hill), and the termination 




representation space, also called the optimization space, for species (systems) used in the 
process of optimization and a fitness function f: X → R is chosen.  
Definition 6.1. A generic evolutionary algorithm (EA) E can be represented as the 
collection E = (X, X[0], F, f, s, v, R) and described in the form of the functional equation 
(recurrence relation) R working in a simple iterative loop in discrete time t, defining 
generations X[t] , t = 0, 1, 2, 3, ...:  
 𝑋[𝑡 + 1]  =  𝑠 (𝑣 (𝑋[𝑡]))  
Where,  
- X is representation space; (e.g., X consists of fixed binary strings for 
genetic algorithms (GAs), of Finite State Machine descriptions for 
evolutionary programming (EP), of parse trees for genetic programming 
(GP), of vectors of real numbers for evolution strategies (ES)); 
- s is selection operators (e.g., truncation, proportional selection or 
tournament)  
- v is variation operators (e.g., mutation, crossover or some combination of 
mutations and crossover) 
- f is a fitness function s.t. f: X → R, which typically takes values in the 
domain of nonnegative real numbers and is extended to the subsets of the 
set X by the following rule if Y ⊆ X, then f(Y) = max {f(x); x ∈ Y }  
- C is termination or search condition (goal of evolution);  
- X[0] is an initial population;  
- X[t] ⊆ X is the population produced on the (n-1)-th stage of the 
evolutionary algorithm (EA) A; 
- F ⊆ X is the set of final populations satisfying the termination condition 
(goal of evolution).  
Thus, the dynamics of the evolutionary algorithm A is described in the form of the 
functional equation (recurrence relation) working in a simple iterative loop with parts of 
the space X called generations in discrete time t = 0,1,2,3,..., which has been widely 
discussed in [216] and [217]. This functional equation describes how the evolutionary 
algorithm A taking the generation i produces the generation X[t + 1] ⊆ X. 
Definition 6.1 is applicable to all typical EAs, including GA, EP, ES, GP.  
Now, we define a formal algorithmic model of evolutionary computation - an 





Definition 6.2. A basic evolutionary K-machine (BEM), also called basic evolutionary K-
automaton, is a (possibly infinite) sequence E = {E[t]; t = 0, 1, 2, 3, ... } of automata E[t] 
from K each working on the population X[t] (t = 0, 1, 2, 3, ...) where:  
- the automaton E[t] called a component, or more exactly, a level automaton, of 
E represents (encodes) a one-level evolutionary algorithm that works with the 
generation X[t] of the population by applying the variation operators v and 
selection operator s;  
- the first generation X[0] is given as input to E and is processed by the 
automaton E[0], which generates/produces the first generation X[0] as its 
output, which goes to the automaton E[1];  
- for all t = 1, 2, 3, ... , the generation X[t + 1] is obtained by applying the 
variation operator v and selection operator s to the generation X[t] and these 
operations are performed by the automaton E[t], which receives X[t] as its 
input;  
- the goal of the BEM E is to build a population Z satisfying the search 
condition.  
An important property of living systems is their ability to change in the process of 
functioning. To reflect this property, we introduce reconfigurable evolutionary K-
machines. This model of evolutionary computation is rooted in reflexive Turing machines 
introduced as a generic model for programs (algorithms) that change (improve) 
themselves while they such as reconfigurable software [218] and reconfigurable and 
transformable computers [219–221].  
Definition 6.3. A basic reconfigurable evolutionary K-machine (BRCEM) is a basic 
evolutionary K-machine E = {E[t]; t = 0, 1, 2, 3, ... } in which it is possible to change 
(transform) the automata E[t] in the process of computation.  
A new direction in computer technology is based on the principles of reconfigurable 
computer. In contrast to conventional computers, a reconfigurable computer computes a 
function by configuring functional units and wiring them up in space. This allows, for 
example, parallel computation of specific, configured operations. A reconfigurable 
computer can be easily and quickly modified from a remote location to upgrade its 
performance or even to perform a completely different function. As a result of such 
advantages, reconfigurable computers serve as powerful tools for many applications, such 
as research and development tools for sophisticated electronic systems or verification on 
electronic designs.  
Another important class of evolutionary machines is evolutionary finite automata [222].  
Definition 6.4. An evolutionary finite automaton (EFA) is an evolutionary machine E in 
which all automata E[t] are finite automata G[t] each working on the population X[t] in 




We denote the class of all evolutionary finite automata by EFA.  
It is possible to consider deterministic finite automata, which form the class DFA, 
and nondeterministic finite automata, which form the class NFA. This gives us two 
classes of evolutionary finite automata: EDFA of all deterministic evolutionary finite 
automata and ENFA of all nondeterministic evolutionary finite automata. Note that it is 
also possible to consider reconfigurable evolutionary finite automata. Evolutionary 
Turing machines [223], are another important class of evolutionary machines.  
Definition 6.5. An Evolutionary Turing Machine (ETM) E = {TM[t]; t = 0, 1, 2, 3, ...} is 
an evolutionary machine E in which all automata E[t] are Turing machines TM[t] each 
working on population X[t] in generations t = 0, 1, 2, 3, ...  
Note that similarly, it is also possible to consider reconfigurable evolutionary 
Turing machines.  
Variation and selection operators are recursive to allow problem computation on 
Turing machines. So, it is natural to assume that the same Turing machine computes 
values of the fitness function f. This brings us to the concepts of weighted Turing 
machines and weighted evolutionary Turing machines, which were introduced and 
studied in [224]. 
6.1.1.1. COMPUTATIONS BY EVOLUTIONARY MACHINES  
According to the theory of algorithms and computation ([225], [226]), there are three 
basic types of automaton functioning:  
 Computing type of functioning is when the automaton receives an input and gives 
an output. Automata working in the computing manner are called transducers.  
 Accepting type of functioning is when the automaton receives an input and either 
accepts this input or does not accept it. Automata working only in the accepting 
manner are called acceptors.  
 Generating type of functioning is when the automaton does not receive an input 
but gives an output. Automata working only in the generating manner are called 
generators.  
Note that acceptors can also give some output although their result is either acceptance or 
rejection, i.e., the result and output are not the same for acceptors. Evolutionary machines 
consist of components called level automata. This means that there are local and global 
modes of evolutionary machines functioning, i.e., functioning of each level automaton in 
the evolutionary machine goes according to the local mode, while functioning of the 
whole evolutionary machine goes according to the global mode [211]. 
When all automata in a class K are transducers or generators, they give output. In a 




Definition 6.6. Transaction output of the level automaton E[t] is the generation X[t], 
which is transmitted to the next level automaton E[t + 1]. 
This means that the transaction output always remains in the evolutionary 
machine, providing interaction of the components.  
Definition 6.7. Terminal output of the level automaton E[t] is given for some external 
system, e.g., for the user.  
For instance, the level automaton E[t] can inform the user about the maximal or 
minimal value of the fitness function f(x) for the generation X[t], i.e., the optimum of the 
fitness performance measure f(x[t]) of the best individual from the population X[t].  
Note that to work in the computing manner, an evolutionary machine has to give some 
terminal outputs. At first, let us we consider the following global accepting modes of 
evolutionary automaton functioning:  
1. The existential mode is characterized by the rule: An evolutionary automaton E 
accepts the generation X[0], e.g., in the form of a word w, given to the level 
automaton E[0] as input if and only if there is a level automaton E[t] that accepts 
the generation X[t - 1] (which can be also in the form of a word) produced by the 
level automaton E[t - 1].  
2. The coexistential mode is characterized by the rule: An evolutionary automaton E 
rejects the generation X[0], e.g., in the form of a word w, given to the level 
automaton E[0] as input if and only if there is a level automaton E[t] that rejects 
the generation X[t - 1] (which can be also in the form of a word) produced by the 
level automaton E[t - 1].  
3. The universal mode is characterized by the rule: An evolutionary automaton E 
accepts the generation X[0], e.g., in the form of a word w, given to the level 
automaton E[0] as input if and only if all level automata E[t] accept the 
corresponding generation X[t - 1] (which can be also in the form of a word) 
produced by the level automaton E[t - 1].  
4. The infinitary mode is characterized by the rule: An evolutionary automaton E 
accepts the generation X[0] given to the level automaton E[0] as input if and only 
if there are infinitely many level automata E[t] each of which accepts the 
generation X[t - 1] produced by the level automaton E[t - 1].  
Till this point it has been clearly defined the way evolutionary machines can be defined 
and the way they function. But in the scope of this research work, the objective is the 
study of CPSs, which are hybrid system i.e. digital real-time systems embedded in analog 
environments. For this purpose hybrid automata are used to model such hybrid systems as 





 FORMAL MODELLING OF CYBER PHYSICAL SYSTEMS 6.1.2.
A dynamical system is simply a system whose “state” evolves with “time” governed by a 
fixed set of rules or “dynamics”. The state of a dynamical system is specified as 
valuations of the variables of interest in the system. Depending upon the nature of 
variables (discrete or continuous) and the notion of time (discrete or continuous) the 
dynamics of variables can be specified by differential equations or discrete assignments. 
For the purpose of this research work, dynamic systems are classified into three broad 
classes:  
i. discrete systems where both the notion of time and the variables are discrete,  
ii. continuous systems where the notion of time is continuous, while the variables are 
continuous, and  
iii. hybrid systems where some variables are continuous and some are discrete, and 
although the notion of time is continuous, special dynamic-changing events can 
happen at discrete instants. Notice that both discrete and continuous systems can 
be considered as subclasses of hybrid systems. 
CPS are hybrid systems and hybrid automata provide an intuitive and semantically 
unambiguous way to model cyber physical systems, and a number of case-studies [228–
231] demonstrate their application for the analysis of cyber physical systems. Hybrid 
systems share their properties with both discrete as well as continuous systems, as their 
state progresses with time in both discrete jumps as well as continuous flows. In this 
section we present hybrid automata, a combination of extended finite state machines and 
continuous dynamical systems, where in every control mode the dynamics of the 
variables of the system can be specified using ordinary differential equations (ODEs). 
Definition 6.8. (Hybrid Automata: Syntax):  
A hybrid automaton is a tuple H = <M, M0, Σ, X, ∆, I, F, V0> where:  
- M is a finite set of control modes including a distinguished initial set of control 
modes M0 ⊆ M,  
- Σ is a finite set of actions,  
- X is a finite set of real-valued variable, 
- ∆ ⊆ M × pred(X) × Σ × pred(X ∪ X′ ) × M is the transition relation,  
- I : M → pred(X) is the mode-invariant function,  
- F : M → (R |X| → R |X| ) is the mode-dependent flow function characterizing the 
flow for each mode m ∈ M as the set of ODEs Ẋ = F(m)(X), and  
- V0 ∈ pred(X) is the set of initial valuations. 
The execution of a hybrid automaton begins in an initial configuration (m0, ν0) where m0 




system stays in a mode for some time, say t1 ∈ ℝ≥0, and while the system stays in a 
control mode m the valuation of the variables changes according to ODE specified by the 
flow F(m) of the corresponding mode. After spending t1 ∈ ℝ≥0time in mode m0 an 
enabled transition (m0, g, a, j, m1) is non-deterministically chosen and executed.  
Definition 6.9. (Hybrid Automata: Semantics): The semantics of a hybrid automaton H = 
<M, M0, Σ, X, ∆, I, F, V0> is given as a state transition graph T 
H













- SH ⊆ (M × ℝ |X| ) is the set of configurations of H such that for all (m, ν) ∈ SH 
we have that ν ∈⟦I(m)⟧; 
- SH0 ⊆ S
H
 s.t. (m, ν) ∈ SH0 if m ∈ M0 and ν ∈ V0;  
-  ΣH = ℝ ≥ 0 × Σ is the set of labels; 
- ∆H ⊆ SH ×ΣH ×SH is the set of transitions such that ((m,ν),(t,a),(m′, ν′)) ∈ ∆H if 
there exists a transition δ = (m, g, a, j, m
′
) ∈ ∆ such that  
- (ν⊕F (m)t) ∈ ⟦g⟧;  
- (ν⊕F (m)τ) ∈ ⟦I(m) ⟧ for all τ ∈ [0, t];  
- ν′ ∈ (ν⊕F (m) t)[j]; and  
- ν′ ∈ ⟦I(m′)⟧. 
For understanding the operator ⊕ consider a configuration of a hybrid automaton is a 
tuple (m, ν) where m ∈ M is a mode and ν ∈ ℝ|X|  is a variable valuation. Then for a 
Lipschitz continuous flow function F : M → (ℝX   → ℝ|X|), a valuation ν ∈ ℝ|X| , a mode 
m ∈ M, and a time delay t ∈ ℝ ≥0 we define (ν⊕F(m)t) for the unique valuation f(t) where 
f is the unique run of the continuous dynamical system (X, F(m), ν). For a jump predicate 




that (ν, ν′ ) ∈ j. 
Follow [232] for detailed understanding of State Transition Diagrams and [233] for 
understanding Lipschitz continuous flow. 
Now finally with the definition of Hybrid Automata let’s define the evolutionary hybrid 
automaton which will be the basic model for eCPS. 
Definition 6.10. An evolutionary hybrid finite automaton (EHFA) is an evolutionary 
machine E in which all automata EH[t] are finite hybrid automata H[t] each working on 
the population X[t] in generations t = 0, 1, 2, 3, ...  
We denote the class of all evolutionary finite automata by EHFA. These classes of EHFA 




In the following sections we will present two important aspects of CPS i.e. behavioural 
model and sensorial model that will provide further details for EHFA.  
 BEHAVIOURAL MODELLING FOR CPS 6.1.3.
It has been a clear and important functionality for all CPSs that they have to deal with 
inherent dynamic nature of environments. In dealing with the dynamic nature of CPS, 
most of the recent research work have either ignored the temporal complexities in CPS or 
address them in an ad hoc manner [234]. However, in real world scenario, we cannot 
expect the same set of conditions to hold forever, and need explicit mechanisms to model 
changes and corresponding responses. This can be achieved by following the 
methodology for event detection, identification and feedback control loops, which have 
been independently studies in some other fields like computer vision, control systems etc. 
[235], [236], [237].  But, the main short coming of these works is that they do not 
consider what to do next with these events and typically do not use formal temporal logic 
to represent these events or handle actuator response. This becomes a necessity to 
completely model CPS or more precisely an important consideration for eCPS. 
In order to accommodate this requirement it’s necessary to incorporate event calculus and 
situational calculus in the design process of CPS. Work in areas like event calculus and 
situation calculus [238–240] on the other hand, provide valuable formal models for 
representing events and situations based on their impact on the real world. Also, research 
in discrete event control [241] has provided some very useful tools for handling event 
based input and output in generic cyber physical settings.  But to solve control theoretic 
problems for powerful cyber physical applications requires general purpose tools which 
consider event detection, formally study their impact on world models and provide robust 
tools for deciding control actions. Hence, it’s necessary to formulate behavioural 
modelling methodology for control mechanism in CPS. Such a control approach should 
support  
i. The ability of the controller to reason based on symbols (rather than just 
signals) 
ii. Inherent support for temporal reasoning, and  
iii. Explicit inclusion of domain semantics. 
In the contextual environment of CPS, the dynamic environment is composed of two parts 
viz. system-controllable (where the actions are totally controlled by the system) and 
system uncontrollable (where the actions are exogenous to the system e.g. user actions). 
To model worlds of CPS, fluent calculus is very useful and is followed in the scope of 
this work. Fluent Calculus [242], is a formalism for expressing dynamical domains in 
first-order logic. Fluent calculus has fluents, which are first order predicates having an 
argument that depends on time. For example the predicate On(box,table) cannot be 




make it more useful e.g. using situation ‘s’ to get On(box,table, s). Thus, fluents can be 
used to define control actions for CPS based on some situation. All the actions impact the 
fluent values and can potentially cause the system to move away from its equilibrium 
state. The system then undertakes the control actions to move back towards equilibrium. 
The control actions thus undertaken can further change the system state, resulting in 
respective control actions. Such a process continues until the system return to equilibrium 
state, at which it waits for next user action.  
In CPSs domain, the actions are captured by the system using sensors, and the control 
actions are undertaken using available actuators. An important point to note in this 
discussion is that the control action is determined by the ‘state’ variable, which elegantly 
combines the user-action input with the previous state value. This resultant state which is 
the necessary and sufficient world descriptor to decide the control output is defined as 
situation in our system. This methodology of working is exactly same as the working of 
hybrid automata (i.e. the primitive model of all CPS) as discussed in section 6.1.2. 
6.1.3.1. SITUATION BASED CONTROL MODEL 
As, discussed in the previous section, it is clear that CPS required methodology for 
defining control actions based on situation. Situational calculus thus becomes handy for 
behavioural modelling of CPS. Situation calculus pioneered by McCarthy [243] and 
subsequently by Reiter [238], [244] and has been successfully employed to logic, robotics 
[245] and is starting to be used in databases. But it has not been applied to CPSs. 
Situation Calculus is a logic formalism designed for representing and reasoning about 
dynamical domains [246]. It builds upon traditional predicate, 1st and 2nd order calculus, 
but is different because it allows for truth values to change over time. The main use of 
Situation Calculus (on similar lines to traditional calculus), is in using a set of truth values 
(facts) about a closed world and some reasoning mechanisms (predicates or functions), to 
infer new truth values which have not explicitly been provided earlier. Let’s say LsitCalc is 
a second order language with equality and has 4 disjoint components.  
1. Actions (A) for actions i.e. those which change the ’state’ of the world,  
2. Situations (S) for ‘history of events’  
3. Objects (O) as the default sort for everything else.  
4. The most important component of Situation Calculus is the fluent (F) sort, which 
defines truth statements which are dependent on the situation. Fluents can be 
relational (typically give True/False answers) or functional (return any value as 
computed).  
Based on these components of situational calculus, the behavioural calculus for CPS can 




Definition 6.11.  The language for CPS behavioural calculus can be defined as: Σ = <A, 
S, O, F> where A, S, O, F are as defined above. 
With this definition, within Σ we can formulate action theories that describe how the 
world changes as a result of the available actions, based on the action theories as defined 
in [238]. An action theory D has the following form:  
D = Σ ∪ Df ∪ Du ∪ Da ∪ Ds ∪ D0 where, 
o Σ is set of foundational axioms of situation as described before. 
o Df consists of the axioms for equality and a set of domain independent 
foundational axioms which formally define legal situations including (do(a, s) 
= do(aˈ, sˈ)) ⊂ (a = aˈ ∧ s = sˈ )  
o Du is the set of unique-names axioms for actions. A(x) = Aˈ(y) ∧ A(x) = A(y) 
⊃ x = y  
o Da is a set of action precondition axioms, one per action symbol A, of the form     
Poss(A(y), s) ≡ ΠA(y, s).  
o Ds is a set of successor state axioms (SSAs), one for each fluent symbol F, 
which characterizes all the ways the value of a particular fluent can be 
changed such that Poss(a, s) → [F( x̅, do(a, s)) ↔ γ
+
F ( x̅, a, s) ∨ (F( x̅, s) ∧ γ
-
F 
(x̅, a, s))]  
o D0 is a set of axioms describing the initial situation S0.  
The central idea of situation calculus is to define preconditions Da for each event to 
happen, and define the impact of these events on the world fluent Ds, once they occur. 
The primitive operator in situation calculus is do(action, situation), which links up actions 
and situations. Thus:  
A × S → S 
The simple do operator can be iteratively employed together with the various axioms, to 
undertake more sophisticated operations like progression and regression, which can be 
used for planning and projection. A fluent F is true in a situation resulting from applying 
event a, to situation s, only if, either event/action a caused it to be true (listed under γ
+
F ( 
x̅, a, s), or it was already true in situation s, and action a, did not cancel it (listed under γ
+
F 
( x̅, a, s)).  
Now, based on this formal definition of situational calculus, event control of a cyber 
physical environment can be represented. Let’s say system uncontrollable events i.e. 
events outside the system, undertaken at time instance k be defined as U(k). These actions 
are captured by the sensors and represented as Aex(k) and is defined as Aex(k) = f1(U(k)). 
And let’s say the system controllable events taken at time instance k be defined as C(k). 
These actions are system actions and can be captured by analysinzg the system operation 
cycles and lets represent them as Asys(k) and is defined as Asys(k) = f2(C(k)). Now, the of 




Aex(k) or by system’s own control actions as computed during the previous cycle i.e. 
Asys(k-1). If a controller is designed to capture the situation based on these events then, the 
net input to be provided to the controller can be defined as: Inp(k) = f3(Aex(k), Asys(k-1). 
Then the state of the system in cycle k, is defined as: S(k) = f4(Inp(k), S(k − 1)). 
The control action or the output of the system in a situation based control system is 
dependent on the state/situation and the Goal G i.e. Asys(k) = f5(S(k), G). Finally, the 
translation of the controller output actions from a decision level to their physical 
implementation is undertaken via the Actuators: Y(k) = f6(Aout(k)). 
This builds the basic formalism for modelling the different types of events in cyber and 
physical world and the relations between them. But, for temporal symbolic control 
systems, the functions f4 and f5 cannot be formulated as standard numerical functions, as 
we want to handle symbolic data. We need an explicit mechanism which allows us to 
define the state or situation S(k). These functions ca be detailed based on the semantics of  
RGOLOG (Reactive Golog) [238] which is a variant of Prolog and Golog that allows 
concurrent processing and reactivity which are not handled adequately in standard Golog 
[245]. 
For defining f4, which relates mechanisms for translation from S(k-1) to S(k), based on 
input actions Inp(k), we will consider the basic Da and Ds (pre-condition and post-
condition axioms), are well defined. Then this translation is quite intuitively handled by 
situation calculus through its primitive operation Do(A, S) → Sˈ . Hence: S(k) = 
Do(Inp(k), S(k − 1)).  
Now we consider the semantics for f5, and look at the definition of G i.e. the goal or the 
equilibrium state which the system is trying to achieve. Let us consider a set of condition-
action rules with possible conditions which can move the system away from the 
equilibrium. The conditions listed become true in different situations(S(k)) based on the 
inputs Inp(k), acting upon S(k−1). The input actions can be either external or system 
controlled. The control actions required to bring back the system to the equilibrium state 
are Aout(k). In general, there can be up to n condition-action pairs which can be 
represented as: φ1(X1) → α1(X1), . . . φn(Xn) → αn(Xn) where Xi contains all the free 
variables present in the definition. The goal state can hence be defined as one where none 
of the condition-action pairs gets violated i.e.  
SGoal |= (¬φ1(X1) ∨ α1(X1)) ∧ · · · ∧ (¬φn(Xn) ∨ αn(Xn)). 
As can be noticed, αi(Xi) contains multiple free variables and hence may require multiple 
steps or physical actions to attain the goal state. Further, the i
th
 control action, may 
potentially lead to the j
th
 violation condition, and hence multiple iterations of control 
action may be required.  
The problem of finding the appropriate control action can be defined as the planning 
operation of Situation Calculus. Such a process is handled in Situation Calculus literature 




∃Aout(k) : Do(Aout(k), S(k)) → SGoal, 
where Aout(k) is a sequence of control actions which are undertaken by the system one in 
each cycle. Note that this links the situation S(k) and goal state SGoal with the output 
action Aout(k). 
With these definitions, we can implement controller that can detect and act based on the 
situations derived from both the system internal and external actions. At the same time 
this model also allows one to keep track of chain of actions that have been undertaken to 
bring a non-equilibrium system into a stable system. These traces are the important steps 
for evolutionary actions which will be feed as Σ in definition 4.8 and eventually 4.10. 
 SENSORIAL MODELLING FOR CPS 6.1.4.
Sensors and actuators form an important backbone of CPS. As defined in section 6.1.3, 
Inp(k) and Aout(k) i.e. inputs and outputs at time instance (k). But to support a complex 
ubiquitous computing environment, sensor networks will need to support localized 
cooperation of sensor nodes to perform complicated application directed tasks and in-
network processing to transform raw data into high-level abstract information which is 
not necessarily a measurement the physical sensors themselves can provide. So, it’s 
important to define formal abstraction for modelling the sensorial network of the CPS 
system. In a generic term sensors are devices that are capable of reading physical and 
physiological parameters.   
Definition 6.12. A sensor S can be defined by a tuple <D, C, Cˈ>  where  
o D represents data-stream and is defined as D=<DataType, {R1…Rn}>.  DataType 
defined the datatype of the data that is collected by the sensor and  {R1…Rn} is an 
ordered set of readings obtained at various time s.t. for a time instance k  
Aex(k)=f(Rk), where function f is used to generate event from the sensor reading at 
time instance k. 
o C the context of the sensor C and is used for understanding the contextual use of 
the sensor and can have a URI to an external Sensor Networks Ontology or can 
also be linked with other instances of metadata resources. 
o Cˈ defines the configuration of the sensor S, which includes parameters that define 
the working configurations of the sensor such as protocols, i/o data ranges, i/o 
interfaces etc. 
So, based on this definition sensors that are part of the system can be modelled. After 
defining the sensors, we need to define actuators. Raw definition of an actuator is that it is 
a mechanism that puts something into automatic action. From electrical engineering point 
of view actuators are a subdivision of transducers and they are devices which transform 




purpose of actuator is action, thus can be related to Y(k)  as defined in definition 6.11. 
Now, let’s formally define.  
Definition 6.13. A actuator A can be defined by a tuple <A, C, Cˈ>  where  
o C and Cˈ are exactly the same as defined in definition 4.12. 
o A represent a sequence of actions i.e. is an ordered set represented as {A1…An} 
ordered set of actions to be undertaken by the actuator at various time s.t. for a 
time instance k, Ak= fˈ(Aout(k)), where function fˈ is used to generate action for 
actuator from the outptut action of the situational controller as defined in 
definition 6.11.   
So, based on this definition sensors and actuators that are part of the system can be 
modelled and related to the situation based controller defined in section 6.1.3.1. 
But to model a complex CPS, we need to introduce the concept of virtual sensor (VS). 
Virtual sensors originate from the works such as [248,249] and is used to provide feasible 
and economical alternatives to costly or impractical physical measurement instrument, by 
utilizing the functionalities of existing physical sensor. A virtual sensor uses information 
available from other measurements and process parameters to calculate an estimate of the 
quantity of interest. Abstractly, a virtual sensor is defined in terms of the physical devices 
that contribute to its construction. VS are termed virtual because they don’t have physical 
occurrence but are formed by logical infusion of various sensors.  
Definition 6.14. A virtual sensor VS can be defined by a tuple <S, O, D , C, Cˈ>  where  
 S is set of data sources such that S =  {S1, … , Sn} ∪ {VS1, … ,V Sm } where Si  is 
physical sensor as described in definition 4.12 and VSi is Virtual sensor that has 
been define before. Thus, existing VS can be used for creation of new VS. 
 O is the operator relationship between sensors S. This operator is used to 
aggregate the data for VS. 
 D is data-stream and is defined as D=<DataType, {R1…Rn}>, exactly as in 
definition 4.12. The only difference is the reading Rn is computed by applying the 
operator O on the readings R of sensors S. 
C and Cˈ are defined exactly as the same of definition 6.12. 
Thus, the most important part of VS is the operator O. The relation O can have different 
syntax and semantics as needed based on the type of data infusion that should be 
established between sensors. For instance if VS is used for taking into consideration 
humidity and temperature of a body part (e.g. arm, armpit) at the same time then a one to 
one union over the reading of the sensors for humidity and temperature will give an 
ordered set of reading for this new VS. And if the operator is to find the difference of the 
reading of two sensors (e.g. environment and body temperature) then the ordered 




VS. Note that the context of the VS can always be obtained by the union of the individual 
contexts of the sensors forming the VS. 
Another important aspect to be considered while providing complete sensorial model is 
Reinforcement Sensing (RS) which is important for distributed data sensing and to deal 
with sensor malfunctioning to still enable environment sensing at run-time. RS is based 
on the principle of utilizing data and information processing by taking advantage of data 
dependencies and redundancies that may exist in sensorial network due to components 
sensing the same or similar property (refer [250] and [251] for further understanding on 
reinforcement sensing also termed as collaborative sensing by other authors).  
RS involves two computational steps:  
(i) RS Analysis—identification of data dependencies and  
(ii) RS Approximation—approximation of value for property 𝑃.  
The RS Approximation is based on the dependency relations of Pi and thus can be 
calculated by using the similarity between the properties and associated concepts, which 
is calculated in the process of RS analysis. While, the RS analysis is a more complex task 
and bears the computational overhead of data collection vs. the readiness of dependency 
relation. In order to perform both the tasks the model of sensors and/or virtual sensors as 
given before play the most important role. Note that in the following section both the 
sensors and virtual sensors are denoted by S. 
Definition 6.15. Reinforcement Sensing between two sensors Sx  and Sy  can be defined 
by the tuple < Sx , Sy,  𝜑, 𝜇 > where 𝜑 𝑎𝑛𝑑 𝜇 are the functions used to calculate the 
similarity vector between the two sensors, 𝜑 for  calculation of semantic distance between 
the sensor context and 𝜇 for the data similarity. 
Let us first provide the details on the methodology for calculating semantic distance i.e. 
𝜑. In this process for similarity measurement, weight allocation is made between the 
concepts nodes representing the sensor model, more precisely C and Cˈ as stated in 
definition 6.12 are concepts from ontology that have weights allocated for all the 
relationships between concepts. For two concepts C1 and C2 which are related with the 
relation sub-class (sub), the weight allocation is calculated as: 




Where, depth(C) presents the depth of concept C from the root concept to node C in 
ontology hierarchy, k is a predefined factor larger than 1 indicating the rate at which the 
weight values decrease along the ontology hierarchy. 
This formula has two important properties:  
1. The semantic differences between upper level concepts are higher than those 
between lower level concepts, in other words, two general concepts are less 




2. The distance between sibling concepts is greater than the distance between 
parent and child concepts. Specially, the depth of root concept is zero, and 
the depth of other concepts equal to their path length to root concept node. 
In addition, if there exists multiple inheritance relation between concepts (such as, 
𝐶1 ⊂ 𝐶3, 𝐶1 ⊂ 𝐶2), the depth of the concept node C1 can have multiple values, and thus 
the weight will have multiple values. This process allows calculating the similarity 
between the sensors under consideration. If the distance is very high then the following 
step for data approximation can be ignored. An algorithm to achieve the implementation 
of this strategy is presented in Appendix A- section 11.1. 
Now, in order to regenerated the data for sensor that failed which is semantically similar 
to some of the sensor that are working fine, let us assume that the sensor data manager 
collects the values of preselected data fields of the set of sensors in the latest time 
instances 𝑡 = 1. . 𝑛. Furthermore, for acquiring the dependency relation, RS Analysis 
checks all the aggregated data to find out which data fields are dependent on others.  
Let S . dj 𝑡 be the value of data field dj of sensor S𝑖 at a time instance 𝑡.  
Hence { S𝑖 . dj }1𝑛 denote the time series of the data field dj of component S𝑖 at time 
instances 1 to 𝑛. Now, let 𝜇𝑘j (Sx . dj 
𝑡, Sy . dj 𝑡) be the distance between two data values of 
dj 𝑡 in components Sx and Sy measured by metric 𝜇 specific to dj .  
Then, for all component pairs Sx , Sy x ≠ y, having the fields dm and dn, RS Analysis 
computes the boundary Δdj such that the implication 𝜇dj (Sx . dj 
𝑡, Sy . dj 𝑡) < Δ𝑘j ⇒ 𝜇dm (Sx . 
dm 𝑡, Sy . dm 𝑡) < 𝑇d𝑚 for the time instances 𝑡 = 1. . 𝑛 is satisfied in (at least) the specified 
percentage of all the cases (confidence level 𝑎d , e.g. 90%).  
Here 𝑇𝑘𝑚 represents the tolerable distance threshold and is provided for each dm. Based 
on this definition the RS Analysis concludes that the value of Sx . dj 𝑡 is close to the value 
of Sy . dj 𝑡 (and vice versa) for t such that the values of Sx . dl 𝑡 and Sy . dl 𝑡 are close as 
well. Thus, when a sensor S𝑖 fails to sense the values of d𝑚, an approximation of this 
property has to take place. This is done by creating data stream with the exchange 
function Sx. d𝑚 ∶= Sy . d𝑚 and membership condition 𝜇dj (Sx . dj 
𝑡, Sy . dj 𝑡) < Δ𝑘j .  
If more than one Sys satisfies the membership condition, an arbitrary one is selected. 
Thus, created data stream becomes the collected data for failed sensor.  
Note that the task to compute the boundary Δ𝑘j is resource and time demanding but some 
techniques that can be applied to lower the time such as sorting the data according to 𝜇𝑑𝑗  
(Sx . dj 𝑡, Sy . dj 𝑡) or using sampling of the gathered data to obtain a statistically significant 
answer. Some other techniques such as linear regression, k-nearest neighbours, neural 
networks etc. can be applied to detect dependencies between data. 
With the modelling of sensors, actuator, virtual sensors and reinforcement sensing model, 




closely related to behavioural modelling of CPS (section 4.1.4), which eventually is 
related with the formal model of CPS (section 4.1.3) and evolutionary computation model 
(section 4.1.2). Thus, up to this point we have formulated a theoretical background on the 
top of which eCPS can be realized. 
 KNOWLEDGE INJECTION IN EAS 6.1.5.
In general understanding knowledge represents the fact or condition of knowing 
something with familiarity gained through experience or association. In the context of 
computing system knowledge or more precisely knowledgebase is an organized 
repository consisting of concepts, data, objectives, requirements, rules, and specifications. 
If properly represented knowledgebase plays an important role for development of 
systems that are capable of reasoning and information retrieval by applying AI based 
techniques.  Knowledge representation and reasoning (KRR) is the field of artificial 
intelligence (AI) dedicated to representing information about the world in a form that a 
computer system can utilize to solve complex tasks such as diagnosing a medical 
condition or having a dialog in a natural language. A knowledge base is an integral part of 
any knowledge-based intelligent system. It maps objects and relationships of the real 
world to computational objects and relationships. Knowledge representing a specific 
problem domain is often termed as domain knowledge. Domain experts define and design 
the domain knowledge and the process is commonly termed as Knowledge Engineering 
(KE). The generated knowledge can be represented in different formats, ontologies being 
a widely followed standard in the recent times. Ontologies provide formal naming and 
definition of the types, properties, and interrelationships of the entities that exist for a 
particular domain of discourse.  
In the methodology for injecting knowledge in EAs, there are can be two tracks. The first 
way is the knowledge is extracted and injected in the EAs before starting the search for 
solutions i.e. the knowledge remains constant along the entire evolutionary process. 
While in the secondary approach, the knowledge is dynamic i.e. knowledge extraction 
and incorporation in the EAs continues during the evolutionary process. In this case, the 
knowledge is updated throughout evolution. Thus, these algorithms evolve a dynamic 
adaptation of the parameters, the evaluation or the genetic operators. In both the strategies 
the first and foremost stage will be the creating the links between the problem domain and 
the evolutionary algorithm. Figure 6-1 shows the overall methodology for incorporating 





Figure 6-1 Methodology for injecting domain knowledge into EAs 
The first step is to define the CPS business scenario. The central element in this process is 
Data model. The data model needs to deal with a huge quantity of information, taking 
into account all the constraints that can capture the overall business requirements. In 
defining the business scenario, the major entities are business processes and 
corresponding optimization goals. The sensorial and behavioural models (as defined in 
sections 6.1.4 and 6.1.3 respectively) are also liked up with the data model to define the 
overall system.  
The next stage is creating links between the data model and the domain knowledge base 
i.e. DM-KB mapping. In this process ontologies are used- ontology is a knowledge 
representation of a domain or a field that provides conceptual resources for knowledge-
based systems (KBS). It gathers and defines the set of objects that are known as 
belonging to the domain. In general, ontology is composed of entities sometimes called 
concepts or classes and relationships between these entities usually called roles, 
properties, or attributes if they are mono-valued. In fact, ontologies provide the 
conceptual and notional resources needed for knowledge formulation and for making 
knowledge explicit. The domain ontology formalizes the main concepts concerning the 
business domain. The domain ontology is composed of four general, overlapping 
categories of domain entities:  
1. Entities to Optimize: entities whose values are to be determined by the 




structure of the chromosome will largely depend on these entities and their 
relationships. It prefigures the output data structure of the evolutionary algorithm.  
2. Parameter Entities: entities whose values act as costs or constraints (e.g., cost/km 
for a vehicle, legal maximum number of daily driving for an ambulance 
attendant). The calculation of the fitness functions depends on these entities. They 
prefigure the structure of the input data.  
3. Evaluation Entities: entities whose values are objectives to optimize (e.g., 
minimize the total number of kilometres travelled by all ambulances or maximize 
the benefits). It must be ensured that each of these goals is represented by one or 
more fitness functions in the evolutionary algorithm. 
4. Other Entities: entities that are not involved in the optimization (e.g., history of 
customer calls to the customer call centre). The first three categories overlap. In 
fact, the membership of an entity to a category depends mainly on the usage of the 
values of its properties in the optimization problem. Some of the entities in the 
application domain may be “heterogeneous" when not all their properties serve the 
same purpose. In the frequent case where the function to be optimized must be 
integrated into a larger existing system, most entities already exist in its data 
model. Most often, however, new entities will have to be introduced to have a 
more fine-grained representation of the entities to optimize. 
The first three categories overlap. In fact, the membership of an entity to a category 
depends mainly on the usage of the values of its properties in the optimization problem. 
Some of the entities in the application domain may be “heterogeneous" when not all their 
properties serve the same purpose. In the frequent case where the function to be 
optimized must be integrated into a larger existing system, most entities already exist in 
its data model. Most often, however, new entities will have to be introduced to have a 
more fine-grained representation of the entities to optimize. 
In order to further detail this process of defining the domain ontology we define two high-
level e generic entities i.e.  DomainEntity and EAEntity. All the domain entities are 
defined as subclasses of DomainEntity. While, the entities specific to the EAs are defined 
as subclasses of EAEntitiy. Furthermore a generic object property EAProperty and three 
mutually exclusive sub-Properties EAEvaluationProperty, EAOptimizableP roperty, 
EAParameterProperty. All object properties of the domain ontology involved in the 
genetic algorithm must be subproperties of one of these three specific properties 
depending on whether they are involved for optimization, in the evaluation, or as a 
parameter. For the same purpose, but for atomic domain knowledge, we also define a 
generic data property EADataProperty and three mutually exclusive subdataproperties. 
The entity EAEvaluationEntity is defined as a subclass of EAEntity having at least one 
evaluation property such that: 




- EAEvaluationEntity ≡ (EAEvaluationProperty some Thing) ∨ 
(EAEvaluationDataProperty some (boolean ∨dateTime ∨integer ∨real ∨...))  
EAParameterEntity and EAOptimizableEntity are defined similarly. 
The next step is to create the link between the domain ontology and the EA, which is 
termed as EB-EA mapping. This step is dedicated towards the definition of the fitness 
functions, the structure of the chromosome and the associated evolutionary operators 
which are the core properties of any EA. As depicted by the links in Figure 6-1, the 
parameters of the fitness function are linked with the Parameterized Entities, while the 
objectives of the fitness function is linked with the Evaluation Entities. Then, we need to 
similarly define the Genome in which, the mutation and crossover operators are linked with the 
Goal Entities. 
It can be observed that the use of domain entities in the evolutionary algorithm provide 
two levels of granularity in the ontology: properties are classified according to their use 
within the EA, and every entity involved in the realization of the EA will be automatically 
classified into one or more sub-classes of EAEntity based on its properties. Thus, it is 
obvious that there will some entities that will play the role of both as a parameter and as 
an entity to optimize. The use of domain knowledge in EAs will be further detailed with 
specific scenario in section 7.3.  
 GENERIC MODEL OF ECPS 6.1.6.
In the previous sub-sections we have provided abstract models for different abstract 
machines composing the eCPS. To have a global view of the eCPS model it’s necessary 
to clearly mark the links between the basic models. Figure 6-2 presents the abstract model 
of eCPS, which shows the basic abstract models with the parameters used in the 
definition and connection between them. Note that a typical abstract machine consists of a 
definition in terms of input, output, and the set of allowable operations used to turn the 
former into the latter. In the process abstract data types have been specified in terms of 
their operational semantics on an abstract machine. 
The overall model is composed of four important abstract models i.e. Evolutionay 
Computation Model (ECM), CPS Model, Behavioural Model and Sensorial Model. At the 
top of the model is ECM, which provides the abstract model details for specification of 
evolutionary machines including eCPS. ECM is composed of EA, BEM and eCPS. EA 
provides the abstract definition of all forms of evolutionary algorithms. The populations 
definition in EA are related with the parameter X[t] i.e. the population at time t defined in 
the Basic Evolutionary Machine (BEM). While the automata E[t] is defined in relation 
with set of configurations S
H
 as defined in the eCPS model.  







Figure 6-2 Abstract model of eCPS 
The behavioural modelling is targeted towards defining configurations for the eCPS that are 
defining various states of the machine. While, the sensorial model, is used for defining the 
transitions that can occur from state to another based on the observations made in the 
environment. The transitions can lead towards the generation of actions that are enacted in the 
system via actuators. Thus, this model provides an abstract way of defining eCPS which has been 
implemented in different stages and is discussed in chapter 7. 
6.2. METHODOLOGICAL AND TECHNICAL FOUNDATION 
In the previous sections we have presented a formal way of representing evolutionary 
systems along with the formal modelling of system behaviour and sensorial system 
modelling fitting to the development of CPS and eventually eCPS. In this section and the 
following chapter we will explore CPS and eCPS from design and technical perspective. 
To keep everything intact and to see a global view, Figure 6-3 taken from  [252], provides 





Figure 6-3 Evolutionary System Model 
Most of the aspects in the above pictures have been previously discussed in section 3 and 
section 4.1. To recap the evolutionary process we know that evolution is affected by 
environmental factors and also affected by time and space dimension. Reproduction leads 
to variation which undergoes selection processes for adaptation to the changes. In the 
process of evolution competition, cooperation and co-evolution take place between the 
individuals fighting for survival and evolution. 
In the following sub-sections, we will analyse evolutionary systems in a more 
methodological way. This will lead towards the formulation of the methodology for 
designing (e)CPS and lay foundation for technological foundation of (e)CPS. 
 REFERENCE METHODOLOGY 6.2.1.
CPSs are complex systems that have different components and stages during the entire 
system lifecycle. Technically CPS systems involve multiple layers and are often 
implemented with different technologies in each layer. This requires careful analysis of 
various stages of CPS evolutionary lifecycles and components necessary for 
implementation of different functionalities and associated technologies. The following 
subsections will provide the reference methodology for design and hence forth 




6.2.1.1. LIFE CYCLE OF SELF-EVOLUTIONARY SYSTEM 
Evolutionary computation is based on the principle of monitoring, adaptation and 
evolution cycles. A number of monitoring and adaptation cycles have to be passed before 
a system can evolve, which is exactly the case in natural evolution. In this section, before 
we formulate the methodology for designing eCPS, we will discuss the overall lifecycle 
of eCPS. Figure 6-4 shows the overall processes in the lifecycle of the runtime 
environment of eCPS. The phases are basically divided into monitoring and evolution 
planes. Monitoring phase has a continuous collection of data from the physical world and 
also the changes in system requirements if any, that reflects the current state of the overall 
system. The eCPS reference architecture should provide the methodology and interface to 
collect the data, rules for data acquisition, validation rules etc.  
In the next phase the system takes the data collected from the previous phase and 
performs analysis over it, based on the other inputs like system constraints, applicable 
rules, domain knowledge and available reasoning algorithms. The analysis engine should 
be able to decide the best reasoning algorithm to be used based on the contextual 
information collected from the previous phase. 
 
Figure 6-4 Overall life cycle of eCPS during runtime 
Next, the system makes a decision and act accordingly about how to adapt or provide 
necessary evolutionary in order to fulfil the requirements from the analysed changes. This 




reasoning over the domain knowledge and provides new orchestration planning with the 
available services or components. Finally, to decisions or actions formulated have to be 
implemented in the overall system without distorting the global performance of the 
system. At this point new system requirements blue prints will be generated for the run-
time environment of the system, the acquired knowledge should be fed into the 
knowledge representation framework and if necessary adjust the actuators for interaction 
with the physical world. System should maintain proper logs of the changes, any non-
strict rules violations and the evolutionary path taken by the system to authorized users. 
6.2.1.2. DESIGN APPROACH FOR CPS 
In this section we will provide a generic methodology for designing robust CPS and adapt 
that towards the development of eCPS. The design of a complex cyber physical system — 
especially one with heterogeneous subsystems distributed across networks — is a 
demanding task.  Model-based design (MBD) [253–255] emphasizes mathematical 
modelling to design, analyse, verify, and validate dynamic systems. A complete model of 
CPS represents the coupling of its environment, physical processes, and embedded 
computations. At the same time modelled systems can be tested and simulated offline 
[256], enabling developers to verify the logic of their application, assumptions about its 
environment, and end-to-end (i.e. closed-loop) behaviour. In this section it is provided a 
set of steps, not necessarily sequential but necessarily co-dependent that facilitates the co-
evolution of a model of CPS with its realization.  
In order to model the cyber part of a system, designers need to implement the typical 
workflow for embedded systems design. This consists of modelling the functionality of a 
system in the functional model, and defining the architecture that can execute the 
functionality in the architectural model. Then, the tools provide a matching of the 
functionality onto the architecture to perform the functional-architecture co-design. 
While, to model the physical part of a CPS one needs to focus on the architectural model 
of the system first with mathematical models that describe the physical behaviour of the 
system. These models may involve differential equation solvers (e.g., the Euler method), 
when a discretized continuous time description is required.  
Figure 6-5 depicts the generic workflow for designing CPS. The steps are discussed as 
below: 
Step 1: Problem Definition – this step is composed of two important sub-steps viz. State 
and Characterize Problem and Requirements Engineering and will result in the 
generation requirements specification. In this step one needs to use simple language to 
describe the problem to be solved, without the use of mathematics or technical 
terminology. This is the “elevator speech” for the project and is a handy reference for 
developers, collaborators, colleagues and experts, vendors, and machine shops. In this 




and (most importantly) a process for peer review. Given the multidisciplinary nature of 
cyber physical systems, this step is necessary to effectively communicate design 
requirements. In this step it’s also important to characterize the problem by isolating fixed 
parameters, adjustable parameters, and variables to be controlled. Identify quantities that 
characterize physical processes, such as configuration spaces, safety limitations, input and 
output sets, saturation points, and modal behaviour. Understand how a physical process 
may interact with a computation, including end-to-end latency requirements, fault 
conditions, and reactions to noise and quantization. Note that the environment on which 
CPS is going to be working provide the inputs for this phase of CPS design. 
Step 2: Domain Definitions – this step takes the result of step 1 and makes clear 
distinction between the cyber and the physical parts of the problem to be tackled, which 
are depicted as steps 2.a. and 2.b. in Figure 6-4. The Architectural Model describes how 
the system is implemented, the hardware platform where the control algorithm executes, 
including embedded processors, sensors, actuators, communication primitives, operating 
systems, firmware, and drivers. While the functional model can be used to perform 
control validation, the architectural model contains values and formula used to model the 
physical quantities of interest, to simulate physical time, power consumption, associated 
costs, and other features of interest. 
 
Figure 6-5 Proposed workflow to model CPS 
Step 3: Process Definitions – this step is also performed independent for the cyber and 
the physical part of CPS and are depicted by steps 3.a. and 3.b. in Figure 6-4. In step 3.a., 




which physical processes are controllable and derive a suitable control algorithm to be 
executed by an embedded computer. Use the problem characterization to specify 
requirements on latencies, delays, sampling rates, jitter, and quantization so that the 
physical dynamics of interest can be accurately measured and suitably controlled; these 
requirements must be satisfied by the computational. While in Step 3.b., it’s necessary to 
have a first iteration of physical modelling should establish basic observations and insight 
into relevant physical systems, such as the environment in which the cyber physical 
system resides, or physical processes to be controlled. Models of physical processes are 
simplified representations of real systems, and are usually in the form of systems of 
differential equations or Laplace transfer functions. What may had begun as simple 
mathematical models may need to be refined following development of a control 
algorithm, specification of hardware, and testing of components and sub-systems. 
Step 4: Mappings – The proposed design approach is based on the separate definition of 
the functionality of the system, and of the possible implementation platforms. The two are 
then combined by mapping the functionality on cyber and physical world to generate the 
performance of interest in a structured way. s. In particular, this step allows architectural 
components to be synchronized with the functional components through mapping 
constraints, which schedule functions and their respective architectural implementations 
(tasks) simultaneously. This step thus provides a clear way of co-relating the cyber world 
model and physical world model and eventually provides effective guideline for 
computation model definition. 
Step 5: Computation Definition – In this step its necessary to select the model of 
computation which is a set of allowable instructions used in a computation along with 
rules that govern the interaction, communication, and control flow of a set of 
computational components. A formal model of computation defines semantics that often 
result in greater analysability and the potential to simulate CPS through the use of 
heterogeneous modelling tools. Models described by formal models of computation may 
be easier to analyse with respect to determinism, execution time, state reachability, 
memory usage, and latency. These software dynamics alter the evolution of a CPS Note 
that due to the inherent complexity of many cyber physical systems often necessitates the 
composition of multiple models of computation. Advantages of using a specific model of 
computation depend on its semantics, whether timing constructs are used, and whether it 
is Turing-complete. Another important step in this phase is to specify and select hardware 
that is capable of withstanding the environment, interacting with the modelled physical 
systems, and implementing the control algorithm. For each component, consider its input 
and output bandwidths, delay from input to output, power usage, measurement resolutions 
and rates, and mechanical parameters such as form factor, rejection of electrical 
interference, durability, and lifespan. Mechanical actuators should be capable of 
producing forces and torques in excess of minimum values derived from earlier problem 
characterizations. Consider and model the impacts of using cost-effective substitutes for 
ideal parts; keep in mind that manufacturer specifications are not always accurate, and 




computer may hinge on a deeper understanding of latency and execution time 
requirements of control algorithms, worst-case execution time measurements of 
synthesized software, and reasoning as to how software will interact with specific 
hardware architecture. This step may require several iterations with software design and 
simulation before an embedded computer can be selected with confidence.  
Step 6: Simulate – In this step it’s necessary to utilize some simulation tools like 
Modelica, Simulink, IBM Rational Rhapsody, Ptolemy II etc. If multiple models of 
computation are to be used, simulation and synthesis tools must allow the compositions of 
and interactions between multiple models of computation. Depending on the robustness 
of the development environment, incorporate models of sensors, actuators, and physical 
processes. Use platform-based design to separate application logic and architecture-
specific software into modular components, which can improve code portability, reduce 
the impact of changing hardware components, and allow components to be reused in 
other contexts. Models of individual components and subsystems are as important as a 
complete end-to-end model. Component models provide a test harness for construction, 
verification of synthesized software, and testing. If no one modelling tool can completely 
describe the system, then for each subsystem use the modelling tool that best captures its 
dynamics. While disjoint simulations cannot represent relationships between signals that 
cross subsystem boundaries, or the behaviour of compositions of these subsystems, the 
exercise facilitates co-iteration of physical modelling, simulation, and testing. The output 
of this phase is a number of design solutions, among which the best fitting one has to be 
selected for implementation.  
Step 7: System Implementation – This is a crucial step comprising of number of sub-
steps. One important step is to build the hardware device according to specifications; 
taking note where exceptions have been made that may impact earlier modelling. Plan the 
development in a way that allows individual components and subsystems to be tested 
against theoretical models, which facilitates co-iteration between simulation and testing. 
The next step will be to utilize code synthesizer that directly support the embedded 
computer used, or generic code may be synthesized and tied to handwritten, architecture-
specific code. Unlike many tools, models written in LabVIEW are natively executable 
across many platforms without knowledge of architecture-specific instruction sets or 
drivers, including desktop computers (for simulation or data acquisition), real-time 
processors, FPGAs, and ARM-based microcontrollers. In this step if code synthesis is 
infeasible or unavailable, customized code has to be written and should carefully follow 
the selected models of computation. And, the final step if verification and validation by 
using the test environment. It a good practice test each component and subsystem 
independently. Computational systems may be isolated from physical systems via 
hardware-in-the-loop testing, where programmable hardware such as embedded 
computers or FPGAs simulates the feedback from physical or other computational 
processes. Measurements of execution time and latency can be used to refine previous 
models, and unexpected test results may point to errors in modelling or implementation. 




or certain combinations of its inputs, or over the course of time. Precisely state 
requirements and translate them into a formal specification for verification and validation. 
Verification and validation are perhaps the most difficult aspects in the design of a CPS. 
The results of these steps are hardware and software components that comprise the CPS 
system. The CPS when deployed in its working environment now works through closed 
loop interaction with environment. In the following subsection, we will introduce 
necessary steps in the generic CPS development workflow to enable self-evolutionary 
feature.  
6.2.1.3. DESIGN APPROACH ENHANCEMENT FOR ECPS 
eCPS mimic the process of organic evolution which the driving process for the 
emergence of complex and well adapted organic structures. At a simplified level, 
evolution can be seen as the result of the interplay between the creation of new genetic 
information and its evaluation and selection. A single individual of a population is 
affected by other individuals of the population (e.g., by food competition, predators, and 
mating), as well as by the environment (e.g., by food supply and climate). The better an 
individual performs under these conditions the greater its chance to live for a longer while 
and generate offspring, which in turn inherit the (disturbed) parental genetic information. 
These basic principles are to be considered in the CPS design and implementation process 
so that we can inject evolutionary behaviour in the CPS.  
In this subsection we will enhance the generic design approach for CPS as discussed in 
section 6.2.1.2, to add necessary steps for defining eCPS. Figure 6-6 shows a new step 
named step 5_ev, which will be performed parallel with step 5 depicted in Figure 6-5. 
This new step is named Evolutionary Computation Definition. 
 




Step 5_mod: Models Definition – This step is dedicated for specifying the models that 
will be used by the evolutionary computations processes of the eCPS. This step includes 
threes sub-steps i.e. specifying data model, behavioural model and sensorial model. Data 
model is dedicated for defining the data that related to the business processes that will be 
addressed by CPS and applied for evolutionary computation. Behavioural modelling is 
the step for specifying the behavioural model of the system as defined in section 7.1.3, 
which provides explicit mechanisms to model system changes and corresponding 
responses. This models defined in this sub-step is utilized for event detection, 
identification and feedback control loops which eventually will generate different action 
steps for the system to take under varying conditions. Behavioural model is dependent on 
the sensorial model which is another sub-step of this step. Sensorial model provides the 
specification on how the system will interact with the environment either to continuously 
collect the data or to actuate over physical systems working in the physical pane, which 
are based on the actions generated from the behavioural model. In the process of defining 
these various models knowledge which captures both domain or business specific 
concepts and capabilities is utilized with the mechanism of linking as followed in the 
process of creating linked data.  
Step 5_ev: Evolutionary Computation Definition – At this step all the necessary 
components for self-evolutionary system is defined and is supported by the cyber and 
physical modelling in previous steps. At the same time at this step it’s necessary to 
provide domain specific knowledge (formal knowledge) that describes the environment 
and the problem in a formalized way or machine interpretable way. When defining 
evolutionary computation model, the first step is defining monitoring mechanism, which 
is used for keeping track of the changes in the environment and/or requirements with 
time. This sub-step builds monitoring strategy based on environmental data, contextual 
information, system requirements and other available resources. The surges detected in 
the monitoring mechanism trigger the adaptation step. The second sub-step is adaptation 
strategy which defines how the system will or will not react to the changes detected in 
previous step. Adaptation mechanism can be based on rules based engine where rules are 
defined for expected environmental changes. But for uncertain cases hypothesis 
generation algorithms, automated risk analysis, reasoning algorithms etc. can be used. 
The adaptation mechanism definition should also include the mechanism to maintain 
traceability of the adaptation process, used algorithm and utilized domain knowledge. 
This generated knowledge map forms the base for evolutionary actions. Then the last sub-
step is the definition of evolutionary algorithm(s). The results from previous steps for 
instance physical process modelling can be used for defining fitness functions of the 
evolutionary algorithms. Another important task in this step is injection of knowledge 
into EAs as defined in section 7.1.5. 
Some important consideration is that over the course of evolution, this leads to a 
penetration of the system model with new information of individuals components which 
often help the performance to improve above-average fitness. This requires efficient 




the same time the non-deterministic nature of variation leads to a permanent production 
of novel information and therefore to the creation of differing model of components, 
which need to seamlessly integrate into the system without having any hindrance in the 
performance.  
 REFERENCE TECHNOLOGY 6.2.2.
6.2.2.1. REFERENCE ARCHITECTURE 
In presenting technological foundation, reference architecture is a well adopted 
methodology, which provides a template solution for architecture for a particular domain. 
Thus, formulation of reference architecture for eCPS is necessary to have commonality 
over components and functionalities. In the following sub-chapters, the technical 
solutions for the realization of eCPS are provided in details, which have also been 
followed in development of technical solutions discussed in the following chapters. 
In this section is presented the generic reference architecture for CPS. Before presenting 
the reference architecture, let’s discuss why the existing architecture of embedded system 
and real-time systems is not enough for CPS. [257] and [258] provide and interesting 
discussion embedded and real-time system reference architectures. In these architecture, 
sensor and actuator units are tightly coupled with a higher level control unit, and timing 
properties are carefully measured at each system level so that control loops perform 
correctly (both functionally and temporally). But, CPSs are a next-generation network 
connected collection of loosely coupled distributed cyber systems and physical systems 
monitored/controlled by user defined semantic laws. Based on these arguments a high 
level architecture of a CPS is shown in Figure 6-7. The main highlights of this 
architecture include:  
o Global Reference Time: is provided by the next generation network. This should 
be accepted by all system components, including humans, physical devices, and 
cyber logic in this architecture.  
o Event/Information Driven: just as human society is Event/Information Driven, 
future CPSs should also use a similar communication mechanism. Moreover, we 
differentiate between Events and Information. Events are either “raw facts” 
reported by sensor units/humans (called Sensor Events) or “actions” made by 
actuator units/humans (called Actuator Events). Information is the abstraction of 







Figure 6-7 High level architecture for CPS 
o Quantified Confidence: this design goal is archived by a Unified 
Event/Information model. Any event/information in this architecture should 
contain the following built-in properties. Global reference time – records the 
event/information occurrence/detected time. Life-span – specifies how long until 
that event/information’s confidence level drops to zero. Confidence and 
confidence fading equation – specifies the event/information confidence level and 
how it fades over time. The confidence level and equation are decided by a 
particular device and control logic to provide a standard method for the subscriber 
to calculate the confidence of the subscribed event/information at any point in 
time. Digital signature and authentication code – specifies who published and who 
can access the event/information. Trustworthiness – specifies how much the 
subscriber trusts a particular publisher. Dependability – specifies the subscriber’s 
dependence on event/information provided by a publisher in order to produce a 
particular outcome/information. Criticalness – specifies the critical urgency of 
each event/information so the subscriber can allocate its system resources based 
on different system design goals.  





The framework is responsible to layer provides the components that facilities the 
communicating from the data sources across various communication protocol. One 
generic instance of this framework is shown in Figure 6-8. 
 
 
Figure 6-8 Communication framework instantiation 
The top most component is communication infrastructure and it’s considered here the 
next-generation network (NGN) as communication infrastructure because of the need of 
Global Reference Time for CPS. Refer [259] for detailed understanding of NGN. In 
reference to NGN OMA has also produced OMA Next Generation Services Interface 
5
. 
But, not all the devices from the sensorial pool are NGN compliant. Thus, the component 
protocol adapter is introduced that acts as the adapter to enable NGN non-compliant 
devices to utilize the NGN communication infrastructure.  For IoT paradigm supported 
standards like M2M are directly integrated through pub/sub client for device registration 
and continuous data collection. Other standards are supported by implementing protocol 
adapters. This layer thus is responsible for supporting various protocols like M2M, GSN, 
GS1 EPC ALE Service, ZigBee etc. and provides uniform protocol conversion for 
communication with higher layers. At the same the considered instance of communication 
framework also has the component device management, which provides the registration 







and discovery functionality for all the devices connected the overall system. This is an 
important added value to devise more business and industrial oriented CPS such as in 
intelligent manufacturing, collaborative production etc. 
Data and Knowledge storage and Processing Framework  
This framework is responsible for processing the data collected from the lower layer and 
create useful knowledge and/or detect events. One generic instance of this framework is 
shown in Figure 6-9.  
 
Figure 6-9 Data and Knowledge storage and Processing Framework instantiation 
The lower-most component is the data filtering and aggregation components, which 
receives data from the communication layer. The data thus collected is filtered to remove 
faulty data based on some predefined rules. An example of filtering is range based filter 
i.e. remove all data that’s outside the range for the given type of device. Similar action 
can be used to filter out incorrect data type based on sensor type. This action cleans the 
data and can avoid unwanted exceptions in higher levels. At the same time this 
component handles the instantiation of virtual sensors by utilizing the operator of VS, 
which is usually aggregation operator. Refer section 4.1.5 for understanding of VS. Thus 
produced data is passed towards Complex Event Processing (CEP) component and 
Knowledge Extraction (KE) component. CEP is event detection methodology by 
combining data from multiple sources to infer events or patterns that suggest more 
complicated circumstances. The goal of complex event processing is to identify 
meaningful events (such as opportunities or threats) and respond to them as quickly as 
possible. Refer [260] for a good understanding of CEP. The next component is KE which 
implements functionality for creation of knowledge from data streams coming from lower 




interpretable format and must represent knowledge in a manner that facilitates 
inferencing. Thus generated knowledge and events are pushed towards the storage and 
retrieval component that provides interface for storing and retrieving events and 
knowledge along with their temporal semantics. While the events are also pushed towards 
event dispatcher component which immediately provides the event details to all the 
subscribers via the publish/subscribe interface. 
Custom Integration Framework 
This framework is responsible for providing easy and seamless integration of custom 
implementations into the core system. One generic instance of this framework is shown in 
Figure 6-10. 
 
Figure 6-10 Application/Service Integration Framework instantiation 
Adapters are the core mediator for integration process, which provide adaption over data 
and application logic. Database and custom application communicate with adapters for 
data and functional adaptations respectively. While the adapters communicate with the 
Process integration and service enablement and data service enablement components to 
provide service interfaces to access the data and application logic of custom application. 
This generic instance is based on the principle of Service Oriented Integration approach 
and follows the idea that the custom application is translated as service interface via 
adapter and thus created service interfaces are accessed by the service bus for integration. 
This reduces integration burden by simplifying service interactions. Follow [261] for 




case for necessity of custom application/service will be discussed in chapter 7  where we 
will demonstrate some instances of the generic architecture. 
The different components at each of the layers of the CPS reference architecture form the 
base of eCPS too. The additional functional implementation for realization of eCPS from 
CPS based system is the implementation of additional components for evolutional 
computation. The details of the component are as shown in Figure 6-11 and the way the 
different sub-components (population initializer, evolutionary operators, evaluation 
functions etc.) are explained in chapter 7. 
 
Figure 6-11 Evolutionary Computation Handler instantiation 
This additional component is part of the custom applications layers in the generic 
architecture and service integration framework is utilized to integrate this custom 
component into the overall system. Note that this additional is necessary because eCPS is 
a special case of CPS with functional implementation for evolutionary computation. Rest 
of the architecture with data and control flow remains the same for both CPS and eCPS. 
6.2.2.2. TECHNOLOGY BLOCKS 
In this section let’s try to understand the technologies that can be used to realize all the 




existing technologies at each of the layer. The technology stack has more layers just to 
make distinction between some layers, but doesn’t conflict with the generic architecture. 
In the lowest position of the technology stack is the technologies related to the devices 
protocols which are used by different types of sensors and actuators. Among them 
IP/USB are often used by low level devices with less complexity while somewhat 
evolved devices use protocols such as ZigBee, ZWave etc. which are wireless protocols 
and thus can also be used as communication protocols in similar but not exact paradigm 
like IoT paradigm. The devices can be easily embedded in low level device hardware 
platforms such as RaspberryPI, Arduino etc. The benefit of doing this the added 
flexibility that we can achieve to implement and deploy protocol adapters to convert 
device level protocols to standard CPS communication protocol i.e. NGN. Above the 
communication protocols we have communication API and is composed of very recent 
interfaces such as Next Generation Service Interface (NGSI), Remote Procedure Call 
(RPC), XEP-0060 – the XMPP protocol extension for generic publish-subscribe 
functionality etc. These standards are very useful to define uniform publish/subscribe 
interfaces. 
 
Figure 6-12 Technology Stack for CPS 
From this point on, the layers get into high level functional necessities such as for data 
and knowledge processing. This layer is quite enriched with technologies and some 
prominent ones have been specified in the figure. But, also note that the use of these 
technologies requires proper configuration and adaptation based on the functional 
requirements of the CPS under development. The integration layer has not been explored 
much technically, but the recent protocol like Universal Plug and Play (UPnP) permits 




on the network and establish functional network services for data sharing, 
communications, and entertainment. But so far UPnP has not been explored in enterprise-
class devices. And the Service Bus often termed as Enterprise Service Bus (ESB) such as 
Oracle’s service bus provide solution for easy and seamless integration of applications 
and services. Management layer though not depicted in the architecture is an important 
layer when working with industrial CPS. In this layer there are some well accepted 
standards such as TR-069 / OMA-DM, IEEE 1905. For instance TR-069 ACS 
Management protocol provides specification for remote management of devices such as 
modem, routers, IPTV/ STBs, ATA/VoIP, storage devices, media centres, femtocell, IP-
phones, cameras, etc. 
The vertical layer is composed of security. For the lower layers, the security is dependent 
on custom implementation such as identity based authorization. While the upper layers 
can adopt some standard security protocols such as TLS/X.509, OAuth 2.0 which have 
been well accepted in almost all enterprise and/or industrial scenarios. The topmost layer 
i.e. the application/services layer is the most free layer and has lots of technologies to 
choose from and we have mentioned only some of them just based on our preference of 
usage. 
6.2.2.3. DYNAMIC DEPLOYMENT FRAMEWORK 
In the context of eCPS, it’s highly necessary to address dynamic maintenance, adaptation 
and extensibility of software systems. In, this section the main objective is to provide a 
framework that adds up the capability to incorporate the changes on the overall system 
dynamics at runtime. To make it further clear, let’s say the functional requirement of the 
system changes due to the new paradigm detected after n generations of EA execution. 
Then in this case the new functional requirements need to be implemented and injected 
back into the system. In general this a very complex task, just imagine replacing a car tyre 
when the car is running. Furthermore consideration of the system consistency and 
security guarantee increase the complexity of the dynamic deployment framework. In, the 
traditional sense, it’s the automation of the task of the system administrator responsible to 
manage and evolve large scripts that control the system. The dynamic reconfiguration 





Figure 6-13 Software deployment life-cycle 
For software systems, sensing involves the monitoring of the system and its environment 
to detect problems such as machine or component failures. Planning involves the 
construction of a plan to return the software system to normal or near normal 
functionality. Acting is the execution of the steps as defined in the plan. Each step in the 
plan effects a state transition. The plan as a whole causes a transition from the present 
state of the system to a desired state. The problem is that there are number of ways in 
which this state transition can be performed. All of these ways have different time, cost, 
and resource usage implications. Finding the optimal plan is difficult when all of these 
variables are taken into account 
But, before going into the details of the dynamic deployment scenario, it’s necessary to 
understand the overall software system deployment life-cycle. The main activities of the 
deployment life cycle are as depicted in Figure 6-13. The activities are:  
- Configuration: a component may have many versions and many implementations 
for different operating systems for example. The configuration consists of 
selecting the appropriate components according to the target platform, packaging 
them with their depending resources. According to the component model, a 
package may contain one or many components. 
- Install: consists of transferring the applications packages from a storage 
repository to the target site or sites. 
- Activation: after the components are injected within the target environment, they 




- De-activation: for different reasons, a component or a set of components have to 
stopped and unloaded. 
- Update: consists of reinstalling some components already installed, or adding new 
components to an application previously installed. 
- Reconfiguration: means the modification of the installed application using the 
elements already available on the site (without need for re/installing other 
components). For example disconnecting two components or plugging a 
component in the place of another, both present on the site. 
-  Uninstall: consists of removing from the target site the components no longer 
used. 
Furthermore, in order to achieve dynamic deployment functionality, two important factors 
to be considered: 
- It is necessary that information related to deployment have to be specified outside 
the software components implementation i.e. it’s necessary to have metadata 
stored in some descriptor file for all the independent sub-components of the 
software system. The generic way to prepare the deployment descriptor is a set of 
key/value pairs.  
- The other important point is related to the techniques used to modify the 
applications at run-time. The main idea for this technique is based on the ability to 
reify the connections between the application elements and to act dynamically on 
these connections. The reification can intervene at different levels i.e. virtual 
machine while the second approach is reification at the application level.  
Among the two techniques for modification of the run-time deployment, it’s necessary to 
have the mixed approach. The virtual machine based approach is useful when the overall 
system functional requirement undergoes changes. In this case the reification in VM 
provides the advantage that all applications running on top of the modified virtual 
machine benefit automatically from the dynamic adaptation capabilities. While the 
second technique is applicable when the application level changes are incorporated 
independent from other components.  In this case the container can be a dynamic proxy 
(EJB/JBoss), a static generated interceptor (EJB/Jonas) or any other interception object. 
The interceptors are particularly inserted in order to apply some necessary system 
services (security, transactions, and mapping with databases) before transferring the calls 
to the wrapped components.  
Based on these principles, here we will present the details for the dynamic deployment 
framework, the high level view of which is as depicted in Figure 6-14. The major 
components of the framework are: collection of software components base, collection of 
deployment and reconfiguration policies and there software components viz. deployment 
planner, deployment and reconfiguration manager and abstract models manager. Each of 




Software Components Base: This is the collection of all the software components that are 
required for the functioning of the overall system. Thus, basically this is the collection of 
jars, wars, exes, code base etc. which needs to be deployed and executed at run-time. 
 
Figure 6-14 Dynamic Deployment Framework 
Deployment and Reconfiguration Policies: This is the collection of policies that govern 
the configuration and deployment of the software components base. For all the 
components added in the software components base its necessary to have corresponding 
policy description added in this collection. Furthermore, it’s necessary to define rules and 
policies to detect and trigger the deployment and reconfiguration when any of the 
software components undergoes changes. Some policies are required to make possible the 
self-reconfiguration of applications. Self-reconfiguration means the ability to take 
consistent dynamic reconfiguration decisions without the intervention of an external actor 
(usually a human administrator). The current specification of reconfiguration policies is 
very primitive. It considers a very simple form of reconfiguration rules. The improvement 
of this specification is one of our perspectives 
Deployment Planner: This is the core component and the role of this component is to 
allow the auto-reconfiguration/deployment of applications. It represents a reasoning 
engine that introspects or receives events from the system and its environment and takes 
decisions according to these events and according to some reconfiguration and 
deployment policies. This component works is two phases viz. Deployment Planning and 
Replanning. Deployment Planning deals with the initial deployment the process by which 
the system is deployed across the network for the very first time. Initial deployment takes 
a domain, an initial state, and a goal state as its inputs, which are determined by the 
overall system goal and available software components, which are accessible via the 
deployment and reconfiguration policies base. The goal state specifies the normal 
operating state of the system in which all machines are up, all components and connectors 
are assigned to machines, and all components and connectors are connected. Replanning 
activity is performed when the system undergoes changes once the system is deployed 
and running. In the event of a change, the effect of those changes must be determined, the 
analysis of the effects of changes produces a new specification of the current state that 
reflects the fact that various components and connectors and virtual machines are 




intelligence in the deployment planner. The proposed methodology is to make use of 
conditional probability distributions derived by analysing historical attribute. Runtime 
setting for every component is hard to determine in advance due to the dynamic 
interaction of these components with the environment and the user. In this way the 
reconfiguration planner can take an advantage of probability theory and statistics to 
describe uncertain attributes. Knowledge about runtime uncertainty can be captured by a 
data structure for probabilistic inference called a Bayesian network (BN). A BN is a 
Directed Acyclic Graph (DAG) represented by a triplet (N, E, P), where N is the set of 
chance nodes, E is the set of arcs to represent causal influence of the chance nodes and P 
is the conditional probability distribution for each chance node. A Decision Network is a 
BN that also includes a set of decision and utility nodes. Utility nodes express the 
preferences among possible states of the world in terms of a subset of chance nodes and 
decision nodes. A probability weighted expected utility is calculated for each decision 
given the evidence. To represent variables that change over time, it is possible to use a 
time-sliced network such that each timeslice corresponds to a time point. A DDN is used 
for the enactment of the decisions that change over time influenced by dynamic states and 
preferences. To model the effectiveness of reconfiguration over time, decisions are 
modelled using a DDN where each time slice contains an action taken by the system. 
Refer [262] and [263]for more details understanding of DNNs 
Abstract Model Manager:  In defining a unified framework it’s necessary to handle 
abstract models which are endowed by capabilities to support the dynamic 
deployment/adaptation. The abstract models allow the abstract definition of the 
components specifically defining their characteristics functions and service interfaces. 
With the help of these abstract models, the framework allows for example to replace a 
component by another one, either having the same interface or not (via the interface 
mapping facilities), it allows also to change the system architecture by changing the 
connections between components, by adding or removing components, it guarantees some 
consistency of the reconfigured system by assuring the state transfer between the old and 
the new component, passivating and activating components as necessary. By analogy 
with MDA the abstract component model corresponds to a PIM. This component 
provides the necessary details of the components to the deployment planner along with 
the possible reconfigurations suggestions based on the interfaces defined in the abstract 
models. While the deployment and reconfiguration manager provides necessary results of 
deployment to this component to check overall consistency of the system. 
Deployment and Reconfiguration manager: It is the central part of the framework and 
provides and implements the basic dynamic deployment and reconfiguration routines. 
These routines operate on the system abstraction (and not directly on the base-level) 









7. IMPLEMENTATION AND VALIDATION 
And above all, watch with glittering eyes the whole world around you because the greatest secrets are always hidden in 
the most unlikely places. Those who don't believe in magic will never find it.  
-Roald Dahl 
This chapter presents the technological solutions that have been developed during the implementation phase of 
this research work.  Some of the results that are presented in this chapter have been published in international 
conferences and research journals. The technological implementations cover different parts of the theoretical 
propositions made in the previous chapter. At the same time it’s important to state that the technological 
solutions have been presented with different scenarios that have been tested with some industrial use-cases from 
various projects. The chapter presents three scenarios so as to divide the complete solutions into smaller use-cases 
solving problems in an agile fashion. By the end of this chapter the user is expected to have the insight into the 
implementation side of the evolutionary system along with understanding of the applications in industrial use-
cases. 
 
In this section several application scenarios are presented, those represent selected views 
of the framework that can be used for different purposes. All the technical solutions that 
have been developed in the scope of this research work follow the layered architecture as 
shown in Figure 7-1.  
 
Figure 7-1 Layered architecture for CPS based applications 
The lowest layer is composed of physical devices (Px) which is pool of sensors and 
actuators, which have virtual instances termed as Virtual Object (VOx) created in the 
virtualization layer. The virtualization layer can also create other complex virtual 
instances termed as Virtual Objects Complex (VOcx) i.e. the ones without real physical 
existence by utilizing or more correctly logical recombination of the existing virtual 
instances. In the figure the dotted lines show the link between the physical devices and 




data/action flow is bidirectional in all layers. The virtualization layer is then followed by 
the computational layer which implements various user services for functionalities like 
data storage, data processing, events detection and other data analytics features. Finally 
the application layer is generated which provides the applications that are developed to 
meet different business scenarios including management and monitoring functionalities.  
In the following sub-chapters three scenarios have been developed which are stacked 
together to achieve the evolutionary CPS application scenario. Scenario 1 presents 
sensing framework, which provides the solution for integrating sensors and actuators into 
the system. This scenario is based on the theoretical foundation of sensorial modeling as 
presented in section 6.1.4. The solution formulated in this scenario is utilized on both the 
scenarios that follow. Scenario 2 presents the solution of situational awareness in real-
time project management, which is the industrial scenario that has been developed in this 
research work. The theoretical foundation that has been realized in this scenario is the 
behavioral modeling formulation as presented in section 6.1.3. The final scenario i.e. 
scenario 3 presents the evolutionary model by extending the scenario 2 in the scope of 
real-time project plan optimization in the scope of construction project. The theoretical 
foundation that has been applied in this scenario is based on the formulation provided in 
sections 6.1.1 and 6.1.5. In the process of the development of all these scenarios, the 
design methodology and technologies as defined in sections 6.2 and 0  respectively have 
been utilized. 
7.1. SCENARIO 1: SENSING FRAMEWORK – SUPPORT SCENARIO  FOR  SCENARIO 2 
Sensors are increasingly becoming important in developing new forms of systems ranging 
from personalized mobile apps to enterprise systems for manufacturing. It has also been 
highlighted in EC report [264], that there is a need to decentralise intelligence, moving to 
a scenario where the enterprise is seen as a smart complex entity capable of sensing and 
reacting to (business) stimuli. At the same time having a seamless interface with the 
environment is an important necessity for evolutionary CPS. 
Combining data from different types of sensors such as cameras, microphones, inertial 
sensors, beacons (e.g., GPS) and proximity-based sensors can greatly improve the 
accuracy and reliability of monitoring a particular situation. In order to fully exploit the 
capabilities of sensors, sensor networks and smart objects, it’s necessary to formulate 
methodology to uniformly access, aggregate and process data collected from different 
sources. In other words, it’s an important functional requirement to provide a solution 
where data sources can be seamlessly integrated and at the same time abstract the data 
source so that data consumers can consume data in a uniform standard way, without 
having to understand source details. Abstraction and sensor fusion allows designers to 
create virtual sensors that bridge what can be measured to what developers want to detect 
without having to realize new sensor as physical device. At the same time sensor fusion 
processes multiple sensor measurements of the same event at the same time thus making 




virtual sensor as final result, thus increasing reliability of detected event. For example, a 
gyroscope with 100°/second bias appears to be spinning wildly when the device is at rest. 
Sensor fusion can zero-out this bias through comparison with the accelerometer and 
magnetometer data. Let’s, say this new combination as motion sensor, and this allows 
designers to use such a combined effect of gyroscope, accelerometer, magnetometer and 
eventually gaining greater flexibility in component sourcing. Thus, when done correctly, 
there is no loss of responsiveness and this can overcome the shortcomings of individual 
sensors and provide useful, reliable results. 
In this scenario we present the research and practical work that has been done to realize a 
flexible data collection framework for collecting data from heterogeneous sources via an 
abstraction layer over the physical sensors. At the same time the framework allows 
creation of complex virtual sensors by combining any numbers of virtual sensors, as 
discussed in section 6.1.4. 
 SENSING FRAMEWORK 7.1.1.
The most important abstractions in Sensing Framework (SF) are abstraction over physical 
device protocols (specifically communication protocol) and abstraction over physical 
devices properties. The communication protocols abstraction allows seamless integration 
of different devices that have their own communication protocols while device properties 
allows creation of uniform way for identification, authorization and data access from 
different sources. Abstraction over protocol is achieved through protocol adapters and  
abstraction over device properties is achieved through virtual sensors discussed in section 
7.1.1.2. 
7.1.1.1. SENSORIAL MODEL INSTANTIATION 
Sensorial model is based on the definition provided in sub-section 6.1.4. It is important to 
note that in the scope of this implementation, reinforcement sensing has not been 
implemented. In order to model the sensorial model let us consider three sensors i.e. 2 
temperature sensors and one camera. The scenario being modelled is monitoring fire in 
the room and alerting where fire like situation is detected. The condition used for 
detecting the fire is if both the sensors measure same temperature for three time stamps, 
then scene needs to be captured and warning needs to be generated and fire alarm needs 
to be activated. 
By following the sensorial model, sensors can be defined with a simple example as 
explained below.  
Let’s consider the values for DataType = {Integer, Float, Blob, String, Composite}. Now 




STemp_1=<D=<Integer, {36, 36.5, 37, 36.2, 36.5}>, C=http://www.owl-
ontologies.com/Ontology1268158035.owl#TemperatureSensor, Cˈ ={Protocol=Serial, 
{Location=” LATITUDE=46.520000, LONGITUDE=6.565000}}> 
STemp_2=<D=<Integer, {46, 36.5, 39, 40, 38}>, C=http://www.owl-
ontologies.com/Ontology1268158035.owl#TemperatureSensor, Cˈ = {Protocol=Serial, 
{Location=” LATITUDE=56.520000, LONGITUDE=16.565000}}> 
SCam_1=<D=<Blob, {Cam1_1.jpeg, Cam1_2.jpeg, Cam1_3.jpeg, Cam1_4.jpeg }>, 
C=http://www.owl-ontologies.com/Ontology1268158035.owl#Camera, Cˈ = 
{Protocol=zigbee, {Location=” LATITUDE=36.520000, LONGITUDE=10.565000}}> 
Now VS can be modelled as follows:  
VSRoomMonitor=STemp_1ʘSTemp_2 ʘ SCam_1, where, 
ʘ is s.t. for i=1...n DVSRoomMonitor <Composite, {(xi,yi,zi} where xi ∈ STemp_1 , yi ∈ STemp_2 , 
, yi ∈ SCam_1, where composite data type is the aggregation of the data type of sensors is 
defined by the data type of STemp_1, STemp_2 and SCam_1. 
So we get the data for, DVSRoomMonitor ={(36,46, Cam1_1.jpeg),(36.5, 36.5, 
Cam1_2.jpeg),(37,40, Cam1_3.jpeg),(36.2,70),(36.5,38, Cam1_3.jpeg)}  
VSWarning = VSRoomMonitor s.t. for i=1...n VSWarning = {(zi)} where zi ∈ DVSRoomMonitor and xi = 
yi  and xi-1 = yi-1 and xi-2 = yi-2 
Which gives us VSWarning= {Cam1_2.jpeg} 
Actuator i.e. FireAlaram can be defined exactly as above except the action A, where 
Aout(k)=f(VSWarning) s.t. VSWarning != Empty, f(VSWarning)=Ring. 
From this instantiation, it’s clear that we can model the system’s sensorial model 
consisting of sensors, virtual sensors and actuators and corresponding actions by detecting 
various events.  Note that in this example the timestamp is shown because it’s not a 
model time parameter but a auto generated run-time parameter. 
7.1.1.2. TECHNICAL INSTANTIATION 
In this sub-section is provided the details of the technical instantiation of the sensing 
framework, which requires providing implementation of different functionalities to 
achieve three important goals: 
 Allow the virtualization (i.e. representation, creation and management) of 
different sensors, virtual sensors and actuators (detailed in Virtual sensor 
specification) 
 Allow plug and play like functionality to integrate devices with heterogeneous 




 And allow continuous data collection and processing (detailed in Data Stream 
Processing in SF (Temporal Aspect) and Data Stream Processing in SF (Data 
Fusion Aspect)).  
 
Virtual sensor specification  
The key abstraction in SF is the virtual sensor (VS), which abstracts from implementation 
details of access to sensor data and correspond either to a data stream received directly 
from sensors or to a data stream derived from other virtual sensors. As stated before, VS 
can any kind of data producer, for example, a real sensor or any combination of virtual 
sensors. It needs to be stressed that a virtual sensor may have any number of input data 
streams and produces exactly one output data stream based on the input data streams and 
arbitrary local processing. The specification of a virtual sensor needs to provide all 
necessary information required for deploying and using it, which includes: 
o metadata used for identification and discovery; 
o the structure and properties of the data streams which the virtual sensor consumes 
and produces;  
o a declarative statement for data stream processing performed in the virtual sensor; 
o Functional properties related to stream quality management, persistency, error 
handling, life-cycle management, and physical deployment.  
In order to support rapid deployment of virtual sensors, these properties are provided in a 
declarative deployment descriptor file with pre-defined schema. This functionality of 
creation and management of VS is provided by virtualization manager component 
(detailed in section 7.1.3). Important methods provided by this component are: 
VirtualSensor(DataType[] inputs, DataType result) -Constructor for the VirtualSensor 
query(ResultListener r) -Sends a one-time query to the VirtualSensor. The result listener 
receives results from this query.  
register(ResultListener r, int reqfreq) -Registers a persistent query on the VirtualSensor. 
The request frequency reqfreq indicates how often the application demands the data value 
from the virtual sensor (i.e. window size).  The method returns a receipt that can be used 
to cancel the registration when desired. 
deregister(int receipt) -Stops the registered query referenced by the receipt 
Protocol adaptation 
Protocol Adaptation deals with bridging communication between different types of 
devices by hiding the device specific communication protocol requirements. In the CPS 
paradigm, devices to be used devices can be IP-based devices, that communicates using 
the IP stack (IPv4 or IPv6), or "legacy devices", meaning devices communicating using 




6.2.2.1 CPS requires having compatibility with NGN protocols. So, the Protocol Adapter 
receives these device specific protocols and translates them to a uniform internal API, 
which will provide access and management functionalities over all the connected devices. 
Figure 7-2 shows the internal components forming the generic protocol adapter. 
Base Device Driver: The base device driver is the low-level API for legacy devices (i.e. 
an implementation of the device specific protocol stack). Base Drivers handle device 
discovery and access to sensor and actuator resources in a protocol specific way. For 
instance, the ZigBee Base Device Driver is based on the Network Device Gateway 
Specification defined by the ZigBee Alliance [265]. The functional operations to be 
performed by these drivers are: operations to read and write attributes, and configure and 
report events; macro operations for network and service discovery; endpoint 
management; flexible start-up and network join operations; bi-directional communication 
mechanisms devices and corresponding protocol adapter. 
 
Figure 7-2  Protocol Adapter Internal architecture 
Protocol Adapter: A Protocol Adapter is the glue between a base driver and the Generic 
Device Handler. Protocol adapter is implemented to translate device protocol to NGN 
protocol. Now, the higher layer components like generic device handler can access 
devices to collect data or provide action in a uniform way.  Therefore, a Protocol Adapter 
is necessary for each protocol that the Base Drivers support. Whether the protocol is 
standardized or proprietary does not matter as far as the Base Driver is available and the 
Protocol Adapter is implemented on top.  
Generic Device Handler: The Generic Device Handler (GDH) provides high-level, 
protocol agnostic functionalities and APIs towards the data consumers. GDH uses service 
schemas which are XML-files that describe the supported resources, i.e. the application 




applications spanning from home automation, to media, to health care. The GDA defines 
two main data structures: 
Device: it represents the sensor/actuator and  
Service: it represents a set of functionalities provided by the Device. 
Some important methods exposed by GDH are: 
device.getService(<name of service>) – used to get the services associated to a 
specific device, 
service.getProperties() – used to get the list of properties (i.e. attributes) 
implemented by a specific service implementation, 
service.getAction(<name of action>) – used to get a single action (i.e. command) 
implemented by a specific service implementation. 
This way, we can achieve a protocol agnostic solution for seamlessly using different types 
of devices. Note that addition of new device type i.e. having unsupported protocol 
requires the need to implement both the Base Device Driver and Protocol Adapter and 
integrate them in the SF container. 
Data Stream Processing in SF (Temporal Aspect) 
Central concept in data processing in SF is the time model as it defines the temporal 
semantics of data and thus determines the design and implementation of a system. In most 
of the existing stream processing systems a global reference time is used as the basis for 
their temporal semantics because they were designed for centralized architectures in the 
first place. But in the CPS domain, temporal semantics is important and often the data 
sources are distributed. In order to address this issue SF provides essential blocks for 
dealing with time, at the same time leaves temporal semantics largely to applications 
allowing them to express and satisfy their specific, largely varying requirements. Thus in 
SF a data stream is a set of timestamped relations, i.e., each element of the data stream 
consists of a set of tuples. The order of the data stream is derived from the ordering of the 
timestamps. In order to achieve this SF provides service that performs following 
functionalities: 
o Implicit management of a timestamp attribute (TIMEID) for all the data streams 
collected or processed by sensors or virtual sensors. 
o In case of sensor, its timed at the arrival of the data stream 
o In case of VS, data stream is always timed at the arrival of a data stream 
element from one of its input streams. 
o In distributed scenario if any one of the arriving data steam doesn’t have 
its own time stamp, then the input stream is timestamped using the local 
clock of the SF, else it remains unchanged. 




o A windowing mechanism which allows the user to define count- or time-based 
windows on data streams. 
o Windowing can be used to limit the amount of data that needs to be stored 
for processing. 
o Windows can be defined using absolute, landmark, or sliding intervals. – 
The lifetime of data streams and queries can be bounded such that they 
only consume resources when actually active. Lifetimes can be specified 
in terms of explicit start and end times, start time and duration. 
In this way it is always possible to trace the temporal history of data stream elements 
throughout the processing history and at the same time control the processing window to 
extract only necessary streams. This allows observation of the physical world, in which 
network and processing delays are inherent properties of the observation process which 
cannot be made transparent by abstraction. 
Data Stream Processing in SF (Data Fusion Aspect) 
In this section we will discuss the data stream processing in SF that explains how the 
virtual instance of sensors and also the virtual sensors are instantiated, which is as 
depicted in Figure 7-3 .  
 
Figure 7-3 Data stream processing in SF 
The data stream processing starts with the generation of a new tuple is with the data steam 
and respective timestamp. This is then passed to the stream processing handler that 
processes the data with operations like windowing, filtering etc. The generated pre-




persistent storage is also important in this stage to enable traceability of events that will 
be deduced by the other components in the stream processing pipeline. The result of 
stream processing handler is used to instant the virtual instance of the data source, which 
is identified by the data source alias name. This data source alias now can be queried by 
any data consumer to receive the necessary data. 
Now, the virtual instances of data sources identified by data source alias names are used 
for instantiation of virtual sensors. This task is performed by Data fusion handler, which 
uses the defined configuration of the VS to select the necessary data streams and apply 
data fusion rule to merge data from individual data streams.  
In order to specify data stream processing as described a suitable language is needed. A 
number of proposals exist already, such as in the Aurora project
6
 users can compose 
stream relationships and construct queries in a graphical representation which is then used 
as input for the query planner. While the STREAM
7
 project proposed the Continuous 
Query Language (CQL) which extends standard SQL syntax with new constructs for 
temporal semantics and defines a mapping between streams and relations. Similarly, in 
Cougar
8
 an extended version of SQL is used, modeling temporal characteristics in the 
language itself. While the TelegraphCQ project
9
 suggested StreaQuel language which 
tries to isolate temporal semantics from the query language through external definitions in 
a C-like syntax. For example, for specifying a sliding window for a query a for-loop is 
used. The actual query is then formulated in an SQL-like syntax. In SF, we have followed 
the similar approach and separate time-related constructs from the actual query. Temporal 
semantics e.g., the window size are provided in the virtual sensor specification, while data 
processing is specified in a subset of SQL. The main advantage of using SQL is the well 
adoption of SQL decreasing learnability burden on end users and easy adoption of query 
optimization and planning techniques can be directly applied. 
 USE-CASE 7.1.2.
The use case that has been used for testing this framework is based on the scenarios 
described in our publication [266] and [267], which  provides a discussion on personal 
health information management and continuous data collection in manufacturing 
industries by utilizing different types of sensors respectively.  
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In the first scenario i.e. personal health information management working principles of 
the brain and nervous system is taken as the model. It is considered the way the brain and 
the nervous system permanently monitor a person’s body. Information is acquired by our 
sensorial organs, is perceived and interpreted by the brain using existing knowledge, 
gained by learning and experience. The reasoning is based on a combination of different 
inputs, acquired by sensorial organs [268], which generate better assessment. With the 
use of different sensorial systems it is possible to monitor health status according to the 
context, and trigger events to inform or warn actions to be executed. So, the scenario 
under consideration is simulation of the way on how brain reacts to different types of 
stimuli from the real world environment. 
While in the second scenario, it is motivated to provide solutions towards reactive 
manufacturing systems based on the real-time data. Continuous data collection from 
heterogeneous sources and infusion of such data into suitable processes can enable almost 
real-time reactive systems. In the context of today’s manufacturing plants automated data 
collection is common, although often complex and difficult to synchronize and maintain. 
Extension on enterprise systems, by following right data integration can change 
manufacturing control processes. It has also been identified in ‘Industry 4.0 -The new 
industrial revolution’ [269] that new IT systems will be built around machines, storage 
systems and supplies. In this concept, data is gathered from suppliers, customers and the 
company itself and evaluated before being linked up with real production. The latter is 
increasingly using new technologies so that production processes are fine-tuned, adjusted 
or set up differently in real time[269]. 
 
Figure 7-4 Data flow in stimuli based system 
On, the whole both of these systems require a framework which allows seam data 
collection and integration from the data source without increasing added load over the 
existing enterprise or personal system. Figure 7-4 shows the data processing flow in the 
considered scenario. In the first step data is captured from the real world by various types 
of sensors or from other service providers. Thus collected data act as measurement of the 
parameter under consideration like temperature, humidity etc. In the next step, data 
infusion is performed leading towards more meaningful state like the temperature and 
humidity of an object at a particular instant, which leads to the generation of virtual 
sensors (VS). VSs will have data infusion rules such as if the temperature > x and 
humidity < y then activate VS. These are useful for generating simple instances of events, 




lead to reflex-like reactions as appends in the human body. The next step termed “Pre-
Processing” is used for pattern extraction and will remove the unwanted data from the 
collected samples of instances thus providing filter over useful data. The patterns detected 
in this phase are passed to for post-processing, where domain knowledge and rules, are 
applied over the collected samples to generate facts. Interpretation of facts leads to 
generation of actions to be taken, over which actors can decide the follow-up procedures.  
In the processing flow diagram, we also see that in each stage actions are generated, 
which we term as “reflex”- immediate response to the state of the real world. In order to 
act over the reflexes users should use their own knowledge and understanding of the 
overall scenario. The final actions are suggested based on wider processing of the 
scenario thus allowing users to respond with lower level of understanding. It is important 
to define some important concepts for further understanding of the methodology. 
 TECHNOLOGY IMPLEMENTATION 7.1.3.
One implementation of SF has been provided in the scope of the FITMAN
10
 project. The 
implementation is named FITMAN "Shop Floor Data Collection" Specific Enabler 
(SFDC)
11
. This technological is developed together with ATOS
12
 to act as the middleware 
between the data producers in the shop floor and the data consumers. At the same time 
this SE also decouples the event producers from events consumers to provide flexibility 
in the processing of production data. Data producers (which can also be the producers of 
events) are integrated into the main system making use of smart object technologies like 
RFID and sensorial networks. Data consumers are various applications and services, 
which make use of various components of this implementation as necessity. The 
decoupled layers of technical solution is as shown in Figure 7-5. 
 
Figure 7-5 Layers of technical solution of scenario 1 
SFDC implementation, which is the implemented instance of SF contains two distinct 
components: 
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Fitman Tag&Trace [FitmanT&T]: This component is based on Fosstrak for data 
acquisition and is responsible for collection of data from objects in the shop floor with 
RFID tags to provide track and trace functionality for the shopflor. 
Fitman Sensor Network [FitmanSN]: This component is based on results OpenIoT 
project
13
 and is the middleware solution for rapid deployment and integration of 
heterogeneous wireless sensor networks. 
We implemented the SF container in Java. The core implementation of the container is 
around 5,000 lines of Java code which encompasses the query processor, query manager, 
network manager, input stream manager, storage manager and life cycle manager in 
addition to the web interface. For deploying a virtual sensor a user has to specify the 
XML deployment descriptors. For enabling a new type of sensor or sensor network a 
Java-based base device driver implementation is required. The existing implementation 




Research presented in this scenario has potential impact in many business aspects, some 
of which has been exploited in different smart and digital factory trials of Fitman and 
have been reported in the Fitman Experimentation report [270] and [271]. The use of 
sensing framework allowed industries to work with new business and functional scenarios 
that were enriched by real-time data. By the usage of the proposed Framework, we could 
integrate sensorial data and their interpretation into the existing business process, and 
eventually generating events, notifications and advices where applicable. It has been 
reported in FITMAN Smart-Digital-Virtual Factory Trials Experiences [272] that the 
SFDC (lighter version of SF) configured for FITMAN has significantly improved the 
overall efficiency for data collection and integration in existing business process of the 
industries like Consulgal
15
. At the same time the current implantation is being extended in 
the scope of the C2NET
16
 project to adapt it to wider cases of manufacturing industries 
such as FLEXF - Flexefelina, SA
17
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7.2. SCENARIO 2: SITUATIONAL AWARENESS FOR REAL TIME PROJECT MANAGEMENT –
INDUSTRIAL SCENARIO FOR VALIDATION 
The interaction between a computing system and real world objects is becoming an issue 
of major importance in business. The ability to gather real-time information, generated 
from virtually any objects in the real world, will open up new paradigms for applications 
that range from personal use to business activities. At the same time it requires important 
research effort to address the acquisition and management of such information and 
harvest useful knowledge from such sensorial raw data. Various types of sensors are 
available that can be used to monitor subjects and instruments which generate a 
continuous flow of information which, in return, provide information services that are 
accurate and current i.e. almost in real-time. This information is very useful in complex 
real-world systems that need to perform timely reactions to selected environmental 
events. This scenario provides new paradigms for making use of information collected 
from surrounding environment, allowing integration of real-time information with legacy 
information system. This approach will increase awareness and support faster decision-
making by the involved stakeholders.  
Situation awareness, aims at determining the meaning of information about perceived 
events, and is the basis for making decisions in heterogeneous, highly-dynamic 
environments. Historically, the most common means of obtaining situational awareness 
would be to identify what information is required for the mission and then to proceed 
with search routines through printed material, data repositories, users’ feedbacks, activity 
logs etc. This manual process is very time-consuming and may not produce timely results. 
As such, IT infrastructure and systems had to be developed to collect data and 
information from disparate sources. Adding to this would be necessary to process data 
into logical outputs, and push it to the user to make better and more informed decisions.  
This validation scenario proposes a framework for project management with the 
capabilities to detect and gain insight into processes going on at the shop-floor, or at the 
site of project execution. In real world, at the manufacturing site, the on-going processes 
are influenced by various environmental factors. Those are, along with other 
uncontrollable constrains like the weather, the performance of workers and the activities 
of stakeholders involved in the processes. The proposed framework tends to integrate all 
these factors into a computing system to generate situational awareness to help the project 
supervisor to speed up the process of decision-making. It enables and encourages them to 
engage in mindful reflection of the project status and respond more critically to difficult 
or unexpected, circumstances. Following sections will provide the motivation for this 
research work along with the details of the proposed framework. An implementation 
detail of the framework, with a use-case scenario for project supervision in construction 





This validation scenario proposes a framework for project management with the 
capabilities to detect and gain insight into processes going on at the shop-floor, or at the 
site of project execution. In real world, at the manufacturing site, the on-going processes 
are influenced by various environmental factors. Those are, along with other 
uncontrollable constrains like the weather, the performance of workers and the activities 
of stakeholders involved in the processes. The proposed framework tends to integrate all 
these factors into a computing system to generate situational awareness to help the project 
supervisor to speed up the process of decision-making. It enables and encourages them to 
engage in mindful reflection of the project status and respond more critically to difficult 
or unexpected, circumstances. Following sections will provide the motivation for this 
research work along with the details of the proposed framework. An implementation 
detail of the framework, with a use-case scenario for project supervision in construction 
industry, is also provided in the following sections. 
Cyber physical system can be realized in the construction industry which is also one 
challenge being addressed by the Portugese trial in the scope of FITMAN project.  As it 
has been suggested in [273], CPS in construction industry can be realized by  the adoption 
of a ‘system of systems’ approach, which will be an important factor for improvement 
productivity and efficiency [274]. Since construction project involves direct interaction 
with the physical world (construction site),   there will be a bi-direction interaction 
between the cyber world and physical world, which is as shown in Figure 7-6. 
 
Figure 7-6  Bi-directional interactions between cyber world and the physical world in construction 
project 
This is particularly important as it supports design-build and other integrated project 
delivery methods. This concept of integration is important to align the as-designed and as-
built scenarios of the construction project. It will be important for active monitoring and 
control of construction activities such that as changes in one of the world will be reflected 
in both the worlds, thus enabling efficient project delivery and decrease in the overhead 
caused by delayed decision making process.   
Realization of a construction project as a CPS, will this offer opportunities for improving 




between the design, construction team and supervision team. With bidirectional 
interactions various stakeholders involved in the project can have access to the design 
parameters, construction activities, and environmental factors and make queries over as-is 
state of the project life cycle to receive status and feedbacks to time critical issues, thus 
reducing delays to projects. 
 SITUATIONAL AWARENESS 7.2.2.
Situation Awareness (SA) provides the basis for increasing the quality of decisions by 
determining the meaning of information about the perceived events. SA originates from 
applications of cognitive sciences to the aviation and military domain, SA has been 
defined by Endsley [275] as ”the perception of elements in the environment within a 
volume of time and space, the comprehension of their meaning, and the projection of their 
status in the near future”. International Society for Information Fusion (ISIF)
19
 provides a 
number of research works in the domain of achieving SA using computational models. 
One important data fusion model for achieving SA is discussed in [276] which is termed 
as JDL data fusion Model. The JDL Data Fusion Model has become a basis for a number 
of research works (e.g. e.g. [277], [278], [279]) that for explicitly defining SA. 
 
Figure 7-7 Endsley’s Situation Awareness Model 
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Endsley [280] provides an alternative to the JDL model that provides a holistic viewpoint 
of Situation. This has two main parts: the core SA portion and the various factors 
affecting Situation Awareness. The core portion follows Endsley’s [275] proposition that 
Situation Awareness has three levels of mental representation: perception, 
comprehension, and projection. The second and much more elaborate part describes in 
detail the various factors affecting SA. The three levels of Situation Awareness as 
proposed by Endsley are summarized in Figure 7-7.  
Based on the definition of the SA, it can be observed that integration of real-time 
information provides huge added value on SA frameworks. Situation awareness involves 
the real-time processing of information, based on various events occurring on the shop-
floor, from an evolving situation in an attempt to understand what is happening. [281], 
situation awareness primarily comes down to identifying higher-order relations that come 
into being within a situation, as defined by the user’s goals or objectives. By higher-order 
relations it means relations involving multiple objects. Thus the analytical process of 
establishing situation awareness necessarily involves fusion of data, from multiple 
heterogeneous sources, to produce new enhanced information. 
7.2.2.1. SITUATIONAL AWARENESS IN PROJECT MANAGEMENT 
As identified in Factories Of The Future (FoF) roadmap , the major challenges that 
manufacturing companies face today are: the growing complexity of their processes and 
supply networks, cost pressures, growing user and customer expectations for quality, 
speed, customized products, worker’s safety and assistance. Manufacturing is evolving 
from being perceived as a production-centred operation to a human-centred business with 
a greater emphasis on workers, suppliers and customers being in the loop [282].  
The foremost requirement for addressing these challenges is collaboration. In 
collaborative manufacturing, ICT will support a constant feedback loop without media 
breaks between product designers, engineers, state-of-the-art production facilities and 
customers [283]. Collaboration solves an important aspect of the problem but, at the same 
time, increases the complexity of the overall process with the increase in the number of 
stakeholders and diverse locations for activities. Project management within diverse 
groups, often located in remote locations, will face a number of deviations in the original 
project plan.  
So, it is very important to identify the events that occur at various phases of project 
execution and provide intelligent decision support, based on the applicable business rules. 
The almost real-time detection and processing of events will help the supervisors and 
project managers (and other stakeholders where applicable) to reduce decision-making 
process and eventually save time and money. At the same time, the understanding of the 
global situation of the project execution will be useful for identification of the possible 




This research work is thus, motivated towards a unified framework to generate situational 
awareness by integrating IoT technologies into the legacy systems. It will be an important 
block towards the factories of future that are more responsive, regarding efficient 
collaboration between stakeholders and, deeply integrated into the real-world models. 
This framework provides the capability to the project supervisor to respond quickly, and 
efficiently, to the abnormalities detected in the project plan. In this research work, authors 
are motivated to provide a framework that will add value to the project manager 
procedures with an efficient way to perceive situations resulting from odd events, 
occurring at various stages of a project execution. It will also allow the extraction 
important knowledge that can be used for future project planning. 
 SITUATIONAL-AWARENESS IN CONSTRUCTION INDUSTRY: INDUSTRIAL SCENARIO  7.2.3.
Construction sector is selected as the reference use-case scenario for the implementation 
and testing of the proposed framework. FITMAN
20
 deliverable on business requirements 
of the project [284], has clearly indicated the need of efficient decision-making process in 
the construction industry. Management of complex construction projects involves 
planning and monitoring tasks and resources for a single project. However, programme 
planning is the planning and monitoring of tasks and resources across a portfolio of 
projects.  
Construction programme supervision involves planning at the strategic level where tasks 
are delegated to the project manager. The project manager on the other hand, is involved 
in planning individual project, where task are delegate to departmental manager or team 
leader or some other user with defined role. All the users with varying roles can belong to 
different organizations or stakeholders of the overall project. Therefore, the situational-
aware programme planning, monitoring and control application may be designed, not just 
to be the project and programme management viewing tool, but as an application that 
intelligently update tasks of data fields (such as % complete, resources name, planned 
start and planned finish for tasks and milestones).  
In order to model the construction supervisor scenario, the modelling of the project is as 
shown in Figure 7-8. This model gives a global view of the project. ‘Activity’ represents 
all individual tasks that have to be performed in the project. Each tasks performed at 
various stages can lead to the generation of events. Those will be used to generate 
situations, based on the applicable business rules for the particular tasks, by including the 
global rules that are applicable in the overall project. Note that input to any activity is, not 
only the necessary information for the task but, also the business rules. 
                                                     
20





Figure 7-8 Meta Model of a Project including learning over the processes 
Based on this model, events that arise at each phase can be traced back to the 
corresponding project, and the stakeholders involved, and the global project plan. This 
will help the supervisor to correctly access the situation and take corrective decisions 
were necessary. He can eventually use the knowledge generated also for future project 
planning. In order to further define the situation, this research work have taken into the 
reference model presented in [285] and is as shown in Figure 7-9. The central entity of 
this model is Situation, which is referenced in the model of the project. Instances of this 
class have properties of relevantIndividual, focalIndividual, relevantRelation, and other 
applicable properties. 
 




The other classes include Individual (individuals involved in a particular situation), 
Attribute (attributes of individuals or situations), PropertyRelation (relations that are 
relevant to the situation), and Rule (conditions that need to be true for a particular 
relational tuple in a given situation, and the inferences that are drawn when the conditions 
hold). Infon represents queries, or goals— statements that give focus to a particular 
situation. An example of such a statement could be a query, “Is test results from 
operation BAX-SAB-OP15 safe?” Polarity is a special kind of value; it can be either 1 
(meaning the infon is satisfied) or 0 (not satisfied), corresponding to whether statement 
represented by the Elementary- Infon is true or false, respectively. The notions of 
ElementaryInfon and Polarity come from Jon Barwise’s situation theory [286]. 
A simple use case scenario within the scope of construction project supervision is 
handling the concreting operations. Concreting is a critical activity and has a huge impact 
on the overall project planning and maintenance. This impact reflects on the timing of 
operations, reliability and, ultimately, in costs. One of the business processes in this 
scenario is “samples collection and test”.  
The concrete is manufactured with the characteristics defined in the design documents 
and is transported to the construction site (in this case a dam) by truck. Upon arrival of a 
truck, a sample is collected for the slump test, which is carried out in the presence of an 
element of the Supervision team. Thus collected samples have to undergo a series of test 
viz. slump test and laboratory test. Results from these test operations are critical and must 
comply with all the standards and regulations. 
 
 




Incompliance of the results, will affect the future operations and the actions that 
supervising authority need to take in order to avoid any faults in the construction project. 
One of the task i.e. “Slump test and results” is as described in Figure 7-10. This activity is 
mapped to the model, as described in Figure 7-8 in the reference implementation of this 
work. It can be easily observed, with this simple activity, that a number of events can 
occur which can have a long-term impact on the project. In face of those facts it becomes 
critical for the supervisor to have, an almost real-time, situational access of the project at 
the site. 
 BEHAVIOURAL MODEL INSTANTIATION 7.2.4.
Situational awareness in the scope of construction project can be modelled with the 
instantiation of behavioural model as described in section 6.1.3. In order to model the 
situation model let us consider the business process of slump test activity as defined in the 
previous section. The slum test business process is preceded by other business processes 
such as concrete definition, concreting plan, concreting operation etc.  which provide the 
pre-conditions for this activity. Also, it’s important to note that slump test activity is 
highly dependent on the environmental conditions. Now in order to define the overall 
situations let’s consider World which is composed of tasks, human resources (R),  
machinery resources (M), location (x, y), plan, do(action), actions are performed or 
deferred, some actions are not completed, plan can fail/succeed, supervisor(member of 
human resource) can correct the plan for deviation. 
The possible actions (A) can be defined as: 
 Perform(R, t): R performs the task t. 
 Validate(R,t): R validates the task t 
 Approve (R, t): R approves the task t 
 Reject (R, t): R rejects the task t  
Fluents that define the properties of the world can be defined as: 
 is_performing (t,R,s) : R is performing the task t at state s 
 is_beingUsed (t,M,s): M is being utilized in task t at state s 
Now, the truth axioms for these fluents can be defined as: 
 is_beingUsed (task_1, Machine_1, S0): FALSE ; Initially the machine is not 
allocated for any task. 
 is_performing(task_1,Resource_1, Perform(Resource_1, task_1): TRUE; 
Resources 1 is performing task 1 when the action Perform is true. 
 is_performing (task_1, Resource_1, Not_Raining): TRUE This means that the 




Note that Not_Raining can be defined based on the sensorial model definition as defined 
in section 7.1.1.1. 
Now the action preconditions can be defined as: 
 Poss(a, s): It’s possible to perform action a in state s. 
 Poss (Perform(Machine_1, Task_2), NotBroken (Machine_1)): Its possible for 
Machine_1 to perform Task_2 if Machin_1 is assigned to perform Task_2 and its 
not broken. 
 Poss(Perform(Resource_1, Task_2), Approve (Resource_2, Task_1),): 
Resource_1 can perform the Task_2 in the situation such that Task_1 performed 
by Resource_2 has been approved. It signifies that completion and approval of 
Task_1 is the precondition for the start of the Task_2, and that Task_1 precedes 
Task_2 in the plan. 
 Poss(Validate (Task_1, Resource_1)) ↔ (z ¬ is_performing 
(Task_1,Resource_1,State_1)  ¬Failed(Plan)): Task_1 possible to be validated if 
and only if the task is not under the is_performing situation and the overall plan 
hasn’t failed. 
Now, the successor state axioms can be defined as:     
 Poss(Task_1,Completed) → [Validate(Task_1,Poss(a,s)) ↔ (a= Perform (Task_1, 
Resource_1)  Approve(Task_1, Resource_2)) ]; Task_1 can move the completed 
state if the task has been performed and validated. 
 Poss(Task_2, Start) → Poss(Perform(Resource_1, Task_2), Approve 
(Resource_2, Task_1),)   (deferred (Task_1, S)  a  Failed(Plan, S))]: Task_2 
can start if Task_1 has been approved or Task_1 has been deferred and the overall 
plan hasn’t failed yet in state S. 
Based on these axioms the goal of the overall behaviour can be defined as: 
 Goal |= s Do(CompletePlan, S0, s) where s =do(Perform(R, t),do(Validate(R,t), 
do(Approve (R, t), Reject (R, t),S0)))) 
It implies that the goal is to complete the plan, the initial state is S0 and the actions that 
can be followed are performed, which is then validated which can be either approved or 
rejected. And it clear that the transition from one task to another is defined by the 
precondition and successor axioms as defined above. 
Note, that this is just a small portion of the axioms that are needed to be defined and 
implemented in the process of defining situational behaviour of the scenario under 
consideration. And, it’s also important to note that in the scope of the implementation in 
this research work, the above mentioned axioms are represented in XML, thus not 




are in second order, thus, requires a methodology for translation to first order so that they 
can be represented with semantic web languages such as RDF and OWL. 
 TECHNOLOGICAL IMPLEMENTATION FOR SITUATIONAL-AWARENESS 7.2.5.
This module is defined based on the model as explained in Figure 7-11, with a clear 
distinction between the perception and comprehension layers, which are the important 
layers of the 4 layered situational awareness reference model. The detail of this module is 
as shown in Figure 7-11. 
 
 
Figure 7-11 Details of the situational awareness module 
Perception layer is responsible for collection and processing of data. This layer interfaces 
with the lower layer, to receive the data from the shop-floor. The data thus received is 
processed based on the CEP rules and the domain of interest. Based on the different types 
of data collected, different methodologies or algorithms will be integrated in this layer in 
order to extract events from the collected data.  
The generated events are stored in the events log database. As the events database is 
updated, Model Analysis, Knowledge engineering and Reasoning tools are used to 
determine if the events are critical and to define evidence from them, with necessary 
contextual information. This layer is thus responsible for actual generation of situational 
alerts. This layer will make use of the domain model, business rules and domain 
knowledge. This portion of the process defines the “Comprehension” portion of the 
model. Here the knowledge acquired will be integrated with the knowledge base. This 
module thus combines the knowledge provided by the systems analyst with the obtained 
evidence (or perception) in order to provide comprehension or understanding of the 
situation. Note that this is clearly supported by the generic architecture presented in 
section 6.2.2.1. The situational awareness module is custom implementation to handle 




Application/Service Integration Framework.  Hence forth, this module will utilize the 
data collection component will work together with the lower layers of the  
7.2.5.1. TECHNOLOGY ADOPTION 
Implementation of the system is based on the reference architecture [284] proposed 
within the scope of FITMAN project. This work adopts services and enablers, being 
developed by projects, under the European FI-PP program like FI-WARE
21
 and 
FITMAN, which provide enablers for data acquisition from the physical world (Internet 
of Things Service Enablement), complex event processing, context aware data handling, 
data analysis etc. Figure 7-12 shows the different layers of the technical solution. The 
behavioural model is used to model different actions and activities that will occur in the 
scope of the construction project. The sensing layer is the implementation as described in 
scenario 1. The SA layer is the situational layer implementation as descried in previous 
section. Based on these independent implementation, application has been developed 
which allowed construction supervisor to effectively monitor the concreting process with 
the automatic detection of events/situations to enhance the decision making process. 
 
 
Figure 7-12 Layers of technical solution of scenario 2 
Shop-floor Data Collection
22
 (SFDC) specific enabler, which is the implementation as 
described in scenario 2 is used for integration of RFID tagged objects into the information 
system. In the production environment, SFD is deployed together with Secure Event 
Management
23
 enabler, to provide a secure dispatch of events collected from the shop-
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floor. CCEP Complex Event Processing (CEP)
24
 and Publish/Subscribe Context Broker - 
Context Awareness Platform
25
 implementations, from the FI-WARE project, are 
integrated into the information integration layer of the architecture, as presented in 
6.2.2.1. CEP is used for analysis of event data, in real-time, and generate immediate 
insight to enable instant response to changing conditions. This implementation is thus 
used to react to situations rather than to single events. The situation is generated based on 
a series of events, which have occurred within a dynamic time window, called processing 
context. Context Broker enabler implements publication of context information by 
entities, referred as Context Producers, so that published context information becomes 
available to other entities, referred as Context Consumers Those are interested in 
processing the published context information. Both of these enablers are the important 
components that are used for integration with the legacy system by use-case specific 
implementations. 
The implementation of situational awareness module makes use of formal knowledge 
representation and semantic web technologies. At the same time this module makes use of 
BigData Analysis
26
 enabler to process huge amounts of previously stored data, in order to 
get relevant insights in scenarios where latency is not a highly relevant parameter. In this 
layer, integration of “Semantics of Business Vocabulary and Business Rules” (SBVR) 
standard [287] into the BPMN business process model, is also considered to provide a 
semantically enriched business modelling with formal grounding of business rules.  
 OBSERVATIONS 7.2.6.
The implemented solution was used in real-case scenario of Consulgal, during the 
concreting operation at Estoril Grand Hotel. Sensors utilized for the experimentation were 
RFIDs, motion sensors and web cams. This was used to model a situation, where the 
supervisor could monitor the concreting operations from the remote locations and at the 
same time system generated event notifications regarding the start and end of the 
concreting operations by analysing the motion of the people at the work site. Also the 
RFID tags were used to trace the concrete samples collected for testing, which are 
collected by the personnel from the lab, which was remotely located.  











Figure 7-13 Notifications of 
events and/or situations 
 





Figure 7-15 Details of the 
success/failure 
The supervisor is alerted with events if the lab failed to perform test as planned and also 
when the tests are performed on time, so that the next activity in the project plan could be 
triggered. But, during this experimentation phase, even though the functional validation 
of the solution could be made with simple situations, the system was not used for large 
number of project cycles to observer adaption, learning and evolutionary behaviour. 
7.3. SCENARIO 3 – PROJECT PLAN OPTIMIZATION WITH EVOLUTIONARY ALGORITHMS- 
ENHANCEMENT OF INDUSTRIAL SCENARIO 
One of the most challenging tasks of a project planner is to simultaneously minimize the total 
project cost and total project duration while considering issues related to optimal resource 
allocation and resource levelling. Therefore, project planners face complicated multivariate, 
Time-Cost-Resource Optimization (TCRO) problems that require time-cost-resource trade-off 
analysis. In this section, we present an EA approach to solve TCRO problems in construction 
project planning. Our objective is to create a superior optimization method than existing 
optimization algorithms to find better project schedule solutions with less total project costs, less 
total project durations, and less total variations of resource allocation. The solution presented in 
this section is based on the theoretical presented in section 6.1.5. 
 USE-CASE 7.3.1.
The basic use-case is the same as described in section 7.2.1. But, in this scenario, is 
presented the experimentation of the basic scenario by utilizing knowledge injected EAs. 
In order to understand the concreting plan model refer Figure 7-16, which presents the 
details of the concreting plan that has been adopted from the FITMAN Consulgal’s use-
case. The basic model of concreting plan presents the Juntas (i.e. connection points 
between different blocks of the construction), Bloco (the blocks that are to be concreted) 
and layers (different layers of a block). It is important to note that different layers are 




concreting and the approximate date after which the next layer can be concreted. In this 
concreting plan, the resources needed for the operation is not depicted though. 
 
Figure 7-16 Concreting plan details 
Based on this basic plan model followed in the concreting plan, the following sub-section 
formulates the detailed plan model that will be used for development of the evolutionary 
model for real-time optimization of the construction project plan. 
 EA MODEL INSTANTIATION 7.3.2.
Evolutionary computational model in the scope of this technical implementation is 
defined based on the theoretical foundations presented in sections 6.1.1 and 6.1.5 by 
considering the industrial scenario of construction project management. The concreting 
plan under consideration is as defined in section 7.3.1. In the following sub-section is 
provided the details of the EA model starting with modelling individuals (Plan Model in 
section 7.3.2.1), modelling optimization criteria or fitness function (Plan Optimization 
Model in section 7.3.2.2) and Evolutionary operators model (Evolutionary Operators in 
section 7.3.2.3). It is important to note that the implementation of this scenario utilized 
both the solutions from the previous scenarios to capture the environmental factors and 




7.3.2.1. PLAN MODEL 
The Plan model was modelled to capture the most important characteristics of the 
planning activities.  Plan model forms the “individual” of the EA model and collection 
plan models will act as the “population” for EA model. The plan is defined with 
following four attributes (also depicted in Figure 7-17):  
 Sequence of Activities: array that contains sequence of the activities. The order of 
activities is an important characteristics to model the precedence of the activities, 
which are aligned to pre-conditions axioms in behavioural model. 
 Starting Dates: For each activity is provided the starting date which is a vector 
respecting precedence constraints  
 Ending Dates: For each activity is provided the ending date that contains the 
completion time of each activity.  
 Copt: For each plan model is provided the objective function. 
 Wait Time: (Optional), For each activity that belongs to concreting operation, the 
waiting time is provided that important to define the starting dates for the 
proceeding activities of the same type. 
 
Figure 7-17 Plan model that acts as individual for EA 
The collection of individuals as shown in Figure 7-17, forms the population for EA. Also, 
note that the model of the plan as provided above can be easily represented in OOP 
paradigm, which is the followed methodology in the technical solution. This structure is 
found within every generation of the GA. 
In order to further extend the plan model we will make use of the ontology as defined in 
section 6.1.5. Our domain ontology formalizes the main concepts concerning our 
problem, such as tasks, resources, people, and locations and so on (see entities below 
DomainEntity in Figure 7-18). One of the essential components of the planning problem 
is PlannedElement. It is an event to be held at a given location, which should start at a 
desired time (requestedDate), and should last a known or estimated time (duration). 
There are many subtypes of PlannedElement, some of them are shown in Figure 7-18. 
Also note that the ontology that has been developed in this scenario also captures the 




• PlannedPersoneElement: events related to an employee. For example, such 
employee shall be present at the site before the activity starts by let’s say half 
an hour.  On the same principle, there are also PlannedResourceElement 
events related to resources: the machine must be revised or checked for 
dysfunctionalities beforehand, etc. 
 
Figure 7-18 Ontology with both the domain and EA entities 
• PlannedMachineElement: an event that is not directly dependent on a machine 
or on a particular employee. The optimization algorithm will have to 
determine which machine operated iven by which employees will be assigned 
to the event. There are again two subtypes of PlannedMachineElement:  
o BusinessTaskElement: this is the most classical event: a task must 
occur somewhere. These events are paired within activities, which 
includes the collection of materials, the transport, deposited to 
another site, concreting operations etc. Of course, a task started by 
one person has to be closed by the same person. The optimization 
will obviously have to take this basic constraint into account. The 
task is associated to PlannedElement and not directly to a 
BusinesTaskElement since constraints related to the task may be 




o InternalTaskElement: these are constraints that are not directly 
related to the task (e.g., fetching a document from office).  
The assignment of the events to individual resources is the main goal of the optimization. 
A PlanTimeLine represents the list, ordered by increasing time, of the events supported 
by a given resource. A complete Planning is simply the set of the PlanTimeLine for all 
the resources.  
Finally, the algorithm must take into account many additional constraints. For the sake of  
simplicity only two constraints are used in this scenario: 
o ResourceCost: This includes the cost that has to be incurred for using certain type 
of resource for defined activity. 
o PersonnelCost: Additional costs that might incur for specialized personnel to be 
used for the activity. 
The ontology for Evolutionary Algorithms (EA) ontology provides generic, domain 
independent, entities and properties allowing defining what use will be made of entities 
and properties of the domain in the genetic algorithm. The EA ontology is therefore a 
characterization of the entities and properties of the domain ontology seen as individuals. 
The elements such as EAEvaluationProperty, EAOptimizableProperty, 
EAParameterProperty etc. form the part of the EAentities and are described in more 
details in section 6.1.5. 
7.3.2.2. PLAN OPTIMIZATION MODEL 
The project planning problem is not a single-objective optimization problem, but a multi-
objective one, because optimal decisions need to be made in the presence of trade-offs 
between two or more, eventually conflicting, objectives. Multi-objective approaches 
appear clearly as a possibility to solve the problem after a careful analysis of the 
constraints coming from the underlying data model. Moreover, beyond the classical 
advantages of these approaches, they are efficient in limiting a concentrated convergence 
of the solutions in a small subset of the Pareto front, which is very interesting for 
knowledge intensive evolutionary algorithms. The algorithm that has been considered in 
the scope of this implementation is as described in Appendix A-section 11.3. To be able 
to define a set of objectives, we first have to present a macro-objective and then break it 
down into a series of micro-objectives. The macro-objective is defined as: Based on a set 
of required elements, resources and employees, we have to generate a planning of 
itineraries that these resources will be consumed so that the employees complete the task 
requested, minimizing the cost, maximizing service quality and observing all the 
restrictions that may appear in the context. Several micro-objectives have been deduced 
from this macro one, including:  




ii. Generate itineraries that minimize the cost associated to the length of the task.  
iii. Optimize the working time of the employees to avoid paying overtime or that 
they work less time that the legal number of hours per week.  
iv. Minimize the cost of the employees.  
v. Minimize the cost of the additional resources.  
vi. Optimize the quality of service.  
vii. Balance the number of tasks performed by different resources.  
These micro-objectives are, of course, in relation with the entities in the ontology in 
Figure 7-18. For the two fitness functions detailed below, we will denote by R the set of 
resources, by PE the set of PlannedElement, and to each vehicle Ri , we associate the 
ordered list Pi = [p
i




j ∈ PE of PlannedElement assigned to the resource. Now 
the objectives can be formally defined as below (which will form the Copt function of the 
plan model): 
1. Minimizing the cost associated with certain point in delay or in advance: Each 
activity between two PlannedElements pj and pj+1 is represented in a temporal 
with three values, RequestedDate (RD), Duration(D) and the estimated time to 
arrive to the next task (TFN) i.e. overhead caused by the resources being 
consumed.. The duration estimates the time needed in a point to complete the 
activity. Now, the time in minutes it takes for a resource to complete a task i and 
move to task j in time t be represented as TFNijt (because of the three dimensional 
nature of the entity). The cost is represented through a piecewise function:f0(x), 
where x = RDj+1 − (RDj + Dj + TFNj ). If this difference is negative (task is 
delayed), the cost is quadratic; otherwise (task is on time), the cost is linear. 
Hence, 
𝑓0(𝑥), = {
𝑥2, 𝑥 < 0
𝑥, 𝑥 ≥ 0
 
Therefore, the objective can be formalized as:  
min ∑ ∑ 𝑓0(𝑅𝐷𝑗+1 − (𝑅𝐷𝑗 + 𝐷𝑖 + 𝑇𝐹𝑁(𝑝𝑗, 𝑝𝑗+1, 𝑅𝐷𝑗+1)))
𝑝∈𝑃𝑖𝑣∈𝑉
 
2. Minimizing the cost associated to the resource consumption and associated 
overhead cost: Ideally, the resources should be assigned to the tasks which are at 
close proximity in both location and dates.  Considering TFNijt. as the associated 
overhead cost on any resource Rj . Therefore, if x = (pj , pj+1, t) where t is the time 
of the day when the task needs to be done, this objective can be formalized as:  






7.3.2.3. EVOLUTIONARY OPERATORS  
In the process of applying genetic algorithm, it’s necessary to define the structure of 
chromosome and the evolutionary operators. In the problem domain being addressed in 
this scenario, when the GA finishes its execution, it returns a planning based on the 
ontology, to which the structure of the chromosome is adapted as depicted in Figure 7-19.  
For the set of all the resources, the chromosome associates then a person and a list of 
points (PlannedElements) that the resource and person needs to attend (this list of 
PlannedElements is the PlanTimeLine associated to each resource). All list of 
PlannedElements are sorted by ascending operation date (with the object property 
operationDate(p) in the ontology). 
 
Figure 7-19 Structure of the chromosome 
Now, for the population to evolve, it is necessary to define a set of evolution operators by 
taking into account all the aspects that are necessary for the planning to tend towards a 
possible final solution. There are two major axes that differ in the structure of a 
chromosome, the distribution of the resources and the PlannedElements on the set of 
resources. Making evolutionary changes in the two axes can affect all costs associated 
with the objectives, generating new populations with individuals of better quality. The 
operators to be defined along both the axes are crossover and mutation.  
PlannedElementCrossover: As it’s clear from the ontology presented in the plan model, 
PlannedElements may be regrouped in a Task. Each PlannedElement belongs to at most 
one Task. We denote by inT(p) the set containing p and all the PlannedElements in the 
same Task as p. In Figure 7-20, the big long top rectangle represents the list of all the 






Figure 7-20 Crossover Operator for PlannedElement 
In order to have crossover between two individuals, named parents in the figure, a 
PlannedElement pr is randomly chosen in this list. For each PlanningTimeLine i, we have 
the list 𝑃𝑓
𝑖 (resp. 𝑃𝑚
𝑖 ) of PlannedElements affected to resource i in the father (resp. 
mother) individual. The set 𝑃𝑐
𝑖 of PlannedElement affected to resource i in the new 





𝑖; ∃p ∈ inT(p) RD(p) <= RD(pr)} ∪{p
m
 ∈ 𝑃𝑚
𝑖 ;∀p ∈ inT(p) RD(p) > RD(pr)}  
Informally speaking, the offspring has the assignation of its father for early 
PlannedElements, and of its mother for later ones. Or we can define another offspring by 
reversing the role of the father and mother. The corresponding operations are 
schematically shown for one PlanningTimeLine at the bottom of Figure 7-20. 
 
Figure 7-21 Resources mutation operator 
ResourceMutation: This operator is implemented by taking a random resource of the list 
of all possible resources that are assigned to some task in the plan. Then we make a 
simple swap between the selected random resource and a randomly selected resource in 
the individual, only if the number of persons is the same in both tasks to which the 




 TECHNOLOGY IMPLEMENTATION 7.3.3.
In the process of realization of the technical solution for this scenario, the technical solutions that 
have been developed in scenario 1 and scenario 3 are stacked together. Scenario 1 forms the 
sensing layer while the behavioural layer of scenario 2 is adopted to model the tasks and activities 
in the scope of construction project planning, as depicted in Figure 7-22. The behavioural layer is 
enhanced with the plan model that has been enhanced for the purpose of this scenario. 
 
Figure 7-22 Layers of technical solution of scenario 3 
The EA layer implements the chromosomes representation and operations as described in 
the previous sub-section. The EA was programmed using JAVA and run using Eclipse 
interface on a personal PC. The implementation is based on the results of the 





. The generic algorithm that has been implemented in the scope of this 
solution is as explained in Appendix A section 11.2. The main classes that have 
implemented are as depicted in Figure 7-23. Note that the way the EA algorithm works is 
dependent on the detection of new situations from real-time data. The detection of new 
situation affects the evaluation of fitness functions and the generation of genotypes hence 
initial populations and the new generations generated through genetic operators. 
In the implementation that has been done to experiment with the formulated EA model 
based on the real world problem of multi-variant function; the functionalities have been 
developed for: setting up a fitness function, choosing a representation for the problem and 
fine-tuning the parameters. This implementation is modular and provides extendable 
solution to implement different types of genetic operators, selection methods and 
optimization algorithms. 
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Figure 7-23 Class diagram of implementation of EA 
During the course of implementation and experimentation we have observed that GAs are 
expensive in terms of resource consumption and time it takes for the completion of 
evolutionary cycle. The cost comes from the total memory footprint (genomeSize × 
populationSize) which is often very large for real projects. And the convergence time to 
an acceptable solution is too long, often leading the computers towards sudden crash. So, 
considering the complexity of the problem it’s necessary to utilize the massively parallel 
implementation as proposed also by the EASEA platform. It is important to note that in 
the scope of this implementation we haven’t considered the parallel implementation but 
reduced the problem domain to simpler case to have experimental results.  
 OBSERVATIONS 7.3.4.
The implementation has been tested with smaller subset of the original concreting plan 
and with necessary modifications to fit the EA optimization model. For the evaluation of 
the algorithms we have considered the optimization functions as descried in section 
7.3.2.1. The input data of the algorithm consists of a number of projects and 
corresponding tasks. As mentioned in section 7.3.2.1, each task includes constrains 
regarding the time, the cost, the number of resources, etc. All the three scenarios are 
evaluated using a population of 500 individuals during 50 generations. The probabilities 
of the genetic operators are 0.8 for the crossover and 0.1 for the mutation.  
Figure 7-24 shows the initial state of the project plan, consisting of three projects and 
each project has 12 tasks. Each task has the start and the end date and each task is 
associated with some resource (not shown in the figure though). In the beginning, the plan 
is made without having overlap between the tasks start and end date. Figure 7-25 shows 




start and end date for each of the operations. Figure 7-26 shows the final state where the 
tasks of the projects are optimized based on the resources that they require and without 
hindering the operation of the other tasks. 
 
Figure 7-24 Initial State 
 
Figure 7-25 State after 20 
generations 
 
Figure 7-26 Final state 
As it has been observed in this preliminary experiment, we could achieve optimized 
PlanTimeLine, for each PlannedElement. But, experimenting this in the real industrial 
scenario might need some improvements to handle the effect of real-time delays caused 
by human errors or machine malfunctioning. So, utilizing this algorithm in the real CPS 








SECTION IV: DISCUSSIONS AND PROSPECTIVE 
In this section of the dissertation is presented the discussion of the research results with 
clear indication of the research results in relation to the problem domain and research 
questions identified at the beginning of the dissertation.  This section is divided into two 
chapters: Chapter 10: Research Results and Scientific Contributions and Chapter 11: 
Conclusion and Future Work 
 
Chapter 10: This chapter is dedicated towards making the synthesis of the research 
results providing an explanation of the research track from the problem to the solution. It 
also provides the rational of the research results in respective to the research questions 
and research gaps identified in Section I. At the same time this chapter presents the 
integration of the research work with various industrial projects and fellow researchers 
from other domain to have cross domain research experience and the results achieved 
through research collaboration. The chapter ends by presenting the list of publications 
that have been made during the timeframe of the research work.  
 
Chapter 11: This chapter provides the concluding remarks on the research work and also 
presents the insights into the future works.  
 
 
On the whole by the end of this section, it is expected that the reader will have clear 
understanding of the research results of this PhD work and have the light into the future 










8. RESEARCH RESULTS AND SCIENTIFIC CONTRIBUTION 
To raise new questions, new possibilities, to regard old problems from a new angle, require creative imagination and 
marks real advance in science. 
- Albert Einstein 
This chapter is dedicated towards making the synthesis of the research results providing an explanation of the 
research track from the problem to the solution. It also provides the rational of the research results in respective 
to the research questions and research gaps identified in Section I. At the same time this chapter presents the 
integration of the research work with various industrial projects and fellow researchers from other domain to 
have cross domain research experience and the results achieved through research collaboration. The chapter ends 
by presenting the list of publications that have been made during the timeframe of the research work. 
 
This chapter provides discussion on the PhD research work and the analysis of the results. 
Results are analysed from two important aspects i.e. from problems to results and from 
research gaps/aimed contributions to results. Let’s start with the discussion on the rational 
on result results- which mainly focuses on discussion of this research work life cycle 
starting with ‘identification of problem’ and ending with ‘exploitable results’. 
8.1. RATIONAL ON RESEARCH RESULTS 
The research work that has been undertaken was ambitious considering the diverse 
domains of science connected with the research problem. The research work different 
domains of science and engineering such as biology, theory of computation and software 
engineering. In order to build bridges between concepts from such confluence of research 
areas, section 1.4 provides a brief discussion including the identified gaps and the aimed 
contributions that can be made in each area. In chapters 3 and 4, such diverse research 
areas are studied in depth to provide a solid understanding of related areas and discussion 
on past and ongoing research works.  Existing scientific knowledge on theory of 
evolution forms the basis of this research work. At the same time works of Alan Turing in 
1940’s provides the solid theoretical background for this PhD research. Whereas, recent 
developments in sensor networks, dynamic networks, complex systems and software 
engineering provide the base for the technological solution formulated in this research 
work. Evolution has been well studied in biology which has basically been inspired by the 
fact that the environment of the living beings is very different at different periods of time 
and so are the functional features of the living organism in corresponding periods. The 
study of such organisms manifests astonishing variation as a consequence of genetic 
recombination and random genomic changes. Therefore biological variation provides the 
“raw material” for evolutionary change. Theory of computing provides the basis for 
computational model and has been long studied for different computational models, but 
has been less explored in the CPS domain which have hybrid behaviour i.e. incorporation 




literature review, are necessary to establish scientific and technological base for the 
development of the proposed theoretical and technical framework for evolutionary CPS. 
Theory of evolution have been used as the corollary for the system evolution i.e. system 
changes based on changes in business and/or technical requirements. In most of the 
previous work system evolution has been studied under controlled environment i.e. 
system developer is feed with the changes and system is developed based on the new 
requirements. But, this research work aims to take it one step further by integrating 
system with intrinsic requirements changing environment, which is a necessity for CPS.  
From an industrial application point of view, this research work is particularly interesting 
from smart factory perspective, which aims to have modular structured factories in which 
CPSs monitor physical processes, create a virtual copy of the physical world and make 
decentralized decisions [288]. The next generation network provides necessary 
communication infrastructure where CPSs communicate and cooperate with each other 
and with humans in real time, and via the emerging model of Internet of Services. This 
allows the creation of new business value chains via integration of cross organizational 
services. In this scenario, study of evolutionary systems in close relation with CPSs paved 
an important understanding of sensorial and behavioural modelling necessary for 
evolutionary CPS along with necessary technological foundation and solution modules 
for interfacing with environment, situational awareness and processes optimization.  
 FROM PROBLEM TO SOLUTION 8.1.1.
The research undertaken in this PhD work has gone through a number of cycles between 
theoretical and technical research. But it all started with identification of problem related 
to systems that are similar to living organism – from the perspective that both have to deal 
with dynamic nature of working environment. So, the basic problem or the confusion on 
the head of the author was if it’s possible to achieve systems that are capable of finding 
solutions under dynamic constraints. The obvious choice to study such types of systems 
and environment was CPS. This quest for knowledge inspired the formulation of research 
question- on the possibility of integrating learning and automated reasoning in the design 
and implementation processes of CPS, to enable evolutionary behaviours. The main 
research question has been divided into sub-questions such that each question tries to find 
solution for detection of the problem, response to the problem and impact of the solution 
(c.f. section 2.1). These sub-questions are important ones to be answered for further 
enhancement of the state of art of CPS. In the CPS domain the engineering problems 
faced daily is managing dynamics, time, and concurrency in heterogeneous 
(interconnected) systems where the amount and complexity of intelligence (the cyber 
part) is growing rapidly and where software implementations are a major portion of 
system design, validation and ultimately verification. The research questions have 
captured this theme paving a clear path for implementation (SQ1 and SQ2) and 




started with a problem and ended with exploitable solutions. The next step was the 
formulation of hypothesis, the main highlight of which is development of learning 
mechanism over the behavioural model of the system. If the behavioural model of the 
CPS can be formally modelled and represented along with the control mechanism based 
on events and actions, then systems adaptive loops can be used for learning to derive 
evolutionary paths.  
 
Figure 8-1 Flow of research work- from Problem to Results 
The hypothesis has mainly lead towards the formulation of theoretical foundation for 
eCPS. On the whole, the major outcome of this PhD research is this dissertation, which 
provides the thesis which can be summarized as “Formal modelling of evolutionary 
hybrid system with necessary formal modelling of sensorial and behavioural model for 
CPS opened up the path for eCPS.” For the detailed understanding of this statement 
follow chapter 6. The thesis is supported with necessary technological foundation which 
is discussed in chapter 0. Each of the results of this PhD work will be further presented in 
detail in the following sections. But to make a quick summary, this research work 
provided exploitable technical solutions, which have been integrated and tested in 
industrial scenarios.  




Table 8-1 Research results in relation with research questions 
ID Question Related development and outcomes 
SQ1 
How can the dynamics of 
physical world be 
monitored and captured to 
detect changes and/or 
failures in CPS? 
A. Behavioural modelling of CPS (c.f. section 
6.1.3) 
B. Sensorial modelling of CPS (c.f. section 
6.1.4) 
C. Technological foundation for CPS (c.f. 
section 6.2.2) 
D. Technological solution on Global Sensorial 
Network (c.f. section 7.1)  
From the results i.e. A, B we have presented a 
way to represent dynamics in CPS utilizing the 
behavioural and sensorial models; C, D provides 
corresponding technological solution. 
SQ2 
Which methodology and 
tools need to be developed 
to support modelling, 
implementation and 
integration of dynamics in 
physical processes into the 
computational systems to 
achieve self-evolutionary 
CPS? 
A. Formal model of evolutionary machines 
and CPS (c.f. sections 6.1.1 and 6.1.1.1 and 
6.1.2) 
B. Methodology for design, implementation 
and integration of (e)CPS (c.f. section 6.2) 
Results A and B provides the methodology for 
modelling and implementing evolutionary CPS, 




To what extent can the 
self-evolutionary scheme 
applied in CPS affects the 
overall performance of the 
system? 
A. Dynamic deployment framework (c.f. 
section 6.2.2.3) 
B. Plan optimization with evolutionary 
algorithms (c.f. section 7.3) 
Results A and B provides the methodology that 
can allow the implementation of self-
evolutionary scheme. But, this was not fully 
experimented with industrial use cases to have 
complete and certain answer to SQ3 and remains 
as an interesting future work. 
 
 DEVELOPMENTS ACHIEVED TOWARDS FORESEEN CONTRIBUTIONS 8.1.2.
In section 1.4 we have provided a discussion on most prominent research areas in the 
scope of this dissertation, which were Evolutionary Computation, Knowledge 




work touched many more other research domains such as software engineering, control 
theory, theory of computation, formal methods etc. the before mentioned areas remained 
the top level areas based on which achievements can be discussed. Table 8-2 presents the 
developments achieved towards the foreseen contributions as presented in section 1.4. 
Table 8-2 Aimed Contributions vs Achievements in identified key research domains 




















In this area the aimed contribution is thus 
the knowledge injection methodology in 
evolutionary algorithms. It will in over-all 
be a step ahead to overcome the short 
coming of evolutionary algorithms due to 
the lack of domain knowledge (i.e. 
exponentially increasing search space), so 
that we can reduce the time complexity of 
the evolutionary algorithms. At the same 
time it is expected to work in the 
methodology for enhancing knowledge base 
based in the results of evolutionary 
computation, so that both the knowledge 
base and the evolutionary algorithm 
improve over time.  
In this regard, the major 
contribution is the development 
of methodology for knowledge 
injection in the EAs as 
explained in section 6.1.5 and 
corresponding implementation 
as described in section 7.3, 
which has been tested with sub-
set of concreting plan as 




















A specific area for contribution is 
application of generic programming for 
knowledge extraction tasks. It is thus 
necessary to address a proper knowledge 
representation and reasoning methodology 
over real-time environmental data. The 
knowledge model should also consider 
emergence of relevant correlations while 
maintaining consistency of the overall 
knowledgebase. Thus, in general the 
expected contribution in this domain is 
novel methodology for knowledge 
engineering in real-time systems by 
considering the capability to model events, 
situations, context and reason over them, 
while maintaining temporal constraints. 
This gap has been addressed 
mostly by the theoretical 
foundations described in 
section 6.1, which provides 
conceptual model for 
representing different factors in 
the CPS domain. In addition to 
the reference models, a number 
of knowledge representation 
models have been presented in 
scenarios described in sections 



















Sensing from the physical world is an 
important aspect for this research work. 
Thus, the first important expected 
contribution is the development of generic 
solution for seamless integration of new 
devices into the existing system. The second 
contribution will be the solution for 
virtualization of physical devices. And the 
final expected contribution is towards 
creating algorithms that can predict and 
estimate missing values in a stream 
collected from physical/virtual sensor to 
help in predictive monitoring and analytics.  
This gap has been addressed 
exclusively by the theoretical 
foundation on sensorial 
modelling as described in 
section which provided 
methodology to effectively 
represent sensor, virtual 
sensors, actuators and 
reinforcement sensing model in 
sensorial network. The research 
work also presents technical 
implementation for sensing 





















Methodology for modelling CPS is one 
important area that this research work will 
explore into aiming to provide considerable 
contribution. Work in modelling formalism 
to properly express both the cyber and 
physical domain of CPS is thus an expected 
contribution. The other foreseen 
contribution is building up technological 
framework that can be used for realization 
of scalable and robust CPS, along with the 
implementation of necessary generic 
modules necessary for building CPSs. 
This research gap has been 
addressed not only by the 
theoretical model as described 
in section 6.1.6, but also by the 
design and implementation 
methodology presented in 
section 6.2. This design 
methodology has been 
followed in implementing the 
scenarios as descried in chapter 
7, leading towards some 
interesting results.  
 
8.2. INTEGRATION WITH OTHER RESEARCH ACTIVITIES 
During the period of PhD research, author collaborated with different fellow researchers 
at Faculdade de Ciências e Tecnologia - Universidade Nova de Lisboa (FCT-UNL); 
Group for Research in Interoperability of Systems- Centre of Technology and Systems 
(GRIS-CTS-UNINOVA) and various research projects funded by European Union (EU) 
and Quadro de Referência Estratégico Nacional (QREN). Following subsection provides 
the discussion on research integration and important results 
 INTEGRATION WITH FELLOW RESEARCHERS 8.2.1.
Author collaborated with fellow candidates at Department of Electrical Engineering, 




not only provided inputs for this dissertation, but also could collaboration in other two 
PhD dissertation viz. “Knowledge Management Framework based on Brain Models and 
Human Physiology”[289] and “A new MDA-SOA based Framework for Intercloud 
Interoperability” [290]. In the course of these collaborations, the major contribution by 
the author was more on the technical solutions formulation and implementation, which 
has been useful in the course of the author’s research work too. Besides the collaboration 
has lead towards two important publications: 
 Luis-Ferreira, S. Ghimire, and R. Jardim-gonçalves, “Framework for Knowledge 
Management Towards Human Centric Internet of Things and Sentiment Analysis,” 
in ASME 2014, 2014. [238]  
 T. Nodehi, S. Ghimire, R. Jardim-Goncalves, and A. Grilo, “On MDA-SOA based 
Intercloud Interoperability framework,” Journal Computational Methods in Social 
Sciences, vol. 1, no. 1, 2013. [291]  
Besides these publications, author has collaborated with the same first authors in some 
other publications which are presented in section 8.3. 
 INTEGRATION WITH INDUSTRIAL PROJECTS 8.2.2.
The research work was started under the scope of QREN – COMPETE project 
VortalWAY - Cloud Computing for Electronic Platforms (http://vortalway.vortal.pt/),  the 
FITMAN project EC 7th Framework Programme, Future Internet Technologies for 
MANufacturing industries, under grant agreement n° FITMAN 604674 
(http://www.fitman-fi.eu) and the C2NET project EC HORIZON2020 Program under 
grant agreement n° C2NET 636909 (http://www.c2net-project.eu/).  
8.2.2.1. VORTALWAY 
The VortalWay project’s main goal was to develop upon a B2B platform a set of 
procurement services based on the Cloud Computing service approach, which was 
applied in e-procurement business scenarios on wide range of business sectors such as 
Building & Construction, Public Administration, Health, etc. The main contribution that 
was made by the project was platform to bridge interoperability among B2B platforms, 
namely the ones related to procurement activities. VortalWay project, also delivered new 
advanced features for e-catalogues, through data categorization based on a sophisticated 
product mapping mechanisms and semantic search within different e-catalogues, 
enhancing with this, user requests for certain items. The major results from the project 
were:  
 [Publication] S. Ghimire, R. Jardim-Goncalves, A. Grilo, and M. Beca, “Framework for 
inter-operative e-Procurement marketplace,” in Proceedings of the 2013 IEEE 17th 




2013, 2013, pp. 459–464. [292] 
 [Publication] S. Ghimire, R. Jardim-Goncalves, and A. Grilo, “Framework for catalogues 
matching in procurement e-marketplaces,” Inf. Syst. Technol. (CISTI), 8th Iber. Conf., pp. 
1–6, 2013. [293] 
 [Technological Solution] Portal for inter-operative e-procurement marketplace. [private 
deployment by the company Vortal, technical description in publication [292]] 
 [Technological Solution] Implementation of matching and learning algorithm in the 
domain of Request for Quotation (RFQ) and product catalogues. . [private deployment by 
the company Vortal, technical description in publication [293]] 
On the whole the major contribution of this project towards this disseration is 
understanding of interoperability science, cloud technologies, service oriented 
architectures and learning algorithms and has provided inputs in the the formulation of 
the technical frameworks presented in chapter 0 , specifically in the top most layer for 
continious integration and dynamic deployment 
8.2.2.2. FITMAN  
FITMAN aimed to develop the Factories of the Future and business in Europe by using 
the Fi-Ware core platform of services. FITMAN main results were reference architecture, 
based on Future Internet technologies, for each of the three manufacturing domains 
identified by the EFFRA (European Factory of the Future Research Association)
29
 i.e. 
digital factory, smart factory and virtual factory. Solutions on smart factory domain 
focused on agile manufacturing, process automation control, and tools for sustainable 
manufacturing. While, digital factory domain is focused on improving the design of 
production and manufacturing systems and product life cycle management. Virtual 
factory addresses supply chain management, product-service linkage and management of 
distributed manufacturing. 
The FI-WARE platform provides services for European companies to perform wide range 
of IT operations such as solutions for cloud services, IoT, complex event processing, data 
visualization, 3D modelling etc. Within the scope of FITMAN project existing services 
are used to create new values in the existing business processes in manufacturing 
industries domain. The solutions used in the technological solution of this PhD research 
work during instantiations of the proposed Framework. Major outcomes in the scope of 
this project that contributed this PhD work are: 
 [Publication] F. Luis-Ferreira, S. Ghimire, and R. Jardim-Goncalves, “Brain 
inspired health monitoring supported by the cloud,” in IFIP Advances in 
Information and Communication Technology, 2015. [266] 
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 [Publication] S. Ghimire, F. Luis-Ferreira, T. Nodehi, and R. Jardim-Goncalves, 
“IoT based situational awareness framework for real-time project management,” 
International Journal of Computer Integrated Manufacturing,2015. [294] 
 [Technological Solution] Portal for collaborative project planning and real-time 
information tracking for construction industry. Industrial partner-Consulgal. 
[application is deployed at http://fitman.uninova.pt/, core technological 
description in the publication [294] ]. 
 [Technological Solution] Shop floor data collection specific enabler – provides 
technological solution for efficient data collection from the manufacturing shop 
floor by using technologies like RFIDs and sensor networks. [No public 
deployment, source and virtual machines are available from Fitman Innovation lab 
(FML) portal. Core technological description is provided in Fitman Catalogue and 
also in the publications [294] and [295]. 
On the whole the major contribution of this project towards this disseration is 
understanding of cloud technologies, service oriented architectures, Internet of Things, 
Situational Awareness and complex event processing and contributed towards the 
implementaiton of scenario 1 and scenario 2 as discussed in Chapter 7. 
8.2.2.3. C2NET 
C2NET aims to build a novel Cloud Architecture to provide ubiquitous tools supporting 
collaboration among value chain partners and providing advanced algorithms to achieve 
holistic global and local optimization of manufacturing assets and to respond faster and 
more efficiently to unforeseen changes. The main goal is to support optimization 
collaborative demand, production and delivery plans, by mastering master complexity of 
the supply network. C2NET  toolset will enable the rendering of the complete set of 
supply chain management information on the any digital mobile device (PC, tablets, 
smartphones) of decision makers enabling them to monitor, visualize, control, share and 
collaborate. This is an ongoing project, where the author has been involved in the later 
phase of the PhD research. The major outcomes are: 
 [Publication] S. Ghimire, R. Melo, J. Ferreira, and C. Agostinho, “Continuous Data 
Collection Framework for Manufacturing Industries,” in On the Move to Meaningful 
Internet Systems: OTM 2015 Workshops, vol. 2, 2015 [267] 
 [Technical solution]: C2NET collaboration ontology- Knowledge Base for 
capturing the  collaborative situations in manufacturing industries.[ongoing work] 
 [Technical solution]: Data collection Framework – framework for data collection 
from manufacturing shop-floor by considering almost real-time constraint and the 





On the whole the major contribution of this project towards this disseration is 
understanding of Internet of Things, Real-time systems, CPS, protocol adaptation and 
ontologies; and contributed towards the implementaiton of technical solution in scenario 
1as discussed in Chapter 7. 
8.3. PUBLICATIONS 
In the course of the PhD research publication of research results is an important activity 
(also marked in research methodology c.f. chapter 0).  Results from the research work has 
been published in conference papers or journals addressing several areas that that been in 
the scope of the work. Table 8-3 presents the papers related to those areas are listed 
according to their fit to the same areas. 
Table 8-3 Publications within related research area 
 
Additionally, Table 8-4 provides all the list of the publications that have been made during the 
time frame of this research work, ordered by year of publication. 
Table 8-4 List of Publications 
1 Sudeep Ghimire; Luis-Ferreira F.; Nodehi, T. and Jardim-Goncalves, R.: 
“IoT based Situational Awareness Framework for Real-Time Project 





2 Fernando Luis-Ferreira; Sudeep Ghimire; João Sarraipa and Ricardo 
Jardim-Gonçalves : “IoT and Self-Driving Cars a Revolution Beyond the 
Automobile Industry”, IMEC 2016 
2016 
3 Sudeep Ghimire; Raquel Melo; José Ferreira; Carlos Agostinho and 
Ricardo Goncalves: “Continuous Data Collection Framework for 
Manufacturing Industries”. OTM Workshops 2015: 29-40 
2015 
4 Fernando Luis-Ferreira; Sudeep Ghimire and Ricardo Jardim-Gonçalves: 
“Brain Inspired Health Monitoring Supported by the Cloud”. DoCEIS 
2015: 273-281 
2015 
5 Sudeep Ghimire; Fernando Luis-Ferreira; Ricardo Jardim-Gonçalves and 
Tahereh Nodehi:  “Towards Self-evolutionary Cyber Physical Systems”. 
ISPE CE 2014: 547-554 
2014 
6 Tahereh Nodehi; Sudeep Ghimire and Ricardo Jardim-Gonçalves: “A 
Computing Resource Selection Approach Based on Genetic Algorithm for 
Inter-Cloud Workload Migration”. ISPE CE 2014: 271-277 
2014 
7 Fernando Luis-Ferreira; Sudeep Ghimire and Ricardo Jardim-Gonçalves: 
“Internet of Things for eHealth in a Physiologic and Sensorial Perspective 
Supported by the Cloud”. ISPE CE 2014: 790-795 
2014 
8 Luis-Ferreira, Fernando; Ghimire, Sudeep; Zdravkovic, Milan; Jardim-
Goncalves, Ricardo: “Framework for knowledge management towards 
human centric internet of things and sentiment analysis”. IMECE 2014 
2014 
9 Tahereh Nodehi; Sudeep Ghimire and Ricardo Jardim-Gonçalves: 
“Toward a Unified Intercloud Interoperability Conceptual Model for IaaS 
Cloud Service”. MODELSWARD 2014: 673-681 
2014 
10 T. Nodehi; S. Ghimire; R. Jardim-Goncalves, and A. Grilo: “On MDA-SOA 
based Intercloud Interoperability framework,” Journal of Computational 
Methods in Social Sciences, vol. 1, no. 1, 2013 
2013 
11 Sudeep Ghimire; Ricardo Jardim-Gonçalves; António Grilo and Miguel 
Ferro de Beca: “Framework for inter-operative e-Procurement 
marketplace”. CSCWD 2013: 459-464 
2013 
12 Sudeep Ghimire; Jardim-Gonçalves, R. and Grilo, A.: “Framework for 
catalogues matching in procurement e-marketplaces”. In:  Information 
Systems and Technologies (CISTI), 2013 8th Iberian Conference on 
Information Systems and Technologies. 
2013 
13 Grilo, A; Jardim-Goncalves, R and Ghimire, S.: “Cloud-Marketplace : New 










9. CONCLUSION AND FUTURE WORK 
Now this is not the end. It is not even the beginning of the end. But it is, perhaps, the end of the beginning.  
- Winston Churchill 
This chapter presents the concluding remarks on the research work and the results that have been achieved so far. 
It also presents the light into the future research and technical activates that can be undertaken in the domain of 
CPS. By the end of this chapter, it is expected that the reader will have clear understanding of the research 
results of this PhD work and motivations for the future research and technical directions that can be undertaken 
towards achieving smart CPSs.   
 
9.1. CONCLUSION 
As state in the beginning of this dissertation (c.f. sections 1.2 and 1.3), this research has 
been a pursuit for studying and understanding the phenomena of evolution in the scope of 
cyber physical systems. This research work has been a step towards new generation of 
cyber physical systems i.e. self-evolutionary cyber physical system (eCPS). One of the 
main visions is formulating the methodology for realization of self-evolutionary cyber 
physical systems (eCPS). In the course of realization of eCPS, it is necessary to enhance 
the models used for representation of components, objects and events etc. with sensorial 
data as collected from environment and formulating methodology for reasoning over such 
data by considering contextual data, more importantly temporal dynamics.  
The initial research challenge was to find interesting and useful lessons on how to design, 
model and develop computing systems that will be deployed in highly dynamic and 
uncertain environment. For that purpose, one obvious aspect to be studied is the 
methodology to capture real-time data and extract useful information such as events and 
situations, so that the system can take actions based on such observations. The reactions 
to such observed situations can lead towards the accumulation of knowledge or 
experience of the nature of the system’s environment and eventually lead towards 
evolution on functional behaviours. In the course of this dissertation, “Theory of Natural 
Evolution” has been an important reference, not only because it has a long history and 
acceptance among researchers around the world, but especially it gives insight on how 
living organism evolve and the impact of environment on evolution. Characteristics of 
environment are common factor for biological systems and cyber physical systems (even 
though CPS, can be deployed in more controlled environment).  
As depicted in Figure 9-1, this dissertation has lead towards understanding the 
evolutionary behaviour in cyber physical systems by considering the intrinsic features of 
real-world environment viz. dynamicity, uncertainty and time. In the computing 
environment specific studies have been made to understanding evolutionary 
computational model. At the same time important aspects for modelling eCPS i.e. domain 




computing has been studied. This study has thus lead towards forming the foundations for 
further research in eCPS. 
 
 
Figure 9-1 From CPS towards eCPS and core contributions in the dissertation 
One of the most important outcomes of this desertion is the formulation of formalism that 
can be used for modelling evolutionary cyber physical systems along with formulating the 
methodology for realization of self-evolutionary cyber physical systems (eCPS). During 
this research activity it has been clear that, it is necessary to enhance the models used for 
representation of components, objects and events etc. with sensorial data as collected 
from environment and formulating methodology for reasoning over such data by 
considering contextual data, more importantly temporal dynamics. The sensorial and 
behavioural modelling formalism (c.f. sections 6.1.3 and 6.1.4) and corresponding 
technological implementations (c.f. sections 7.1 and 7.2) have not only validated the 
above mentioned point but also provided technological foundation for realizing such 
systems. Situational modelling and corresponding implementation for situational 
awareness provided the solution for having the perception of environmental elements and 
events with respect to time or space. Events detection and the comprehension of their 
meaning, and the projection of their status after some variable has changed, such as time, 
or some other variable, such as a predetermined event has been supported by the sensing 
model and sensing framework solution. This has played an important role also in the 
realization of industrial scenario (c.f. section 7.2) of project planning in construction 
sector. The technological solution developed for Consulgal allowed the supervisor in the 
dimension of being aware of what is happening in the vicinity of the ongoing projects to 
understand how information, events, and different stakeholders’ actions will impact goals 




9.2. FUTURE WORKS 
The technologies being developed allow explorations to be foreseen for the presented 
research results. Scientific developments and their potential exploitation for industrial 
cases are envisioned by further enhancements of the technical solutions presented here. 
From the technical point of view, there are three clear directions: 
o For the theoretical model that has been presented in 6.1, it’s necessary to make 
some improvements to provide a more complete model of eCPS in the sense that 
this research work doesn’t take into consideration of formulating consistencies 
and stabilities of the complex eCPS system that can be formed by aggregating 
simpler eCPS models developed by using the formulated model. Obviously this is 
an important future research work, because of the growing trend of distributed 
computing and hence in future the complex CPSs will of course be composed of 
simpler CPSs. The theoretical foundation for computing local and global 
consistencies is an important future work. 
o For global sensing framework presented in section 7.1, it is necessary to 
implement the functionality for providing meta-data for sensors and eventually 
virtual sensors by using semantic web technologies. The reference ontology to be 
used for this meta-modelling can be either sensor-ml or ontologies form IoT-A. 
This is an important functionality to be added and will have direct impact on 
other features specifically for automatic search and discovery of sensorial objects 
available in the industrial environment. At the same time the current 
implementation doesn’t have the implementation for reinforcement sensing as 
described in section 6.1.4. This an interesting and important future works to 
achieve fault tolerant sensorial networks. 
o For the situational awareness framework presented in section 7.2, it’s necessary 
to work further to implement reasoning over real-time data to enable situation 
detection under incomplete information, by making use of probabilistic 
modelling. At the same time it’s important to note that the presented result has 
been tested under a very controlled environment where the situations were 
generated by the activities performed by the users. It’s necessary to test the 
presented solution under the scenarios where the situations are generated during 
the operation cycles of the machines itself. This is a huge task to undertake 
considering the permission required to the obtained from industries. 
o For the evolutionary algorithm presented in section 7.3, the first task will towards 
the development of generic domain ontology with EA entities for a wider case of 
industrial domains such as collaborative supply chain, manufacturing etc. Current 
research result or the developed ontology only captures a very small business 
scenario for the construction industry. This is important to test the full operational 




situations where the optimization problem requires almost real-time solution it’s 
necessary to work towards the parallel implementation of the algorithm.  
o In the overall paradigm of self-evolution, the technical implementation has not 
been tested well for this characteristic. In future research activities it’s expected 
to take this challenge to implement systems that can show self-evolution 
characteristics autonomously. In the scope of this work, self-evolution 
characteristics has been implemented only to the point of detection of 
evolutionary path and providing necessary suggestions for necessary 
configuration changes. The implementation is still performed with the 
intervention of human user by utilizing the dynamic reconfiguration framework. 
On the whole, the research work developed and reported within this dissertation leaves 
some interesting open opportunities for the Future that hopefully will be pursued, by us 
and by others, and that will improve eCPS model and associated technological solutions, 
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11. APPENDIX A (ALGORITHMS) 
In this chapter we will provide pseudo code of some of the algorithms for implementing 
different functionalities defined in the dissertation. 
11.1. ALGORITHM FOR CONCEPTS SIMILARITY 
Table 11-1 Pseudo code for Semantic Distance Solving Algorithm 
Input: two concepts C1, C2  
Output: semantic distance: Sem_Dis(C1,C2)  
1. For two ontological concepts: C1, C2  
2. If C1, C2 are the same concept  
3.     Sem_Dis(C1, C2)=0  
4. Else if there exists the direct path relation between C1 and C2 
5.     Sem_Dis(C1, C2) = w[sub(C1, C2)]  
6. Else if there exists the indirect path relations between C1 and C2 
7.       𝑆𝑒𝑚_𝐷𝑖𝑠(𝐶1, 𝐶2) =   ∑ 𝑤𝑐[𝑠𝑢𝑏(𝐶1, 𝐶2)]𝐶∈𝑆𝑃𝑎𝑡ℎ(𝐶1,𝐶2)  Where, SPath denotes    
the shortest path between C1 and C2  
8. Else  
9.     Sem_Dis(C1, C2) = min{Sem_Dis(C1,C0)} + min{Sem_Dis(C2,C0)} where 
C0 is the root. 
 
11.2. GA FOR PLAN OPTIMIZATION 
Table 11-2 Pseudo code for Genetic Algorithm for plan optimization 
Initialization:  
1. Set t=0 
2. Generate initial population Pt using Plan Model  
3. Load fitness function Copt 
4. Evaluate the population Pt 
5. While the stopping criteria is not met DO 
6.  { 
7. Select some elements from Pt  to copy to  Pt +1 
8. Perform crossover on selected Pt and move them to Pt+1 , according to the 
defined value for crossover probability 
9. Perform mutation on selected Pt and move them to Pt+1 , according to the 
defined value for mutation probability 
10. Evaluate the new population Pt+1 
11. Pt = Pt+1 
12. } 
 
11.3. ALGORITHM FOR  PARETO FRONT OPTIMIZATION 
Table 11-3 Pseudo code for Pareto front optimization algorithm 




optimized plans are in closed lists 
2. Put the starting node in the open list ; starting node is the first activity of the plan 
3. Define f, the cost function ; the optimization function Copt 
4. While the open list is not empty 
5. 𝑞 ← 𝑛 where n is the  node on open list with smallest f (evaluation function)  
6. Remove q (or n) from open list 
7. Generate q's 8 successors, set their parents to q ; 8 is a randomly select 
constant higher the value of this constant higher is the complexity 
8. For each successor  
9. If successor is a goal, then stop  
10. Else 
11. successor.g ← q.g + distance between successor and q where g is 
heuristic the cost to reach the node n. 
12. successor.h ← distance from successor to goal  where h is the heuristic 
function that gives the estimated cost of the cheapest path from a node 
to the goal state 
13. scoreMatrix(successor) ← [successor.g, successor.h]  
14. End For  
15. q ← Calculate Pareto front of scoreMatrix  
16. If multiple points on Pareto front  
17. Normalize scoreMatrix  
18. Push q to the closed list  
19. End While 
 
Calculate Pareto Font is performed by the submodule 
1. Let i=1. 
2. Add Ai to the Pareto frontier where Ai  are the alternatives in increasing order of 
cost 
3. Find smallest j> i such that cost(Aj)>cost(Ai) 
4. If no such j exists, stop. Otherwise let i=j and repeat from step 2. 
 
 
