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Abstract
Title: Deep Learning for Human MicroRNA Precursor Prediction:
Background: The discovery of MicroRNA (miRNA) sparked medical breakthroughs, leading to
the development of drugs/vaccines and biomarkers for some terminal diseases such as cancer. Due
to the relatively short length of microRNAs, research has shown that discovering them on their
own is a difficult task; thus, the focus has shifted to predicting precursor miRNAs, which are longer
than miRNAs. Computational techniques evolve because of flaws discovered in existing designs,
discoveries, and the desire to make the process as seamless as possible. Most researchers in recent
studies indicated that the use of few input features and a lack of domain understanding of selected
input features could impact the accuracy of the results, causing significant bias and making the
models appear to be a 'black box.' This study aims to gain more insight into the features selection
used in building these models and ensure that all relevant sub-characteristics/features discovered
are included in future models. The studies cited in this work were chosen based on the year of
publication, the use of deep neural networks for prediction, and the population-focused solely on
human pre-miRNA. AMSTAR 2, which is the critical appraisal tool that was used to assess the
risk of bias and the quality of evidence of this review. In contrast, the textual narrative method is
used to synthesize the results.
According to the findings of this study, a total of 5 studies were reviewed, with each of them
building their models with one feature, except for one study that used 58 input features. Compared
to other machine learning classifiers, the model with 58 input features has more than 99 percent
accuracy, outperforming them all. This study proposes that entropy, minimum free energy, stemloop structures, sequence information, and secondary structures are essential in miRNA prediction.
This study's limitations stemmed from insufficient datasets to train the model to avoid over or
under-fitting. Finally, because there is a better understanding of the basis of prediction, the
inclusion of more significant sub-features from the input features with domain understanding of
the selected feature in the model brings clarity to biologists who use the model. Future research
should look into how these models with more distinct input features can predict the pre-miRNAs
of organisms other than humans.

Additional Key Words and Phrases: Deep neural networks, Human precursor microRNA
prediction, input features, RNA, machine learning.
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Chapter 1: Introduction and Background
1.1 Introduction
According to the official cancer website, about 2 million new cancer cases have been diagnosed
in 2021, with 608,570 cancer deaths in the United States, making pre-miRNA prediction critical.
Research and reviews on exploring the great maze of human RNA have evolved. This evolution
occurred in the RNAs’ processing and evaluation, with technology significantly impacting the
entire process. The automation of several handcrafted methods used in the past diminished the
issues of speed and human biases. RNAs in themselves are a very significant part of humans, and
in-depth study and analysis of the RNAs have brought about the discovery of microRNAs,
precursor microRNAs, and many more. This study focuses on understanding the predictions of
pre-miRNAs, the significance and benefits to scientists/biologists, reviews of existing prediction
methodology in recent times, considerations/features used in arriving at their results, and how we
can combine these approaches to have a reliable prediction method.
1.2 Discovery
In predicting pre-miRNA, computational techniques have proven to be the best approach.
Compared to machine learning methods used in predicting pre-miRNAs, deep neural networks
have become the preferred method. Data can be fed directly into a deep neural network (DNN)
model. The DNN algorithm performs exceptionally well when feature extraction from raw data is
not visible. Another advantage of the DNN is its ability to handle many features regardless of their
dimension and discover complex data patterns efficiently due to its multi-layered architecture [13].
The input features fed into the models are an essential aspect of the DNN methodology; this
feature(s) is the basis of prediction. Recent research has discovered that certain pre-miRNA
features are selected as input features due to their ease of implementation [4] rather than their
biological significance. This feature selection weakness introduces uncertainty into the models that
have been built because biologists may not be able to determine whether the predictions considered
all aspects or characteristics of the selected feature. The use of models built on engineering
accuracy, and performance rather than biological significance will be strongly discouraged in the
medical field. Clinicians are incredibly cautious when using various models that propose to solve
clinical issues using machine learning, deep learning, or any novel algorithm because human lives
are at stake [5]. The scientists/engineers’ lack of domain understanding of these clinical issues
causes clinicians to become concerned. This study ensures that the feature selection process for
models is not based entirely on ease of implementation, speed, or accuracy. Instead, every
significant biological characteristic of the selected feature(s) used to be considered while building
the model. Some studies that took these features into account performed exceptionally well [1];
others have also stated the importance of including this in future studies [6].
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Figure 1.1 Statistics of Deaths Cause my Chronic Diseases

An in-depth examination of miRNA characteristics reveals that these non-coding RNAs are found
in the introns of RNA, which is the non-coding region of RNA transcripts [7]. They are produced
in two stages by proteins known as Drosha and Dicer [19-26]. Because it contains complementary
sequences, a single strand of RNA folds to form a miRNA. Several methods for predicting
miRNAs [8-9] are based on structural features and non-repetitive regions of the genome that are
features of the miRNA precursor sequence [10]. They can also be filtered based on evolutionary
conservation. Cloning, sequencing, or hybridization are commonly used in prediction validation.
miRNAs could be identified using a combination of criteria for both their expression [11] and
biogenesis based on Ambrose, V et al. research [1]. After hybridizing a size-fractionated RNA
sample, the Northern blotting method detected a distinct 22-nucleotide RNA transcript. A northern
blot is a laboratory technique for detecting specific RNA molecules in an RNA mixture. Northern
blotting can measure the RNA expression of genes by analyzing a sample of RNA from a particular
tissue or cell type. The 22-nucleotide sequence was also discovered in a library of complementary
DNAs made from size-fractionated RNA. Apart from the biogenesis criteria, such arrangements
must match the organism’s genomic sequence from which they were cloned.
The proposed biogenesis criteria were divided into three categories; The first was the prediction
of a potential fold-back precursor structure containing the 22-nt miRNA sequence within one arm
of the hairpin. The hairpin folding, the alternative with the lowest free energy, was made
compulsory, as predicted by mfold (Mathews et al., 1999) or another conventional RNA-folding
program and must contain at least 16 base pairs involving the first 22 out of the miRNA and the
other arm of the hairpin. Large internal loops or bulges, huge asymmetric bulges, should be
avoided. Second, the 22-nt miRNA sequence and its predicted fold-back precursor secondary
structure should be phylogenetic conserved. The conserved hairpin should meet the same minimal
2

pairing requirements as the first biogenesis criterion, but it does not have to be the lowest free
energy folding alternative. Finally, increased precursor accumulation in organisms with reduced
Dicer function should be detected.
This methodology of identifying miRNA is not without loopholes because all the criteria can’t
stand independently and rely on one another to be considered valid. For instance, using the
expression criteria alone would not exclude miRNAs known as silencing RNA (siRNA). Also, the
hairpin structure, like Dicer processing, is not unique to miRNA biogenesis. As a result, evidence
of miRNA expression and biogenesis characteristics is required. The loopholes in this method
make the computational approach of predicting pre-miRNA to identify miRNA more efficient.
Computational methods for miRNA prediction have grown in popularity. These methods can be
divided into two categories.
1) Performing the primary predictions of miRNAs based solely on primary sequence, and
2) Incorporating phylogenetic conservation.
Most methods recognize the significance of hairpin or stem-loop structures and use various
methods to predict RNA secondary structure. Machine learning has been used in both categories,
the most common classification. In most cases, positive and negative examples are required for
classification.
Most scientific research always begins with selecting the databases, which depends on the course
of the study; for pre-miRNA prediction, RNA sequences are the common databases used in this
research. Data preprocessing techniques are then selected, involving feature extraction using the
available computational methods to select features passed into the learning model used for
prediction. The process establishes specific metrics used to measure results and optimization
techniques to improve the quality of these results.
1.3 Rationale
In predicting pre-miRNA, computational techniques have proven to be the best approach.
Compared to machine learning methods used in predicting pre-miRNAs, deep neural networks
have become the preferred method. Data can be fed directly into a deep neural network (DNN)
model. The DNN algorithm performs exceptionally well when feature extraction from raw data is
not visible. Another advantage of the DNN is its ability to handle many features regardless of their
dimension and discover complex data patterns efficiently due to its multi-layered architecture [1214].
The input features fed into the models are an essential aspect of the DNN methodology; this
feature(s) is the basis of prediction. Recent research has discovered that certain pre-miRNA
features are selected as input features due to their ease of implementation [15] rather than their
biological significance. This feature selection weakness introduces uncertainty into the models
because biologists cannot determine whether the predictions considered all aspects or
characteristics of the selected feature. The use of models built on engineering accuracy rather than
biological significance will be strongly discouraged in the medical field. Clinicians are incredibly
cautious when using various models that propose to solve clinical issues using machine learning,
3

deep learning, or any novel algorithm because human lives are at stake [16]. The
scientists/engineers’ lack of domain understanding of these clinical issues causes clinicians to
become concerned. This study ensures that the feature selection process for models is not based
entirely on ease of implementation, speed, or accuracy. Instead, every significant biological
characteristic of the selected feature(s) used to be considered while building the model. Some
studies that took these features into account performed exceptionally well [12]; others have also
stated the importance of including this in future studies [17].
1.4 Objective
The purpose of this study is to review existing works on Deep Learning for Human MicroRNA
Precursor Prediction, focusing on the benefits of including more significant features in deep neural
network (DNN) models and identifying the need to select input features based on biological
significance rather than technical ease. This study also suggests that when pre-miRNA features are
selected for input, the sub-characteristics that comprise that feature should also be included. Deep
neural network models built with this consideration may have fewer biases, win the trust of
clinicians, biologists, and researchers as this could potentially lead to more accurate results and be
beneficial to medicine and our communities.
1.5 Methods of Research
1.5.1 Eligibility criteria
The research papers for this systematic review were chosen using a meticulous process. The studies
were chosen based on their focus on predicting Human pre-miRNAs, the use of Deep neural
networks and other modern computational techniques, and studies published between 2015 and
2021, except for a few very relevant studies—the use of specific keywords during research aided
in the organization of the selected research papers.
Table 1.1: Inclusion and Exclusion Criteria Table

INCLUSION CRITERIA

EXCLUSION CRITERIA

Studies focused on predicting Human
miRNA

Studies focused on predicting the miRNA of
plants and organisms other than humans.

The use of computational techniques such
as deep neural networks.

The state-of-art methods for prediction

Studies published from 2015 till date so that
the findings are recent and not out of date.

The studies that were published years below
2015
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Table 1.2 Studies used in This Review

Total number
of studies

Excluded
research works

Included
research works

Lack of access

Related works

320

140

115

65

Review articles

40

20

5

15

Sub-topics

6

2

3

1

1.5.2 Selection processes
The screening decisions used in this review were based on previous "known" assessments. The
manually checked records were reused while ensuring that the eligibility criteria remained the
same.
1.5.3 Data collection procedure
Data was collected manually on each of the studies and organized in a spreadsheet. These studies
were independently reviewed.
1.5.4 Data items
The data items that were collected in this research include the
● authors names, year of publication, and sources
● Study; the use of human pre-miRNA, the use of computational techniques like deep neural
network for prediction
● Population: This is the focus area of the studies, which is the human miRNA
● The research design; the selected input features for the model
1.5.5 Effect Measure
The effect measures for this study are yet to be determined because the results are yet to be
synthesized.
1.5.6 Synthesis methods
The textual synthesis method was used in this research. It involves the study of characteristics,
context, quality, and findings reported according to a standard format, and similarities and
differences are compared across studies. Textual narrative synthesis made more explicit the
context and characteristics of each study

5

1.5.7 Reporting bias assessment
The risk of bias of this study was measured using AMSTAR 2, a tool for evaluating systematic
reviews that include either randomized or non-randomized studies of healthcare interventions or
both.
1.5.8 Methodological Risks
The major risks involved in research like this are lack of complete information and access to some
research works. The inability to have access to more comprehensive research work can limit the
scope of the study, which can lead to bias and inaccuracies in the findings. We used automated
keyword searches to select the data while excluding and including some works based on the criteria
above.
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Chapter 2: Related Works
2.1 Related Works
Concerns about cost, time, and efficiency drove the shift from using machine learning and
experimental methods for pre-miRNA prediction [18]. Despite having a plethora of exceptional
machine learning models such as HuntMi [19], CSHMM [20], miRBoost [21], miRBoost [22],
miPred [23], triplet-SVM [24], Mirann [25], DP-miRNA [26], and deepMiRGene [27], the
limitation remains. Deep neural networks are the most recent computational technique, with most
recent researchers employing it. The feature selection process is important in deep neural networks
because the model designed for prediction will do so based on the input feature(s) chosen in the
study.
2.1.1 DP-miRNA
The “DP-miRNA: An Improved Prediction of Precursor MicroRNA Using Deep Learning
Model"[28] study by J. Thomas et al. was relevant in this review due to its focus on deep learning
models, using human precursor miRNA, and the application of a significant number of features.
A deep learning model called DP-miRNA with three hidden layers was created, and its input
features were the significant features of pre-miRNA. The features included the diversity,
frequency, entropy-related properties, enthalpy-related properties, hairpin length, loop length,
consecutive base-pairs, ratio of loop length to hairpin length of the pre-miRNA secondary
structure, minimal free energy of the secondary structure, overall free energy NEFE amongst
others [28]. These characteristics included secondary structures, energy, folding measures, and
sequence composition. The 58 characteristic features of each of the four selected input features to
gain deeper insight into the sequences are an incredible addition to the features that most studies
exclude. The data for this study was gotten from miRBase like all other studies. The sample dataset
consisted of 1600 positive and 8494 pseudo hairpins. This data was then split into 60% training,
20% validation and 20% testing sets.
After intensive training, validating, and testing phases, the results of this study show that it
outperforms existing state-of-the-art approaches in terms of accuracy, specificity, and sensitivity.
2.1.2 DeepMiRGene
Park et al. (2016) [29] proposed a novel model for predicting pre-miRNA, making it an important
study for review. This study addressed the issue of a 'black box' model, which raises skepticism
among clinicians. This study focuses on long short-term memory (LSTM) networks based on a
recursive neural network. It aims to address the issue of manual feature engineering, which is a
difficult task for scientists, while also considering the importance of including features based on
biological significance. The study [29] used human pre-miRNA datasets with layers of long short7

term memory (LSTM) in the RNN. The dataset for this study was retrieved from miRboost and
consisted of 3230 positive and 23,934 pseudo datasets. This study sought to address the
shortcomings of existing studies by incorporating feature learning, classification, secondary
structure integration, and the ability to distinguish pre-miRNAs and non-pre-miRNAs in their
proposed model. Sensitivity, specificity, positive predictive value, F-score, the geometric mean of
Sensitivity and specificity (g-mean), the area under the receiver operating characteristic curve, and
the area under the precision-recall curve were the metrics used in this study (AUPR). The
acknowledgment of the need to learn the features or characteristics of the secondary structures,
which was the input feature in this study for a complete end-to-end approach, was a significant
finding; this finding noted in this study emphasizes the fact that incorporating the sub-features of
any chosen input feature will result in better predictions.
2.1.3 Precursor microRNA Identification Using Deep Convolutional Neural Networks.
Do Binh et al. [30] proposed a deep learning method that used RNA sequences and their respective
secondary structure as the selected input features for the CNN model built in their study on
Precursor microRNA Identification Using Deep Convolutional Neural Networks [30]. This study
used a 2-step approach where the first step involved representing input sequence by a multichannel format that is based on sequence one-hot coding and pairing matrix of its secondary
structure and a convNet was proposed in the second step to extract features automatically and
classify the output.
The data for this study was gotten from miRbase. This study used 3230 positive and 23934
negative sample datasets, and more weight was assigned to the positive dataset because of the class
imbalance. 90% of the human and 10% of the cross-species datasets were used as training sets.
The researchers constructed the model with three convolutional layers and two fully connected
layers. The results were compared to previous models using metrics such as sensitivity, specificity,
positive predictive value, F-score, g-mean, area under the receiver operating characteristic, and
area under the precision-recall curve.
2.1.4 Deep neural networks for human microRNA precursor detection
The Zheng et al. [31] project centered around using CNN and RNN to distinguish human premiRNAs without the requirement for feature designing, which was fruitful but had a few loopholes
that included low speculation. As indicated by Zheng et al. [31], the sequences with the predicted
secondary structures of pre-miRNAs were joined as info features of the models, staying away from
the feature extraction and choice interaction manually. In the review completed by Zheng et al.
[31], the models utilized were prepared with CNN and RNN designs for a long time on the
preparation dataset, assessed, and tried separately on the approval and test dataset. The RNN model
would do well to more than 90% precision than CNN. However, its affectability was more
regrettable. The exhibition of the models was contrasted with 13 pre-miRNA identification moves
that utilized traditional AI strategies. They utilized a similar separated, arbitrary parting procedure
and prepared 70% of the dataset. The outcomes showed that the models (CNN and RNN) made by
8

Zheng et al. [31] beat individual old-style procedures (Decision Trees and Naive Bayes) however
missed the mark concerning the normal and agreement outfit methods.
2.1.5 A hybrid CNN-LSTM model for pre-miRNA classification
The research conducted in 2021 by Tasleden and Sen [32] led to building two deep learning
models using a set of datasets to train the model. This study was a relevant addition because of the
application of two different deep neural networks in predicting human pre-miRNA. The deep
learning models built in this study were built on convolutional neural networks and LSTM, a
recurrent neural network. The study used metrics such as accuracy, sensitivity, specificity, f1
score, and Matthews correlation coefficient to measure the results, compared with some existing
models. The authors claim that when the results were compared to existing state-of-the-art
techniques, their model outperformed them all.
The use of De novo support vector machine (SVM) classification of precursor microRNAs from
genomic pseudo hairpins using global and intrinsic folding measures was conducted by Ng KL
and Mishra SK [33]. The researchers specified two primary techniques used for prediction in the
study's design, which was computational. The first technique focused on symmetric RNA hairpins,
which have been conserved throughout evolution and are crucial in the early stages of miRNA
biogenesis [34-35]. The second step was for the researchers to ensure that the hairpin feature of
pre-miRNA was distinct from the pseudo hairpins. The model developed during this study was the
Mip\Pred model and is based on Support Vector Machines (SVM). The datasets used in the study
were divided into two categories: human pre-miRNA datasets and non-human species datasets.
The results showed significant success when compared to models before it.
2.2 Weaknesses in Reviewed Studies
Table 2.1: The weaknesses of the reviewed studies

Studies

Features
The weakness of the study
used in the
study.

Park et al. Secondary
[29]
structures

The study's weakness stemmed from using secondary structures
as the chosen input feature for training. The information about
base pairs, which is a significant part of pre-miRNA sequences,
was ignored, and the minimum free energy of the sequences was
also ignored when training the model. Though secondary
structures are biologically significant, they are not the only
feature required to distinguish real pre-miRNAs from bogus ones
and relying solely on structure information ignores a large
portion of the sequence information.

Do Binh et Secondary
al. [33]
structures

The study's weakness stemmed from using secondary structures
as the chosen input feature for training. The information about
base pairs, which is a significant part of pre-miRNA sequences,
was ignored, and the minimum free energy of the sequences was
also ignored when training the model. Though secondary
9

structures are biologically significant, they are not the only
feature required to distinguish real pre-miRNAs from bogus
ones, and relying solely on structure information ignores a large
portion of the sequence information.
Zheng et al. Secondary
[31]
structures

The study's weakness stemmed from using secondary structures
as the chosen input feature for training. The information about
base pairs, which is a significant part of pre-miRNA sequences,
was ignored, and the minimum free energy of the sequences was
also ignored when training the model. Though secondary
structures are biologically significant, they are not the only
feature required to distinguish real pre-miRNAs from bogus ones
and relying solely on structure information ignores a large
portion of the sequence information.

Ng KL and Sequence
Mishra SK information
[34]

The study's weakness is that it only uses sequence information
while ignoring structural sequence information. In training the
models for prediction, structural information such as stem-loop
information, secondary structures, base pairings, and so on was
excluded. This indicates a lack of sufficient information to make
an accurate prediction. Pre-miRNAs are relatively stable, and
their Minimum Free Energy is a critical feature used in training
models because it contains information that distinguishes the
actual pre-miRNA from the pseudo.

Tasleden
Secondary
and
Sen Structures
[24]

The study's weakness stemmed from using secondary structures
as the chosen input feature for training. The information about
base pairs, which is a significant part of pre-miRNA sequences,
was ignored, and the minimum free energy of the sequences was
also ignored when training the model. Though secondary
structures are biologically significant, they are not the only
feature required to distinguish real pre-miRNAs from bogus ones
and relying solely on structure information ignores a large
portion of the sequence information.

Finally, these studies shed more light on this systematic review by emphasizing the feature
selection process’s significance and the importance of domain understanding of any selected
feature. Some of the studies reviewed that used more input features performed well, as stated by
their authors. This suggests that the addition of biological input features could improve prediction
accuracy and clarify model users. The addition of more distinct features may prevent models from
being built solely for great metrics because biological characteristics are considered, providing
biologists with the confidence to apply them in real-world practice.
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Chapter 3: Biological Background
3.1 Biological Background
MicroRNAs are non-coding RNAs with approximately 19-24 nucleotides found in all living
organisms and viruses. They are primarily involved in gene regulation activities. They recently
discovered that miRNAs are potential biomarkers for human cancer diagnosis, prognosis, and
therapeutic targets or tools in a growing number of studies, which require further investigation and
validation. [35]. Because miRNAs are relatively short and diverse in length, identifying premiRNA is the foundation for identifying miRNA [36].
RNA sequencing, also known as RNA-Seq, is a method biologists use to analyze RNA sequences.
This sequencing technique employs next-generation sequencing (NGS) [37] to determine the
presence and quantity of RNA in a biological sample at any given time, allowing researchers to
examine the constantly changing cellular transcriptome. With recent discoveries of how miRNA
dysregulation can have severe consequences for humans [39-40], the importance of miRNA cannot
be overstated. The great significance of miRNA explains why miRNA has recently been a trending
topic worldwide, with China being the top country with the highest trend. According to Google
trends, miRNAs have been of great interest to the world for the past five years [41].

Figure 3.1: Google Trends map of the interest in miRNA in the past five years.

Several studies have recently focused on using DNN to predict pre-miRNA because of its
enormous impact in the medical world. Coronavirus was an epidemic with the highest fatality
rates, shutting down worldwide. It kept every scientist and doctor on their toes. Recent research
has linked their miRNA’s ability to inhibit Covid-19 replication to their miRNA [42]. So far, this
research has been a success due to the ability to predict pre-miRNA using robust features
accurately. The dysregulation of miRNA has been found to cause chronic lymphocytic leukemia
11

[43]. Researchers carefully studied the miRNA and discovered it could distinguish between normal
and chronic lymphocytic leukemia cells. Hereditary diseases are not immune to the effects of
miRNAs on any organism due to mutation. A type of hearing loss that is progressive has been
linked to a mutated miRNA that can be passed down from generation to generation [44].
Keratoconus is a vision disorder that affects the shape of the cornea, the clear outer covering of
the eye. This vision defect has been traced down to some mutated miRNAs. Mutation and deletion
of some miRNAs in humans have also been linked to growth and skeletal defects [45-46]. The
nervous system controls most of the body’s activities by simply sending messages to the brain,
including mental health. Schizophrenia and bipolar disorder, which are diseases related to the
nervous system, have been linked to other miRNAs in the human genome [47-48].
Weight loss has been a major topic of discussion in all walks of life. The discovery of miRNAs
with inhibition properties that could lead to the cure of obesity was a major biological
breakthrough. According to Kunej et al. (2013) [49], many genes/markers are associated with
obesity and/or obesity-related phenotypes. Following extensive research into the various types of
miRNAs, discovered clinical trials of creating miRNA that can mimic the inhibiting characteristics
of miRNA are currently underway to address a variety of diseases. Hepatitis C, type 2 diabetes,
non-alcoholic fatty liver diseases, T-cell lymphoma, leukemias, mycosis fungoides, lung cancer,
wound healing, heart failure, keloids, and fibrous scar tissue formation, and many more are
currently being tested.
These and other reasons prompted the focus on pre-miRNA prediction; the accuracy of this
prediction is a bonus because clinicians can be confident when applying these results from any
model. This computational prediction study aims for scientists/engineers who build these models
to consider the biological significance of the input features used in making the models and include
features that show significant characteristics of these miRNAs.
3.2 Enabling Technologies
Bioinformatic tools are software programs designed to extract meaningful information from large
molecular biology / biological databases and perform sequence or structural analysis. Some of
these tools are software or hardware. RNA-Seq is a method for studying the transcriptome [44].
The transcriptome collects all RNA transcripts, both coding, and non-coding, in an individual or
population of cells. The term is most often applied to all RNAs or just mRNA, depending on the
experiment. Transcriptomics technologies are methods for studying an organism's transcriptome,
the sum of all its RNA transcripts.
Next-generation sequencing technologies are used in the RNA-Seq methodology. This method is
heavily reliant on bioinformatics tools designed to aid in the various stages of the process. Nextgeneration sequencing (NGS), also known as massive parallel sequencing, which has evolved
genomics research, refers to several high productivity capacity DNA sequencing approaches that
use the concept of massive parallel processing. Some of these technologies were developed
between 1994 and 1998 [44-47], and they have been available since 2005 for commercial use. In
these technologies, nanoscopic and parallelized platforms sequence billions of short reads with
approximately 50-400 bases per reading as it runs on the instrument. They have been widely used
in clinical practices for a long time, and their presence has become the norm as it outperforms the
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previous sequencing technology. Because of its ability to capture vast spectrums of mutations,
better sensitivity that could detect mosaic mutations, and interrogations of biomes without bias,
the sanger approach was overtaken by NGS [48]. Total RNA, messengerRNA, smallRNA, and
Target RNA sequencing are methods used in RNA sequencing. Next-generation sequencing is
becoming a more common approach for addressing concerns about the biological functions of
small RNAs (sRNAs). smallRNAs are typically 18–34 nucleotides long and include microRNAs
(miRNAs), short-interfering RNAs (siRNAs), PIWI-interacting RNAs (piRNAs), and other
regulatory molecules [49]. Bowtie2 [50], STAR [51], Burrows-Wheeler Aligner (BWA) [52],
PatMaN [53], MicroRazerS [54], and a slew of others have been developed specifically for
smallRNAs.
3.3. Bioinformatic Tools
Data retrieval software for genomic sequence archives is available, as are visualization tools for
analyzing and retrieving data from proteomics databases. Tools such as homology and similarity
tools, functional proteins, analytical approaches, nucleotide analysis methods, and others are
examples of tools. Everyday informatics is carried out with the help of sequencing search tools
such as BLAST, analyzing programs such as the EMBOSS and Supplier packages, homology
modeling programs such as THREADER, and biochemical microscopy programs RasMol and
WHATIF.
TABLE 3.1: Main tools for miRNA prediction

Homology and
Similarity Tools

Protein Function
Analysis

Structural
Analysis:

Sequence Analysis:

Homologous
segments are those
that diverge from a
common ancestor in
humans.

This application set
compares your
genetic code to a
secondary (or
derived) protein
database that contains
motifs, fingerprints,
and protein domain
characteristics.

This set of tools
allows you to
compare
buildings to a
database of
identified
compounds. The
function of a
protein is
determined more
directly by its
structure than by
its sequences,
with
morphological
homology sharing
functionalities.

This suite of tools enables
you to perform a more indepth investigation on
your Sequence
similarities, such as
developmental analysis,
mutation detection, non synonymous regions, CpG
regions, and
compositional prejudices.
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While the degree of
correlation between
two nucleotides can
be determined,
homology can only
be true or incorrect.

You can estimate the
biological function of
the protein database
using significant hits
against these diverse
pattern datasets.

Studying a
protein's function
necessitates
understanding its
2D/3D
configuration.

This and many other
biological features are
hints that will help you
figure out your sequence's
unique function.

This toolkit can find
similarities amongst
novel reference
sequences with
unknown form and
composition and
repository sequences
with known form
and composition.

3.4 RNA Sequencing and Differential Expression Methodologies Used in Bioinformatics.
RNA sequencing has been used widely in the medical field to study the different mechanisms used
by complex diseases; it has also been used to identify potentially valuable markers as clinical
indicators. On top of that, it helps in inferring gene pathways. Like is the case in bulk sequencing,
sequencing of single-celled RNA can be used to identify cell populations, infer regulatory
networks for genes, and track the lineages of different cells. Sequencing of single-celled RNA also
has the advantage of providing a leeway for the identification of drug-resistant clones. According
to Liao et al. [54], with the rapid advancement of sequencing technology, a significant drop in the
cost incurred by about 15% in performing the tasks came.
3.4.1 The cuffdiff and cuffdiff 2
According to Liao et al. [54], There are two cuffdiff methods, cuffdiff and cuffdiff2; both methods
use a test called the t-test method of analogy. This method tracks the changes in gene levels'
expression in different groups. The mean gene expression is usually determined using the highest
likelihood estimation for all other groups. According to a test by ("Your-Childs-AAC-Device.pdf,"
n.d.), cuffdiff has a higher likelihood of giving false positives at the four different quartiles of the
expression, the first quartile at five units then followed by 84, 76, and 28 respectively across the
quartiles making a total of 193.
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3.4.2 EdgeR
EdgeR assumes that for every gene in every sample, the count summarized follows a binomial
distribution that is usually negative. The mean is equal to the library size and library abundance,
the gene expression levels [54]. The variance of every gene is typically the function of the mean.
As per ("Your-Childs-AAC-Device.pdf," n.d.), edgeR and a total of four with three at the last
quarter and one at the second
3.4.3 SAMseq
This method is usually done with no parameters to test differential gene expression between
different groups. This method uses a rank called the two-sample Wilcoxon statistics [55]. It also
uses the re-sampling technique to account for differences in the sequences when performing
differential data analysis. Because this method has a sensitivity of about 60% and a specificity of
95.5%, we would expect 100 taxa to be stated to be differentially abundant: 40 being false
discoveries and, on the other hand, 60 true discoveries.
3.4.4 NOIseq
This is yet another non-parametric method used to compare different groups through the ratio of
the range of folds and the absolute differences in expression. It uses in-depth sequencing and
normalized RNA sequencing [55]. It also models the noise distribution by way of logarithm
contrasting the fold change. 4.42% of DEGs, with over two-thirds being up-regulated and nearly
one-third being down-regulated of these DEGs, genes 47.90% are functionally annotatable
3.4.5 Voom
This method uses linear modeling as a strategy to model the data count. It determines the mean
and variance relationship based on the delta rule and Taylor’s theorem. This technique also helps
to generate a weight for every observation and utilizes the estimated variance [54]. Testing the
differential for expression of gene analysis between the groups is done using moderated statistics
from the t-test.
3.4.6 Sleuth
This method uses a response model that is error additive; the total between samples ‘variables is
an additive of variance of biological variance. Inferential variance comprises variations between p
and variations from inferences from computation procedures.
3.4.7 Bayseq
According to Liao et al. [54]. This method assumes that the data count summarized follows a
binomial distribution which is negative, as well as using the whole set of data to get a distribution
that is before the model parameters that are estimated.
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3.5 Pre-miRNA Feature Selection
3.5.1 The Selection of Significant Pre-Mirna Features.
When it comes to discovering and predicting precursor microRNAs, there are numerous factors to
consider, such as the features, the feature selection technique, the models, optimization techniques,
etc. Some of the features extracted from the sequences are less important than others, which may
lack the ability to differentiate between true pre-miRNAs and pseudo-pre-miRNAs [56], resulting
in some features becoming redundant. One of the goals of any deep learning research is to
concentrate on the most important features while avoiding training models with redundant features
that add no value to the models other than noise and thus hurt the results. Another issue that arises
from using features for prediction is excluding essential elements, which results in bias and poor
results. Some researchers build models with few features to achieve higher accuracy. Still, the
caveat is that some of the excluded features play essential biological roles in the pre-miRNA, and
exclusion devalues the sequences. This study looks at existing and discovered features and
attempts to shed light on each one. It also attempts to list essential elements that should be included
in training models and redundant features whose absence has no negative impact. One of the
drawbacks of directly training the model with sequences is insufficient or unnecessary information.
According to research, the human genome contains many hairpin-like secondary structures [57].
The use of filters derived from other pre-miRNA features significantly reduced the numbers. As a
result, features that consider some factors are being used to reduce the number of false positives
in miRNA detection [58].
3.5.2 Sequence-structure features
Combinations of sequence and structure data have been shown to improve pre-miRNA prediction
[59]. It is widely accepted that the functional activity of many RNA molecules is determined by
their specific secondary (and tertiary) structure, which Watson determines–Crick, wobble, and
other non-canonical base pairings [60]. The stability of an RNA with a specific secondary structure
involved in functional processes in the cell is expected to be greater than that of RNAs lacking
such a structure or whose secondary structure is of less functional importance [61]. According to
research, the distributions of local contiguous substructures of pre-miRNAs (continuously paired
or unpaired structures) differ significantly from those of pseudo-pre-miRNAs [60].
A. The sequence information:
The sequence contains critical information in predicting pre-miRNAs, such as length, base
ratios, nucleotide ratios, etc.
B. Secondary structures:
The secondary structure influences several processing steps, including splicing [62]. It is a
critical biological feature that has been used as input features for training models in numerous
studies.
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C. Minimum Free Energy:
RNAs' minimum free energy increases linearly with sequence length [63]. An RNA sequence's
MFE structure is the secondary structure that contributes the least amount of free energy. The
MFE of the secondary structure is a critical feature that is frequently overlooked in studies.
The Vienna software is used for MFE detection to derive the MFE of these structures. As the
length of the sequences increases, the value of energy decreases. That is, they are inversely
proportional to one another. The size of the hairpin also helps to normalize the MFE. The MFE
feature is essential and can distinguish between true and false pre-miRNAs. This is
accomplished by using a procedure known as the Carlo randomization test [64]. The Monte
Carlo sampling technique involves drawing random samples to estimate the outcome of
drawing all possible samples.
D. Stem-loop features:
Just about all pre-miRNAs have distinctive stem-loop hairpin structures that are thought to
provide information about the biological function [65]. Hairpin is a stem-loop intramolecular
base pairing found in RNA. When two base pairs from the same molecule form a double helix
that ends in an unpaired loop, the resulting structure is the foundation for many RNA secondary
structures. Hairpin length, which can be defined as the number of nucleotides from the first
paired nucleotide on the 5' strand to its partner, the last paired nucleotide on the 3' strand, is
one of the stem-loop features based on the secondary structures of RNA. Another stem-loop
feature is the number of nucleotides between the last paired nucleotide on the 5' strand and its
partner on the 3' strand. Consecutive base pairs are stem-loop characteristics representing the
longest consecutive base pairs. The loop-to-hairpin length ratio is another feature of the stemloop, which compares the length of loops and hairpins.
Other features that are related to the stem-loop feature are:
●
●
●
●

Hairpin length dangling ends
Loop length
Maximum consecutive base-pairs
Ratio of loop length to a hairpin length: This compares the length of the loops to the hairpin
length and uses the ratio as a feature.

The Formation and Stability of stem-loop feature
One of the requirements for forming the stem-loop structure is the stability of the resulting
helix and loop regions. The presence of a sequence that can fold back on itself to form a paired
double helix is critical, as are the lengths of the helixes, the number of bulges, and the base
composition of the paired region. The stability of the loop also influences the formation of the
stem-loop structure.
E. Shannon Entropy:
Shannon's entropy quantifies the amount of information in a variable, establishing the
foundation for an information-based theory. Shannon's entropy metric quantifies the absolute
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minimum amount of storage and transmission required to capture any information, typically
less than the amount of storage or transmission required to store or transmit the raw data
underlying the information. Shannon's Entropy metric also suggests representing information
in fewer bits.
F. Normalized Variant
Percentage of low complexity regions detected in the sequence, maximal length of the amino
acid string without stop codons, and the cumulative size of internal loops
G. Base pairing propensity:
A base pair is a basic unit of double-stranded nucleic acids that consists of two bases linked
together by hydrogen bonds. Base pairing plays a vital role in genomic sequences by arranging
the base pairs energetically favorable way. These base-pairing interactions result in doublehelical stem regions and loop regions in RNA. Tertiary interactions occur when stem and loop
regions interact in a folded RNA. In general, functional RNA structures are formed by the
three-dimensional organization of small structural motifs formed by base pairing between selfcomplementary sequences from different parts of the RNA chain. They are crucial to the
structural organization of RNA.
H. Base pair distance:
The base-pair distance is a simple measure of disparity between secondary structures of equal
length.
I. Structural diversity:
This feature refers to the degree of complexity or variation in the structure of the sequences.
The size and structure of miRNA hairpins can vary significantly within the same organism or
between species, which is an essential feature because it allows the model to learn from these
variations and predict more accurate results.
3.6 Feature Selection Technique
Several techniques and algorithms have been developed for selecting features from RNA
sequences to build the specific model. Some of these methodologies are available in the form of
software. Given the rapid increase in the number of RNA sequences generated, developing a
flexible method for generating various vectors to represent these sequences by focusing on their
different features is highly desirable. These techniques include selecting features with low
information gain, random feature selection, random feature selection from feature clusters, features
from clusters, features with high information gain, setting the highest information gain from
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feature clusters, and so on. [64]. Rep RNA is another feature selection methodology with
visualization capabilities and can select features defined by users [66].
In this study, a Genetic Algorithm (GA) will be used to select the features from the sequences.
Genetic algorithms are evolutionary algorithms that have been applied in various spheres of life
and have shown moderate growth in resolving problems. This algorithm is a machine learning
approach with roots in evolution and genetics that avoids the manual design of search strategies
common in similar algorithms by implementing natural selection to solve problems in
bioinformatics. Genetic algorithms better use computational resources by reducing search space
and utilizing parallel computation. A related study focused on the Feature Selection focused on
Genetic Algorithm for Pre-miRNA Classification. This algorithm considers feature information
gain as well as feature redundancy. The total accuracy of the classifier miPredGA built with our
selected features is nearly 12% higher than that of microPred [67]
The Selection Technique of Genetic Algorithm
The choice is a significant advance [68, 69]. Some notable choice methods incorporate the roulette
wheel, rank, tournament, Boltzmann, and stochastic universal sampling. Roulette wheel choice
doles out a part of the wheel to each string dependent on its wellness esteem, planning all potential
strings onto a wheel. [69]. The rank choice is a dense type of Roulette wheel determination. It
utilizes ranks rather than wellness esteem. Ranks are allocated to them dependent on their wellness
esteem, and every individual gets an opportunity of being picked dependent on their ranks. [69].
Roulette wheel choice generally guides potential strings onto a wheel, with a piece of the wheel
relegated to each string dependent on its wellness esteem. This wheel is then arbitrarily pivoted to
choose explicit arrangements that will add to the development of the cutting edge [69]. The rank
choice is a shortened rendition of Roulette wheel choice. It utilizes ranks rather than wellness
esteem. Ranks are relegated to them depending on their wellness esteem to ensure that every
individual can be chosen depending on their ranks. The rank determination technique diminishes
the probability of the arrangement merging rashly to neighborhood minima [69]. One more
technique for determination is the tournament strategy, wherein people are picked two by two
dependent on their wellness esteems from a roulette wheel. Following the choice, people with
higher wellness esteem are added to the cutting edge pool [69]. Stochastic universal sampling
chooses another person from a rundown of age at an arbitrary beginning at uniformly dispersed
spans [70]. It guarantees that everybody has an equivalent shot at being picked to participate in the
cutting edge's crossover. Genetic algorithms are a unique and versatile device for tending to a
broad scope of bioinformatics issues. The transformative part of GAs can tackle any problem
where arrangements can be respected significantly to quantify wellness. GAs requires wellness
work; these capacities can be planned with minimal existing comprehension of a given
bioinformatics issue. Since GAs can deal with some commotion in the wellness work, they are
great for issues where the pursuit space is ineffectively perceived [71]. Considering these qualities,
GAs can be immediately applied to new parts of bioinformatics research where information is
restricted.
Table 3.2: Comparison of Genetic Algorithms And An Existing Feature Selection Technique

Genetic Algorithm

Random Selection
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Genetic algorithms can build on
previous success; they can progress
quickly.

Random selection has no initial solutions; it starts from
scratch, making it slower.

A genetic algorithm has a history in
which the best solution population is
chosen, mutated somehow, and
advanced to the next generation. The
population's least desirable members
are eliminated.

Each iteration generates a new random solution with no
memory of previous iterations.

Genetic algorithms can manage
datasets with many features and have
the ability also to handle smaller
subsets of features

Although simple random sampling is intended to be an
unbiased method of surveying, biases could occur
during sample selection. When a sample set of a larger
population is insufficiently inclusive, the representation
of the entire population is skewed, necessitating the use
of additional sampling techniques.
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Chapter 4: Methods
4.1 Convolutional Neural Network
The convolutional neural network (CNN) is the most well-known among the various deep learning
models. CNN has demonstrated expert-level performance in multiple fields, including computer
vision [72], speech processing, medicine, and face recognition [73]. Undoubtedly, radiologists are
increasingly interested in the potential of CNN, and several studies have been published in areas
such as lesion detection, classification, segmentation, image reconstruction, and natural language
processing. CNN models process data with grid patterns and is a mathematical configuration
consisting of three primary layers (or building blocks): convolution, pooling, and fully connected
layers [74]. It can also contain other layers; an example is the nonlinearity layers. Pooling and nonlinearity layers do not have parameters, but convolutional and fully connected layers do.
Convolution and pooling are the first two layers to extract features, and the third fully connected
layer maps the extracted features to the final output. CNN requires a convolutional layer consisting
of a stack of mathematical operations such as Convolution and a kind of linear operation. CNN
has a significant advantage over its predecessors in that it automatically identifies relevant features
without requiring human intervention. When working with digital images, pixel values are stored
in an array-like two-dimensional grid, along with a small grid of kernel parameters. Features can
be placed anywhere in the image. The CNN feature extractor allows you to extract features
anywhere in the image, so an optimized feature extractor is applied to each image position, making
CNN image processing very efficient [75]. The extracted features can become hierarchical and
increasingly complex as one layer feeds its output to the next.
A CNN architecture is formed when these layers are stacked. The convolutional layer will
determine the output of neurons connected to local regions of the input by calculating the scalar
product between their weights and the region connected to the input volume. The rectified linear
unit (abbreviated ReLu) seeks to apply an activation function such as sigmoid to the previous
layer’s activation output. The datasets will be passed into several layers of the convolutional neural
networks; the max-pooling layers will be applied after the convoluted layers. The resulting features
are concatenated through a final layer where a regularization technique known as drop out will be
performed on it before training.
The majority of current radiomics studies employ hand-crafted feature extraction methods such as
texture analysis [76], followed by traditional machine learning classifiers such as random forests
and support vector machines. There are several distinctions between hand-crafted feature
extraction methods and CNN. For starters, CNN does not necessitate hand-crafted feature
extraction. Second, CNN architectures do not always necessitate human expert segmentation of
tumors or organs. Third, because of the millions of learnable parameters to estimate [77], CNN
consumes far more data and is far more computationally costly, necessitating graphical processing
units (GPUs) for model training.
CNN models have an overfitting issue when attempting to achieve a great generalization [78].
When a model performs exceptionally well on training results but fails miserably on test datasets
because it has never been seen before, it is said to be overfitted. Under-fitting occurs when the
model does not learn enough from the training datasets, causing it to perform below expectations.
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Every model's goal is to perform exceptionally well on training and testing datasets, indicating that
it is well fitted. There are several regularization techniques for dealing with this problem. This
technique aids in the management of various types of fitting disorders that may arise as a result of
the model's construction and training. Drop out is a technique in which neurons are dropped at
random during the training epochs [79]. Dropping out is a popular method for achieving
generalization. The drop-out technique aims to distribute the power of feature selection across all
groups, removing the ability to focus solely on one group. Another significant advantage of the
dropout technique is its ability to learn from independent features.
Drop weight is a regularization technique similar to drop out due to its emphasis on random
selection [80]. The dropping of the connections between the neurons, rather than the neurons
themselves, distinguish them. The neurons in a CNN model are connected; using this technique
for regularization means that some neurons will no longer be connected, reducing biases from
these random connections.
Data Augmentation: The most straightforward way to avoid overfitting is to train the model on a
large amount of data. Data augmentation is used to accomplish this. To artificially increase the
size of the training dataset, several techniques are used. More information can be found in the
following section, which describes data augmentation techniques. Color variations and intensity
are used in the color spacing technique, and datasets are edited to have a variety of colors,
brightness, and shades to have as many variations as possible. Cropping is another data
augmentation technique that works particularly well with image data; it entails cropping the images
to form different heights and widths, which is the variety of data that is highly required. Data
rotation within 360 degrees can also keep datasets at different or alternate angles. Though not
applicable to all types of data, data rotation is a handy form of augmentation. Translation and noise
addition are inextricably linked. The data can be shifted to different positions during translation,
resulting in a vacuum from where it was shifted. The noise addition method is helpful here, as
Gaussian noise or constants are filled into these spaces [81-82].
4.2 Recurrent Neural Network
A recurrent neural network (RNN) is an artificial neural network that works with sequential or
time-series data. It is a Deep Learning algorithm and an Artificial Neural Network architecture
optimized for sequential data processing. RNNs are commonly used in Natural Language
Processing [83]. Because RNNs have internal memory, they are very efficient for machine learning
problems involving sequential data. RNNs are also used to predict time series data. The significant
advantage of using RNNs instead of standard neural networks is that the features in standard neural
networks are not shared. In RNN, weights are shared over time. RNNs are a well-known and
widely used deep learning algorithm; they are instrumental in speech processing and NLP contexts.
This feature is critical in various applications because the built-in structure in the data sequence
delivers valuable information. In contrast to traditional networks, RNN uses sequential data in the
network. Conventional neural networks have independent inputs and outputs; however, when
predicting the next word of a sentence, the previous words are needed, and thus the previous words
must be remembered. As a result, RNN was developed to solve the problem. The model's ability
to process the input of any length, the model size remaining relatively constant and not changing
due to the input size, each computation taking into account the data's historical information, and
the weight shared across time are benefits RNN.
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4.3 Long short-term memory (LSTM)
Recurrent Neural Networks' shortcomings are short-term memory, making it difficult for the RNN
model to convey information from step to step when the sequences are very long. Another issue is
the disappearance of gradients, which are used to update a neural network's weight. This problem
arises from the gradients receding over time during backpropagation, resulting in a small
contribution to the model. The layer in the model that unfortunately gets the diminished gradients
stops learning, which causes the model to forget long sequences.
The recurrent neural networks will be using layers of LSTM because of their remarkable ability to
recall memories. Regularization techniques will also be applied to this separate model before the
training, testing, and validation phase. Long short-term memory (LSTM) networks are a type of
recurrent neural network that can remember patterns selectively for long periods [84-85]. Long
short-term memory (LSTM) was developed to address the vanishing gradient problem, and it has
since become one of the most popular RNN architectures. It is an excellent choice for modeling
sequential data, and it is thus used to learn the complex dynamics of human activity. Long-term
memory is referred to as the cell state.
Previous information is stored within the cells due to their recursive nature. The forget gate, located
beneath the cell state, modifies the cell states. By multiplying 0 to a position in the matrix, the
forget gate produces values indicating which information to forget. If the forget gate output is 1,
the information is saved in the cell.
4.4 The data sets and pre-processing techniques.
4.4.1 Understanding databases:
A database is a collection of raw statistics and information generated by a research study;
biological databases are used in bioinformatics because they contain biological information.
According to a 2018 study, there were 180 recognized databases used in bioinformatics [86].
According to research, biological databases have been classified into sequence, structure, and
functional databases. These databases are divided into subcategories, with nucleic databases
focusing on this research. DNA sequences, gene expressions, genomes, phenotypes, and RNA
databases are part of the nucleic database. The microRNA database, which has been used in the
majority of the studies reviewed and will be used in this study, is one of the major databases in the
RNA database.
A brief history of the mirBase begins in 2003, when Prof Sam Griffiths-Jones [87], a computational
biology professor, created the miRBase dataset. The goal was to provide microRNA researchers
with stable and unique gene names for their novel microRNA discoveries and create a database of
all microRNA sequences. The miRBase [88] dataset grew organically because of community-wide
submissions of published miRNA. Prof Sam Griffiths-Jones' educational background begins with
a first-class degree in the Department of Biochemistry and Biological Chemistry from the
University of Nottingham between 1994 and 1997. He went on to earn a Ph.D. from the University
of Nottingham between 1997 and 2000. Then progressed to become a Post-doctoral Researcher on
the Pfam database of protein families at the Wellcome Trust Sanger Institute for a year in 2001.
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Prof Sam Griffiths-Jones was the project leader for the Wellcome Trust Sanger Institute's Rfam
database of RNA families and the miRBase database of microRNA sequences from 2003 to 2006.
In 2007, he was appointed as a fellow in the Faculty of Life Sciences at the University of
Manchester for two years. In 2009, he was appointed as a lecturer at the same university, and in
2011, he was promoted to senior lecturer. Since 2015, he has been a professor of computational
biology at the University of Manchester's Faculty of Life Sciences and Faculty of Biology,
Medicine, and Health.
4.4.2 The datasets used in the study
The miRBase database is, according to miRBase, a searchable database of published miRNA
sequences and annotations [89]. Each entry in the miRBase sequence database represents
information about the predicted hairpin segment of the miRNA transcript, also known as mir in
the database, the location, and the sequence of the mature miRNA sequence referred to as miR
[90]. The basic rule for choosing the dataset used was the availability of the properties needed to
build the model: the sequence and RNA folding of the species used in this study. Data record
accuracy was also considered within the data record selection rules framework. Hairpin sequences
and RNA folds were factors in choosing miRBase as the preferred data source. A hairpin loop is
an unpaired messenger RNA (mRNA) loop formed when one section of an mRNA strand folds
and forms base pairs with another section of the same strand. The resulting structure has the
appearance of a loop or a U-shape. The process by which a linear ribonucleic acid (RNA) molecule
acquires secondary structure via intramolecular interactions is known as RNA folding. RNA
molecules' folded domains are frequently the sites of specific interactions with proteins to form
RNA-protein complexes.
4.4.3 Data pre-processing
Data preprocessing is an essential step in both Machine and deep learning that involves the
preparation (cleaning and organizing) of raw data to make it suitable for building and training
Machine Learning models, as the quality of data and the useful information that can be derived
from it has a direct impact on the models' ability to learn [91]. It is critical to extract meaningful
insights from data by improving data quality. The data pre-processing techniques used in the
reviewed study include handling null values, standardization, one-hot encoding, feature selection,
and many others.
This study will use pre-processing techniques such as filtering redundant features using the genetic
algorithm before splitting the datasets into train, test, and validation datasets, one-hot encoding
pre-processing technique, and zero padding on the secondary structures [5] selected input features.
The selected input features are the sequences’ composition properties, secondary structures,
energy, stem-loop, and sequence-structure information. These input features have their respective
sub-features, which will be included in this study.
4.4.4 Data pre-processing technique: Imbalance datasets
Biological data is frequently unbalanced because negative samples outnumber positive samples.
Many issues in bioinformatics have arisen because of the generation of large amounts of skewed
data. The computational classification of precursor microRNA (pre-miRNA) involves a high-class
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imbalance. When dealing with this issue, some studies propose some techniques that have been
used to handle imbalanced data [91-96]. When working with this type of data, studies suggest that
the criteria used for evaluation be of the utmost importance. The model is expected to perform well
on small and large classes, necessitating using the area under curve metrics and the resulting loss.
The second technique was to ensure that the model performs a weighted cross-entropy loss, which
ensures that it performs well with small classes if it decides to use the cross-entropy loss. Finally,
specific models for each hierarchical level can be built to balance data, as biological systems
frequently have stratified label space.
In this study, imbalanced datasets will be handled by randomly selecting an equal number of
negative and positive data samples. The process of isolating the most consistent and relevant
features in model construction is known as feature selection. It is also known as the study of
algorithms for reducing data dimensionality to improve machine learning performance [97].
Feature selection can help to avoid overfitting and improve model performance, allowing models
to run faster and more efficiently. One can also better understand the underlying processes that
produced the data [98].
An in-depth examination of some studies revealed that some RNA sequences' key features and
characteristics were ignored or not included in the predictions. This explains why many model
designs have flaws caused by ignoring biological functionalities that contain sequence
information. The inclusion of sequence biological features during analysis could improve and
ensure no biases in the RNA model predictions and provide comprehensive transcriptome data
from the genome. Rather than focusing on physical characteristics and structure to make
predictions, as most studies did, a more accurate prediction that will be of great value to biologists
should include biological characteristics while making predictions. The design of algorithms that
are elegant and computationally efficient to investigate sequences composition properties,
secondary structures, folding measures, and energy is what this study focused on.
RNA molecules fold into distinct secondary and tertiary structures, which account for their wide
range of functional activities and the secondary structure was a crucial feature in this study [109113]. A biological palindrome is an RNA secondary structure; it is the same backward and
forwards when read. Many existing methods for predicting RNA secondary structures include
LinearFold-V, CONTRAfold, ContextFold version, CentroidFold, TORNADO with ViennaRNA
grammar, RNAfold in ViennaRNA package version [114], SimFold version, and RNAstructure
version 6.2, among others. These secondary structures were predicted using the RNA fold
software, which employs a prediction algorithm that predicts the structure with the lowest free
energy, usually the secondary structure. Benchmarks of prediction accuracy on single RNA
sequences show that current RNA folding programs predict 50–70% of base pairs on average.
Because it was the selected feature used in building the deep learning models, the prediction results
of the secondary structures directly impact the accuracy of the model used in this research.
4.5 Evaluation Metrics
An evaluation metric quantifies a predictive model’s performance. This entails training a model
on a dataset, then using the model to make predictions on a holdout dataset that was not used
during training and comparing the predictions to the expected values in the holdout dataset. Every
machine learning pipeline includes performance metrics. They tell you if you're making progress
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and assign a numerical value to it; when a specific or group of metrics are chosen for a study, it is
discussed and validated before being applied to the study. The metrics will be used during the
experiment, and they will be optimized. There are several evaluation metrics, including accuracy,
precision, recall, F1-score, Regression Metrics, Ranking Metrics, Statistical Metrics, Computer
Vision Metrics, Natural Language Processing Metrics, Deep Learning Related Metrics, among
others.
This study will be applying several metrics such as sensitivity, specificity, F1-Score, Matthews
Correlation Coefficient, and accuracy to evaluate the performance of our models. The F1-score is
a metric that measures a model's accuracy on a dataset. It is used to assess binary classification
systems based on categorization. The accuracy ratio is the number of correctly classified samples
divided by the total number. The confusion matrix, a table commonly used to describe the
performance of a classification model on a set of test data with known true values, was used to
generate the formula for calculating these metrics.
●

●

●

●

●

Accuracy: When the datasets are symmetrical, the accuracy, which is the ratio of correct
predictions to total predictions, is critical. It is mostly applied when the false negative and
false positives counts are almost equal. accuracy = (TP+TN)/(TP+FP+FN+TN) [115]
Sensitivity/Recall: The proportion of true positives to total (actual) positives in the data.
This is critical for identifying positives; it is typically used when false negatives are
unacceptable. sensitivity or Recall = TP/(TP+FN) [115]
Specificity: This is the ratio of true negatives in the data to total negatives. It is an essential
metric for covering all true negatives and can be used to avoid false alarms. TN/(TN+FP)
= Specificity [115]
F1-score: Takes precision and recall into account. It is the arithmetic mean of precision
and recall. This is critical when there is a disparity in class distribution. It is useful when
the costs of false positives and false negatives differ. The F1 score represents the balance
of precision and recall. It is higher when Precision and Recall are balanced. If one of these
measures, Precision or Recall, improves at the expense of the other, the F1 Score suffers.
f1 Score = 2*(Recall * Precision)/(Recall + Precision) [115]
Matthews correlation coefficient: In machine learning, the Matthews Correlation
Coefficient is used to assess the quality of binary (two-class) classifications. This
evaluation metric accounts for the true and false positives and negatives and is widely
regarded as a balanced measure that can be applied even when the classes are of very
different sizes.
MCC = (TP * TN - FP * FN )/sqrt(( TP + FP )( TP + FN )( TN + FP )( TN + FN ) [115].
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Figure 4.1: Evaluation Metrics Model

4.6 Optimization
Optimization is a process or methodology for making a design or system as perfect, functional, or
effective as possible. The method of adjusting hyperparameters to minimize the cost function using
one of the optimization techniques is machine and deep learning. The technique for optimization
in this study will be the application of the Adam optimizer [115-117].
Adam is a stochastic gradient descent replacement optimization algorithm for deep learning model
training. It combines the best features of the AdaGrad and RMSProp algorithms to create an
optimization algorithm that can deal with sparse gradients on noisy problems. Adam is also
relatively simple to configure, and the default configuration parameters work well for most
situations. The algorithms use adaptive learning rate methods to find individual learning rates for
each parameter. It also has the advantages of Adagrad, which works well in settings with sparse
gradients. However, it struggles in non-convex optimization of neural networks and RMSprop,
which attempts to solve Adagrad's problems and works well in online settings.
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Chapter 5: Conclusion and Future Direction
The method proposed in this study had limitations that could impair the accuracy of the results.
The lack of sufficient datasets to train the model and avoid biases that come with using small data
sets was a significant challenge in this study, as it is in every other study. Another challenge during
this review was the selection of a specific technique for the feature selection method. This was a
challenge because the study focused on selecting the best features while filtering out the redundant
ones. Several other feature selection techniques were evaluated, while the study selected the one
that best meets the need of the study. Aside from the difficulty of the feature selection technique,
distinguishing all the possible features of the pre-miRNA sequences was difficult as it was solely
based on reviewing previous research.
5.1 Suggested Solution
This study proposes using a genetic algorithm to select the best features for the deep learning
model. The reason for this methodology is to ensure that no features are selected at random, giving
redundant features very little chance of being selected and used in training the model. This study
also suggests using multiple features for the deep learning model to avoid bias and exclusion of
valuable features. This study suggests a set of more significant features for training models.
Finding a large dataset to test the efficacy of the models is one of the solutions to some of the
issues identified in this study.
5.2 Future Directions
Because the scope of this study was limited to predicting human pre-miRNA while excluding other
organisms, investigating the effect of this model on other organisms is a recommended next step.
Another aspect that will be highly recommended for future research is the development of drugs
and vaccines for diseases caused by miRNA dysregulation.
5.3 Conclusion
This study focuses on the prediction of pre-miRNA using deep learning. Several studies were
reviewed based on the selected features used in the model's training; the loopholes of these studies
were based on the selected features that were either less or had no proof of significance. We
extensively reviewed six studies, taking note of the features used, the models, and optimization
techniques. This study was entirely focused on the features used in these studies. The first study
reviewed was research carried out by park et al., this study used only the secondary structure for
training the model. It stated in the study the downsides of building models without domain
understanding of the selected features.
Do Binh et al. [48] proposed a deep learning method that used RNA sequences and their respective
secondary structure as the selected input features. Zheng et al. were trained on human pre-miRNA
data sets using CNN and RNN architectures; the secondary structures were an input feature used
in training these models. Though the studies claimed high accuracy, the criteria and reasons for
selecting this feature were not stated. Several studies have indicated that using a single feature for
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training is a probe to bias, hence the loophole discovered in the study. Tasleden & Sen [49] and
Ng KL & Mishra SK [50] conducted a Similar study using secondary structures and sequence
information as major input features. Though these studies showed significant improvement
compared to the state-of-the-art techniques using selected metrics, the major issue of training
models with fewer features and ignoring other vital features wasn't addressed.
This study reviewed various feature selection techniques and several sets of features of pre-miRNA
in other to select the most significant ones while excluding the redundant features. The feature
selection technique proposed in this study is the genetic algorithm; this methodology was chosen
to create functions specifically for selecting only significant features and excluding the redundant
ones.
The selected features to be used in our proposed model have been proven to be biologically
significant and vital in forming the sequences. This indicates that they contain essential
information and should be included in training the model to avoid bias or biological inaccuracy.
Conclusively, these methods are intended to produce more accurate predictions by reducing the
bias when selecting only one feature and predicting secondary structures. More accurate results
will make these tools and models useful in medical research, drug discovery, and a variety of other
applications. Though there will be significant improvements over time and with the discovery of
new approaches, the goal of any tool or model built into bioinformatics is to assist professionals
in these fields. This has limitations like any other study; more approaches will be identified as
technology advances.
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