ABSTRACT Sub-Nyquist pulse Doppler radar system has received wide attention recently because it can make the sampling rate lower than the Nyquist sampling rate. However, there are still two problems that must be addressed for sub-Nyquist pulse Doppler radar. One is that the large memory is required for sparse signal recovery. Another is that the performance of the sparse signal recovery will be distorted in the non-Gaussian impulse noise environment. For the first problem, this paper proposes four 2-D compressive sensing (CS) algorithms which are extended from the traditional 1-D CS algorithms (the ZAP, IHT, ISTA, and FISTA algorithms). The proposed 2-D-CS algorithms recover the signal in the delay-Doppler domain, which is a matrix domain. For the second problem, robust 2-D-CS algorithms are proposed for the non-Gaussian impulse noise environment. The proposed 2-D-CS algorithms can achieve comparable detection performance with lower memory requirement. The proposed robust 2-D-CS algorithms can eliminate the interference of impulsive noise in the non-Gaussian impulse noise environment. Simulation results are given to verify the effectiveness of the proposed algorithms.
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sub-Nyquist sampling strategy [10] . Among them, the RD is a very attractive technique in microwave spectral analysis [11] , because it is very simple and its prototype hardware has already been developed in [12] and [13] .
A lot of CS-based algorithms have been proposed to reconstruct the signal sampled by CS sampling methods [14] - [19] . Orthogonal matching pursuit (OMP) algorithm and compressive sampling matching pursuit (CoSaMP) algorithm [14] are the greedy method that build up the support set of the reconstructed sparse vector iteratively by adding indices of the elements that are non-zero to the current support set at each iteration. Iterative hard thresholding (IHT) algorithm [15] is a thresholding method that keeps the indices of the elements that are non-zero of the sparse vector by a hard thresholding at each iteration. Zero-attractive projection (ZAP) algorithm [16] utilizes the zero attraction term to attract the vector from a least-square solution to a sparse solution.
Frequency determination based on robust Chinese remainder theorem (CRT) with the sub-Nyquist sampling method has been proposed in [20] and [21] , and it has been applied in the multichannel synthetic aperture radar (SAR) [22] . The feasibility of CS-based pulse Doppler radar for delayDoppler joint estimation has been shown in [3] and [23] - [26] . Although these methods estimate both delays and Doppler shifts from few sampled data, there are the following problems:
1. They use the traditional 1D-CS algorithm to solve the 2D delay-Doppler signal. The 2D signal should be stacked into a huge column vector based on the vector space, and then recover the huge vector in the 1D domain. However, such operation increases exponentially the complexity and memory usage [27] , [28] .
2. In the pulse Doppler radar system, the signal is usually contaminated with non-Gaussian impulsive noise such as environmental effects of atmospherics (lighting) and meteor train echoes [29] . Hence, robust CS algorithms for nonGaussian impulsive noise are necessary for pulse Doppler radar system.
For the first point, the 2D orthogonal matching pursuit (2D-OMP) algorithm has been proposed in [27] . It is extended from the OMP algorithm. This algorithm significantly reduces the complexity, but it still requires a large memory.
For the second point, the Lorentzian IHT (LIHT) algorithm has been proposed to reduce the influences of the impulsive noise [30] , [31] . However, it is for the 1D signal. The 2D signal should be stacked into a huge vector, first. It will increase complexity and memory usage.
In this paper, we propose a 2D data model for pulse Doppler radar system with the RD. First, the received signal is sampled by the RD with a low rate ADC. Then 2D-CS algorithms, including the 2D-ZAP, 2D-IHT, 2D-ISTA, and 2D-FISTA algorithms, are proposed to estimate the delays and Doppler shifts of sparse targets. Since the 2D-CS algorithms solve the 2D data model without stacking the matrix of 2D signals into a huge column vector, the memory requirement and complexity are reduced. Moreover, robust 2D-CS algorithms, including the 2D-RZAP and 2D-RIHT algorithms, are proposed for non-Gaussian impulsive noise environment. Numerical simulations were provided to validate the performances of our proposed algorithms.
The rest of this paper is organized as follows. In Section 2, the 2D system mathematical model for the proposed method is presented. In Section 3, 2D-CS algorithms are proposed for estimating the delays and Doppler shifts of sparse targets in Gaussian noise. In Section 4, we extend 2D-RZAP and 2D-RIHT algorithms from 2D-ZAP and 2D-IHT algorithms to estimate the delays and Doppler shifts of sparse targets in non-Gaussian impulsive noise. In Section 5, some experiments using proposed 2D CS algorithms are presented. Finally, the conclusion is made in Section 5.
II. SYSTEM MODEL
The pulse Doppler radar systems transmit a frequency or phase modulated pulse sequence to suppress clutter and detect targets at each angle of interest. The excellent references for the mathematical model of radar processing are available in the literature (see, e.g., [1] ). In this paper, a classical pulse Doppler radar with a co-located receiver and a transmitter is considered. Assuming that the transmitted signal hits K non-fluctuating point targets with delays of τ k and Doppler shifts of υ k , (1 ≤ k ≤ K ), the received signal can be written as:
where x(t) is the transmitted signal; α k denotes the reflectivity of the individual target; w(t) is the noise. When the transmitted signal x(t) is known, the received signal y(t) is decided by the target parameters -delays τ k , Doppler shifts υ k and the reflectivity α k . Estimating the target parameters can be treated as the problem of identification of underspread linear system (ULSs) [32] , whose responses locate in a unit-area region in the delay-Doppler map
. The values of τ 0 and τ f are determined by the range and the values of ν 0 and ν f are determined by the velocity of the possible targets, which can be written 
where τ n ∈ [τ 0 , τ f ] denotes the possible delay. α n is the amplitude. If there is a target in τ n , |α n | should be larger than zero, otherwise zero. When ν k 1/p w , where p w is the pulse width, the Doppler shift is difficult to estimate by only single pulse. Hence, multiple pulse signals are required to be transmitted for Doppler shift detecting, which can be written as [33] :
where p ∈ [1, ..., P] is the pulse number; T PRI is the pulse repetition interval (PRI); t = t − pT PRI , and
to the periodicity of the transmitted pulse signal. The amplitude a nm in the grid (τ n , ν m ) is determined by the reflectivity. If there is a target at (τ n , ν m ), |a nm | should be larger than zero, otherwise zero. The goal is to detect the positions of the nonzero values of |a nm | with unknown K . In general, the number of real targets is much smaller than the possible targets (K M × N ). Hence, it is not effective that the received signal y(t) is sampled at twice the bandwidth of the transmitted signal as demanded by the Nyquist sampling theorem.
The RD has been proposed to sample the received signal y to reduce the sampling rate [8] . It consists of three main components: demodulation, analog filter and uniform sampling. The grid diagram of the RD is shown in Fig. 2 . In the demodulation step, the received signal is mixed with a pseudo-random noise (PN) sequence of ±1 which repeats at each pulse-repetition time. The PN sequence is called as p c (t), and it must alternate between two values at or faster than the Nyquist frequency of the received signal. The demodulation step spreads the frequency content of the received signal, and allows that the information contained in the received signal has not been lost after low pass filter with impulse response h(t). At last, the signal is sampled at rate M by a traditional ADC. The sampled signal can be expressed as: (4) where r ∈ [1, ..., R] is the sample times in one pulse repetition time. Due to the sub-Nyquist sampling rate, R is much smaller than N . The goal is to estimate parameters: {α nm , τ n , ν m } from a few sampled signal y sub [r, p] . It can be written as a matrix form:
where W denotes the noise, Y sub = [y(1), ..., y(P)], (1 ≤ p ≤ P), X H denotes the transposed and complex conjugated matrix of X , and A = HP c denotes the RD system. P c is a diagonal matrix which can be written as:
It denotes the demodulation processing. H is an integrator matrix:
where · denotes ceiling operator. is the delay line of the transmitted pulse x(t). More specifically,
H is a twiddle factor, which is used for any data-independent multiplicative constant in a fast Fourier transform (FFT). Matrix S is the delay-Doppler map whose element α nm denotes the echo power of the target with delay τ n and Doppler shift ν m .
However, the traditional CS theory is only applicable to 1D signal, while Y sub and S are matrices (2D signal). In general, Eq. (5) is rewritten as:
where = A , and ⊗ denotes Kronecker product, v = E⊗ , vec(·) denotes the vectorization of a matrix by stacking the columns of the matrix into a single column vector. Therefore, some properties of 1D-CS are also suitable for Eq. (5). However, it increases the memory requirement to save v . In the following section, 2D-CS without the vectorization is proposed for Eq. (5). Utilizing 2D-CS, the memory requirement and the reconstruction time can be reduced to less than 1D-CS. VOLUME 7, 2019 
III. THE PROPOSED ALGORITHM FOR GAUSSIAN NOISE CASE
In this work, four different algorithms are proposed to search a sparse solution in Eq. (5), i.e., 2D zero-attractive projection (2D-ZAP) algorithm, 2D iterate hard thresholding (2D-IHT) algorithm, 2D iterative shrinkage-thresholding algorithm (2D-ISTA) and 2D fast iterative shrinkage-thresholding algorithm (2D-FISTA), which are described in detail in the following.
Inspired by traditional 1D-CS algorithms, 2D-CS algorithms are proposed to estimate delay-Doppler map in Eq. (5) by solving the following optimization problem:
where
is the Frobenius norm ( Fnorm). S 0 is 0 -norm which denotes the number of the nonzero elements in S.
It is obvious that the F -norm is to guarantee Y sub = S E H (data-fitting term), while sparse constraint 0 -norm is to guarantee the sparsity of the solution (sparse term). Let G(S) = λ S 0 , and
F . Then Eq. (9) can be rewritten as min F(S) + G(S) for simplicity of viewing. First, we focus on the problem of min F(S). It can be solved by the projection method.
In projection method, the linear least-squares algorithm is used to find the least-squares solution. Utilizing 1D-CS algorithm, it should be transformed as Eq. (8) . Then the solution is searched by:s(i + 1) =s(i) + H v y sub − vs (i) , wheres(i) denotes the solution in i-th iteration, and y sub = vec (Y sub ). At last, each element ins(i) is rearranged as a delay-Doppler map. This process results in a large measurement matrix v and it is not effective that the equation is transformed between 1D and 2D models. In our proposed algorithm, it is modified as follows:
proof. Applying vec(·) on both sides ofS(i)
According to [34] , we have
Using Eq. (13) into Eq. (12), it follows that (14) can be simplified as follows:
Then the difference equation can be rewritten as follows:
By the similar derivation,s(i)
) can be simplified as follow:
Due to x(0) =s(0), vec S (i) =s(i) can be achieved.
Eq. (10) solves the F -minimization. However, due to the lack of the sampled data, the sparse solution cannot be searched by the projection method directly. Hence, min G(S) is used to attract the solution to be sparse. In this section, four methods to solve min G(S) are proposed.
A. 2D ZERO-ATTRACTIVE PROJECTION (2D-ZAP) ALGORITHM
Inspired by the traditional 1D-ZAP algorithm, the 2D-ZAP algorithm is proposed to estimate delay-Doppler map by solving Eq. (9). Since 0 -minimization problem is NP hard, p -norm (0 < p ≤ 1) is often used. It is well known that p is closer to 0, the algorithm is more effective. Thus, an approximate 0 -norm is used in the 2D-ZAP algorithm, which can be written as follows:
where the two sides of Eq. (18) is strictly equal when parameter σ → ∞. Thus, Eq. (9) can be rewritten as follows:
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wheres nm is the element inS. Then G S can be solved by gradient descent method. In gradient descent method, the gradient (derivative)
∇G S of the function G(S) at the current point is calculated as follows:
where sgn(x) is a sign function defined as follows:
To further reduce the complexity, the first two terms of Taylor series expansion of exponential function is used:
Then, a new point is updated along the negative of the gradient descent
Finally, a local minimum of the function F(S) is achieved when the derivative of the function F(S) =
is close to 0. Compared with the 1D-ZAP algorithm, the proposed 2D-ZAP algorithm reduces the memory requirement with the same estimation accuracy. Assuming that ∈ C N 1 ×N 2 and
, while in the 2D-ZAP algorithm, the conjugate transpose E and H are required. Hence the complexity is only O (N 1 N 2 + M 1 M 2 ). The 2D-ZAP algorithm reduces the memory requirement for measurement matrix and the complexity of the conjugate transpose, which is valuable in the pulse Doppler radar system.
The proposed 2D-ZAP algorithm is listed in Algorithm 1.
B. 2D ITERATE HARD THRESHOLDING (2D-IHT) ALGORITHM
Inspired by the traditional 1D-IHT algorithm, the 2D-IHT algorithm is proposed to estimate delay-Doppler map by solving Eq. (9) as same as the 2D-ZAP algorithm.
To further reduce the complexity of G(S), the above optimization problem can be solved as follows:
where H σ [x] is the nonlinear operation that sets x as zero when x is smaller than the threshold value σ while keeps x when x is larger or equal to σ , which is shown as follows:
Another well-known nonlinear operator H K [X] is that keeps K largest absolute elements in X and sets the other elements to zero. It can also be used when the target number K is known. Otherwise, a too large K will lead to the high false alarm probability while a too small K will lead to the low detection probability. However, it is difficult to know the target number before the detection. Hence it is not suitable for the pulse Doppler radar. The 2D-IHT algorithm also reduces the memory requirement for the measurement matrix and the complexity of the conjugate transpose, which is similar to the 2D-ZAP algorithm.
The proposed 2D-IHT algorithm is listed in Algorithm 2. 
Inspired by the traditional 1D-ISTA algorithm, the 2D-ISTA algorithm is proposed to estimate delay-Doppler map by solving Eq. (9) as same as the 2D-IHT algorithm. In ISTA, VOLUME 7, 2019 H σ [x] is replaced by the soft thresholding operator S σ [x] which is defined as:
where σ is a small threshold value. Furthermore, the optimization problem can be solved as follows: 
The ISTA algorithm has slow convergence in general. Therefore, some acceleration techniques have been proposed, such as an adaptive threshold value σ (i), or an adaptive stepsize t(i) instead of 1 L [35] , [36] . One of the most popular algorithms is the fast iterative shrinkage-thresholding algorithm (FISTA) [37] . Inspired by the 1D-FISTA algorithm, the 2D-FISTA algorithm is proposed in this paper to reduce the memory requirement and complexity. According to Theorem 1, the results of each step utilized the 2D-ISTA and 2D-FISTA algorithms are as the same as the 1D-ISTA and 1D-FISTA algorithms, respectively. Hence, similar to the relationship between the 1D-ISTA and 1D-FISTA algorithms, the 2D-ISTA and 2D-FISTA algorithms improve the worstcase complexity result of O 1/i 2 from 2D-ISTA complexity result of O (1/i).
The proposed 2D-FISTA is listed in Algorithm 4. 
Algorithm 4 2D Fast
= 0, i = 0, R = Y sub , L = 2λ max E H E × λ max H , t(1) = 1. Iteration: S(i + 1) ←S(i) + 1 L H RẼ S(i + 1) ← S σ S (i + 1) t(i + 1) = 1+ √ 1+4t 2 (i) 2 , µ = t(i)−1 t(i+1) , S(i + 1) ←S(i + 1) + µ S (i + 1) −S(i) , R ← Y sub − S (i + 1)E H , i ← i + 1, Until i = i max , Output: estimated range Doppler map S # =S(i).
IV. THE PROPOSED ALGORITHMS FOR NON-GAUSSIAN IMPULSIVE NOISE CASE
In the radar system, the signals are usually contaminated with non-Gaussian impulsive noise which can be described by the symmetric α-stable noise model [38] - [40] . The radar performance is easy to be degraded by non-Gaussian impulsive noise interference such as environmental effects of atmospherics (lighting) and meteor train echoes [29] .
Recall the sampled signal model which is given by:
where w l ∈ W denotes the noise. In non-Gaussian impulsive noise case, w l is a α-stable noise matrix with w l ∼ φ(α, β, c, u). The characteristic function of α-stable distribution is defined as
where 1) α ∈ (0, 2] denotes the characteristic exponent. Only when α = 2, the distribution becomes a Gaussian distribution; 2) β ∈ [−1, 1] denotes the skewness parameter which controls the symmetry scenarios; 3) c ∈ [0, ∞) is a scale factor which plays a similar role as the variance of Gaussian distribution; 4) u ∈ (−∞, ∞) is the location parameter. When β = 0, the distribution is symmetric about u; 
In this paper, the symmetric α-stable noise model (i.e., β = 0 and u = 0) is considered, since it usually exists in a practical radar system [38] . Hence, the characteristic function of the symmetric α-stable distribution is simplified as r(l; α, c) = exp{−|cl| α }. For convenience, the variance of the symmetric α-stable distribution is defined as σ n = c 1/α which plays the role as the noise variance. The large variance results in that the approaches of the above 2D-CS algorithms are far from the desired original delay-Doppler map S. Thus, robust 2D CS algorithms are expected.
The key idea in our proposed robust 2D CS algorithms is that F -norm is replaced by more robust cost function, such as 1 -norm, p -norm and Lorentzian norm (LL 2 -norm), which are presented in this section. These cost functions provide the bias and efficiency when the data is contaminated by a small noise and reliable albeit not optimal behavior when the data is contaminated by impulsive noise.
A. 1 -BASED 2D METHOD
If F -norm is replaced by 1 -norm in the data-fitting term in Eq. (9), the solving method becomes:
Then the data fitting term can be solved as:
where R 1 = sgn(R), and it provides low variance gradient estimates, with the effect of reducing the residual error. It means that 1 -based 2D method does not pay attention to the amplitude of the residual error, because in the nonGaussian impulsive noise environment, it is very possible that the large residual error is caused by impulsive noise. If we pay the indiscriminate attention to the amplitude of the residual error, the approaches of the above 2D-CS algorithms are far from the desired original delay-Doppler map.
and 1 -based 2D-robust-IHT (2D-RIHT (L1)) algorithm is extended from 2D-IHT algorithm as follows:
where µ is the step-size which reduces the update rate of each element.
B. P -BASED 2D METHOD
The 1 -based 2D method is an easy method to limit the influences of the too large residual error, however, it still cannot distinguish that the data is contaminated by a small noise or a large impulsive noise. Thus, this method does not utilize the data which is contaminated by a small noise effectively. p -based 2D method is proposed to reduce the influence of a large residual error while the small residual error is utilized effectively. It is given by:
where R p is the reweighted residual error matrix. The i-th
ε+|R(i)| 1−p , where 0 < p < 1, and ε is a small constant bounding the term to avoid denominator becoming 0. It is a robust method since a large residual error does not influence the approach while a small residual error is utilized effectively.
p -based 2D-robust-ZAP (2D-RZAP (Lp)) algorithm is extended from 2D-ZAP algorithm as follows:
and p -based 2D-robust-IHT (2D-RIHT (Lp)) algorithm is extended from 2D-IHT algorithm as follows:
C. LL 2 -BASED 2D METHOD
The Lorentzian norm (LL 2 -norm) is a robust norm that does not heavily penalized large deviations with the robustness depending on the scale parameter γ . The Lorentzian norm of a matrix X ∈ C N ×M is defined as:
where setting γ to half the data range of X as (X (1) − X (0) )/2 (X (p) is the p-quantile of vec(X)) often makes the Lorentzian norm to approximate 2 -norm. In general, γ is set as (X (0.875) − X (0.125) )/2 (see [31] ). It means that the measurement matrix with 25% of data corrupted and 75% well behaved by this value of γ . Therefore, LL 2 -based 2D method is proposed to reduce the influence of a large residual error while the large residual error is utilized effectively. It is given as:
where R LL 2 ,γ is the reweighted residual error matrix, and the i-th element R LL 2 ,γ (i) =
. VOLUME 7, 2019 LL 2 -based 2D-robust-ZAP (2D-RZAP (LL2)) algorithm is extended from 2D-ZAP algorithm as follows:
and LL 2 -based 2D-robust-IHT (2D-RIHT (LL2)) algorithm is extended from 2D-IHT algorithm as follows:
FIGURE 3.
The cost function of 1 -norm (blue), p -norm with p = 0.5 (yellow), and the Lorentzian norm with γ = 0.1 (purple) and γ = 1 (green). 2 -norm (red) is plotted as reference. Fig. 3 shows the cost function of 1 -norm (blue), p -norm with p = 0.5 (yellow), and Lorentzian norm with γ = 0.1 (purple) and γ = 1 (green) and 2 -norm (red) is plotted as reference. Compared with 2 -norm, the functions of 1 -norm, p -norm and Lorentzian norm do not over penalize large deviations, which results in more robust for non-Gaussian impulsive noise. Moreover, p -norm and Lorentzian norm are more robust to outliers than 1 -norm because when R(i) → ∞, the formers do not increase their value as fast as the latter.
V. SIMULATION
The performance of the proposed algorithms are compared with those of the 1D-IHT [15] , 1D-ZAP [16] , 1D-ISTA [41] , and 1D-FISTA [37] algorithms. Mean square error (MSE) is defined as:
wheres n,p is the estimation of s n,p . A smaller MSE means a better estimation performance. The Bandwidth of transmitted signal B is set at 1.5kHz. The pulse width T d is set as 1ms. The T PRI is set as 2ms. The Nyquist sampling rate should be set as 2.25 × B to void the aliasing. P = 16 pulses are transmitted to estimate the Doppler shift frequency. The delay resolution of a grid is 1/B, and the Doppler resolution of a grid is 2π/N [42] . Thus, the number of the delay grid is M = (T PRI − T d ) * 2.25B = 33, while the number of the Doppler shift grids is N = 16. Operator · denotes the largest integer. It is shown in Fig. 4 (b) that the received signal should be sampled 528 times at Nyquist sampling rate. In the following experiments, the received signal is sampled by RD at half of the Nyquist sampling rate. Fig. 4 (c) shows that the received signal is only sampled 256 times. Thus, the matrix ∈ R M ×N , where M = 0.5 × M = 19 and E ∈ R P×P . According to 1D-CS algorithms, the requirement of the memory should be at least M × N × P 2 = 160512, while in the 2D-CS algorithms, it reduces to M × N +P 2 = 883. In the first experiment, there are 5 existing targets in the search field with the white Gaussian noise whose signal-tonoise ratio (SNR) is set as 10dB. The original delay-Doppler map is shown in Fig. 4 (a) .
From are run in MATLAB R2017b with Intel Xeon E3-1270 v5, 3.60GHz processor and 16GB of memory under Microsoft Windows 10 Professional (64bit). The parameters of 2D-CS algorithms are set as the same as 1D-CS algorithms. The table shows that 2D-CS algorithms have a faster calculation time than 1D-CS algorithms. Fig. 9 shows the MSE performances of the proposed 2D-ZAP algorithms against the parameter λ. The MSE performances of the 1D-ZAP algorithm are plotted as a reference. The parameter α is set as 1. It can be found that the 2D-ZAP algorithm has the same MSE performance as the 1D-ZAP algorithm with the same λ. In other words, utilizing the 2D-ZAP algorithm does not reduce the estimation performance. Moreover, for either 1D or 2D-ZAP algorithm, a smaller λ results in a smaller steady state MSE at a slower convergence rate, while a larger λ results in a larger steady state MSE at a faster convergence rate. Fig. 10 shows the MSE performances of the proposed 2D-IHT algorithms against the parameter σ . The MSE performances of the 1D-IHT algorithm are plotted as a reference. It can be found that the 2D-IHT algorithm has the same MSE performance as the 1D-IHT algorithm with the same σ . In other words, utilizing the 2D-IHT algorithm does not reduce the estimation performance. Moreover, for either 1D or 2D-IHT algorithm, the MSE performance depends on the thresholding value σ . In this case, the least MSE can be achieved when σ = 0.03. Therefore, finding a suitable σ is the key problem in the 2D-IHT algorithm. It still needs to be studied deeply. Fig. 11 shows the MSE performances of the proposed 2D-ISTA algorithms against the parameter λ. The MSE performances of the 1D-ISTA algorithms with different λ are plotted as a reference. It can be found that the 2D-ISTA algorithm has the same MSE performance as the 1D-ISTA algorithm with the same λ. In other words, utilizing the 2D-ISTA algorithm does not reduce the estimation performance. Moreover, for either 1D or 2D-ISTA algorithm, a smaller λ results in a smaller steady state MSE and a slower convergence rate, while a larger λ results in a larger steady state MSE and a faster convergence rate. It is similar to 1D and 2D-ZAP algorithms. Fig. 12 shows the MSE performances of the proposed 2D-FISTA algorithm against the parameter λ. The MSE performances of the 1D-FISTA algorithms with different λ are plotted as a reference. It can be found that the 2D-FISTA algorithm has the same MSE performance as the 1D-FISTA algorithm with the same λ. In other words, utilizing the 2D-FISTA algorithm does not reduce the estimation performance. Since the 2D-FISTA algorithm is an improved 2D-ISTA algorithm, the two kinds algorithms have the similar feature that a smaller λ results in a smaller steady state MSE and a slower convergence rate, while a larger λ results in a larger steady state MSE and a faster convergence rate. Moreover, compared with the 2D-ISTA algorithm, the number of iterations is much smaller when the 2D-FISTA algorithm gets the convergence.
In the third experiment, the robustness to the Gaussian noise is considered. There are 5 existing targets within the search field. SNR is chosen from 0 to 10dB. For each SNR, all these algorithms are repeated 1000 times to calculate MSEs. Other parameters are as the same as the first experiment. Fig. 13 shows that the MSEs of all algorithms decrease with the SNR increasing. Among these algorithms, the 2D-ZAP algorithm has the smallest MSE, and the 2D-ISTA algorithm has a smaller MSE than the 2D-FISTA algorithm, in each SNR environment. When SNR< 3dB, the 2D-FISTA algorithm has a smaller MSE than the 2D-IHT algorithm, while the 2D-FISTA algorithm has a larger MSE than the 2D-IHT algorithm when SNR> 3dB.
In the fourth experiment, the robustness to the target number is considered. There are 1-10 existing targets within the search field. SNR is chosen as10dB. For each target number, all these algorithms are repeated 1000 times to calculate MSEs. Other parameters are as the same as the first experiment. Fig. 14 shows that the MSEs of these algorithms increase as the number of targets increases. Among all algorithms, the 2D-ZAP algorithm has the smallest MSE. The 2D-ISTA and 2D-IHT algorithms have smaller MSEs than the 2D-FISTA algorithm, in each SNR environment. When target number< 3, the 2D-IHT algorithm has smaller MSE than the 2D-ISTA algorithm, while the 2D-IHT algorithm has larger MSE than the 2D-ISTA algorithm when target number> 3.
In the fifth experiment, the robustness to the compression ratio (CR) is considered. The CR is set from 0.2 to 1. CR = 1 means that the received signal is sampled at the Nyquist sampling rate. For each compression ratio, all these algorithms are repeated 1000 times to calculate MSEs. Other parameters are as the same as the first experiment. Fig. 15 shows that the MSEs of these algorithms reduce as the compression ratio increases. When compression ratio is larger than 0.4, the 2D-ZAP algorithm has a similar MSE to the original sampling rate.
In the sixth experiment, the robustness of the ZAP algorithms to the non-Gaussian noise is considered. The nonGaussian impulsive noise satisfies the symmetric α−stable distribution, where α ∈ [0.5, 1, 1.5, 2]. When α is close to 2, the noise is similar to a Gaussian noise, while when α is close to 0, the noise is similar to a non-Gaussian impulsive noise. λ = 0.01, µ L0 = 0.01, λ L0 = 0.01, µ Lp = 0.0001, λ Lp = 0.001, µ LL2 = 0.5, λ LL2 = 0.0005. In Fig. 16 , one can find that the MSE of the 2D-ZAP algorithm becomes large in the non-Gaussian impulsive noise environment. When α = 0.5, only the 2D-RZAP(L0) algorithm has a small MSE. When 1 ≤ α ≤ 1.5, the 2D-RZAP(L1) and 2D-RZAP(LL2) algorithms also have small MSE. And the MSE of these two algorithms is smaller than the 2D-RZAP(L0) algorithm. Only when α = 2, namely in the Gaussian noise environment, the 2D-ZAP algorithm has the smallest MSE. The main reason is that the cost function of the 2D-ZAP algorithm is most sensitive to the noise, while the cost function of the 2D-RZAP(L0) algorithm is most non-sensitive to noise.
In the seventh experiment, the robustness of the IHT algorithms to the non-Gaussian noise is considered. σ = 0.004, µ L0 = 0.02, σ L0 = 0.1, µ Lp = 0.0002, σ Lp = 0.1, µ LL2 = 0.1, λ LL2 = 0.1. In Fig. 17 , as the same as the 2D-ZAP algorithm, the MSE of the 2D-IHT algorithm becomes large in the non-Gaussian impulsive noise environment. When α = 0.5, the 2D-RIHT(Lp) and 2D-RIHT(LL2) algorithms have small MSE. When 1 ≤ α ≤ 1.5, the 2D-RIHT(L1), 2D-RIHT(Lp) and 2D-RIHT(LL2) algorithms also have small MSE. Only when α = 2, namely in the Gaussian noise environment, the 2D-IHT algorithm has the smallest MSE. The main reason is that the cost function of the 2D-IHT algorithm is most sensitive to the noise, while the cost function of the 2D-RIHT(L0) algorithm is most non-sensitive to noise.
VI. CONCLUDING REMARKS
In this paper, we have proposed a 2D data model for the pulse Doppler radar system with the RD method. In this method, the data is under-sampled by a low rate ADC. Then the 2D-CS (i.e., 2D-ZAP, 2D-IHT, 2D-ISTA, and 2D-FISTA) algorithms have been proposed for detecting the sparse targets from the under-sampled data. Since the 2D-CS algorithms solve the 2D data model without vectorizing, the memory requirement and complexity are significantly reduced. Moreover, robust 2D-CS algorithms (2D-RZAP(L1, Lp, LL2) and 2D-RIHT(L1, Lp, LL2)) have also been given for non-Gaussian impulsive noise environment. Numerical simulations have been provided to validate the performances of our proposed algorithms. Motivated by artificial intelligence and its applications [43] - [49] , we plan to introduce deep learning to develop intelligent sub-Nyquist pulse Doppler radar systems.
