Scholars' Mine
Masters Theses

Student Theses and Dissertations

Spring 2012

Parametric moment closure for non-linear state dependent
stochastic systems
Ritesh Arora

Follow this and additional works at: https://scholarsmine.mst.edu/masters_theses
Part of the Operations Research, Systems Engineering and Industrial Engineering Commons

Department:
Recommended Citation
Arora, Ritesh, "Parametric moment closure for non-linear state dependent stochastic systems" (2012).
Masters Theses. 5320.
https://scholarsmine.mst.edu/masters_theses/5320

This thesis is brought to you by Scholars' Mine, a service of the Missouri S&T Library and Learning Resources. This
work is protected by U. S. Copyright Law. Unauthorized use including reproduction for redistribution requires the
permission of the copyright holder. For more information, please contact scholarsmine@mst.edu.

PARAMETRIC MOMENT CLOSURE FOR NON-LINEAR STATE DEPENDENT
STOCHASTIC SYSTEMS

by
RITESH ARORA

A THESIS
Presented to the Faculty ofthe Graduate School ofthe
MISSOURI UNIVERSITY OF SCIENCE AND TECHNOLOGY

In Partial Fulfillment of the Requirements for the Degree
MASTER OF SCIENCE IN ENGINEERING MANAGEMENT

2012

Approved by:
Dr. I van Guardiola, Advisor
Dr. Chian Dagli
Dr. Akim Adekpedjou

© 2012
Ritesh Arora
All Rights Reserved

Ill

ABSTRACT
This research highlights the use of moment closure approximation techniques to
provide analytical approximations to nonlinear state dependent systems. Nonlinear
systems are often difficult to solve and often approximated through the use of simulation.
However, Moment Closure has the capability to derive an approximate solution by
making a closed form solution out of open set of differential equations representing
nonlinear system behavior in both transient and equilibrium state. It is this capability of
approximating the closed form solution to complex systems that draws interest in the use
ofthis method within systems engineering. This research further extends to the stability
analysis of the derived differential equations using Jacobian Matrix and Eigen Value
method. We demonstrate the effectiveness ofthe method through various examples. We
address the issue of using underlying parametric assumptions for closing the open set of
differential equations for large systems, which are typically hard to solve. In this research
we seek to show that it is better to have a distributional assumption then just having no
assumption and neglecting the cumulants arbitrarily. We also show that how this method
can be applied to systems of systems with little or no interdependence between the
systems, assuming that each and every system can be represented by a single stochastic
variable.
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INTRODUCTION

This research details the key theoretical advancement in the field of Moment
Closure approximation using cumulant truncation procedure [ 1] under various
distributional assumptions for non-linear stochastic systems. Non-linear stochastic
systems are prevalent in the real world and solving these systems pose an interesting
challenge to researchers. Some common disciplines include biological population
modeling, queuing theory, systems biology, supply chain systems [2] and [3]. Stochastic
models differ from deterministic in the definition of the state space, which is continuous
in deterministic models and discrete in the stochastic models. Due to this simplistic
difference, stochastic models are far more realistic than deterministic models, since count
of individuals, especially in population models and queues are always discrete [4].
Furthermore, most of the stochastic process can be formulated as a Markov Process by an
appropriate choice of variables. However, the complexity of directly estimating the
probability distribution of non-linear stochastic systems with Markov transitions rapidly
increases towards intractability with the magnitude of assumed state space. Moment
closure methods, however, may be used to specify a functional relationship between the
moments of the system, which thereby allows for the approximation of only a few lower
order moments through a set of Ordinary Differential Equations (ODEs). This technique
constructs a set of ODEs for the moments of model in consideration i.e. mean variance,
skewness, and kurtosis and so on. Typically for non-linear systems, the ODEs for the ith
moment will depend on higher-order moments, that is, the (i

+ l)th

moment. To

overcome this hindrance, researchers have focused on the work where Normal
Distribution is imposed on the state space of the system, thereby providing a two moment
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closure scheme [5] [6]. Although, this assumption is simplistic, practically valid in some
situations and saves a lot of computational complexity, but in real world, assumption of
Normal Distribution is not applicable to every situation. Several researchers have
investigated Moment Closure Approximation (MCA) using high neglect levels and have
often found superior solutions to that of lower order neglect. Yet the computational
difficulty to solve higher order moments and deciding the neglect level pose a challenge
to solve complex systems.
This research is focused on the alternative premise of assuming different
distributional assumptions for the state space of system. Under the same assumption
higher order moments will be calculated in terms of lower order moments and replaced in
the ODEs to solve for the lower order moments thereby explaining the transient and
equilibrium behavior of the system. In the latter sections of this document applicability of
MCA is discussed in the field of Systems of Systems Engineering (SoSE).

1.1

RESEARCH OVERVIEW
The research presented in this thesis sought to investigate an alternative premise

of assuming different distributions such as Binomial distribution and Poisson distribution
for moment-closure approximation. Furthermore, method has been used on a non-linear
stochastic system and results have been compared with exact solution using linear
differential-difference equations or Kolmogorov-Equations. Results have also been
compared with the assumptions ofNormal Distribution, Poisson distribution, and
Binomial Distribution. Stability analysis on the set of ODEs has been done where it has
been shown that there is an upper and lower bounds for the higher order moments, though
the bound levels are still under investigation. Lastly, a procedural method has been
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developed to apply this method to larger systems comprising more than 2 non-linearly
connected variables in its state space.
The systems being investigated in this research can be analyzed numerically and
exact solutions can be obtained by solving the set of Kolmogorov equations. Given the
complexity of stochastic systems and fact that variable involved in those systems can be
unbounded we get an infinite system of Kolmogorov equations. As an example of a
Kolmogorov solution of a model involving two variables whose values are capped at 300
and 700 respectively will deal with approximately 200,000 bivariate combinations [10].
Given the enormity of its size, it is reasonable to accept an approximation which gives us
the acceptable ranges of results. Though, acceptable differs subjectively from research to
research, but this research is focused on improving already existing method of momentclosure approximation, and simultaneously highlighting the importance of MCA in
special areas where state space of complex stochastic systems can be very large.

1.2

THESIS ORGANIZATION
In section 2, an introduction to non-linear state dependent systems has been given

with a discussion on its application in various fields of science and engineering. This
section also deals with the explanation of models used for the system and intensity
functions chosen for it. Few examples ranging from simplistic one compartment model to
highly complex multi-compartment model are shown in this section. Section 3 discusses
the moment-closure approximation and various methods used for approximation.
Application of moment closure to a small non-linear state dependent stochastic system
and some ofthe problems specific to its application to large systems are elaborated upon.
Additionally, in section 3, the stability analysis of the ODEs for the single node system is
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discussed. Finally, in section 3 we discuss various aspects such as singularity ofthe
solution, empirical findings of choosing a high/low value of higher order cumulants and
its effect on lower order cumulants.
Section 4 presents the comparison of various solutions obtained in moment
closure approximation through different underlying statistical distributional assumptions.
This is compared to the exact solution obtained through Kolmogorov equations for the
one compartment model discussed in discussed in sections 2 and 3.
Section 5 concludes the thesis by listing the findings ofthe empirical study. It also
states the future work required to further analyze and improve the model. Lastly, it
discusses about moment closure approximation applicability to the field of Systems of
Systems Engineering (SoSE).
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2

2.1

NON-LINEAR STOCHASTIC SYSTEMS

INTRODUCTION
A model which specifies the complete joint probability distribution of the

variables involved in the system at each point oftime is called a Stochastic Model, and
the whole process, conceived as a continuous development in time is called a Stochastic
Process [ 1]. Stochastic processes after its formulation as a Markov process, which is
usually possible with an appropriate choice ofvariable, is defined linear or non-linear
based upon the fact that its transition probabilities are linear or non-linear functions of
stochastic variables involved in the system. Since the transition probabilities are
represented by intensity functions of the variables representing each state, we call these
systems as state-dependent systems. Due to the limitation of the usefulness of linear
description, where transition intensities from one state to other are assumed to possess a
linear function of state space, non-linearity provides the answer to counter that limitation.
Stochastic models are being used to an answer a lot ofreal world problems related to
science and engineering [ 15] [ 16]. Due to its applicability and versatility, non-linear
stochastic systems have been widely used in epidemics and population growth models
[7], statistical theory of turbulence [8] in early years of exploration and more recently in
queuing theory [9].

2.2

SINGLE AND MULTIPLE NODE MARKOV SYSTEM
Regardless of the system, it is very pertinent to understand that every system has

to be modeled in a way that it can be analyzed and its behavior can be predicted, even if
we have to make assumptions regarding the state space, bounds of intensity functions,
and the true nature about the stability of solution. If an approximation method is system
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specific, then it loses its rigidity and applicability. To show the wide applicability of
moment closure approximation methods, a number of different stochastic models are
presented below. Figure 2.1 shows a single node (compartment) system. This single node
system is a non-linear birth-death model which has been modeled as a Markov system.
Underlying assumption ofthis model is that transition from one state to next state is only
dependent upon the present state of the system.

f

r=\, l.___x_:_f_-~_=_,~._x

2

Figure 2.1: Single Node Markov System

Let the immigration/birth rate function be given by [ 1
rate function be given by f_ 1 =

J1X

2

= A. =

4, and let the death

= 2x 2 . Here [ 1 and [_ 1 are called the birth rate

intensity function and death rate intensity function, respectively, depending upon its
effect on the stochastic system in consideration. Though, a single node system has very
limited application, but it still provides a good means to explain the methodology.
Whereas, two compartment models have been used in a number of cases and one such
example is [ 1 OJ, where an aphid population growth has been modeled as a two
compartment model with x 1 (t) denote the population size ofthe aphid in timet and x 2 (t)
denotes the cumulative population size at time t. In [2], a two compartment model similar
to the model shown in Figure 2.2 provides a far better view of the applicability of
moment closure approximation to a variety of problems. In this two-compartment birthdeath model, birth intensity function is /...=1 0, transition intensity function is 11xf = 2xf,
and death intensity function is yx 1 x 2 = 2x 1 x 2 .
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Figure 2.2: Two Compartment Markov System

Figure 2.3 represents a multiple node system, where a number of nodes are
interconnected to each other. These kinds of systems have a number of different

r~

.•

y

.,;_

f
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z

Ol

Figure 2.3: Multi-node system

applications. Some example include queuing networks, systems of systems, and supply
chain systems [3], [ 11] and [ 12] these kind of systems are widely used.

2.3

INTENSITY FUNCTIONS
Intensity functions are the polynomial in one or more stochastic variables

representing the state space of the stochastic system in consideration. The polynomial
intensity functions play a vital role in the accuracy of moment closure approximation
[ 13]. These functions are non-negative order polynomials. The state space of most
systems is restricted to a discrete and possibly infinite set. The intensity functions of the
system are only defined for elements of this set or in other words- one or more variables
which makes a state space. There are few restrictions that need to be considered while
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approximating the polynomial functions for a particular system. Firstly, it should be a
continuous and differentiable function. Secondly, order of the polynomial should be kept
low enough i.e. maximum the order of 4th or

5th,

without having to reduce the accuracy of

discrete state space. Even with these restrictions, a number of different polynomial
functions can represent the same discrete state space. The representations of such
functions in different forms gives rise to varying degree of error in approximating the
lower order cumulants of the assumed distributions. The choice of coefficients of the
polynomial intensity functions significantly affects the accuracy of the approximation.
For complete reference for the choice of intensity function and the effect of the intensity
function and future research direction refer [13], where a comparative analysis of
polynomial intensity function has been presented for a two-compartment model.

2.4

SECTION SUMMARY
Given the complex nature of real life systems, stochastic systems have the huge

applications in different fields. Ifmodeled correctly, these stochastic models are accurate
and simple to analyze. However, stochastic systems have enough complexity inherited
from the very nature of the system it tries to depict. Even moderate degrees of reality in
the model may result in highly intractable mathematics, so use of the approximation
methods is pertinent to the field of stochastic systems. Modeling a system is the first step
towards understanding the complexity involved in the solution ofthe system. This has
been highlighted in the discussion about the polynomial intensity function. It will be dealt
often in latter sections of the thesis. Lastly, Section 3 provides an overview of momentclosure approximation methods and a complete description of the methodology for its
application on different systems.
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3
3.1

MOMENT CLOSURE APPROXIMATION

INTRODUCTION TO GENERATING FUNCTIONS
Moment Generating functions and cumulant generating functions are functions

that generate moments and cumulants respectively. These can be applied to continuous as
well as discrete stochastic variables. In general, Moment generating function can be
represented as:

(1)

Where, E represents the expectation of the stochastic variable X. In either case of
variable being continuous or discrete the Taylor series expansion of M (e) generates the
moments given by:

M(e t) = 1
'

Here,

11~

+ L r-1 ~~(t)er
r!
00
-

(2)

is the rth moment about the origin. Due to one-to-one relationship

between cumulants of the distribution to its parameters, it often turns out to be simpler to
work in terms of cumulants, rather than moments. For example first and second cumulant
are the mean and variance of the distribution, respectively. On the other hand, skewness
and kurtosis can be represented as the functions of third and fourth cumulant respectively.
The cumulant generating function is simply the natural logarithm of the moment
generating function. Cumulant generating function K(e) is given by:

K(e, t) = logM(e, t)

= L..r=l
"oo krer

-

r.1

(3)

(4)
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Cumulants Generating Functions (CGF) and/or Moment Generating Functions
(MGF) play an indispensible role in this method.

3.2

INTENSITY FUNCTIONS AND ITS EFFECT ON THE METHOD
In Moment Closure Approximation the total number of equations depends upon the

truncation level or closure level decided by the researchers. The number of terms in
equation is determined by the order of polynomial intensity function. The polynomial
intensity functions play a vital role in the accuracy of lower order cumulant
approximations. These functions are finite non-negative order polynomials of the system
state space. Most of the system states are usually discrete and infinite set, if not we
generally restrict by approximating a continuous polynomial represents this discrete set
of points with a relatively low order i.e. 5 111 of 6th order. There could be many
representations for such a polynomial for a same set of discrete data set representing the
state space, so choosing one over another also affects the accuracy of the approximation
[14].
Order of approximating polynomial explicitly determines the number of terms
involved in each function, and its finiteness will make the number of equations involved
finite. In general, increasing the order increases the approximation of the intensity
function, but there is a trade-off between computational efforts required for finding the
cumulants. As an alternative approach to choose a single higher order polynomial, we can
use several smaller degree polynomials that are each defined appropriately on nonoverlapping intervals. For better understanding of this method reader can refer to [ 13]
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3.3

RANDOM VARIABLE TECHNIQUE
In general closure methods are used on the principal equation derived using random

variable technique [ 1]. From the definition of Moment Generating function we know that
it is the expectation of a variable multiplied with the Probability Density Function of the
variable over some constraint. Let's assume that a system represented by random variable
Xhas been running for a time I and there are instantaneous changes in
expectation of the stochastic variable at
first considering the value for
result at time

t.

1+/)..t

/).I

time. Now,

time can be found in two successive stages,

given t and then finding the expectation of the latter

/).I

We know that

M(e t +!H) I

E t+f>t {eex(t+M)}

-

(5)

Based on the assumption that instantaneous changes in a small interval oftime are
independent of the current state of system, Equation (5) can be rewritten as
M(e t
J

+ !1t)

- E t+Llt {eex(t)+
-

et.x(t)}

(6)

(7)

From Equation (7) it follows that

aM
at

.
1Imt.t--->0

M(8,t+M)-M(8,t)

= lim 2_ [E
M--->0 M

= E

t

[eex(t)

(8)

Llt
[eex(t)

t

limE

M->O

E

LltJt

MJt

{( e

{eet.x(t)} _

8llX(t)

M

E

t

{eex(t)}]

)

-l } ]

If therefore the conditional expectation, given X(t) at t, of

Has a limit, say 1P (0,

I, X),

as /1t

~

0, we can express Equation (8) as

12
aM(B, t)

at
(9)

Here operator

:e acts only on M(S, t), provided that the differential and expectation

operators are commutable.
In terms of instantaneous changes happening in llt time probability of having finite
number oftransitions can be given as:

P{llX(t) = jJX(t)}
=

fJ

(X)llt, j =F 0

(1 0)

here [j (X) is the intensity function responsible for the change in the variable
representing the system;j is the number of changes in small amount of time llt. Similarly,
probability of no change can be given as:

P{llX(t) = OIX(t)}
(11)

Using Equation (1 0) and ( 11 ), the function lJ1 can be represented as:
.

lJ1 (8, t, X)

= M~o
hm EMit{

(ee~xc0

llt

_ 1)

}

(12)

Employing Equation ( 12), Equation (9) can be re-written as

(13)
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It often happens that j takes only such values as + 1, 0, or -1, and that fJ is also simple in

form. These results can be extended to multiple variable and the results can be
represented as
aM(B,qJ,t)
at

= ".
( JB+kqJ
L.JJ=~ 0 e

-

1)

F.
lJk

(~

!.__) M(B ,<p, t)

(14)

ae'aqJ

Wherej, k can't be zero simultaneously. A more versatile form of this equation has been
developed in [15] with a Mathematica program which can be used to analyze a system
with up to 25 nodes. However, that program requires a special set of instruction to create
the set of differential equations. We'll be using this program throughout this research in
order to obtain the ODEs for the systems. Following is the equation:
(15)

Where,
bk = Set of instantaneous unit changes in the system variables in instantaneous change in

time which can only be given by -1, 0, or 1 or as a set of combination of these e.g. in two
compartment model three sets of b~s are {{1,0}, { -1,1}, {0, -1}}.

8 =Set of variables (8 1 , 8 2

, ••..• ,

Bk) corresponding to (X1 , X 2 ,

..... ,

Xk).

i = { i 1 , i 2 , .•••• , id , where each ik represents the power of associated variable in the
intensity function.
l = Set of intensity functionsfk, where k is the number of intensity function.

3.4

OVERVIEW OF DIFFERENT CLOSURE SCHEMES
Moment closure is a method used in order to close the open set of differential

equations obtained from the transition intensities using the random variable techniques
that define the moments of the system in consideration. Currently, there are several
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different methods close the higher order moments. A brief overview of the different
methods is mentioned below:
3.4.1 Derivative Matching Approach for Stochastic Logistic Model. In [ 16] a
novel approach has been developed and applied to a stochastic logistical model and the
results have been compared with other methods. This method obtains a moment closure
function by first assuming a certain separable form for it, and then matching time
derivatives of the exact moment equations with that of closed equations for some initial
time and set of initial conditions.
3.4.2 Closure Under High Order Neglect. Under this method we assume that
all the cumulants above a certain level are insignificant in the sense that they are not
important in order to approximate the lower order cumulants. Deciding the level at which
closing the equations varies for different researchers. Some have chosen arbitrary high
levels and some have chosen a level sufficient enough to yield a good approximation
depending upon the type of system in consideration and level of accuracy required [9]
and [10].
3.4.3 Other Distribution Specific Closure Schemes. Other Moment Closure
methods that have appeared in literature typically construct the moment closure function
by directly assuming the probability distribution to be normal and just neglect the higher
order moments, as for the normal distribution only first two moments have all the
information needed for the approximation i.e. mean and variance.
3.4.4 Parametric Moment Closure. In [ 17] it has been shown that assuming a
log-normal distribution and then calculating the higher order cumulants in terms of lower
order cumulants for a special system improved the accuracy of the system in comparison
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to just assuming a normal distribution and neglecting the moments of order higher than
two.
Extending upon the same principle, but incorporating system independent
distributional assumptions like Poisson distribution, Binomial Distribution, various
approximations for the mean and variance for the state space are calculated by replacing
the higher order moment by their corresponding expression in terms of lower order
moments.

3.5

OPTIMAL TRUNCATION POLICY
The accuracy of low-order cumulants approximations, namely mean, variance and

functions of skewness, under cumulant-neglect will approach the exact value as the level
oftruncation goes to infinity. Since the computational effort is directly and positively
related to the level of truncation, so choosing a large value for truncation is not an
optimal policy for the approximations. However, our objective throughout the research is
to enhance the accuracy of the approximations while minimizing the level of truncation.
In [18] two logical truncation policies have been suggested. In particular, let "s" be the
highest order of the intensity function, and "i" be the number of cumulants which we
wish to estimate. One method states that "s+i-1" would be the smaller of the two
truncation levels and "2s" would be the larger of these. The lower truncation level
accounts for all cumulants that are present in all of the associated differential equations
generated by the system, and the higher level includes those cumulants that are one order
removed. Truncating below the lower level will lead to high approximations errors, while
above the upper level leads to unnecessary computational efforts.
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3.6

CHANGES IN STATE SPACE
While analyzing the systems we have to consider the type of instantaneous changes

in the state variable of systems. There are two types of system changes.

3.6.1 System with Unit Changes. There will only be unit change in the system in
any instance of time i.e. only single departure or single arrival can happen at a node.
Queuing systems are systems which are primarily analyzed through this.

3.6.2 System with Bulk Changes. In these type of systems, arrivals or departure
can have bulk changes in an instance oftime. These type systems are especially
important in the field of ecology and biology.

3.7

SECTION SUMMARY
This section began with the discussion of generating functions and showed that how

moment generating functions can be utilized to approximate the behavior of stochastic
systems. Further, various factors influencing the model include intensity functions,
optimal truncation policy, and types of instantaneous changes in state space, have been
discussed. Random variable technique to derive the principal equation has been shown in
detail. Before having to read about various form of closure schemes the reader has to be
aware about the various factors which are pertinent to the method
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4

4.1

STOCHASTIC SYSTEMS ANALYSIS

INTRODUCTION

As discussed in the earlier section, due to the widespread applicability of
stochastic systems in various fields it is pertinent for this research to explore the systems
and model them in a way that it makes sense to the reader and yet define a system
appropriately. Birth-death models have been widely used to understand the behavior of
various stochastic processes. This research is primarily focused on processes which can
be modeled as birth-death process. In latter sections, a discussion and analysis of one
compartment, two compartment, and multi-compartment models have been shown.

4.2

STEP BY STEP PROCESS

In the type of systems mentioned above we get the set of differential equations
where presence of higher order cumulants in the differential equations of lower order
cumulants can be seen. In order to close these equations we have to choose a closure
level. In literature, there is no closed form solution to derive higher order cumulants of
multivariate distributions in terms of lower order cumulants except for Multivariate
Normal Distribution. In case of Multivariate Normal Distribution, cumulants of order
equal to or higher than 3 are discarded and kept as zero in differential equations of lower
order cumulants. In absence of both a) Closed form solution and b) assumption of
Multivariate Normal distribution assumption, we resort to empirical study for the above
equations. This empirical study comprise of following steps:
Step 1) Choose a level at which singularity or unstable behavior for the equation is

encountered. In other words, choose an optimal truncation level discussed above. In the
discussion below where a 2 node system has been analyzed, at level 5 we incorporate all
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cumulants of order 4 into the set of ODEs. Due to this, the system became highly
unstable, so we've chosen 4. It will make sure to incorporate the sensitivity due to 3rd
order cumulants in the system and also lower order cumulants will be better
approximated.

Step 2) Solve the equations for the estimates of higher order cumulants using the
equation (15) which has been implemented in [15]

Step 3) Use these estimates to reach the stable solution and show the effect of variation in
the values of higher order cumulants in the variation of lower order cumulants.

4.3

ONE-COMPARTMENT MODEL
Figure 2.1 represents a simple stochastic process with 4 as input rate intensity

function and 2x 2 as output rate intensity function. We assume that there would be only
unit change in the state of system, represented by X, in any given instant of time. Using
the univariate case of equation [ 14] we get the following equation for moment generating
function of the system:

aM= 4(ee- l)M

at

+ 2(e-e-

1) azM2

ae

(16)

Substituting equation (2) in ( 15) and equating lower order powers of 8 yields
differential equations for time varying moments, which can be transformed to the
equations for the time varying cumulants using (14 ). Using (15) the following set of
differential equations can be obtained:

K{[t] = -2(-2

+ K1 [t]2 + K2 [t])

(17)

(18)
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K~[t] =

-2(-2 + K1 [tJZ + K 2 [t]- 6K1 [t]K2 [t]- 3K3 [t] + 6K1 [t]K3 [t]) +

3K4 [t]

(19)

Here, K 1 [t], K 2 [t], K 3 [t], and K4 [t] represent time varying mean, variance, function of
skewness and kurtosis for the state distribution respectively. Equations (16) through (18)
are a set of open set of differential equations in first 3 cumulants of state distribution.
Here, it can be seen that non-linearity in the system has incorporated a higher order
cumulant in the differential equation for its lower order cumulants e.g. differential
equation (17) for K 2 [t] has K 3 [t] on its R.H.S. of equation and same is true for other
equations as well. Due to this issue, we have system of equations where we have number
of unknowns to be approximated more than the number of equations. In order to get the
approximate solutions we'll assume different distributions for the state space and do the
analysis in the coming sections.

4.3.1 Parametric Closure Under Normal Distribution. Under the assumption
of Normal Distribution for state space all the cumulants of order 3 or higher are zero,
because in order to fully define a normal distribution we just need mean and variance i.e.
Kdt] and K 2 [t], respectively. After replacing K 3 [t] and K4 [t] with 0 in above set of
equations we get following closed set of differential equations:

K{[t] = -2(-2+K1 [t]Z+K2 [t])
KHt]

=

2(2 + K1 [t]Z + K2 [t]- 4K1 [t]K2 [t])

(20)

(21)

Solving these equations for transient and equilibrium behavior we get following two
figures i.e Figure 4.1 and Figure 4.2, respectively.
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Figure 4.1: First Cumulant VS Time
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Figure 4.2: Second Cumulant VS Time

Figure 4. 1 and Figure 4.2 shows the time varying behavior offirst and second
cumulant i.e. mean and variance of the normal distribution assumed for the state space.

4.3.1.1 Stability analysis under normal distribution. Figure 4.3 below shows
that we have three critical points for the system of equations under normal distribution
out of which is one is unfeasible which lies in third quadrant of the plot. For other two
critical points i.e. (1.00, 1.00) and (.65 , 1.56), it is clearly evident that one of those points,
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(1.00, 1.00), is a stable sink where every arrow is pointing towards it, and the other point,
(.65, 1.56) is saddle point where few arrows are approaching this point and few are going
away from it.
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Figure 4.3: Vector Field Plot ofKl [t] VS K2[t]

Same has been shown in the figures 4.1 and 4.2 that K1 and K2 both approach to
1.00 when

t--+

oo and (1.00, 1.00) is one of the critical points of the system of

differential equations. For more details on how this stability analysis has been done using
Jacobian matrix and Eigenvalue concept please refer to Appendix.
4.3.2 Parametric Closure Under Poisson Distribution. Under the assumption

of Poisson distribution for state space all the cumulants of order 2 and higher are same as
first cumulant. Since Poisson distribution has only one parameter, so in order to fully
define a Poisson distribution we just need mean i.e. K1 [t]. After replacing K3 [t] with
Kdt] in above set of equations we get following closed set of differential equations:

(22 )
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(23)
Solving these equations for transient and equilibrium behavior we get the
following output shown in Figure 4.4 below:

Kt[t]
2.0

l.S

0.5

0

10

IS

20

Figure 4.4: Poisson's Distribution: First Cumulant VS Time

4.3.3 Parametric Closure Under Binomial Distribution. Under this assumption
state variable is approximately binomially distributed. For binomial distribution 3rd
cumulant can be represented in the form of 1st and 2"d cumulant as:

(24)

And, upon using this formula in set of equations (16), (17) and (18) we get following
reduced set of equations
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When plotted against time behavior of K1 and K2 can be seen in following Figure
4.4 and Figure 4.5, respectively. Here we can see the quasi-stationary solution of
K1 and K 2 settling down at 1.20 and .5315, respectively.
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Figure 4.5: Binomial Distribution: First Cumulant VS Time
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4.3.3.1 Stability analysis under binomial distribution. Figure 4.7 below shows

that we have two critical points for the system of equations under binomial distribution
out of which is one is wlfeasible which lies in third
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Figure 4.6: Binomial Distribution: Second Cwnulant VS Time
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quadrant of the plot. For other critical points i.e. ( 1.16, .76) it is clearly evident that this
point is a stable sink where every arrow is pointing towards it.
Same has been shown in the figures 4.5 and 4.6 that K1 and K2 approach to 1.16
and 0.76 respectively when t

~ oo .

For more details on how this stability analysis has

been done using Jacobian matrix and Eigenvalue concept please refer to Appendix.

4.4

EXACT SOLUTION VS DISTRIBUTIONAL ASSUMPTION
Figures 4.8 and 4.9 below show the comparison of various approximations obtained

in previous sections. It clearly shows that distributional assumption has a huge effect on
the approximation. In the small one-compartment model Binomial Distribution gives the
most accurate approximation where as Gaussian and Poisson distribution results in an
approximation far from exact solution.
Getting an exact solution for this problem is not a very difficult task, but as
discussed previously, that if the size of state space even approaches a few hundred then
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getting an exact solution is computationally expensive and mathematically intractable. In
order to show the application of this method, consideration of this small single-node
system is very important.
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Figure 4.8: Exact Solution of mean plotted against
approximated mean through other assumptions

4.5

TWO NODE SYSTEM
Figure 2.2 represents a two-compartment/ two-node system with instantaneous

unit changes in the state of systems. In this particular model, arrival intensity function for
first node occurs at the rate of 10, departure intensity function from node 1
simultaneously acts as arrival intensity function for node 2 and is represented as 2Xf.
Lastly, departure from second node occur according to the intensity function 2X1 X2 .
There is one realistic assumption about the unit changes in the state of system. Although
we can assume bulk changes, but discussion about that has been left to later sections.
Here, X1 and X2 represents the states of respective stochastic variables interacting
with each other in the system. Primary equation for this system can be written as:
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Figure 4.9: Exact solution of variance p lotted
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Using step 1 and 2 mentioned in section 4 above we get the following set of crosscumulants for the system in consideration:

(28)
(29)

+ K10[t]2 + K11 [t]- 2Ko 1 [t]Kll[t]
+ 4K10 [t]K11 [t]- 2K12 [t] + K20 [t] + 2K21 (t])
(3 0)

K~ 2 [t] = 2(Ko1 [t]K1 o[t] - 2Koz [t] K1 o[t]

(31)
K; 1 [t]

= 2(K10 [t]Z + 3K10 [t]K11 [t] + Kzo [t] + Ko 1 [t]Kzo[t]- 2K1 o[t]K2o[t] +

2K21t-K30t

(32)
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K~ 2 [t] =

-2(K10 [t]Z

+ 3K10 [t]K11 [t] + 4K11 [t]Z + 4K10 [t]K12 [t] + K20 [t]-

K01tK20t+2K02tK20t-2K10tK20t-4K11tK20t+
K21t+2K01tK21t-4K10tK21t+3K22t-K30t-

2K31t

(33)
K~ 1 [t] =

2(K10 [t]Z + 2K10 [t]K11 [t] + K20 [t]- 4K10 [t]K20 [t]- 6K11 [t]K[2,0][t]

+ 2K20 [t]Z + K21 [t]- 5K10 [t]K21 [t]- 2K30 [t]
K01 [t]K30 [t] + 2K10 [t]K30 [t]- 3K31 [t]
+ K 40 [t])

+ K10 [t]Z + K20 [t]- 6K10 [t]K20 [t] + 6K20 [tF- 3K30 [t] +
6K10 [t]K30 [t] + 3K40 [t])

(34)

K~ 0 [t] = -2(-5

(35)

All the equations above i.e. equation (28) through (35) represent a differential
equation of respective marginal cumulants and cross cumulants for the state variables. A
list explaining the context and role of these cumulants is mentioned in Table 4.1.
3rd

order cross-cumulants have little significance for the purpose of approximation

when underlying assumption is multivariate normal distribution for the state variables,
but the whole point of showing the equations is to get around these assumptions and use
the values to approximate the lower order cumulants.
In order to solve this set of equations we have to approximate all fourth order
cumulants, so that after replacing those in the open set of differential equations above, a
better approximation is achieved. After using the procedure developed [ 15] we get the
following values for

4th

order cumulants:

K40

= 0.3826

K0 4

= 1.531

K13

=

-0.2453
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K31 = -0.03387
Kzz

= 0.00
Table 4.1 Cumulants with its associated properties

Cumulant

Associated

Statistical

Variable

Importance

Ko1

Xz

Mean

K1o

xl

Mean

Koz

Xz

Variance

Kzo

xl

Variance

Kll

X2

and X1

Covariance

Multivariate normal distribution requires mean, variance of respective variables
and the covariance between those two variables, so essentially K01 , K02 , K10 , K20 , and K11
are required in order to fully explain the behavior of the system over a long period of
time. After replacing those values of all the higher order cumulants which we obtained by
neglecting at higher order in the above set of equations we get the following set of
solutions for the stochastic system in consideration:
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Here, Figure 4.10 represents the marginal mean i.e. K01 ofvariable X2 .lt shows
both transient and equilibrium behavior. Below figure (4.11) represents the variance for
the variable X 2 .
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Figure 4.10:Marginal Mean ofX2
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Figure 4.11 : Variance ofX2

Figure 4.12 below shows the marginal mean of X1 . Though there is instability
incurred in the sections between 01h and l st unit of time, but eventually system is able
yield a stable point. Figure 4.13 below shows the variance for the variable X2 .
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Figure 4.12: Marginal Mean ofXl
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Figure 4.13 : Variance ofXl

Figure 4.14 below shows the value of covariance between X1 and X 2 • It shows
that initially during the period of instability there was a very little covariance between the
two variables, but as the points approach stability there is a huge negative covariance
between the variables. Note that this case is only for two variables where we have
assumed to have a bivariate normal distribution. Due to which assumption of statistical
independence can be relaxed for this case. For the systems where we have three or more
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variables, assuming statistical independence can be easily verified through this solution
and higher order neglect can be chosen as compared to lower order neglects for better
approximations. More on this has been discussed in the sub-section 4.6 about multicompartment models.
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Figure 4.14: Covariance between Xl and X

4.6

MULTI-COMPARTMENT MODELS
This class of systems is yet to be fully invested in the field of moment closure

approximation. Much like two-compartment systems, if we can't assume the underlying
distribution to be multivariate/bivariate normal distribution, we resort to the assumption
of independence between the stochastic variables. Regardless of above assumption, in
order to analyze these types of systems depicted in figure 2.3, all the intensity functions
have to be approximated. The purpose of discussing multi-compartment models is to
show the wide applicability of this model in various fields. With proper formulation and
analysis, this model can approximate the transient and equilibrium behavior of the
system, which is a very useful tool in dealing with the complexity of the state dependent
systems. One such method has been developed in [19] where a procedure for the transient
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analysis of an aircraft sortie generation process has been done. This process has first been
modeled as a closed network of state dependent queues and then time-variant
performance measures such as mean workload and sortie generation rate have been
approximated. One more benefit of utilizing this technique is to avoid a huge
computational cost involved in analyzing a system by the widely used method of
Kolmogorov differential equations. The number of equations is dependent upon the
capacity ofthe nodes as well as the number of nodes. For example for a 6 node system
with maximum capacity of 6 for each node, we'll have to analyze (1

+ 6 * 6) 6 equations.

We use the following formula to obtain this number:

where,

ci

is the capacity of ith node which can be different for every node depending upon

the type of system. Alternatively, this approach is much more computationally efficient.
In order to approximate the first order cumulant of the multivariate state distribution it
has to analyze

number of equations. Here, m is the truncation level for the system. As discussed earlier
that m=2 assumes that the state distribution is multivariate normal, which is not a
practical assumption in most of the cases. However, introducing the skewness or kurtosis
measure i.e. to raise the level of truncation level to 3 or 4 is sufficient for reasonable
approximations ofthe first two cumulants. Comparing the above system for truncation
level of 3 this method will generate just 83 differential equations. Also, this approach is
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independent of capacity of the node since the capacity is mostly taken care into
consideration in the intensity functions.

4.7

SECTION SUMMARY
This section has compared the various parametric assumptions for a simple single

node system. A comparative analysis of different closure schemes with the exact solution
derived through Kolmogorov differential equations has also been shown. Also, a two
node system has been analyzed and the generalized method for the analysis of these type
systems has been discussed. In case of multivariate or multi-compartment systems, this
research also shows how this method is supreme over other traditional methods which are
computationally highly inefficient and mathematically intractable where node capacity is
very large. Finally, it has been shown that this method can find its way in to the field of
systems engineering, in particular in the field of Systems of Systems, where major factor
is the independence of various systems involved in the overall system.
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5

CONCLUSION

Approximations of State dependent stochastic system which are non-linear in
their nature present significant challenges when we try to analyze those systems with
traditional methods. Resorting to simulation also fails when state space is huge as
computational costs are invariably large for those simulations and the level of accuracy is
not very far from the approximation methods. There may be several assumptions which
limit the robustness and applicability of this method, but with reasonable set of
assumptions and proper care of model formulation this parametric closure for moment
closure approximation yields approximations results which are easy to obtain and are
accurate.
The motivation for this research was to introduce the novel technique of
parametric moment closure. For a lot of researchers, engineers, and scientists, stochastic
approach has lost its appeal, because it takes prohibitively long time to single instance for
large systems. This research is a step forward from closure under neglect and a step short
from the future work where we want to explore the use of mixture distributions for the
analysis of large multi-node systems.
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6

FUTURE WORK

The research presented in this thesis could be extended to the systems of systems
where each system can be represented by a stochastic variable and assumed to be
independent of other systems in the system. This assumption allows us to analyze the
system by assuming different distributions for different variables. This model
incorporates the non-linearity in to the formulation ofthe intensity function. One more
research direction for this research work is to analyze the bounds on the behavior of
intensity function representing the birth and death rate for different nodes.

6.1

APPLICATIONS IN SYSTEMS ENGINEERING
Systems engineering is an interdisciplinary field of engineering that focuses on how

complex engineering systems should be designed and managed over a specified period of
time [20]. Dealing with systems comprising of other different large systems becomes
difficult to handle. In the area of logistics, manufacturing, aviations, bioscience etc.,
complex systems comprising of different independent systems are widespread. Even if
small interdependence is present, the assumption of independent systems is not as
farfetched as assuming that joint distribution would always be multivariate normal
distribution. In particular, System of Systems Engineering (SoSE) addresses the
development and operations of evolving programs with inherent randomness to account
for while doing the analysis or predicting the evolving behavior of systems.
An example of SoSE would be an airport that involves aircrafts, support trucks.
baggage-handling equipment, and many other systems that operate independently of each
other. For the airport to function, it needs to have the right mix of these independent
systems, and these systems need to cooperate with each other. Generally speaking,
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something as trivial as travel from your house to a particular destination can also be
considered as a System of systems comprising of independent systems like using a car, a
taxi, a shuttle bus, the airplane, etc. According to [22], modern systems of systems have
five common characteristics: operational independence of the individual systems,
geographical distribution, emergent behavior, and evolutionary development. Figure 6.1
shows the type modeling techniques that can be used to analyze the behavior of stochastic
systems. Due to inherent randomness in the SoS it is a good realization that state space
based models like Markov chains can be used to approximate the behavior of these
systems. Most important feature of Markov models is its capability to handle
dependencies. However, the explosion of state space is a matter of concern.

STATE SPACE METHODS

Markovian Modelling

Non Markovian Modelling

Discrete

Markov

Cont.

Semi

Markov

Time

Reward

Time

Markov

Regenerative

Markov

Models

Markov

Methods

Models

Figure 6. 1: Method to Analyze SoS
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APPENDIX
STABILITY OF MOMENT CLOSURE METHODS
We have already seen that Moment Closure is a method where we close the open
set of differential equations obtained from the transition intensity functions using the
random variable technique shown above. Regardless of the closure scheme being chosen,
it is imperative for the method to be fully robust in terms of the stability of the closed set
ODEs being finally utilized to approximate the lower order cumulants. Stability analysis
consists ofthe driving the systems stationary points otherwise known as critical or
equilibrium points. A brief procedural introduction of the method for a two
node/compartment system is shown below:
Assuming the following set of differential equations for the time varying
cumulants
dy

dt

= f(x,y)

dx
dt

= g(x, y)

By equating these two equations to zero we get a set of value(s) of critical points.
Suppose that (x 0 , y 0 ) is a critical point of the system, then Jacobian Matrix of the system
evaluated at this critical point will be:
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Eigenvalues are obtained by solving DetU - A.l)

= 0 in terms of A.. The

Eigenvalues allow us to fully explore the behavior of critical points and classify those
points according to the following criteria:
If the Eigenvalues of the Jacobian Matrix are -ve real numbers or complex
numbers with -ve real parts, then the critical point of the system is classified as a stable
"sink" or "spiral sink", respectively.
If the Eigenvalues ofthe Jacobian Matrix are +ve real numbers or complex
numbers with +ve real parts, then the critical point of the system is classified as an
unstable point and solution will move away from this point as t approaches infinity. This
point can be classified as "source" or "spiral source". If Eigenvalues is a mixture of +ve
and -ve real numbers or complex numbers with +ve or -ve real parts then the point is
classified as "saddle".
The results of the stability analysis in moment closure approximations are
important for various reasons. First, through this analysis we are able to determine the
domain for initial conditions in which solution will behave in accordance to the model
characteristics and expectations. This domain determines which initial conditions will
yield relevant results and even determine whether solutions can be attained or not.
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