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INTRODUCTION 
The characterization of defects in materials constitutes a major area 
of research emphasis. Characterization schemes often involve mapping of 
the signal onto an appropriate feature domain. Defects are usually classi-
fied by segmenting the feature space and identifying the segment in which 
the feature vector is located. As an example Udpa and Lord [1] map dif-
ferential eddy current impedance plane signals on to the feature space 
usipg the Fourier Descriptor approach. Doctor and Harrington [2] use the 
Fisher Linear Discriminant method to identify elements of the feature vec-
tor that demonstrate a statistical correlation with the nature of the 
defect. Mucciardi [3] uses the Adaptive Learning Network to build the 
feature vector. In all these cases defect classification is typically 
accomplished by categorizing the mapped feature vectors using Pattern 
Recognition methods employing either distance or likelihood functions [4). 
Clustering algorithms which employ distance functions have gained ·in 
popularity in recent years owing to the fact that apriori knowledge of the 
statistical distribution of the feature vectors is not necessary. A number 
of clustering algorithmS have been developed to cater to a wide variety of 
applications. Among these, the K-Means algorithm represents one of the 
most widely used due to its simplicity and the need to specify only the 
number of clusters. However, one of the disadvantages associated with the 
algorithm lies in the inability of the algorithm to discard feature vectors 
that lie in the ''gray areas'' between clusters. This paper presents a 
more robust clustering procedure capable of flagging such stray feature 
vectors for further analysis and interpretation. 
CLUSTERING ALGORITHMS 
Clustering algorithms group the elements of a data set into a number 
of subsets or clusters based on an appropriate performance criterion. A 
popular procedure currently used for defect classification is the K-means 
clustering algorithm [4). This algorithm sorts a given N-member data set X 
into K mutually exclusive and exhaustive clusters based on minimization of 
a performance index J, where 
791 
J = 1: llx-zj(~+1>ll 2 
j xeS/ 0 
j=1,2, ••• ,K (1) 
!denotes the iteration number, and Sj(t) denotes the set of samples whose 
cluster center is zj(i). 
A drawback of the K-means procedure is that its performance 
deteriorates with the introduction of ''ambiguous'' feature vectors; i.e., 
stray points lying in the gray areas between established clusters. Since 
the K-means algorithm includes every data point in cluster calculations, 
ambiguous data can cause erroneous cluster center computation and cluster 
"loosening'' • Figure 1 shows an example of such effects. Figure 1a 
illustrates the results of applying the K-means procedure (for K=2) with no 
ambiguous data. In Fig. 1b, two stray data points have been introduced. 
Cluster loosening, shifting of cluster centers and misclassification of the 
stray data result. These effects are undesirable in defect classification. 
A procedure capable of recognizing and excluding ambiguous feature vectors 
from cluster calculation can contribute to improvement in the defect clas-
sification scheme. In addition the ambiguous vectors should be flagged for 
later examination and interpretation. 
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Fig. 1. K-Means clustering with a) no ambiguous feature 
vectors and b) two ambiguous feature vectors. 
An improvement upon the K-means procedure is the Fuzzy K-means clus-
tering algorithm [S]. The two are related in that both utilize distance 
minimization for cluster calculations. However, unlike the standard K-
means algorithm, the fuzzy K-means procedure assigns relative or ''fuzzy" 
classifications to all members of the data set; membership of data points 
to clusters is not a strict assignment. Membership of a data point j to 
each of K clusters is defined by a set of K values called membership 
values, ui.i' i=1,2, ••• ,K which describes the "probability" or "degree" 
of belonging of that point with respect to each cluster. Membership 
values, like probabilities, are restricted to numbers between 0 and 1, with 
higher membership values indicating higher probability of belonging. An 
additional constraint is that the sum of membership values for each data 
point must equal 1, 
K 
I: uij = 1 
i=l 
j=1,2, ••• ,K (2) 
implying that the union of the K clusters represents the entire membership 
space. 
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Before the fuzzy K-means algorithm is discussed in detail, the idea of 
membership values will be further illustrated with an example. 
Figure 2 shows a 22 point data set mapped onto a 2-dimensional feature 
space. Points 1-8 belong to cluster 1; points 9-20 belong to cluster 2; 
and points 21 and 22 are stray data points belonging to neither cluster. 
It is assumed here that only two clusters exist; i.e., points 21 and 22 
cannot be clusters themselves. 
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Fig. 2. Sample data set. 
Table 1 lists the membership values relating each point to clusters 1 
and 2. Membership values u1 (m=1,2,,,.,8) and u2n (n=9,10,,,,,20) indi-
cate that points 1-8 and 9-zij belong to clusters 1 and 2, respectively. 
Membership values u1 (m=9,10, ••• ,20) and u2 (n=1,2, ••• ,8) indicate that 
points 1-8 and 9-20 ~o not belong to clusterg 2 and 1, respectively. Mid-
range membership values (.3<u<.7) relate points 21 and 22 to both clusters. 
These mid-range values indicate that points 21 and 22 should not be classi-
fied as belonging to either cluster. Clearly, the relative values of the 
membership function could be used as a measure to exclude ambiguous data 
points from known clusters. 
Table 1. Membership values for data of Fig. 2. 
Point u1 u2 Cluster Point u1 u2 Cluster 
1 .96 .04 1 12 .OS .95 2 
2 .99 .01 1 13 .01 .99 2 
3 .98 .02 1 14 o.o 1.0 2 
4 1.0 o.o 1 1S ,02 ,98 2 
s .99 ,01 1 16 .01 .99 2 
6 .99 .01 1 17 .01 .99 2 
7 .98 .02 1 18 .02 .98 2 
8 .93 .07 1 19 .03 .97 2 
9 .09 .91 2 20 .04 .96 2 
10 .04 .96 2 21 .44 .96 
11 ,03 ,97 2 22 .70 .30 
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The fuzzy K-means clustering algorithm is based on minimization of the 
objective function 
K N ml 12 r r (uij) xj-zi 
i=1 j=1 
(3) 
It should be noted that this function is similar to the performance 
index J minimized in the standard K-means procedure. However, the objec-
tive function includes the weighting factor (ui )m, (m)1). This weighting 
factor suppresses the effect of data which havejlow membership values in 
cluster calculations. 
Differentiation of Eq. 3 with respect to uij and zi yields 
N 
m r (uij) xj j=1 
N 
m 
r <uij> j=1 
uij = 
K 
r 
=1 
( 1 
lx -z j 
These equations are solved iteratively. 
The fuzzy K-means algorithm involves the following steps: 
Step 1. 
Step 2. 
Step 3. 
The number of clusters K and initial membership values must be 
specified. 
Solve equation 5 to determine cluster centers. 
Solve equation 6 for new membership values. 
(4) 
(5) 
Step 4. If uii<e (e is a specified e~ror threshold) the procedure is ter-
minat~d. Otherwise, go to Step 2. 
Classification of data is performed using the final set of membership 
values calculated. 
Although the fuzzy K-means procedure does not force a strict classifi-
cation upon each data point in the set (as the standard K-means procedure 
does), and suppresses the effect of stray data on cluster determination, it 
does not exclude the ambiguous data from calculation of clusters. This 
paper presents an algorithm which not only identifies the stray feature 
vectors but also excludes them from cluster determination. 
K/FUZZY K-MEANS ALGORITHM 
This algorithm combines the K and fuzzy K procedures into a single 
process, which is outlined below. 
Step 1. The number of clusters K is determined by a maximin distance algo-
rithm [4). To be considered a valid grouping, a cluster must con-
tain 3 or more data points. 
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Step 2. Implement the K-means procedure until it converges. 
Step 3. Implement the fUzzy K-means algorithm, using the final K-means 
cluster centers (rather than membership values) to initiate the 
procedure. 
Step 4. CalcUlate the product of each data point's membership values. 
Discard the jth point if 
K 
n uij>b 
i .. 1 
where b is a specified threshold value. 
Step s. If a point or points were discarded in the previous step, go to 
Step 2. Otherwise, continue. 
(6) 
Step 6. Compare each data point's classifications as determined by the K-
means and by the fUzzy K-means procedures. If the two classifica-
tions agree for each and every point, the procedure fs terminated. 
Otherwise, go to Step 2. 
Results 
In order to assess the performance of the algorithm, the procedure was 
tested using feature vectors derived from eddy current impedance plane sig-
nals using the Fourier descriptor method. although this method is 
described elsewhere (1] a brief description of the approach is presented 
here for completeness. 
Consider a closed contour u( ) as shown in Fig. 3. 
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Fig. 3. Closed contour u(1). 
Starting at an arbitrary point P on the curve, if one traces its 
entire length L, one comes again to the starting point P. Therefore, u( 
is a periodic function. Since any periodic fUnction can be expanded into a 
Fourier series, we have 
CD 
u(l) = I: Cnexp(jn<¥-> 
n=-m 
(7) 
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where 
1 L 2 
en = L ~ u( )exp(-jn(~) ( 8) 
are the Fourier series coefficients. In practice the infinite summation is 
truncated since a finite number of Fourier series coefficients allows a 
sufficiently accurate reconstruction of the original curve u( ). 
The Fourier series coefficients en can be transformed to descriptors 
Dmn which are invariant to rotation, translation and scaling of the origi-
nal curve. One such transformation is 
D 
mn 
m=1,2,3, ••• 
n=2,3 ,4, ••• 
( 9) 
The transformed coefficients Dmn are called the Fourier Descriptors of the 
function u(1). It has been shown [1] that only eight Fourier Descriptors 
are needed to represent even the most complex impedance plane trajectories. 
Using the procedure outlined in [1], eight-dimensional feature vectors were 
determined for each signal. A representative set of test data is listed in 
Table 2, along with the classifications as determined by the standard K 
means procedure and by the K/Fuzzy K procedure. 
The data set consists of 55 feature vectors. Vectors 1 through 50 
represent actual defects belonging to 5 different classes. Vectors 51 
through 55 are ambiguous vectors belonging to none of the 5 classes. 
The K-means algorithm correctly determines membership of the 50 valid 
vectors. However, the stray vectors are assigned to the clusters to which 
they are closest; these are considered misclassifications. 
The improved algorithm also correctly determines membership of the 
first 50 vectors. Moreover, it correctly discards these stray vectors, 
excluding them from cluster calculations. This results in 10~ correct 
classification of this data set. 
The effect of excluding stray feature vectors from calculation of 
clusters is shown in Table 3. Standard deviations of clusters (a measure 
of cluster ''looseness'') are tabulated for each of the K-means clusters 
and K/Fuzzy K clusters. The K-means clusters are generally much ''looser'' 
than those of the improved procedure. 
CONCLUSIONS 
Test results indicate that the K/Fuzzy K algorithm correctly identi-
fied ambiguous feature vectors and excluded them from cluster determina-
tion. This resulted in fewer misclassifications and significant ''tighten-
ing'' of clusters. The discarded vectors were saved for later interpreta-
tion. The procedure is simple and robust. Stray data points are detected 
in the first pass through the algorithm and very few iterations are 
required for convergence. In addition, the cluster-seeking algorithm 
determines the number of clusters K and consequently no apriori knowledge 
of the data is necessary. 
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Table 2. Data set classified by K-means and by K/Fuzzy K 
algorithms. 
Defect type 
Vector I Classification 
K-Means K/Fuzzy K 
1 0.886 0.380 0.637 0.629 0.741 0.233 0.416 0.676 1 1 
2 0.874 0.616 0.708 0.622 0.801 0.292 0.503 0.278 5 5 
3 0.875 0.356 0.694 0.602 0.801 0.160 0.514 0.227 4 4 
4 0.856 0.992 0.801 0.606 0.863 0.284 0.695 0.779 3 3 
5 0.833 0.255 0.989 0.207 0.848 0.113 0.978 0.987 2 2 
6 0.886 0.392 0.632 0.630 0.749 0.238 0.402 0.676 1 1 
7 0.887 0.404 0.632 0.634 0.749 0.213 0.393 0.677 1 1 
8 0.885 0.373 0.639 0.631 0.743 0.241 0.414 0.676 1 1 
9 0.886 0.393 0.637 0.627 0.746 0.227 0.410 0.677 1 1 
10 0.886 0.335 0.650 0.601 0.755 0.173 0.416 0.724 1 1 
11 0.855 0.337 0.654 0.592 0.749 0.174 0.426 0.725 1 1 
12 0.886 0.337 0.648 0.602 0.755 0.177 0.425 0.725 1 1 
13 0.886 0.330 0.652 0.602 0.752 0.178 0.420 0.724 1 1 
14 0.886 0.340 0.651 0.595 0.753 0.167 0.433 0.725 1 1 
15 0.875 0.581 0.695 0.657 0.804 0.311 0.460 0.256 5 5 
16 0.875 0.589 0.699 0.654 0.803 0.300 0.456 0.254 5 5 
17 0.879 0.632 0.683 0.676 0.821 0.270 0.434 0.258 5 5 
18 0.873 0.593 0.706 0.652 0.801 0.306 0.485 0.257 5 5 
19 0.874 0.591 0.705 0.644 0.803 0.297 0.469 0.274 5 5 
20 0.873 0.578 0.707 0.642 0.797 0.303 0.493 0.272 5 5 
21 0.874 0.597 0.703 0.645 0.808 0.293 0.461 0.274 5 5 
22 0.873 0.588 0.707 0.635 0.801 0.288 0.479 0.273 5 5 
23 0.873 0.588 0.705 0.639 0.800 0.294 0.488 0.273 5 5 
24 0.873 0.477 0.693 0.600 0.804 0.224 0.552 0.220 4 4 
25 0.873 0.452 0.702 0.610 0.777 0.317 0.603 0.221 4 4 
26 0.872 0.451 0.704 0.574 0.784 0.248 0.568 0.216 4 4 
27 0.874 0.435 0.701 0.616 0.777 0.292 0.606 0.219 4 4 
28 0.877 0.468 0.684 0.647 0.799 0.268 0.419 0.220 4 4 
29 0.883 0.492 0.669 0.662 0.813 0.226 0.455 0.271 4 4 
30 0.876 0.473 0.692 0.613 0.798 0.231 0.501 0.272 4 4 
31 0.882 0.497 0.669 0.656 0.816 0.205 0.453 0.273 4 4 
32 0.877 0.451 0.689 0.628 0.798 0.241 0.488 0.249 4 4 
33 0.868 0.985 0.749 0.680 0.874 0.268 0.564 0.701 3 3 
34 0.867 1.000 0.748 0.677 0.875 0.271 0.566 0.702 3 3 
35 0.865 0.956 0.762 0.661 0.861 0.308 0.588 0.702 3 3 
36 0.866 0.955 0.752 0.681 0.862 0.320 0.556 0.704 3 3 
37 0.866 0.948 0.762 0.663 0.860 0.313 0.594 0.698 3 3 
38 0.863 0.932 0.765 0.658 0.845 0.339 0.582 0.689 3 3 
39 0.863 0.938 0.766 0.653 0.849 0.329 0.604 0.689 3 3 
40 0.862 0.932 0.765 0.656 0.847 0.335 0.599 0.691 3 3 
41 0.863 0.948 0.765 0.652 0.851 0.324 0.605 0.689 3 3 
42 0.834 0.246 0.979 0.228 0.856 0.100 0.954 0.986 2 2 
43 0.833 0.242 0.988 0.210 0.848 0.080 0.970 0.986 2 2 
44 0.834 0.255 0.983 0.214 0.854 0.096 0.963 0.986 2 2 
45 0.830 0.250 1.000 0.175 0.840 0.083 1.000 0.985 2 2 
46 0.831 0.265 0.995 0.183 0.843 0.049 0.985 0.989 2 2 
47 0.833 0.276 0.988 0.207 0.852 0.057 0.963 0.990 2 2 
48 0.833 0.265 0.984 0.213 0.854 0.053 0.961 0.989 2 2 
49 0.831 0.260 0.995 0.193 0.842 0.046 0.977 0.990 2 2 
50 0.832 0.257 0.989 0.203 0.849 0.075 0.972 0.988 2 2 
51 0.878 0.832 0.682 0.734 0.849 0.296 0.480 0.363 5* DISCARDED 
52 0.976 0.070 0.076 0.616 0.301 0.559 0.135 0.472 1* DISCARDED 
53 0.859 0.962 0.784 0.625 0.851 1.000 0.645 0.707 3* DISCARDED 
54 0.858 0.985 0.979 0.504 0.839 0.972 0.168 0.363 3* DISCARDED 
55 1.000 0.148 0.699 0.652 0.805 0.083 1.000 0.989 2* DISCARDED 
*-Misclassification 
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Table 3. Standard deviations of K-Heans and K/Fuzzy K 
clusters. 
STANDARD DEVIATIONS OF CLUSTERS 
Cluster # K-Means K/Fuzzy K 
1 0.227e+OO 0.532e-02 
2 0.140e+00 0.113e-Ol 
3 0.222e+OO 0.378e-Ol 
4 0.337e-01 0.337e-Ol 
5 0.648e-01 0.167e-01 
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