We consider the problem of minimizing a polynomial over a set defined by polynomial equations and inequalities. When the polynomial equations have a finite set of complex solutions, we can reformulate this problem as a semidefinite programming problem. Our semidefinite representation involves combinatorial moment matrices, which are matrices indexed by a basis of the quotient vector space R[x 1 , . . . , x n ]/I, where I is the ideal generated by the polynomial equations in the problem. Moreover, we prove the finite convergence of a hierarchy of semidefinite relaxations introduced by Lasserre. Semidefinite approximations can be constructed by considering truncated combinatorial moment matrices; rank conditions are given (in a grid case) that ensure that the approximation solves the original problem to optimality.
Introduction
A central problem in combinatorial optimization and other areas of mathematics concerns the optimization of a linear or, more generally, polynomial function over a basic closed semi-algebraic set. It can be formulated as p * := inf f (x) s.t. h 1 (x) = 0, . . . , h m (x) = 0, h m+1 (x) ≥ 0, . . . , h m+k (x) ≥ 0
where f, h 1 , . . . , h m+k ∈ R[x 1 , . . . , x n ]. Set V := {x ∈ C n | h 1 (x) = 0, . . . , h m (x) = 0},
S := V ∩ R n , F := S ∩ {x | h m+1 (x) ≥ 0, . . . , h m+k (x) ≥ 0}.
We assume throughout the paper that the set V is finite and we let I denote the ideal generated by the polynomials h 1 , . . . , h m ; thus V is the complex variety associated to I. In typical combinatorial applications, V = {0, 1} n , which corresponds to the case when the polynomials h 1 , . . . , h m are the quadratic polynomials x 2 i − x i (i = 1, . . . , n), and F is determined by imposing additional polynomial constraints. For example, in the maximum stable set problem, F is the set of 0/1 points satisfying x i x j = 0 for all pairs ij ∈ E, where E is the set of edges of a graph; alternatively, F is is the set of 0/1 points satisfying x i + x j ≤ 1 for all edges ij ∈ E.
Write the polynomial f (x) as f (x) = α∈S d f α x α , where d is its degree, and let f = (f α ) α∈S d denote the vector consisting of the coefficients of the polynomial f (x). Here and below, S d denotes the set of sequences α ∈ Z n + with |α| := n i=1 α i ≤ d and Z + is the set of nonnegative integers. Given an integer t ≥ d, one can also view f as a vector in R S t by setting f α := 0 for all α ∈ S t \ S d .
A classical approach for solving problem (1) is to linearize the objective function by introducing variables y α = x α for the monomials x α present in the problem. This allows us to write f (x) = f T y. Given an integer t ≥ deg(f ), the set:
is a polytope as F is a finite set. Therefore, problem (1) can be reformulated as the problem: min y∈P f T y, of minimizing the linear objective function f T y over P . Various methods have been proposed in the literature for constructing relaxations of the polytope P ; that is, for generating new valid constraints from the given constraints h j (x) = 0, h j (x) ≥ 0.
Combinatorial methods. Consider the 0/1 case, when the equations: x 2 i − x i = 0 (i = 1, . . . , n) are present in the description of F . A possibility for generating new constraints is to multiply the inequalities h j (x) ≥ 0 by certain products of the variables x i and 1 − x i ; then linearization is applied, after having replaced each occurrence of a square x 2 i by x i . In this way, hierarchies of linear relaxations: P ⊆ . . . ⊆ P n ⊆ . . . ⊆ P t ⊆ . . . for the original problem are obtained. The lift-and-project method of Balas, Ceria and Cornuéjols [1] , the matrix-cut method of Lovász and Schrijver [19] , and the reformulation-linearization technique of Sherali and Adams [28] can all be cast in this framework. Lovász and Schrijver [19] propose moreover a stronger hierarchy of semidefinite relaxations. We do not give here the exact details of applicability of these methods; see [14] for a comparative presentation of these methods. A common feature is that the original problem (1) is solved exactly at step t = n as a linear programming problem over a 2 n -dimensional simplex, and that each intermediary relaxation gives an efficiently computable bound for any fixed t (under some assumptions).
Algebraic methods. Several other authors have proposed methods for constructing semidefinite relaxations of the problem (1), based on results about moment sequences and (the dual theory of) representations of nonnegative polynomials as sums of squares. See Nesterov [21] , Lasserre [11] , Parrilo [22, 23] , Shor [29] and the recent papers of Marshall [20] and Schweighofer [27] . It turns out that, in the 0/1 case, these constructions yield relaxations that are at least as strong as the relaxations obtained via the above mentioned combinatorial methods. Details about the links between the various methods can be found in [14] . We focus in this paper on the algebraic methods, which apply to the case when F is an arbitrary compact semi-algebraic set.
Contents of the paper. The paper considers the problem of minimizing a polynomial function f (x) over the semi-algebraic set F from (3) , assuming that the equations in the description of F have a finite set V of complex solutions. One obvious possible solution would be to find all points of V , using the eigenvalue method sketched in Section 1.3, and to compute f (v) for all v ∈ F . A disavantage of this method might be the propagation of numerical errors. In this paper, we propose an alternative method, which does not need the enumeration of the points of V . Instead, we will reformulate problem (1) as a semidefinite program. As this program involves matrices of size |B| ≥ |V |, it can be solved in practice only for small |B|. However, one can define (in the grid case) a hierarchy of semidefinite relaxations of the original problem whose low order members yield efficiently computable bounds to the original problem; some results in this direction are given in Section 4.
The paper is organized as follows. We introduce in Section 1.1 the algebraic method following the exposition of Lasserre [11] . In particular, we introduce the hierarchy (13) of relaxations for (1) , involving trucated moment matrices, and the dual hierarchy (14) , in terms of sums of squares of polynomials with bounded degrees. We observe that, under the assumption that V is finite, problem (1) can be reformulated as (8) (involving infinite moment matrices) or (10) (involving sums of squares). We introduce some results by Curto and Fialkow (Theorem 3), Putinar (Theorem 4) and Parrilo (Theorem 5), which play a central role in the paper. Section 1.2 contains some algebraic preliminaries about polynomial ideals and Section 1.3 recalls some well known results for the related problem of solving a system of polynomial equations.
In Section 2 we present the new semidefinite representation (22) for problem (1) . It involves combinatorial moment matrices M B (y), which are matrices indexed by a basis B of the quotient space R[x 1 , . . . , x n ]/I. Roughly speaking, this representation can be seen as a finite analogue of the program (8) , obtained by 'factoring through the ideal I' generated by the polynomial equations entering the description of the semi-algebraic set F . The new formulation does not contain any semidefinite constraint for the equations h j (x) = 0 (j ≤ m), as they are used for the construction of the combinatorial moment matrix M B (y). The ideas underlying this construction were already mentioned in the grid case ( [13, 14, 15] ). The equivalence of (1) and (22) follows using the result of Curto and Fialkow from Theorem 3. In the radical case, an alternative proof is based on a simple combinatorial identity involving the Zeta matrix of the ideal I (see Lemma 17) ; this is a direct extension of the corresponding result given in [19] and in [14] for the 0/1 and ±1 cases (which also underlies the convergence results for combinatorial lift-and-project methods). Combinatorial moment matrices turn out to be closely related to some algebraic notions (Hermite's form, multiplication operator) used for solving zero-dimensional systems of polynomial equations; see Sections 1.3 and 2.2 for details.
In Section 3, we prove the finite convergence of the bounds µ * t provided by the semidefinite hierarchy (13) (see Theorem 22) . If I is radical, or if the polynomials h 1 , . . . , h m form a Groebner basis of I, then there is also finite convergence of the bounds σ * t provided by the dual hierarchy (14) . Under the second assumption, we can prove estimates on the order t for which σ * t = µ * t = p * , sharper than those from [13] in the grid case. (See Theorem 23.)
In Section 4, we consider approximations for problem (1) in the case when S is the set {x | x i = a i , b i ∀i = 1, . . . , n} (where a i = b i are given real numbers) (thus including the 0/1 and ±1 cases). These approximations are obtained by considering truncated combinatorial moment matrices M B t (y), where M B t (y) is indexed by all square free monomials of degree ≤ t. Our main result is that, if M B t (y) 0 and rank M B s (y) ≤ s i=1 t i for some 1 ≤ s ≤ t, then y is a convex combination of the vectors (v α ) α∈B 2t (v ∈ S). Moreover, the number of vectors entering the convex combination is at most 2 t−1 if rank M B 1 (y) ≤ t. (See Theorem 25.) Therefore, if the optimum solution M B t (y) of the relaxed problem satisfies the above rank condition, then it in fact solves the original problem (1) at optimality.
We also mention a result of the same flavour for the maximum stable set problem. The theta number:
is a well known upper bound on the stability number of a graph G = ({1, . . . , n}, E), introduced by Lovász [18] . If we impose that M B 1 (y) has rank 1 in (5), then the program solves the maximum stable set problem exactly. We prove that the same holds if we require only that rank M B 1 (y) ≤ 2 (see Proposition 30) . This is an analogue of a result of Burer, Monteiro and Zhang [4] given for another formulation of the theta number.
Moments and sums of squares of polynomials
A basic observation underlying Lasserre's construction is the fact that
where the second minimum is taken over all probability measures µ on R n supported by F (i.e., µ is a nonnegative measure with mass 0 outside of F and with total mass
For α ∈ Z n + , the quantity
is called the moment of order α of the measure µ, and y = (y α ) α∈Z n + is called the sequence of moments of µ; one also says that µ is a representing measure for y. Therefore, (6) can be reformulated as
y has a representing measure supported by F.
When F is a finite set, every probability measure µ supported by F is atomic; that is, µ can be written as µ = v∈F λ v δ v , where λ v ≥ 0, v∈F λ v = 1, and δ v is the Dirac measure at v (with mass 1 at v and zero elsewhere). Then the moment of order α of µ is equal to v∈F λ v v α . Therefore, the points of the polytope P from (4) are precisely the sequences having a probability representing measure supported by F and relaxations of P can be obtained by considering necessary conditions for the existence of such measures. Characterizing sequences of moments of measures is the object of the classical theory of moments; see, e.g., [7] , [8] , [10] . Moment matrices M (y) and the so-called shift operator h * y are two classical notions used in characterizations of moment sequences, as shows the next lemma. Given y ∈ R Z n + , its moment matrix is the matrix M (y) := (y α+β ) α,β∈Z n + and, given a
. For a real symmetric matrix X, the notation: X 0 means that X is positive semidefinite. If A is a principal submatrix of X, one says that X is a flat extension of A if rank X = rank A; then, X 0 ⇐⇒ A 0.
is a polynomial such that M (y)p = 0, then the support of µ is contained in the set of zeros of p(x).
(ii) Let h(x) be a polynomial and
Proof. (i) follows from the fact, for any polynomial p,
(iii) Let p, q be polynomials such that M (y)p = 0 and set f := pq, g := pq 2 ; we show that M (y)f = 0. One can easily verify that f T M (y)f = g T M (y)p; thus, f T M (y)f = 0, which implies M (y)f = 0 since M (y) 0.
Based on this, one can define the following bound for p * :
By Lemma 1 (i),(ii), µ * ≤ p * . In fact, equality: µ * = p * holds, as the next result shows.
Proposition 2 Let F be as in (3) and assume that V is finite. The following assertions are equivalent for y ∈ R Z n + :
(i) y has a representing measure supported by F .
The proof relies on the following result of Curto and Fialkow and it is delayed till Section 2.1 as it uses some algebraic notions introduced later.
Theorem 3 [7] Given y ∈ R Z n + , if M (y) is positive semidefinite and has finite rank, then y has a (unique) representing measure.
Call a polynomial u a s.o.s. if u can be written as a sum of squares of polynomials. Define
As p * = sup ρ s.t. f (x) − ρ ≥ 0 ∀x ∈ F, one can derive a lower bound on p * by replacing the nonnegativity condition: f (x) − ρ ≥ 0 ∀x ∈ F by the stronger condition:
Then, σ * ≤ µ * . Indeed, f T y ≥ ρ if y is feasible for (8) and if ρ is feasible for (10) , which can be seen using the following facts: Any polynomial u can be written as the difference of two s.o.s. (e.g., u =
given two polynomials p and h and g := hp 2 , then y T g = p T M (h * y)p (easy to check). In fact, equality:
holds, which can be proved using the following result of Putinar [26] .
If F is compact and if there exists a polynomial u ∈ M(F ) for which the set U := {x ∈ R n | u(x) ≥ 0} is compact, then every positive polynomial on F belongs to M(F ).
In the present case, the assumptions of Theorem 4 hold. Indeed, the polynomial u(x) := − m j=1 h j (x) 2 belongs to M(F ) and U = V ∩ R n is finite. Therefore, given ǫ > 0, as the polynomial f (x) − p * + ǫ is positive on F , it belongs to M(F ) and thus p * − ǫ is feasible for (10) , implying σ * ≥ p * − ǫ. Letting ǫ go to 0, we find that σ * ≥ p * and thus (11) holds.
Parrilo [24] shows (in an elementary way) the following extension of Putinar's result to nonnegative polynomials on F , in the case when the polynomials h j (x) (j = 1, . . . , m) generate a radical ideal; the exact definition is given in the next subsection as well as the proof of Theorem 5. In the radical case, (11) follows directly from Theorem 5.
Theorem 5 [24] Let F be as in (3) . Assume that V is finite and that the ideal generated by h 1 , . . . , h m is radical. Then every nonnegative polynomial on F belongs to M(F ).
Comment. Equality: µ * = p * can be proved using Curto and Fialkow's result and it is implied by (11) , which follows using Putinar's result. The original proofs for these two results are based on functional analytic tools (including Riesz representation theorem and the spectral theorem). An alternative simple proof for Theorem 3 has been given recently in [17] which, beside Hilbert's Nullstellensatz, uses only elementary linear algebra; a key observation is that the kernel of a positive semidefinite moment matrix is a radical ideal. Although a more elementary proof for Theorem 4 has been given in [27] , it remains however more involved than the proof for Theorem 3.
Practically, one can use the programs (8) and (10) for computing p * in the following way. Define
Following Lasserre [11] , one can formulate the following semidefinite relaxations for (1), obtained from (8) by replacing the (infinite) moment matrix M (y) by its truncation M t (y) := (y α+β ) α,β∈S t , indexed by the set S t corresponding to the set of monomials with degree at most t.
By bounding the degrees of the unknown polynomials u j (x) in (10), one obtains the hierarchy:
for
As sums of squares of polynomials can be tested using semidefinite programming (see [25] ), (14) can be reformulated as a semidefinite program. Any polynomial u can be decomposed as u ′ − u ′′ , where u ′ and u ′′ are s.o.s. with degree at most deg(u); hence the program (14) is equivalent to the usual formulation, where the polynomials u j (j = 1, . . . , m) are required to be of the form [11] shows that the program (14) is the semidefinite dual of (13); hence,
by weak duality. By Theorem 4, the bounds σ * t (and thus µ * t ) converge to p * as t → ∞. When the ideal I generated by h 1 , . . . , h m is radical, Theorem 5 implies the finite convergence of the bounds σ * t (and thus µ * t ) to p * . Lasserre [12, 13] has shown the finite convergence of the bounds σ * t , µ * t in the case when F is contained in {0, 1} n or is equal to the set of points in a grid; the result follows alternatively from Parrilo's result since the ideal is radical in the grid case. In the non-radical case, we show the finite convergence of µ * t (see Theorem 22) and, in the case when the polynomials h 1 , . . . , h m form a Groebner basis of I (w.r.t. some monomial ordering), the finite convergence of σ * t (see Theorem 23) . Furthermore, we give a semidefinite representation for problem (1) (see Corollary 16) , which is more concise than (13), as it involves matrices of size smaller than |S t | for any t ensuring the finite convergence of (13).
Polynomial ideals and varieties
We group here some preliminaries on polynomial ideals and varieties. For more information on the material in the present and the next subsection, see, e.g., [2] , [5] , [6] , [30] . Given an ideal I in R[x 1 , . . . , x n ], the set V from (2) is the complex variety associated to I. If I is generated by h 1 , . . . , h m , then V consists of the common complex zeros of h 1 , . . . , h m . When V is finite, the ideal I is said to be zero-dimensional.
. . , x n ] that contains the ideal I. When equality I = I(V ) holds, the ideal I is said to be radical; this corresponds, roughly speaking, to the case when all solutions x ∈ V have single multiplicities. For instance, the ideal I in R[x] generated by h(x) = x 2 is not radical since V = {0} and f (x) = x belongs to I(V ) \ I.
The monomials in
its terms are the quantities f α x α with f α = 0 and its degree deg(f ) is the maximum degree of a term of f . A monomial ordering '<' is a total ordering of the set of monomials which is a well-ordering and satisfies the condition: x α < x β =⇒ x α+γ < x β+γ . Examples of monomial ordering are the lexicographic order '< lex ', where x α < lex x β if α < β for a lexicographic order on Z n + , or the graded lexicographic order '< grlex ', where x α < grlex x β if |α| < |β|, or |α| = |β| and x α < lex x β .
Fix a monomial ordering on R[x 1 , . . . , x n ]. Given a nonzero polynomial f (x) = α f α x α , its leading term LT(f ) is defined as f α x α , where x α is the maximum (with respect to the given ordering) monomial for which f α = 0. Let I be an ideal in R[x 1 , . . . , x n ]. A finite subset G ⊆ I is called a Groebner basis of I if the leading term of every nonzero polynomial in I is divisible by the leading term of some polynomial in G. It is known that a Groebner basis always exists. A monomial x α is called a standard monomial if it not divisible by the leading term of any polynomial in I or, equivalently, if x α is not divisible by the leading term of any poynomial in a Groebner basis.
Once a monomial ordering is fixed, one can apply the division algorithm. Given nonzero polynomials h 1 , . . . , h m and f , the division algorithm applied for dividing f by the h j 's produces polynomials u 1 , . . . , u m and r such that f = m j=1 u j h j +r, no term of r is divisible by LT(h j ) (j = 1, . . . , m) if r = 0, and deg(f ) ≥ deg(u j h j ) if u j = 0. When the polynomials h 1 , . . . , h m form a Groebner basis of I, the remainder r is uniquely determined and it is a linear combination of the set B of standard monomials; that is, r(x) = x β ∈B r β x β where r β ∈ R. Moreover, f ∈ I if and only if r = 0. Therefore, R[x 1 , . . . , x n ]/I and R B are isomorphic vector spaces.
Definition 6 A set B := {f 1 , . . . , f N } of polynomials forms a basis of R[x 1 , . . . , x n ]/I if, for every polynomial f , there exists a unique set of real numbers λ
When B contains only monomials, we call B a monomial basis. The polynomial
i f i is called the residue of f modulo I w.r.t. the basis B and we set
For instance, the set of standard monomials (w.r.t. some monomial ordering) is a (monomial) basis of R[x 1 , . . . , x n ]/I. A fundamental property that we will use here is the following, which can be found, e.g., in ([6] , Theorem 2.10).
Theorem 7 Let I be an ideal in R[x 1 , . . . , x n ] with complex variety V (as in (2)). Then, the variety V is finite if and only if the vector space R[x 1 , . . . , x n ]/I has finite dimension N . Moreover, |V | ≤ N , with equality if and only if the ideal I is radical.
, p. 227) Let I be the ideal in R[x, y] generated by xy 3 − x 2 and x 3 y 2 − y. W.r.t. the lexicographic order with y > x, the polynomials y − x 7 and x 12 − x 2 form a Groebner basis with corresponding set of standard monomials B 1 = {1, x, x 2 , . . . , x 11 }. W.r.t. the graded lexicographic order with y > x, the polynomials x 3 y 2 − y, x 4 − y 2 , xy 3 − x 2 , y 4 − xy form a Groebner basis with corresponding set of standard monomials B 2 = {1, x, x 2 , x 3 , y, xy, x 2 y, x 3 y, y 2 , xy 2 , x 2 y 2 , y 3 }. Hence, |B 1 | = |B 2 | = 12, and the maximum degree of a standard monomial is 11 in B 1 and 4 in B 2 . The complex variety of I is V = {(0, 0)} ∪ {(x, x 7 ) | x 10 = 1}, with cardinality 11. As |V | < |B 1 |, the ideal I is not radical.
The quotient space R[x 1 , . . . , x n ]/I has simultaneously the structure of a vector space and of a ring. In order to specify the multiplication operation, it suffices to give the multiplication table w.r.t. a basis B = {f 1 , . . . , f N }; this is the B × B matrix T B whose (f i , f j )th entry is the residue w.r.t. B of the product f i f j ; that is, for f i , f j ∈ B,
The multiplication table T B can be computed using the division algorithm.
Example 9 Let I 1 be the ideal in R[x, y] generated by x 2 − x and y 2 − y and I 2 be the ideal generated by x 2 − 1 and y 2 − 1. Then, for i = 1, 2, B := {1, x, y, xy} is a monomial basis of R[x, y]/I i whose multiplication table T i is as follows:
x xy xy y y xy y xy xy xy xy xy xy
We now give the proof of Theorem 5. Let I be the ideal generated by h 1 , . . . , h m with associated variety V . As the polynomials h 1 , . . . , h m are real valued, V is closed under complex conjugation; that is, V can be partitioned as S ∪ T ∪ T , where S = V ∩ R n and T = {v | v ∈ T }. As V is finite, one can find complex polynomials p v (for v ∈ V ) satisfying p v (v) = 1 and p v (v ′ ) = 0 for v ′ ∈ V \ {v} as well as p v = p v (v ∈ V ); the p v 's are known as interpolation polynomials at the points of V . Therefore, given complex numbers a v (v ∈ V ) such that a v = a v (v ∈ V ), one can find a real polynomial taking the prescribed values a v at the points v ∈ V . This fact underlies the proof of Theorem 5.
Proof of Theorem 5. Suppose first that f is a real polynomial nonnegative on S.
and define the real polynomials
vanishes at all points of V ; hence it belongs to I(V ), which is equal to I since I is radical. This shows that f = σ + q, where σ is a s.o.s. and q ∈ I.
Suppose now that f is nonnegative on F . We define real polynomials s 0 , s m+1 , . . . , s m+k taking the following prescribed values at the points in
h j v (v) and s 0 (v) = s j (v) = 0 for all remaining j. Then, each of s 0 , s m+1 , . . . , s m+k is nonnegative on S; by the above, s j = σ j + q j , where σ j is a s.o.s. and q j ∈ I. By construction, the polynomial f − s 0 − m+k j=m+1 s j h j vanishes at all points of V and thus belongs to I. Therefore,
Solving systems of polynomial equations
Our paper is dealing with the problem of optimizing a polynomial function over a finite set of points arising as the solution set of a system of polynomial equations and inequalities. A related problem, which has received considerable attention in the literature, is the problem of solving a system of polynomial equations: h 1 (x) = 0, . . . , h m (x) = 0. Let I be the ideal generated by h 1 , . . . , h m with complex variety V , assumed to be finite. Then the so-called eigenvalue method (also known as the Stetter-Möller method) can be applied for finding V , which relies on finding the eigenvalues of the multiplication operator. Given a polynomial
be the 'multiplication by h' operator. Given a basis B of R[x 1 , . . . , x n ]/I, let M h denote the matrix of m h w.r.t. B; thus M h is the B × B matrix whose f th column is the vector λ (hf ) ∈ R B , giving the residue w.r.t. B of the product hf , for f ∈ B. When h(x) = x i , the multiplication matrices M x i =: M i are known as the companion matrices of the ideal I. As the matrices M 1 , . . . , M n pairwise commute, they generate a commutative algebra
, which is isomorphic to the ring R[x 1 , . . . , x n ]/I via the correspondance
The next result shows that the coordinates of the points v ∈ V can be evaluated by computing the eigenvalues of the companion matrices.
Theorem 10 (Stickelberger's theorem) Assume that V is finite.
(i) The complex zeros of I are the vectors of joint eigenvalues of the companion matrices
, where m(v) (v ∈ V ) are the multiplicities of the zeros of I. In particular, T r(M h ) = v∈V h(v) when I is radical.
A related relevant result is the following result (see, e.g., [2] , section 4.5) permitting to count the number of real zeros of a system of polynomial equations having finitely many complex zeros. It involves the bilinear map:
whose associated quadratic form: Theorem 11 (Counting real zeros via the Hermite's form) Let σ + (resp., σ − ) denote the number of positive (resp., negative) eigenvalues of H h , and set
As we will see in Section 2.2, there is a close relationship between the Hermite's matrix H h and the notion of combinatorial moment matrix considered in this paper. The following observations will be useful for establishing this link. In view of Theorem 10 (ii),
Thus Theorem 11 applies to any such matrix H. In particular,
[One can easily prove this fact directly, along the same lines as for the proof of Lemma 2.5 in [17] .]
2 A Semidefinite Representation for a Finite Variety
Approach via combinatorial moment matrices
Consider the problem (1) of minimizing a polynomial f over the semi-algebraic set F from (3). As before, I is the ideal generated by the polynomials h 1 , . . . , h m and V is its complex variety, assumed to be finite. Then, R[x 1 , . . . , x n ]/I has finite dimension N ≥ |V | (by Theorem 7). Let B := {f 1 , . . . , f N } be a basis of R[x 1 , . . . , x n ]/I. Problem (1) remains unchanged if we replace the polynomial f by its residue r(
We give here a semidefinite representation for the polytope P B (F ), which can be seen as a finite analogue of the program (8); it does not need the explicit knowledge of the variety V , but only the knowledge of a basis B of R[x 1 , . . . , x n ]/I and of its associated multiplication table. We begin with proving Proposition 2, asserting the equivalence of (1) and (8).
Proof of Proposition 2. 
, which implies that a v = 0. Thus the support of µ is contained in F .
The key ingredient in the proof is the fact that the kernel of a matrix M (y) feasible for (8) contains the ideal I, which implies that M (y) is a flat extension of its principal submatrix M B (y) indexed by a monomial basis B of R[x 1 , . . . , x n ]/I. In particular, all entries of M (y) can be expressed in terms of the entries of y indexed by B, using the equations h(x) = 0 provided by h ∈ I. We now formalize this idea and introduce the 'combinatorial' analogues M B (y) and h * y ∈ R |B| (for y ∈ R |B| ) of the corresponding notions in the classical case.
Given y = (y 1 , . . . , y N ) T ∈ R |B| , its combinatorial moment matrix M B (y) is the |B|×|B| matrix indexed by B, whose (f i , f j )th entry is
Thus M B (y) is obtained from the multiplication table of B (recall (16)) by 'linearizing', where 'linearizing' means replacing each occurrence of f k by y k .
Given a polynomial h ∈ R[x 1 , . . . , x n ], define h * y := M B (y)λ (h) ∈ R |B| . One can verify that h * y = M T h y, where M h is the 'multiplication by h' operator introduced in Section 1.3.
Let U denote the N ×|Z n + | matrix whose rows (resp., columns) are indexed by B (resp., by Z n + ) and whose (i, α)-entry is equal to λ
. In words, the αth column of U contains the coordinates of the residue of x α in the basis B. For a polynomial h, its residue modulo I w.r.t. B is
Indeed,
Given y ∈ R |B| , define its extension:
Hence, for α ∈ Z n + ,ỹ α is obtained by 'linearizing' the residue of x α modulo I w.r.t. B.
Example 12 Consider the 0/1 case, when I is generated by the polynomials x 2 j − x j (j = 1, . . . , n) and V = {0, 1} n . W.r.t. the graded lexicographic order, the set of standard monomials is
For x A , x B ∈ B, the (x A , x B )th entry of the multiplication table is x A∪B , since x A∪B is the residue of the product x A x B modulo I. Hence the combinatorial moment matrix M B (y) of a vector y = (y A ) A⊆{1,...,n} is the matrix indexed by all subsets of {1, . . . , n} with (A, B)th entry y A∪B . The extensionỹ of y satisfies:ỹ α = y A , where A = {i ∈ {1, . . . , n} | α i ≥ 1}.
In the ±1 case, I is generated by the polynomials x 2 j −1 (j = 1, . . . , n), V = {±1} n , and (21) is again the set of standard monomials. The (x A , x B )th entry of the multiplication table is now equal to x A∆B , and the combinatorial moment matrix M B (y) of a vector y = (y A ) A⊆{1,...,n} has its (A, B)th entry equal to y A∆B . The extensionỹ of y satisfies: y α = y A , where A = {i ∈ {1, . . . , n} | α i odd }.
Lemma 13 Let y ∈ R |B| and letỹ ∈ R Z n + be its extension as in (20) . (ii) The extension of h * y is equal to h * ỹ.
Proof. (i) Given α, β ∈ Z n + , the (α, β)th entry of the matrix U T M B (y)U is equal to
On the other hand,
(ii) By definition, the extension of h * y is (19)).
Theorem 14
The following assertions are equivalent for y ∈ R |B| and its extensioñ y ∈ R Z n + .
(i) The vector y belongs to the cone generated by the vectors
(iv) The vectorỹ belongs to the cone generated by the vectors
Proof. (i) =⇒ (ii) To see it, let y
Corollary 15 Assume that V is finite and let B be a monomial basis of R[x 1 , . . . , x n ]/I containing the constant monomial 1. Then, problem (1) is equivalent to
where r(x) = β∈B r β x β is the residue of the polynomial f (x) w.r.t. B, and y 0 is the coordinate of y indexed by 1.
Proof. Directly from Theorem 14 since, for y
We have formulated for simplicity the above corollary for a monomial basis although it holds for any basis containing the constant polynomial 1. Therefore, (22) provides a concrete finite semidefinite program permitting to solve the infinite program (8) . We now consider the dual semidefinite program of the semidefinite program (22) . For convenience, the same symbol B denotes the set of exponents β for which x β ∈ B and, for a polynomial q(x), the notation: q ∈ R B means that q(x) uses only monomials in B, i.e., q(x) = β∈B q β x β . Setting h 0 (x) := 1 and M B (h j * y) = β∈B C j β y β for j = 0, 1, . . . , m + k, the dual semidefinite program of (22) reads:
One can verify that (23) is equivalent to
) + q where all q j,i j belong to R B and q ∈ I and thus to the program: ρ * = sup ρ s.t. f (x) − ρ ∈ M(F ). (The latter equivalence follows using the fact that any sum of squares: s = ℓ p 2 ℓ can be written as s = ℓ r 2 ℓ + q, where r ℓ ∈ R B and q ∈ I, by replacing p ℓ by its residue r ℓ modulo I w.r.t. B.) This program being identical to (23), we find that σ * = ρ * . By (11) , ρ * = p * and thus there is no duality gap between (22) and its dual (23) .
Corollary 16
Assume that V is finite and let B be a monomial basis of R[x 1 , . . . , x n ]/I containing 1. Then the programs (1), (22) and (23) are equivalent.
The radical case and the link with the Hermite's form
When the ideal I is radical, one can prove the equivalence of (i) and (ii) in Theorem 14 without using the result of Curto and Fialkow. A first alternative is to use Parrilo's result (Theorem 5). A second alternative is to extend some arguments used in [14] , [15] in the 0/1 and ±1 cases; it goes as follows. Given a basis B = {f 1 , . . . , f N } of R[x 1 , . . . , x n ]/I, let Z B denote the complex |B| × |V | matrix with columns
. In the 0/1 case, when B is the basis from (21), the matrix Z B is known as the Zeta matrix of the lattice of subsets of the set {1, . . . , n} and the inverse matrix Z −1 B as its Möbius matrix. By analogy, in the general case, we may call Z B the Zeta matrix of the ideal I w.r.t. B.
When I is radical, Z B is nonsingular and the residue of a polynomial f ∈ R[x 1 , . . . , x n ] w.r.t. B is the polynomial (18) is the convex hull of the columns of Z B . Thus, in the radical case,
The next result shows how to express the combinatorial moment matrix M B (y) in terms of the vector Z Proof. Given f i , f j ∈ B, the (f i , f j )th entry of the matrix Link between combinatorial moment matrices and Hermite's forms. As observed at the end of Section 1.3, the class of Hermite's matrices coincides with the class of matrices 
x 2 , which shows that ρ * ≥ −ǫ. This also shows that the relaxation (14) is exact at order t = 1; that is, σ * 1 = p * = 0. Observe that the program (23) does not attain its optimum, since the polynomial x cannot be written as u 0 + ux 2 , where u 0 , u ∈ R[x] and u 0 is a s.o.s. This also shows that Parrilo's result in Theorem 5 does not hold when I is not radical.
We conclude with an example illustrating the notions introduced in this section.
Example 19 ([5] , p. 229) Consider an optimization problem over the set
Let I be the ideal in R[x, y] generated by h 1 , h 2 . W.r.t. the lexicographic order with x > y, the polynomials h 1 , h 2 and h 3 (x) = y 3 − The 'multiplication by h' matrix reads:
Therefore, a vector u = (1, a, b, c) ∈ R B belongs to the polytope P B (F ), the convex hull of the columns of Z B indexed by F , if and only if M B (u) 0 and M B (h * u) 0, where
, where λ (h) = −2y + 3/2 is the residue of h. Recall that 
Finite Convergence of Lasserre's Hierarchy
As mentioned in Section 1.1, there is finite convergence of the Lasserre hierarchies (13) and (14) when the ideal I is radical. We extend here the finite convergence result for (13) to the non-radical case and the finite convergence result for (14) to the case when h 1 , . . . , h m form a Groebner basis of I (w.r.t. some monomial ordering). In that case we can also prove estimates on the order t for which σ * t = µ * t = p * ; in the grid case, these estimates are sharper than those given in [12, 13] . We use the following result of Curto and Fialkow [7] .
Theorem 20 [7] Given y ∈ R S 2t , assume that M t (y) 0 and that M t (y) is a flat extension of M t−1 (y). Then, y is the sequence of moments of a nonnegative measure.
Hence a strategy for proving equivalence of the programs (1) and (13) is to show that M t (y) is a flat extension of M d B (y), where d B is the maximum degree of a monomial in a monomial basis B of R[x 1 , . . . , x n ]/I, which allows us to apply Theorem 20. A way to achieve this is to show that, for all α ∈ S t , the polynomials f (α) (x) := x α − λ (α) (x), where λ (α) (x) is the residue modulo I of x α w.r.t. B, belong to the kernel of M t (y). For this, the following property of the kernel of moment matrices will be useful; it comes from [7] and its proof is included for completeness.
Lemma 21
Assume that M t (y) 0 and let f, g be two polynomials whose product h = f g has degree deg(h)
Proof. It suffices to show the result for g(x) = x i since the general result follows from repeated applications of this special case. Assume deg(f ) ≤ t − 2. We have: h(x) = α f α x α+e i = α|α≥e i f α−e i x α . As deg(h) ≤ t − 1 and M t (y) 0, M t (y)h = 0 holds if (M t (y)h) α = 0 for all α ∈ S t−1 . Let α ∈ S t−1 . The αth component of M t (y)h is equal to γ h γ y α+γ = γ|γ≥e i f γ−e i y α+γ = γ f γ y α+γ+e i , which is equal to the (α + e i )th component of M t (y)f and thus to zero.
Recall the definition of d j , d from (12) and define
Theorem 22 Assume that V is finite. There is finite convergence of the Lasserre hierarchy (13) ; that is, µ * t = p * for t large enough.
Proof. Let B be a monomial basis of R[x 1 , . . . , x n ]/I and let d B be the maximum degree of a monomial in B.
j h j ) for j = 1, . . . , m, α ∈ S t 0 ). We now show that µ * t = p * for t ≥ T 0 . Fix t ≥ T 0 and let y ∈ S 2t be a feasible solution to (13) . As t ≥ 2d 0 , M t−d j (h j * y) = 0 implies that M t (y)h j = 0 for all j = 1, . . . , m. Therefore, M t (y)f (α) = 0 for all α ∈ S t 0 (we can apply Lemma 21, since deg(u
is a flat extension of M d B (y) (in fact, of its submatrix indexed by B). As t 0 ≥ d B + 1, we deduce from Theorem 20 that (y α ) |α|≤2t 0 has a representing measure µ. Now, for j = 1, . . . , m, M t (y)h j = 0 implies that M t 0 (y)h j = 0 since t 0 ≥ 2d 0 . Hence, the support of µ is contained in S = V ∩ R n . Say, µ = v∈S a v δ v where a v ≥ 0. For v ∈ S \ F , let p ∈ R B be a polynomial such that p(v) = 1 and p(v ′ ) = 0 for v ′ ∈ S \{v}, and let j ≥ m+1 for which
Hence, the support of µ is contained in F . Therefore, f T y = v∈F a v f (v) ≥ p * , which implies that µ * t ≥ p * and thus µ * t = p * .
Theorem 23
Assume that V is finite and that h 1 , . . . , h m form a Groebner basis of I (w.r.t. some monomial ordering) and let d B be the maximum degree of a polynomial in a basis
). We show that, for any ǫ > 0, σ * t ≥ p * − ǫ, which implies σ * t ≥ p * and thus σ * t = p * . As the polynomial 
. . , h m is a Groebner basis of I, one can find (using the division algorithm) a decomposition q = m j=1 u j h j , where deg(u j h j ) ≤ deg(q) ≤ 2t. Therefore, p * − ǫ is feasible for the program (14) , which implies that σ * t ≥ p * − ǫ.
Therefore, one obtains a tighter bound on the order t at which finite convergence takes place if one can find a basis B of R[x 1 , . . . , x n ]/I with small maximum degree d B . For instance, we have seen in Example 8 two instances of bases with respective maximum degrees d B = 4 and 11.
Example 24 The grid case. In the 0/1 case, Theorem 23 gives the finite convergence result in d B + d + = n + d + steps from [12] . Consider now the general grid case as in [13] . For j = 1, . . . , n, let a 
i ) of degree m j . W.r.t. the graded lexicographic order, h 1 , . . . , h n form a Groebner basis of I and the set B of standard monomials consists of the monomials x β with 0 ≤ β j ≤ m j − 1 for all j; thus,
..,n ⌈m j /2⌉. Note that the ideal I is radical, since |V | = |B| = n j=1 m j . Lasserre [13] shows the finite convergence of σ * t to p * in d + d B steps; Theorem 23 shows the finite convergence in max(d B , d) steps (assuming the polynomial f in the objective has degree at most max(2d B , 2d) ).
Semidefinite Approximations of Low Order
From a practical point of view, the semidefinite formulation (22) for problem (1) is not very useful, since it involves matrices of size |B| × |B|, with |B| ≥ |S| being at least as large as the size of the set of points to be searched. One can instead consider semidefinite approximations of the problem (1), obtained by restricting our attention to some principal submatrix M A (y) of the combinatorial moment matrix M B (y) indexed by a small subset A of B. For instance, when the polynomial f in the objective function is linear or quadratic and V = {0, 1} n or {±1} n (the most common case in combinatorial applications), one can choose A = B t consisting of the residues modulo I of all the monomials x α for α ∈ S t , for any given t ≥ 1. Increasing values of t yield tighter approximations of (1) at an increasing computational cost, however. The approximation solves problem (1) exactly at t = n, but this may sometimes already happen for smaller values of t. We present below some conditions on the rank of the optimum matrix M B t (y) ensuring that the corresponding semidefinite relaxation solves, in fact, problem (1) exactly. We give our result in the case when
where a 1 = b 1 , . . . , a n = b n are given real numbers. Therefore, this contains both the 0/1 and ±1 cases, which are very important in combinatorial optimization. Define the polynomials
for j = 1, . . . , n. Let I be the ideal generated by h 1 , . . . , h n and S = V the associated variety, given by (24) . W.r.t. the graded lexicographic order, the set of standard monomials is the set B (also denoted as B(n)) from (21) . Given an integer t = 1, . . . , n, B t (also denoted as B t (n)) consists of the standard monomials x A = i∈A x i having degree |A| ≤ t and can be identified with the collection of subsets of the set N := {1, . . . , n} having size ≤ t. Given y ∈ R B 2t , we can define its truncated combinatorial moment matrix M B t (y) as the matrix indexed by B t , whose (A, B)th entry is equal to r T y, where r is the residue modulo I of x A x B , and thus to
, which is equal to x A∆B C⊆A∩B i∈C (s i x i ) i∈(A∩B)\C t i = C⊆A∩B i∈C s i i∈(A∩B)\C t i x (A∆B)∪C . In the 0/1 case, a i = 0, b i = 1, s i = 1, t i = 0 for all i and thus (26) reads y A∪B ; in the ±1 case, a i = −1, b i = 1, s i = 0, t i = 1 for all i and thus (26) reads y A∆B . S and h 1 , . . . , h n be as in (24) and (25) . Let y ∈ R B 2t (n) with y 0 = 1 and
Theorem 25 Let
then y is the sequence of moments of a probability measure supported by S. If, moreover, rank M B 1 (y) ≤ t, then y has a representing measure supported by a subset of S of size at most 2 t−1 .
We first establish a stronger version of Lemma 21, valid in the combinatorial setting.
Lemma 26 Let n ≥ t, y ∈ R B 2t (n) , assume that M B t (y) 0, and let f, g be two polynomials in R B t such that the residue h modulo I of their product f g satisfies deg(h) ≤ t. Then,
Proof. It suffices to show the result for g(
where the A m (resp., A ℓ ) are distinct subsets of N containing (resp., not containing) the element i, and f m , f ℓ = 0. Then, 
The matrices have block decompositions:
Here are some equations relating the above matrices:
To see this, we use the fact that the (A, B)th entry of M B t (y) is obtained by computing the residue modulo I of x A x B and linearizing, which means replacing any occurrence of x C by y C . In this way, equation: Lemma 27 Let y ∈ R B(n) and B(n) = B as in (21) . Assume that M B (y) 0 and rank M B s (y) ≤ s i=1 n i for some 1 ≤ s ≤ n. Then, the column of M B (y) indexed by the set N = {1, . . . , n} is a linear combination of the remaining columns.
Proof. By assumption, rank M B s (y) < |B s |. Therefore, there exists a nonzero vector u belonging to the kernel of M B s (y); let u(x) = I∈B s u I x I be the corresponding polynomial with degree k ≤ s and let K with u K = 0 and |K| = k. Multiplying u(x) by x N \K yields the polynomial u K x N + I∈B s ,I =K u I x I x N \K , whose residue modulo I belongs to the kernel of M B (y) (by Lemma 26, applied with n = t). The result now follows since, for each I = K with u I = 0, the residue modulo I of x I x N \K is a linear combination of monomials x H with H ⊆ I ∪ (N \ K) which is strictly contained in N . Therefore, y = (v A ) A∈B 2 for some v ∈ S and the conclusion of Theorem 25 holds.
We can now assume that t ≥ 2. Given a subset A ⊆ N with |A| = t, we deduce from Lemma 27 (applied (with n = t) to the principal submatrix of M B t (y) indexed by all subsets of A) that the column of M B t (y) indexed by A is a linear combination of columns indexed by sets of size ≤ t − 1. Therefore, M B t (y) is a flat extension of M B t−1 (y). We can extend y to a vector of R S 2t , again denoted by y, in such a way that M t (y) is a flat extension of M B t (y). [Indeed, for α ∈ S 2t , let r(x) = β∈B r β x β be the residue of x α modulo I w.r.t. B. As r(x) uses only monomials of degree ≤ 2t, one can define y α := β∈B 2t r β y β .] As M t (y) is a flat extension of M t−1 (y), Theorem 20 implies that (y α ) α∈S 2t is the sequence of moments of a nonnegative measure µ. By construction, each polynomial h i (x) = x 2 i − s i x i − t i belongs to the kernel of M t (y) and, therefore, by Lemma 1 (i), the support of µ is contained in the grid S.
Remains to show that L ≤ 2 t−1 in the case when rank M B 1 (y) ≤ t. We have that
Therefore, the 0th column of X is the all ones vector χ W (setting W := {1, . . . , L}), and the ith column of X is of the form a i χ W i + b i χ W \W i , for some set W i ⊆ W . The two matrices M B 1 (y) and X have the same rank, which is also equal to the rank of the set of vectors {χ W , χ W 1 , . . . , χ W n }; this rank is at most t by assumption. The next claim permits to conclude that L = |W | ≤ 2 t−1 , which finishes the proof of Theorem 25.
Claim 28 Let A 1 , . . . , A L be subsets of {1, . . . , n} and let Y be the L × (n + 1) matrix whose rows are (1, (χ A 1 ) 
Proof of the Claim. The proof is by induction on n ≥ t. Suppose first that n = t. As rank Y ≤ n, there exists a nonzero vector u ∈ ker Y . This vector can be chosen to be integral valued with at least one of u 1 , . . . , u n odd. Let O denote the set of i = 1, . . . , n for which u i is odd. Then |A ℓ ∩ O| ≡ u 0 (modulo 2) for all ℓ = 1, . . . , L. This implies that L ≤ 2 n−1 . Suppose now that n ≥ t + 1 and that the claim holds for n − 1. Set 
is a linear combination of rows of Y 1 (resp., of Y 0 ). Using the induction assumption, we find that
In the case when S = {±1} n and s = 1, the result from Theorem 25 was proven 1 in [15] ; the proof given there is elementary (by induction on the number n of variables) and, in particular, it does not use Curto and Fialkow's result from Theorem 20. In our proof of Theorem 25, we have used the following fact:
Theorem 29 Let S and h 1 , . . . , h n be as in (24) and (25) . Given y ∈ R B 2t , if M B t (y) is a flat extension of M B t−1 (y), then y is the sequence of moments (of order β ∈ B 2t ) of a nonnegative measure supported by S.
This result can be proved as an application of Theorem 20. Alternatively, one can proceed as follows: First, show that y has an extension to R B 2t+2 , again denoted as y, for which the matrix M B t+1 (y) is a flat extension of M B t (y), iterate and apply Theorem 14 to conclude. In combinatorial applications, the polynomial in the objective function of problem (1) is often linear. This is the case, e.g., for the maximum stable set problem, in which case we are, in fact, interested in finding some conditions on M B t (y) ensuring that the vector (y 1 , . . . , y n ) T (i.e., the projection of y on the space indexed by the singletons) can be written as a convex combination of stable sets. [The (A, B)th entry of M B t (y) being defined as y A∪B , as we are in the 0/1 setting.] The following result has this flavor.
Proposition 30 Let G = (N , E) be a graph with node set N = {1, . . . , n}. Let y ∈ R B 2 (n) with y 0 = 1 and y ij = 0 for all ij ∈ E. If M B 1 (y) 0 and rank M B 1 (y) ≤ 2, then (y 1 , . . . , y n ) T is a convex combination of incidence vectors of stable sets of G.
Proof. We can assume w.l.o.g. that y i > 0 for all i ∈ V (if needed, delete the nodes with y i = 0). We can also assume that E = ∅ (for, otherwise, the result is trivial). Let C 0 , C 1 , . . . , C n denote the columns of M B 1 (y). Then, (a) y i + y j = 1 and C 0 = C i + C j for any edge ij ∈ E.
Indeed, the submatrix of M B 1 (y) indexed by ∅, i and j has the form
As it has rank ≤ 2, its determinant is equal to 0, which implies that y i + y j = 1. Now the vector (1, −1, −1) T belongs to the kernel of this submatrix and thus to the kernel of M B 1 (y), whch shows (a). Denote by V 1 , . . . , V q the connected components of G. By (a), there exists α p ∈ [0, 1] such that y i ∈ {α p , 1 − α p } for all i ∈ V p , for each p = 1, . . . , q. We claim that (b) the subgraph of G induced by V p is bipartite.
If (b) holds, then V p can partitioned into two stable sets S p and T p such that y i = α p for i ∈ S p , y i = 1−α p for i ∈ T p . Say, α 1 ≤ . . . ≤ α p . Then, the vector (y 1 , . . . , y n ) T is equal to q p=1 α p χ S p +(1−α p )χ T p and thus to α 1 χ S 1 ∪...∪S p + p−1 q=1 (α q+1 −α q )χ T 1 ∪...T q ∪S q+1 ∪...∪S p + (1 − α p )χ T 1 ∪...∪T p . This concludes the proof since the latter is a convex combination of incidence vectors of stable sets.
Remains to verify (b). Suppose, for contradiction, that C is an odd circuit contained in V p . Choose such circuit of minimum length; then C is chordless. Moreover, y i = 1 2 for all i ∈ V p (using (a) applied to the edges in C). Say, C = (1, 2, . . . , 2k + 1). We have from (a) that C 0 = C i + C i+1 for i = 1, . . . , 2k + 1 (taking indices modulo 2k + 1). It is not difficult to see that this implies that y ij is equal to 1 2 (resp., to 0) if the distance between nodes i and j along the circuit C is even (resp., odd). Therefore, y 1,k+2 = y 2,k+2 since the two pairs (1, k + 2) and (2, k + 2) are at the same distance along C. We now reach a contradiction, since C 0 = C 1 + C 2 implies that 1 2 = y k+2 = y 1,k+2 + y 2,k+2 .
Therefore, if we add the condition that rank M B 1 (y) ≤ 2 in the formulation (5) of the theta number ϑ(G), we obtain a program which is, in fact, equivalent to the maximum stable set problem. Another formulation for ϑ(G) is given by ϑ(G) = max n i,j=1 X ij s.t. X 0, n i=1 X ii = 1, X ij = 0 (ij ∈ E).
Burer, Monteiro and Zhang [4] proved that adding the constraint rank(X) ≤ 2 in the above program yields again a formulation of the stable set problem. Thus, Proposition 30 is an analogue of their result.
Let us conclude with a question related to the max-cut problem. Given weights w = (w ij ) 1≤i<j≤n , this is the problem: max ) It is shown in [16] that t ≥ ⌈ n 2 ⌉ and equality is conjectured (it holds for n ≤ 7). In other words, it is conjectured that, for t = ⌈ n 2 ⌉, M B t (y) 0, y 0 = 1 =⇒ (y ij ) 1≤i<j≤n is a convex combination of the 'cut' vectors (v i v j ) 1≤i<j≤n (v ∈ {±1} n ).
Concluding Remarks
In this paper, we have given a semidefinite representation for the problem (1) of computing the minimum value p * taken by a polynomial over the set of real solutions to a system of polynomial equations and inequalities, assuming the equations have a finite set V of complex solutions. Our semidefinite representation involves combinatorial moment matrices M B (y), which are indexed by a basis B of the quotient space R[x 1 , . . . , x n ]/I. We also show the finite convergence of the hierarchy (13) of semidefinite relaxations introduced by Lasserre [11] and, in the case when the polynomial equations form a Groebner basis of I, the finite convergence of the dual hierarchy (14) . The matrices M B (y) involved in the new semidefinite representation have size |B| which is usually much smaller than the size |S t | of the classical moment matrices M t (y) appearing in the program (13) for any t ensuring the finite convergence. In the non-radical case, |B| > |V |. In order to give a semidefinite representation involving matrices of smaller size |V |, it suffices to replace the ideal I by the larger ideal I(V ), consisting of the polynomials vanishing at all points of V . One can find I(V ) by some Groebner bases computations (see, e.g., Proposition 2.7 in [6] ). A more efficient alternative might be to use the fact that I(V ) is the radical {f ∈ R[x 1 , . . . , x n ] | her h (f, g) = 0 ∀g ∈ R[x 1 , . . . , x n ]} of the Hermite's form Her h , where h is the constant polynomial 1 (see [2] , Theorem 4.71).
The new semidefinite representation can be proved using a result of Curto and Fialkow (Theorem 3) about finite rank (infinite) moment matrices. In the radical case, it can also be proved using a combinatorial identity expressing a combinatorial moment matrix in terms of the Zeta matrix of the ideal (see Lemma 17) ; this is a direct extension of an idea used in the 0/1 or ±1 cases. As mentioned in the Comment in Section 2.2, an analogous combinatorial identity underlies the new proof given in [17] for Theorem 3. Hence, in some sense, the non-radical case reduces to the radical case. Let us say a few words about the 'history' of the present paper. An earlier version of the paper (posted on the home webpage of the author in December 2002) was dealing exclusively with the radical case, as the proofs were based on the combinatorial facts about the Zeta matrix which need the radicality assumption. We realized later that this idea could also be used for proving Theorem 3, which led to the paper [17] , and that Theorem 3 could be used in the non-radical case, which led to the present version of this paper.
We also consider in this paper semidefinite approximations for (1) obtained by taking truncated combinatorial moment matrices and we have given rank conditions ensuring that the relaxation solves the original problem to optimality. A concrete application of the technique developped in the present paper to unconstrained global optimization can be found in the recent paper [9] .
