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ABSTRACT 
 
 
When a sample is illuminated by an imaging field, its fingerprints are left on the 
amplitude and the phase of the emerging wave. Capturing the information of the wavefront 
grants us a deeper understanding of the optical properties of the sample, and of the light-matter 
interaction. While the amplitude information has been intensively studied, the use of the phase 
information has been less common. Because all detectors are sensitive to intensity, not phase, 
wavefront measurements are significantly more challenging. Deploying optical interferometry 
to measure phase through phase-intensity conversion, quantitative phase imaging (QPI) has 
recently gained tremendous success in material and life sciences.  
The first topic of this dissertation describes our effort to develop a new QPI setup, 
named transmission Spatial Light Interference Microscopy (tSLIM), that uses the twisted 
nematic liquid-crystal (TNLC) modulators. Compared to the established SLIM technique, 
tSLIM is much less expensive to build than its predecessor (SLIM) while maintaining 
significant performance. The tSLIM system uses parallel aligned liquid-crystal (PANLC) 
modulators, has a slightly smaller signal-to-noise Ratio (SNR), and a more complicated model 
for the image formation. However, such complexity is well addressed by computing. Most 
importantly, tSLIM uses TNLC modulators that are popular in display LCDs. Therefore, the 
total cost of the system is significantly reduced. 
Alongside developing new imaging modalities, we also improved current QPI imaging 
systems. In practice, an incident field to the sample is rarely perfectly spatially coherent, i.e., 
plane wave. It is generally partially coherent; i.e., it comprises of many incoherent plane waves 
coming from multiple directions. This illumination yields artifacts in the phase measurement 
results, e.g., halo and phase-underestimation. One solution is using a very bright source, e.g., 
a laser, which can be spatially filtered very well. However, the laser comes at the expense of 
speckles, which degrades image quality. Therefore, solutions purely based on physical 
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modeling and computations to remove these artifacts, using white-light illumination, are highly 
desirable. Here, using physical optics, we develop a theoretical model that accurately explains 
the effects of partial coherence on image information and phase information. The model is 
further combined with numerical processing to suppress the artifacts, and recover the correct 
phase information. 
The third topic is devoted to applying QPI to clinical applications. Traditionally, stained 
tissues are used in prostate cancer diagnosis instead. The reason is that tissue samples used in 
diagnosis are nearly transparent under bright field inspection if unstained. Contrast-enhanced 
microscopy techniques, e.g., phase contrast microscopy (PC) and differential interference 
contrast microscopy (DIC), can render visibility of the untagged samples with high throughput. 
However, since these methods are intensity-based, the contrast of acquired images varies 
significantly from one imaging facility to another, preventing them from being used in 
diagnosis. Inheriting the merits of PC, SLIM produces phase maps, which measure the 
refractive index of label-free samples. However, the maps measured by SLIM are not affected 
by variation in imaging conditions, e.g., illumination, magnification, etc., allowing consistent 
imaging results when using SLIM across different clinical institutions. Here, we combine 
SLIM images with machine learning for automatic diagnosis results for prostate cancer. We 
focus on two diagnosis problems of automatic Gleason grading and cancer vs. non-cancer 
diagnosis. 
Finally, we introduce a new imaging modality, named Gradient Light Interference 
Microscopy (GLIM), which is able to image through optically thick samples using low spatial 
coherence illumination. The key benefit of GLIM comes from a large numerical aperture of 
the condenser, which is 0.55 NA, about five times higher than that in SLIM. GLIM has an 
excellent depth sectioning when recording three-dimensional information of the susceptibility 
of the sample. We also introduce a model for the image formation of GLIM with an implication 
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that a simple filtering step in the transverse dimension can dramatically improve the sectioning 
in the axial dimension. With GLIM, one can measure accurately the surface area, volume, and 
dry mass of a variety of biological samples, ranging from cells that are about tens of microns 
thick to bovine embryos that are hundreds of microns thick. 
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CHAPTER 1: INTRODUCTION 
 
1.1 Microscopy 
Starting as a cloth merchant at the age of 16, Antonie van Leeuwenhoek (1632-1723), a Dutch 
lens maker also known as “the Father of Microbiology”, nurtured his passion for grinding and 
polishing lenses with the first objective of identifying thread counts. Quickly afterward, he 
built a microscope with magnification far exceeding other competitors available at the time 
[1]. His curiosity also made him the first person in history to discover a whole new world of 
existing microscopic lives. Leeuwenhoek used his miniature microscope to look at bacteria, 
spermatozoa etc., and wrote letters to the Royal Society to describe his observations [2]. These 
letters marked a new area of microbiology study and modern microscopy. However, the optical 
resolution of a microscope, the smallest observable size of an object, was not well understood 
until more than one hundred years after, when Ernst Abbe (1840-1905), a German physicist, 
published a paper establishing the resolution limit in 1873 [3]. Alongside resolution, contrast 
is also a major challenge in the development of early microscopy. Many living cells are 
optically thin and transparent, essentially “phase objects”. Low absorbance makes them barely 
detectable to the conventional microscopy inspection (for example, see Figure 1.1(a)).  
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Figure 1.1 Imaging sperms under different microscopy modalities. (a) BF microscopy. (b) PC microscopy. (c) 
DIC microscopy. (Adapted from: 
http://www.vivo.colostate.edu/hbooks/pathphys/reprod/semeneval/motility.html). 
 
Understanding this phenomenon, a Dutch physicist named F. Zernike (1888-1966) 
invented the first phase contrast microscope [4], which maps minute phase shifts into intensity 
modulations, measurable to optical detectors such as human eyes and cameras (for example, 
see Figure 1.1(b)). Zernike understood that the total field emanating from the sample consists 
of two components: a strong incident field and a much weaker field shifted by a quarter of a 
wavelength. To maximize the interference contrast, he proposed a modification in the optical 
setup to attenuate the strong incident field, and further retard or advance it by another quarter 
wavelength. This change makes the two fields oscillate either in-phase or out-of-phase, 
rendering the maximum contrast on the interference image. The invention earned Zernike a 
Nobel prize in physics in 1953. Other contrast-enhanced microscopy techniques were also 
introduced including the DIC microscopy [5], first invented by David Smith in 1955. The 
contrast in DIC is sensitive to the directional gradient of the phase instead of the phase itself. 
The key benefit of DIC compared to PC is the ability to use spatially incoherent illumination, 
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allowing it to have higher resolution and better depth sectioning. Although these methods 
represent significant advancements in microscopy, their outputs are still qualitative. 
   
1.2 Quantitative phase imaging (QPI) 
In 1948, Dennis Gabor (1900-1979), a Hungarian-British physicist, introduced holography, a 
process in which the sample field from an object is recorded on a holographic plate [6]. Such 
recording allowed reconstruction of an unreal image of an object without its physical presence. 
However, holography did not gain much attention at the time due to a lack of coherent light 
sources. Thanks to the introduction of lasers as new prominent sources, holography gained 
more popularity after 1960 [7]. Advancements in digital image sensors and digital holography 
allowed recording holograms on the charged-coupled devices (CCDs), instead of the 
photorefractive materials, and reconstructing the wavefronts with high quality. Later on, 
scientific-grade CCDs and complementary metal-oxide-semiconductor (CMOS) sensors 
become widely available at reasonable prices. These factors converted holography into an 
emerging field, quantitative phase imaging (QPI) [8]. At the moment, QPI has become a 
popular tool in biomedical research including mass transport [9, 10], cell growth [11, 12], cell 
structures and dynamics [13, 14], tomography [15, 16], and topography [17]. It has also been 
recently expanded to clinical applications [18, 19] and material sciences [8, 20].  
When light travels through phase objects such as cells or tissues, its wavefront is 
deformed due to variation in the optical path length. The amount of deformation depends on 
the refractive index of the samples compared to that of the surrounding medium. More 
specifically, the quantity of interest QPI is the phase,  r ,   defined as 
 r   on r h r . Here, o is the central wavenumber of the illumination, n r ,  and 
h r  are the refractive index difference and the thickness sample, respectively. r  x, y   is 
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the lateral coordinate of the location of interest in the field of view (FOV). For classification 
purposes, QPI can be divided into non-interferometer and interferometry groups.  
The non-interferometer group needs only one intensity field to measure the phase. For 
example, the quadriwave lateral shearing interferometry (QWLSI) [21] method uses modified 
Hartmann masks [22]  to convert local wavefront variations into local displacements of focal 
spots of micro-lenses, placed right before the imaging sensor. However, the effective resolution 
of QWLSI, which is physically constrained by the size of the microlens, is worse than the 
diffraction limit. Computation-based methods, such as the transport of intensity (TIE) [23, 24], 
use a relation between the phase and intensity of the sample field at each pixel. The relation 
allows extracting the Laplacian of the phase from intensity measurements using multiple 
images acquired at different axial depths, ultimately reducing the axial resolution of the system.  
   The interferometry group, on the other hand, requires two fields, a reference one, Ur ,  
and an imaging one, Ut .  The phase is extracted through their temporal cross-correlation 
function, evaluated over several optical cycles. There are several ways to partition methods in 
this group. The following classification criteria are used: traditional vs. common-path, off-axis 
vs. in-line, phase-shifting vs. single-shot, and white-light vs. laser illumination.  
The first classifier relates to how the reference field is generated. In traditional 
interferometry, it is identical to the illumination field, carrying no sample information. Methods 
following this principle include digital holographic microscopy (DHM) [25-27], Hilbert phase 
microscopy [28], digitally recorded interference microscopy with automatic phase shifting 
(DRIMAPS) [29], and optical quadrature microscopy (OQM) [30], etc. Meanwhile, in the 
common-path group, the reference field is derived by spatially filtering the sample field. 
Examples of these methods include Fourier phase microscopy [31], spatial light interference 
microscopy (SLIM) [32, 33], and diffraction phase microscopy [20, 34], etc. Although 
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coherence artifacts, e.g. halo and phase underestimation, are less for traditional interferometry 
setups [35], they are often affected by mechanical vibration and ambient noise. Frequent 
calibration and laser illumination are also needed to maximize the contrast of the interference 
image. However, speckles from the laser significantly degrade the image quality [36]. 
Meanwhile, the common-path interferometry setups are extremely stable to ambient noise and 
mechanical vibration [20]. The geometry significantly simplifies the optical setup by 
eliminating extra stabilizing equipment. Also, white-light illumination [37] can be used to 
suppress the speckles to reach the optical diffraction limit and achieve high sensitivity. More 
importantly, common-path methods can be directly deployed to commercially available 
microscopes as add-on modules. Unfortunately, they are more sensitive to the spatial coherence 
of the illumination, which may result in halo artifacts [22, 38].   
Phase-shifting interferometry, e.g. SLIM [32], FPM [14], combines different frames 
obtained from multiple temporal phase modulations, at least three frames, to produce a phase 
map. On the other hand, single-shot interferometry methods, e.g. DPM [20], HPM [28], 
provide a phase map directly from a single intensity image. Therefore, it is often used in 
studying high-speed dynamics at the cost of lower spatial resolution, compared to phase-
shifting interferometry. 
Most conventional DHM methods use off-axis illumination, causing a higher noise 
floor compared to that of on-axis geometries.  
Another way to sort QPI systems is by using the figures of merit. Performance of a QPI 
system is characterized by four different factors: (a) acquisition rate, (b) transverse resolution 
(c) spatial phase sensitivity and (d) temporal phase sensitivity, see Chapter 2 in Ref. [8]. The 
fastest acquisition rate is given by single-shot methods [39], [40] with possible transverse 
resolution loss (from the theoretical limit). Phase-shifting methods [32, 33], in contrast, retain 
this limit at the cost of lower frame rate. However, even with phase-shifting method, the 
  6
theoretical resolution limit can hardly be achieved in practice due to speckle, as a result of high 
temporal coherence of laser illumination sources [36, 41]. Despite potentially being useful in 
some applications, speckle is a detrimental factor to the spatial phase sensitivity. Fortunately, 
white-light methods [34, 39, 42, 43] can remove these speckles almost completely due to an 
extremely short coherence length (typically in the order of 1 micron). Hence, spatial phase 
sensitivity is best with white-light methods. Finally, the temporal phase sensitivity attains its 
maximum performance with common-path methods [32, 37]. 
 
1.3 Applications of QPI 
In recent years, QPI has emerged as a promising tool to several fields of study [10, 12, 18, 
44-66]. Below are some examples. 
1.3.1 Biomedical research 
QPI methods were used to quantify cell growth [12], cell motility [44], dry mass [45, 46], 
response to drug delivery [47], red blood cell (RBC) dynamics [48-51, 67-71], blood testing 
[52, 53], metastatic cell studies [55], arthropod imaging [59], and detecting microorganisms in 
food [72]. Researchers have been using QPI to characterize neural network formation [10, 54], 
measure intracellular transport [10, 55, 56], investigate cytoskeleton dynamics [49, 57], and 
image cell structures [58]. Recently, it has been extended to imaging large samples, e.g., 
arthropods [59] and tissue [60]. 
1.3.2 Material sciences 
Thanks to the high sensitivity to changes in the optical path length, QPI has also been used in 
material sciences to measure the axial expansion of the palladium micro-disks during hydrogen 
exposure [61], monitor photochemical etching [62] and semiconductor etching [63], study the 
evaporation processes of micro-droplets [64] and image fast moving air-water mixer flows 
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[73]. Combining with pattern recognition, Zhou et al. used QPI to detect wafer defects as small 
as 20 nm [65]. 
1.3.3 Clinical applications 
Standard health care can benefit from the merits of QPI. In [18], Wang et al. reported for the 
first time, the use of the phase measured by QPI to classify benign vs. cancerous areas in a 
dataset of 11 prostate biopsies. Sridharan et al. proposed using QPI to improve the prediction 
of prostate cancer recurrence [19], [74]. Majeed et al. [66] found that breast cancer diagnosis 
results using QPI images have good agreement with those using H&E stained images. 
1.3.4 Tomography 
Recent advancements in QPI marked significant achievements in tomography when several 
groups extended QPI to fully reconstruct the three-dimensional (3D) susceptibility of the 
sample using deconvolution, e.g., [15, 43, 58]. Synthetic aperture imaging methods that 
combine multiple recordings at different incident angles were also introduced [75-77]. 
However, high computational complexity and strong storage demands are still major 
bottlenecks preventing these techniques from being widely applicable.  
1.4 Thesis overview 
 
The main topic of this dissertation is improving QPI using computational tools. We show how 
to use computational tools to extend capabilities of QPI into clinical applications. Chapter 2 
covers the design and implementation of a transmission SLIM (tSLIM) system using the 
twisted nematic liquid-crystal (TNLC) spatial light modulator (SLM). tSLIM offers 
comparable image quality compared to the traditional SLIM. However, it is more cost-
effective. Chapter 3 shows a detailed analysis of the effects of spatial coherence, both two-
dimensional (2D) and 3D, to common-path QPI. We show that the partial coherence of the 
illumination causes both the halo artifact and the phase-underestimation to the phase 
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measurement. Based on this analysis, we propose a computational method to reverse these 
phenomena and recover the correct phase results in Chapter 4. We show that this correction 
can also be applied to phase-contrast (PC) to remove the halo artifact in the widely used PC 
microscopy. Chapter 5 demonstrates a combination between QPI and machine learning to 
obtain high throughput automatic diagnosis of prostate cancer. The framework is evaluated on 
a large dataset from a tissue micro array (TMA), consisting of more than 300 cores, one core 
per person. Chapter 6 shows our most recent work on developing a new microscopy technique, 
named Gradient Light Interference Microscopy (GLIM), an expansion of the differential 
interference contrast (DIC) microscopy. The key benefit of GLIM is an ability to use low 
spatially coherent light, allowing it to have excellent depth sectioning and transverse 
resolution, even for optically thick samples that are up to hundreds of microns thick. To obtain 
tomography information, we suggest a simple filtering method that is effective in both 
computational and storage costs. Chapter 7 concludes this dissertation with key contributions 
of these works. 
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CHAPTER 2: tSLIM: DESIGN AND IMPLEMENTATION 
 
 
 
2.1 Introduction 
 
The SLIM method, first introduced in [32], is a common-path, phase-shifting QPI method that 
uses white-light illumination to obtain speckle-free phase information with sub-nanometer 
noise level at optical diffraction resolution. SLIM possesses a depth-sectioning of about 1.2 
microns thanks to an extremely short temporal coherence length of white light illumination. It 
also has an excellent temporal sensitivity due to common-path geometry. In contrast to the 
method of transport of intensity Equation (TIE) [23], SLIM has no assumption on the imaging 
field and has a better axial sectioning. From an application standpoint, many other QPI methods 
require dedicated microscopes while the SLIM system is an add-on module. The traditional 
SLIM system comes with a PAN-SLM with very high diffraction efficiency (more than 90%) 
that performs phase-only modulation. However, the high cost of these SLMs is the biggest 
bottleneck in popularizing the method. To alleviate this issue, we propose to use the TNLC-
SLM as an alternative. In [33], we demonstrated a tSLIM system using a transmission TNLC-
SLM (Holoeye Inc.) with competitive sensitivity. In the next section, we briefly recap the 
working principles of both SLIM methods with emphasis on the difference between the two 
systems. Interest readers are referred to [33] for more details. 
2.2 Principle of SLIM 
Both SLIM and transmission SLIM have the same principles. Consider a phase object with 
transmittance T r   exp i r  ,  where r  is the coordinate of interest in the sample plane, 
and  r  the quantity of interest. Under coherent illumination, the sample field at the output 
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port of the microscope relates to the transmittance as U p r   cT r  for some constant c  
that depends on the amplitude of the incident. Because of this constant, the phase can be 
extracted up to an offset as    arg T     r r . Unfortunately, direct intensity measurement 
only gives I p r   Up r 
2
 c
2
,  not the phase of interest. To extract  r  , the SLIM 
method [32] decomposes U p  into a non-scattered component oU  and a scattered component sU  
such that 
 
U
p
(r

) U
o
U
s
(r

) U
o
1 (r

)exp i(r

)   ,where  r   Us r  Uo ,  and 
 r   arg Us r    arg Uo .  Here, the plane wave oU  is obtained by spatially averaging 
U p r . Therefore, it does not vary as a function of the transverse coordinate r . Given both  r   
and  r ,the phase of interest can be extracted as  
 
 
 r
   tan1
 r
 sin  r  
1  r
 cos  r  








.   (2.1) 
To solve  r   and  r ,four combinations of Uo  and Us r  are generated with recorded 
intensities for the interference. Let ai  be the relative weights of the two fields for the i
th 
combination. The corresponding intensity of the combined field is given by: 
 
 
I r

;a
i   aiUo Us r 
2
 a
i
2
U
o
2
 U
s
r
 
2
 a
i
*U
o
*U
s
r
   aiUoUs* r ,
  (2.2) 
where i 1, 2, 3, 4. Note that for each transverse coordinate r , there are four linear equations 
provided by Eq. (2.2), enough to solve for four unknowns Uo
2
, Us
2
,UoUs
*,UsUo
*.  Using 
solutions of these unknowns, one can compute  r   Us r 
2
Uo
2
, 
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 r   arg Us r Uo
* . These quantities are afterward substituted into Eq. (2.2) to compute 
 r .  
In SLIM, a PAN-SLM was used which generates four phase-only modulation 0, 2, , 
and  3 2,  corresponding to a1  1, a2  i,a3  1,  and a4  i. In tSLIM, the TNLC-SLM 
performs both phase-modulation and amplitude-modulation. Therefore, the quantities ai 's  are 
four different complex numbers, which can be determined using a calibration procedure 
described in [33].  
2.3 Optical setup 
Figure 2.1 shows the optical setup of the tSLIM system, which is similar to that of the SLIM 
except that the reflective PAN-SLM of SLIM is replaced by a transmission TNLC-SLM. First, 
the sample field U p  is relayed to the output port of a PC microscope. Then, the lens L1
performs a spatial Fourier transform to generate  at its back focal plane. On this plane, 
is split into two non-overlapping components,  and  Here,  matches the phase ring of 
the objective and the phase annulus of the condenser.  covers the rest of the aperture of the 
objective, after excluding  The TNLC-SLM generates a modulating ring matching this phase 
annulus, with a modulating coefficient of ai  on  The second lens     performs another Fourier 
transform on each field, and yields aiUo Us . The camera captures the intensity of this new total field 
as 
 
I r

;a
i   aiUo Us r 
2
. To solve for the phase map  r ,  one needs four intensity images 
corresponding to four coefficients 
 
a
i
’s.  
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Figure 2.1 Optical setup of tSLIM. (a) The sample field from an inverted Nikon Ti-E microscope with a 
40  0.95  NA objective is spatially Fourier transformed by the Fourier lens L1 onto the surface of a TNLC-
SLM (LC 2002, Holoeye Inc.). This SLM introduces four different modulations to the Fourier transform,  
and  The Fourier lens L2  performs an inverted Fourier transform on these fields so that they can interfere on 
the LCD. (b) Four recorded intensity frames at four different modulations. The field of view is approximately 
2
200 200μm .   
2.4 Results 
To determine the accuracy of our method, we image polystyrene spherical micro-beads (CAT #19814, 
Polysciences Inc.) with a diameter of 2 µm 5%±  and a refractive index value of  n  1.5962, 
evaluated the central wavelength. The beads are suspended in immersion oil (Zeiss Inc.), n  1.518. 
Figure 2.2(a) shows an image of two beads with a thickness cross-section displayed in Figure 2.2(b). 
Clearly, the maximum thickness measured is very close to the known diameter of the bead, which tells 
that tSLIM provides accurate thickness measurement. To quantify the spatial phase sensitivity of our 
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system, we image the optical path length variation of a background area, shown in Figure 2.2(c). The 
blue profile in Figure 2.2(d) shows a histogram of OPL variation over the FOV, with a standard 
deviation of 0.99s   nm, which is also the spatial sensitivity of the system. Another important 
characteristic of a QPI system is the temporal stability. To quantify this metric, a series of 284 frames 
of the background is recorded over 30 seconds. Next, a temporal average is subtracted to each frame to 
remove common mode noise [8]. An average value of 1.33 nm is found for the standard deviation of 
the temporal OPL variation at each pixel, evaluated over 284 resulting images. The red curve in Figure 
2.2(d) shows a histogram of the temporal OPL variation. Apparently, tSLIM has a comparative 
temporal sensitivity to the white-light DPM [37] (1.1 nm temporally) but lower than the SLIM 
setup using a PAN-SLM [32] (0.28 nm spatially and 0.029 nm temporally). Apart from pristine 
optics and alignment quality, lower spatial and temporal sensitivity in tSLIM can be explained 
by a lower diffraction efficiency, 55% for TNLC-SLMs (LC2002, Holoeye Inc.) 
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Figure 2.2 (a) Thickness map (in microns) of two 2 μm  polystyrene micro-beads. (b) Cross-section along the 
line profile in (a). (c) Quantitative optical path length (OPL) map of a background region in a single frame. The 
unit is in nanometers. (d) Blue: Histogram of optical path length in the few of view shown in (c) (standard 
deviation 0.99s  nm). Red: Histogram of optical path length at a single pixel across 284 frames (standard 
deviation 1.33t  nm). 
Finally, we show experimental results with human cancer cervical epithelial (HeLa) 
cells. The cells were placed in a 35 mm glass-bottom dish and kept at 37oC in the incubator to 
develop to a sufficient confluence. Then, a glass cap is applied on the top to prevent evaporation 
during imaging. Figure 2.3 shows phase contrast images next to transmission SLIM images at 
two different planes at 0μmz   and 1.8μm.z   Note that tSLIM images suffer from the halo 
effects similar to the PC microscopy. This effect is due to spatial coherence of the illumination, 
which will be covered in detail in the next section. 
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Figure 2.3 Phase contrast (left) and transmission SLIM (right) comparison. (a), (b) Phase contrast and SLIM 
images of two HeLa cells at 0μm.z   (c), (d) Phase contrast and SLIM images of the HeLa cells at 1.8μm.z 
The green arrows point to the location of nucleoli. The color bars are phase values in radians. 
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CHAPTER 3: QPI WITH PARTIALLY COHERENT 
ILLUMINATION 
 
3.1 Image formation 
In this chapter, we consider the effect of the spatial coherence of the illumination on QPI 
measurements. Recall that in Chapter 2, when describing the relationship between the sample 
field U p  and the sample transmittance, T , we have assumed that U p r   cT r for some 
constant c. However, this assumption is only valid when the illumination is spatially coherent 
or at least, when the coherence area [78] is larger than the field of field. In the most general 
settings, we haveU p r ,t  Ui r ,t T r ,  where Ui r ,t  is the time-varying incident field. 
When the incident field Ui  is not smooth enough over the scale of FOV, which happens when 
the illumination is only partially spatial coherent [35], the effects of the incident cannot be 
ignored. Here, we consider cases when Ui r ,t  cannot be well approximated by such constant 
c. Moreover, we only consider QPI methods that belong to the interferometry family. The 
effect of spatial coherence on the non-interferometry QPI method is outside the scope of this 
thesis and had been studied elsewhere, e.g., [24, 79, 80]. Interferometry setups require two 
fields: the sample field, Up , and a reference field, Ur . The measurable phase quantity of these 
systems is 
 
 

m
r
   arg G p ,r r ,r ,0   ,   (3.1) 
where 
 
G
p,r
r

,r

,0   U p r ,t Ur* r ,t  t  is the temporal cross-correlation between these 
two fields, evaluated at zero-delay,   0.  Depending on how the reference field, Ur ,  is 
generated, the interferometry family can be divided into two subgroups: traditional 
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interferometry and common-path interferometry (see Figure 3.1 for a schematic). Next, we 
study the effect of spatial coherence in details for each subgroup. 
 
 
Figure 3.1 Interferometry QPI methods. (a) Traditional interferometry: the illumination field, Ui ,  is split into 
two components. The first one goes through the sample to generate the sample field, U p . The other serves as 
the reference field, Ur .  Then, they interfere with each other at the CCD plane. (b) Common-path 
interferometry: the sample field, U p , is relayed to the output port of the microscope. Afterward, the reference 
field, Ur ,  is derived by spatially filtering the sample field, U p , using a physical pinhole placed at the back 
Fourier plane of the lens L1. The first order diffraction pattern generated by a grating G1  is used as the sample 
field, U p , at the detector plane. (c) A low numerical aperture of the condenser, NAcon ,  increases the spatial 
coherence of the illumination field. (d) High NAcon  reduces the spatial coherence. 
  18
 
3.1.1 Traditional interferometry 
In traditional interferometry, Figure 3.1(a), the reference field is a copy of the illumination, 
i.e., Ur Ui . Again, the sample field is U p r ,t  Ui r ,t T r . Hence, 
 
 
G
p,r
r

,r

,0   T r  U i r ,t U i* r ,t  t  T r  Ii r ,   (3.2) 
where    
2
,i i
t
I U t r r  is the intensity of the incident field. Since  
I
i
r
  is a positive 
quantity, the measured phase,      ,arg , ,0 arg ,m p r T      G     r r r r  is identical with 
the phase of interest,    arg .T     r r Therefore, traditional interferometry QPI 
measurements can be performed accurately regardless of the spatial coherence of the 
illumination, as long as the reference and illumination fields are identical. There is also no halo 
and phase reduction phenomenon associated.  
3.1.2 Common-path interferometry 
Next, let us consider the case when the reference field Ur  is derived by spatially filtering the 
sample field Us  via, for example, passing the central portion of its Fourier transform through 
a small physical pinhole (see Figure 3.1(b)). Denoting the spatial filtering kernel characterizing 
this operation by   ,oh r  the reference field can be written in an explicit form as 
      ; ; ,r t oh   rU r U r rⓥ   (3.3) 
where 
r
ⓥ  is the two-dimensional convolution operator. In this case, the temporal cross-
correlation function becomes  
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where  , ' ,0i  G r r  is the mutual intensity function [78] of the illumination, which, under 
statistical homogeneity, becomes 
 
G
i
r

,r '

,0   G i r  r ' ,0 ,  a function of the variable 
difference. Then, Eq. (3.4) becomes   
 
         
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* * 2
,
*
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,
p r i oT h T d
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 
G  G  
   
ò
r
r r r r r r r r r
r rⓥ
  (3.5) 
where we have defined a new quantity, 
 
h r
   G i* r ,0 ho r . Equation (3.5) establishes a 
relationship between the measurable quantity in QPI, G p,r r ,r ,0 ,  and the transmission 
function of the object, T . When: 1) the illuminating field Ui  is spatially partially coherent and 
characterized by the correlation function, 
 
G
i
r

,0 ,and 2) the reference field Ur  is obtained 
by blurring the sample field via a kernel 
 
h
o
r
 .  As a side note, expanding the condenser 
aperture of the illumination decreases the degree of coherence for the illumination; i.e., G i  
becomes narrower and vice versa. In contrast to the previous case, now the measurable 
quantity,G p,r r ,r ,0 ,  is no longer just the transmission function T r ,   multiplied by a 
positive quantity. In this case, the measured phase, 
 

m
, differs from the expected value. More 
specifically, 
       arg .m T h        rr r rⓥ   (3.6) 
Equation (3.6) is the key result of this section and [35]. It will be later used to explain the halo 
and the phase underestimation effects.  
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3.2 Three-dimensional partially coherent QPI 
The sample is usually scanned in the axial dimension in tomography applications. For each 
axial coordinate, z,  a different transverse phase image 
 

m
r

, z  is measured. However, for 
optically thick specimens, the transverse transmission function T r   is not sufficient to 
characterize the samples. Also, the phase of interest 
 
 r
  is not well defined [38]. In this 
section, we study the effects of spatial coherence of 3D weakly scattering samples, 
characterized by a susceptibility function  r  . Here, r  r ,z   is the 3D coordinate for a 
point of interest. This section summarizes results in our recent publication [38]. For simplicity, 
we only present main results with emphasis spent on the difference between the two cases. The 
measured phase in 3D speaks 
                3 ,i ih h j j j d »    r rr r r r r r rⓥ ⓥ   (3.7) 
where r ⓥ is the 3D convolution operator. The phase  
j r   is the “ideal” phase in 3D, expected 
with perfectly coherent illumination, and 
 
h
i
r  is a generalization of the 2D mutual intensity 
function of the illumination, 
 
G
i
r . However, the kernel  hi r , in spite of being a function of 
r,  only performs filtering in the transverse coordinate,  
r

,  since 
 
h
i
r   G i r  G i r ' d 2r 'ò d z . Again,  G i r   is the mutual intensity function of the 
illumination, evaluated at the image plane. Next,  d
3 
 represents the 3D Dirac delta-function. 
Apparently, Eq. (3.7) is very similar to Eq. (3.6). Both of them tell that our 3D measurement 
 
 r  is also a high-pass filtered version of an ideal phase,  j r . The “ideal” phase,  j r ,  is a 
function of the sample susceptibility in 3D instead of the sample transmission. It is defined as 
         12 ,oi q n zo n e j   
  Á    r k
r rⓥ   (3.8) 
 
  21
where o is the central wavenumber in free-space, n  is the spatially averaged refractive index, and q  
is the axial component relating with the transverse wavevector, k , through the dispersion relation 
q  o
2  k
2 . This ideal phase is a generalization of the 2D phase of interest,  . r  We show its 
convergence to the 2D phase of interest when the sample is thin and well-focused in Appendix A, 
Section A.2. We give a short proof for Eq. (3.7) in Appendix A, Section A.3.  
3.3 Halo and phase underestimation artifacts 
3.3.1 2D case 
Equation (3.6) indicates that the measured phase at each point in the FOV depends on that at 
neighboring points, which is the result of the convolution with the kernel, 
 
h r
 .It is physically 
insightful to discuss two asymptotic cases: i) extremely narrow h,  i.e.      2oh d ®r r  and 
ii) and extremely broad h,  i.e. 
 
h
o
r
  » const. The first case happens when the illumination 
field is completely spatially incoherent, which results in a kernel h  much narrower than the 
transmission T . Consequently,     T h T
  
®r r rⓥ , and the measured phase vanishes,  
   0.incohm »r   (3.9) 
Thus, Eq. (3.9) establishes the impossibility of measuring any phase information using 
spatially incoherent light, even when the spatial filter used to render the reference field Ur  is 
perfectly closed, i.e., 
 
h
o
r
  » const. By contrast, if the illumination field is perfectly coherent, 
G i r  r '  » constr ,r ' ,  and, also, if the spatial filtering is perfect,  ho r  » const, the 
kernel  h r  becomes much broader than the object function T r . In this case, we have 
   ,T h const
 
»r rⓥ  which gives an accurate measurement, 
    .cohm  r r   (3.10) 
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All situations of experimental relevance exist between the two extreme cases of complete 
coherence and complete incoherence, described by Eqs. (3.9) and (3.10), respectively. When 
the coherence area of the illumination field is comparable to the size of the object of interest, 
the measured phase map misses the low frequencies contained in the function  T hrⓥ . This 
artifact is well known as the “halo effect” in phase contrast microscopy. 
 
Figure 3.2 Comparison between measured and calculated profiles for quartz pillars, as described in text. The 
NAcon  values are decreasing from (a) to (e), as shown above each topography profile. 
To justify our model, we show a comparison between experimental measurements and 
our theoretical prediction using the formulae derived above. Our analyses were performed 
using DPM (Figure 3.1(b)) set up with various values of the condenser numerical aperture, 
.conNA  More details about the optical setup and procedure for obtaining the correlation 
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function, G p,r r ,r ,0 ,  from the interference pattern, can be found in [40]. A brief description 
of this step is given in Appendix A, Section A.1. For this experiment, transparent quartz 
micropillars were fabricated with known dimensions to serve as control samples. A 1" quartz 
wafer was patterned using SPR 511a positive photoresist and transferred to the quartz substrate 
by etching in a reactive ion etcher (RIE) using a CF4 (Freon 14) plasma, resulting in square 
micropillars of various widths and a height of 123 nm, measured by the Alpha Step IQ 
Profilometer. The refractive index of quartz used in the simulation was 1.545 at the center 
wavelength of the source of 574 nm. This central wavelength is measured experimentally [81]. 
We obtained the phase maps and their topography associated with 5, 10, 20, and 40 µm width 
pillars.  
 Figure 3.2 and Figure 3.3 show a comparison between our theoretical predictions and 
experimental measurements taken using DPM. To model the effects of spatial coherence on 
QPI measurements, calculations based on Eq. (3.6) were performed in MATLAB for the case 
of monochromatic light at the central wavelength. In our calculations, the DPM pinhole filter 
was assumed to be perfect, i.e., 
 
h
o
r
  » const, which is a good approximation when using a 
10 µm pinhole under the current DPM configuration [81]. The spatial power spectrum 
associated with the condenser aperture is approximated very well by a Gaussian function (see 
inset on the top-right corner of Figure 3.3). Clearly, our calculation predicts very well the phase 
reduction under partially coherent illumination. Furthermore, the model also accurately 
describes artifacts in the measured topography, i.e., the halos commonly observed in QPI and 
phase contrast microscopy [8, 81]. Notice that opening up the condenser aperture reduces the 
spatial coherence to the point where only edges of the pillar appear in the phase image, which 
matches the theoretical prediction. However, using smaller pinholes for spatially filtering the 
illumination light results in increasingly accurate phase and topography measurement, as 
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summarized in Figure 3.3. In other words, as the coherence area increases, the halo diminishes, 
and the height map converges to the ground truth. 
 
Figure 3.3 Comparison between measured (markers) and calculated (Eq. (3.6)) pillar height values (lines) vs. 
NAcon  for four different pillars. The inset shows the fit of the condenser aperture with a Gaussian function. 
3.3.2 Halos in 3D imaging 
Similar to the 2D case, the 3D phase measurement also suffers from the halo and phase underestimation 
artifacts. The explanations for these phenomena are the same in both cases. However, since 
 
h
i
r   G i r  G i r ' d 2r 'ò d z  , it follows directly that the halo effect does not change along 
the axial dimension and not affected by defocusing. Again, the quartz pillars were to verify our 
model. We obtained DPM phase measurements,  r ,  at several z-steps and with different 
values of NAcon . The step size is set to 0.57 μm , about 4.6 times the pillar’s thickness. For each 
value of NAcon , z-values in the range of [-12.5, 12.5] μm  from the central sample plane were 
acquired. Figure 3.4(b), 3.4(d), and 3.4(f) show our measurements and simulation results for 
 r   at different z-positions with conNA   0.0072. Clearly, the simulation has an excellent 
agreement with the experiments as shown in the Figure 3.4 (a), (c), and (e).   
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Figure 3.4 Experimental (left) and simulated (right) thickness measurements in nanometers for 3D pcQPI 
imaging of a 20 μm  width, 123 nm thick micro-pillar at
 
NA
con
 0.0072.  (a) and (b) show the thickness 
recovered from   r  at the sample plane. (c) and (d) are thickness measurements at +10 μm from the sample 
plane. (e) and (f) show the x-z cross-section for the thickness measurements at y = 0.0 μm.  The halo and phase 
reduction can be seen for all these z-steps. 
Figure 3.5 shows experimental and simulated cross-sectional profiles for the thickness 
measurements at different values of 
 
NA
con
 at the sample plane and 10μm  from it. The height 
profiles confirm that, as the sample is scanned through focus, the object blurs but the halo 
remains unchanged. In our simulation, we use a Gaussian profile for the spatial power spectrum 
of the illumination, , with a standard deviation of 
 

O
NA
con
. Good agreement between 
the simulated and measured profiles can be seen at the sample plane in Figure 3.5(a) and (b). 
However, at z = +10 μm  from the sample plane, in Figure 3.5(c) and (d), the simulation 
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exhibits more significant modulation (“ringing”) than the experiment. This phenomenon can 
be attributed to various smoothing effects in the optical setup and the fact that our simulation 
is based on monochromatic light, while in the actual experiment, the illumination has a finite 
bandwidth around this frequency. Therefore, the diffraction ringing is washed out in 
experiments due to the combination of different diffraction kernels at various optical 
frequencies. 
 
Figure 3.5 Comparison between the experimental and simulated profiles for 123 nm quartz pillars for different 
values of conNA  at the plane of sample (a), (b) and at 10.0 μm from the sample plane (c) and (d). 
Figure 3.6 illustrates the independence of defocusing, which is due to the low-pass 
filtering performed by the microscope objective, and the halo effect, which is the result of low 
spatial coherence. Figure 3.6(a) shows three different x-z cross-sections of the phase 
measurement 
 
 x, y  0, z   for three different values of .conNA  The phase underestimation and 
halo effects can be seen in the second and the third cases. To get an insight into how these 
effects vary vs. the depth z, we take the 1D Fourier transform  of the cross-
sections at z = 0.0 μm  and z = 15.0 μm. We first find regions in the spatial spectra that are 
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affected by the halo only, defocusing only or both. From Eq. (3.7), it can be seen that the band-
pass kernel 
     3 ihd  r r  acts as a high-pass filter, suppressing low-frequency components 
of the ideal phase  .j r  Hence, the spatial frequency domain can be divided into two regions. 
Region 1 is only affected by the defocusing and the frequency spectrum of the object   Region 
2 is affected by all factors, including defocusing, low-frequency suppression and   It is clear 
from Figure 3.6(b) that for each z-position, the amplitude spectra in region 1 are almost 
identical for each value of ,conNA  indicating that the spatial coherence only affects the low-
frequency range of the measured phase. Defocusing and depth sectioning only relate to the 
numerical aperture of the objective, NAobj . Figure 3.6(c)-(e) show amplitude spectra for the 
three different values of z at 
 
NA
con
 0.0036,0.0072,  and 0.014 respectively. Note that the 
spectra are almost the same for region 2 for all three values of z, indicating that the low-
frequency suppression due to the spatial coherence kernel 
     3 ihd  r r  is essentially 
invariant to the depth z.  
Next, we expand our analysis to a thick, weakly scattering sample using simulation. 
Figure 3.7(a) shows x-y and x-z cross-sections of a simulated squared micropillar of dimension 
30 30 25 3μm , where 25 μm  is the thickness. The simulated pillar has a refractive index 
value of 1.01. The surrounding media has the refractive index of 1.00. Using the central 
wavelength of 0.574μm , the total phase shift generated by this pillar is 2.19 rad. As a side 
note, we have intentionally chosen the thickness and the refractive index so that the total phase 
shift is less than 2π  to avoid any possible phase wrapping. Figure 3.7(b) shows one x-z and 
three x-y cross-sections of the ideal phase,   ,j r  using its formula given in Eq. (3.7). The x-z 
one is evaluated through the center of the pillar at the plane 0 μm.y  The x-y ones are 
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evaluated at three different planes  z  0,   z  10,   z  20 μm,  denoted in the x-z cross-
section. A total phase shift of 2.19 rad can be observed in all three x-y cross-sections with 
different amounts of defocusing. Figure 3.7(c) shows the x-z cross-sections of the measured 
phase under different numerical apertures of the condenser 
 NAcon  0.0036,0.0072,
 and 0.014 
respectively. Dashed black rectangles denote the regions corresponding to the location of the 
pillar. Obviously, the halo and phase under-estimation get worse at larger values of
 NAcon.
 
These effects are decoupled from the defocusing as discussed in the previous section. The code 
for our simulation can be obtained at: https://github.com/thnguyn2/3D_halo_modeling.git. 
 
Figure 3.6 (a) Three different x-z cross-sections for three different values of NAcon .  (b) Amplitude spectrum  at 
0.0μmz   and 15.0μmz  . (c)-(e) Amplitude spectra for three different values of z  at NAcon   0.0036, 
0.0072 and 0.014, respectively. 
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Figure 3.7 (a) x-y and x-z cross-sections of a simulated micro-pillar of dimensions 30 x 30 x 25 3μm . (b) One 
x-z and three x-y cross-sections of the “ideal” phase, j r .  The dashed rectangle denotes the locations of the 
pillar. The next three cross-sections are evaluated at three different planes 0.0, 10.0, 20μm,z    denoted by the 
white lines in the x-z cross-section, respectively. (c) x-z cross-sections of the measured phase, 
 
 r ,  evaluated 
at three different values of 
 
NA
con
,  namely 0.0036, 0.0072 and 0.014. 
3.4 Summary 
 
This chapter presented a quantitative description and a mathematical model for the role of 
spatial coherence in QPI for both common-path and non-common-path configurations. The 
developed model explains the presence of the halo effect and the observed reduction in 
measured phase values. In the next chapter, we demonstrate how this model can be used to 
correct for these phenomena and remove the halo in the well-known phase contrast 
microscopy.  
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CHAPTER 4: HALO-FREE PHASE CONTRAST 
MICROSCOPY 
 
 
4.1 Introduction 
The phase contrast (PC) method is one of the most impactful developments in the four-century 
long history of microscopy. It allows for intrinsic, nondestructive contrast of transparent 
specimens, such as live cells. However, PC is plagued by the halo artifact, a result of 
insufficient spatial coherence in the illumination field, which limits its applicability. We 
present a new approach for retrieving halo-free phase contrast microscopy (hfPC) images by 
upgrading the conventional PC microscope with an external interferometric module, which 
generates sufficient data for reversing the halo artifact. Measuring four independent intensity 
images, our approach first measures haloed phase maps of the sample. We solve for the halo-
free sample transmission function by using a physical model of the image formation under 
partial spatial coherence developed in Chapter 3. Using this halo-free sample transmission, we 
can numerically generate artifact-free PC images. Furthermore, this transmission can be further 
used to obtain quantitative information about the sample, e.g., the thickness with known 
refractive indices, dry mass of live cells during their cycles. The approach is applicable not 
only to SLIM but also to other common-path methods, e.g., DPM [20] and FPM [31]. We 
tested our hfPC method on various control samples, e.g., beads and pillars, and validated its 
potential for biological investigation by imaging live HeLa cells, red blood cells, and neurons. 
4.2 Background  
Despite its 400-year history, light microscopy continues to be the most common tool in 
biomedicine [82]. Between the two most important characteristics of a microscopic image, 
resolution and contrast, it is improving the latter that has driven most of the technology 
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development in the light microscopy field. Once Abbe, in 1873, described diffraction as the 
ultimate limit of the far-field optical resolution, researchers focused mostly on approaching 
this theoretical limit rather than exceeding it [3]. This dogma remained unchallenged until the 
1990s when the nonlinear optical interaction with the sample proved to be a feasible approach 
for breaking the diffraction limit with far-field optics [83]. 
 Contrast, on the other hand, has not been proven to be bound by a universal physical 
law. Unlike the resolution, which is a property entirely of the optical system, the contrast 
depends on both the instrument and the object of interest (see, e.g., vol. 2 in Ref. [84]). The 
main challenge identified early on was to generate images of appreciable contrast when the 
specimen of interest is transparent. Since such objects, including most live cells, do not absorb 
or scatter visible light significantly and because all photo-detectors, including the retina, only 
respond to power, the resulting intensity distribution across the image is uniform, i.e., the image 
lacks contrast. This class of transparent specimens is referred to as phase objects, pointing to 
the fact that they only modulate the phase of the incident field and not its amplitude or 
irradiance (see Chapter 4 in Ref. [8]).   
 In the second part of the 19th century, a solution to this problem was developed in the 
form of tagging the structure of interest with stains or fluorophores, thus, converting the phase 
specimens into an amplitude objects. This approach enjoys the benefit of specificity, i.e., the 
capability of tagging and, thus, imaging only a particular structure of the interest. As a result, 
these methods of exogenous contrast have become broadly adopted. For example, imaging 
stained biopsied tissue has been the gold standard in clinical pathology for a century. Also, 
fluorescence microscopy is the most common form of microscopy in cell biology [85]. 
However, adding external chemicals to the specimens under investigation is likely to affect its 
natural structure and function. The fluorescence excitation light, often in the UV range, has 
been proven toxic to the live cells. In addition to phototoxicity, photobleaching, i.e., the 
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irreversible conformational change of a fluorophore that results in fluorescence quenching 
[86], is also a major limitation. Photobleaching typically reduces the interval of continuous 
imaging to only a few minutes. 
 In response to these challenges, phase contrast (PC) microscopy was developed by 
Zernike in the 1930s as a method of intrinsic contrast [87]. Zernike’s idea was based on the 
fundamental understanding of an image as an interferogram, a concept put forward earlier by 
Abbe [3]. The innovation in PC is as powerful as it is simple: introducing a π/2 phase between 
the incident and the scattered components of the image field. Suddenly, fine details from within 
the live, unlabeled cells become visible with high contrast. As a result, PC is now widely used 
to visualize cells virtually in all biology laboratories. The significant contrast improvement was 
achieved by treating the microscope as a massively parallel interferometer, in which the 
incident field acts as the common reference field for all points in the field of view (see Chapter 
8 in Ref. [88]). Clearly, unlike common bright field microscopy, PC requires a spatially 
coherent illumination field. However, strong spatial filtering necessary to boost the coherence 
of the light emitted by the microscope lamp comes at the expense of power loss. Thus, current 
commercial microscopes sacrifice spatial coherence to maintain practical levels of illumination 
power. As a result, the incident light carries a range of k-vectors, instead of just one, which 
means that the reference of the interference at the image plane is not perfectly flat, but contains 
spatial structure. The resulting PC image exhibits an artifact, especially at the edges of the 
object. This artifact, known as the halo, has plagued PC ever since its conception, i.e., for more 
than eight decades.  
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4.3 Optical setup  
Our imaging system consists of a phase-contrast microscope outfitted with an external phase-
shifting module. As shown in Fig. 4.1(a), this unit is a re-purposed spatial light interference 
microscopy (SLIM) module [32] (CellVista SLIM Pro, Phi Optics, Inc.), designed for 
quantitative phase imaging. The total field, ,tU  emanating from the sample is magnified and 
replicated in both amplitude and phase at the output port of the microscope. tU  is then 
polarized by polarizer P1 and Fourier transformed by the lens 2L  at its back focal plane. At this 
plane, tU  is decomposed into the incident field (DC field), ,oU and a scattered component (AC 
field), ,sU  which are spatially separated. Thus, the spatial Fourier transform of the DC field 
oU
  is overlaid with the condenser annulus and the phase ring of the objective. The spatial 
Fourier transform of the AC component sU
  covers the rest of the aperture. A spatial light 
modulator (SLM), placed at this plane, generates phase-shifting rings to further retard the phase 
of the DC field in increments of /2, which becomes 2in oe U
  , 0,1, 2,3,n   while leaving the 
AC field unmodified. Finally, the lens 2L  performs another Fourier transform to form the total 
field, 
2in
t o sU e U U
  , at the camera plane. The camera captures four intensity images, 
   
22; 2 in o sI n e U U
  r r , and streams them to a computer to extract phase and 
amplitude information. Three different objectives with different magnifications, 20x/0.3NA,
40x/0.75NA,  and 63x/1.4NA  (oil immersed), were used in this work.  
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Figure 4.1 Optical setup. (a) The SLIM add-on module uses a 4-f system and a SLM coupled to the output port 
a phase-contrast microscope. A camera is placed at the output of the module to record the interference intensity. 
Post-processing is performed on a computer to recover the phase quantity of interest. (b) Positive PC image of 
mouse neurons imaged using a 20x/0.3 NA objective. (c) Positive hfPC image. (d), (e), Zoomed-in image of the 
regions boxed by the rectangle in (b) and (c), respectively. 
4.4 Image formation and the Halo artifact  
Let T  be the sample transmission and iU  be the illumination field. The total field emerging 
from the sample can be written as .t iU TU  The incident and scattered fields are, respectively, 
  ,o t oU U h rⓥ  and   ,s t sU U h rⓥ  with rⓥ  the 2D spatial convolution operator, oh  the 
Fourier transform of the illumination “ring” pupil, and sh  the Fourier transform of the entire 
pupil minus the “ring”. The corresponding frequency-domain (transfer) functions are
      ring,max ring,min ,o o oh k NA k NA     P P   k  and    s o o oh k NA h P   k  , 
where  .P  is the disk function defined as   1P r  if 1r £  and 0,  otherwise. ring,minNA  and 
ring,maxNA  are two numerical apertures corresponding to the inner and outer radii of the objective 
phase ring, o o c   is the wavenumber in vacuum, o  the angular frequency, and c  the 
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speed of light in the vacuum. Clearly, oh
  is a band-pass filter, i.e., it retains all spatial 
frequencies in ring,min ring,max, .o oNA NA     The function sh
  is also a band-pass filter, covering 
the rest of the spatial bandwidth, i.e.,   ,o s o oh h k NA  P      where oNA  is the numerical 
aperture of the objective. These functions are calculated using experimentally measured 
parameters of the SLIM system; see Appendix B, Section B.1. The intensity is given by 
 
     
         
2
1 2 3 4
; 2 n o s
t
nn
I n i U U
I I i C i C
  
    
r r r
r r r r
  (4.1) 
where * * * * *1 2 3 4 3, ,C ,C .o o s s o s s ot t t t
I U U I U U U U U U C      See Appendix B, Section 
B.1, for a derivation and Refs. [78, 89] for more detail. 1 2,I I  are the intensities of the incident 
field and the scattered field, respectively, while 3C  is the temporal cross-correlation function 
of the two fields at zero temporal delays, 0  [90]. The closed-form formulas for these 
quantities under partially coherent illumination are given in Appendix B, Section B.2. By the 
Cauchy-Schwarz inequality for inner products, we have 3 4 1 2.C C I I£  An equality holds in the 
temporal domain when     , ,s oU t cU t t   or     , ,s oU cU      the optical frequency. 
Combining with the definitions of oU  and ,sU  we have 
       , , ,i s i oU T h c U T h       r rr rⓥ ⓥ  which is satisfied when the filtering operations 
are not dependent on the optical frequency ,  i.e.,    ,s sh h r r  and    , .o oh h r r  
Assuming this condition is satisfied, hence, 3 4 1 2C C I I , and using the four intensity images, 
one can solve for 1 2 3 4, , ,I I C C  explicitly (see Appendix B, Section B.2). Summing the 
solutions for 1I  and 4C  gives (see Section B.3 of Appendix B for derivation) 
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     
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where  
 
         
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  (4.3) 
In Eq. (4.3), iG  is the mutual intensity of the illumination at the sample plane. Our goal is to 
solve for the sample transmission T  when 1J  is known. For a phase object with transmission 
   e ,iT  rr  taking the arguments on both sides of Eq. (4.2), we obtain the expression for the 
experimentally measured phase as 
 
   
     
1
*
arg
arg ,
m
i
i o
J
e h


   
   G r
r r
r rⓥ
  (4.4) 
Clearly, the effects of phase underestimation and “halo effect” in phase contrast 
microscopy can be seen directly from Eq. (4.4). Qualitatively, this effect results in the 
appearance of bright regions circumscribing dark objects or vice versa (depending on the type 
of phase contrast). The effect not only increases the complexity of applications such as cell 
tracking [91], automatic cell-segmentation [92], and automatic mitosis detection [93], but also 
diminishes direct correspondence between observed intensity images and the optical phase 
difference generated by the specimen. Several methods have been proposed to suppress these 
effects and make PC a quantitative technique. Optical solutions include using a special 
microscope objective equipped with an apodized phase plate [94]. Computational ones perform 
post-correction on raw PC images. In [95, 96], Yin et al. modeled the image formation process 
in PC and suggested solving for a halo-free PC image by solving an optimization problem with 
a   -sparse prior on the expected solution.  
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4.5 Inverse problem 
To obtain the correct   r  from the measured  1 ,J r  we solve for  
† , r  the optimal phase, 
using the following constrained optimization problem: 
               2† *
2
arg min arg i rm i oe h TV

   l     G  rr r r rⓥ
, (4.5) 
In Eq. (4.5), 
 
TV    d 2rò  x 
2
r    y 
2
r , is the total variational term [97, 98], 
which suppresses the effect of noise and enforces the sparsity assumption on the gradation of 
the reconstruction. 
2
.  denotes the l2-norm. The parameterl  is a trade-off factor that balances 
the measurement error and the TV term. The problem is solved using the limited-memory 
Broyden-Fletcher-Goldfarb-Shanno algorithm with box constraints (L-BFGS-B) [99-101], 
enforcing the solved phase to satisfy the non-negative constraint at each pixel, i.e.,   0. r  
More details on the source code and post-processing steps can be found in Appendix B, Section 
B.4. After this inversion, we can then numerically reconstruct both halo-free phase contrast 
images (hfPC) as well as halo-free quantitative phase images (hfQPI) as shown below 
 
4.6 Reconstruct hrPC images from the inversed phase 
Given the halo-free phase map  † r and the halo-free sample transmission 
   † †expT i   r r obtained by solving the optimization problem, the hfPC intensity image 
can be computed easily. Practically, a conventional PC optical setup comes with a ring 
illumination annulus, that is sufficiently thick, to increase the illumination power and, 
therefore, boost the acquisition signal-to-noise ratio. However, this type of illumination is not 
necessary in order to compute the hfPC images from the sample transmission  †T r . Instead, 
a pin-hole illumination can be used, i.e.,      2 ,i dG k k  which means only the transverse 
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spatial frequency 0k  propagates through the system. Using Eq. (B.3) with 1n   for the 
positive PC image, we obtain the positive hfPC image as 
          
2
.; 2 .i nhalo free s oI I e T h i h     
k r
rr r rⓥ   (4.6) 
Here, the kernels oh  and sh  can be obtained from their respective Fourier transforms  oh k  
and  .sh k  Since the support of the phase ring of the objective needs to be matched the 
illumination annulus in PC microscopy, we can obtain these function as    1oh  k k 0  and 
     .s o o oh k NA h P   k k   Here, the function  1 x  is the Kronecker delta function, 
taking the value of 1 of 0x   and 0, otherwise. 
4.7 Results 
4.7.1 hrPC imaging of neurons 
Using this approach, we illustrate the halo removal in Zernike’s phase contrast images of 
mouse neurons. Figure 4.1(b)-(c) show positive and negative phase contrast images of neurons 
using a 20x / 0.3  NA objective. From the four QPI images, the halo-free phase map †  is 
obtained by solving Eq. (4.5). This quantitative phase map is used to calculate the halo-free 
phase contrast (PC) image (see the Section 4.6, for details). These halo-free PC (hfPC) images 
are equivalent to what would be measured with an infinitely thin ring of illumination. Figure 
4.1(d) shows the positive hfPC image. Images of zoomed-in regions from Figs. 4.1(b)-(c) are 
shown in Figs. 4.1(d)-(e), respectively. A formation of a neural network can be observed in 
this region from the halo-free positive phase contrast image, without the typical artifacts 
associated with phase contrast. The line profiles in Figs. 4.1(b)-(c) show how the negative 
values commonly associated with halos disappeared as a result of our method. 
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4.7.2 Thickness measurements of nanoscale topography samples 
 
Figure 4.2 (a) Input height surface map of four quartz micro-pillars that are 20 μm wide and 80-nm high 
measured using a 20x/0.3 NA objective. The unit is nm. (b) The halo-free surface map of (a). (c) Measured 
phase map of a mixture of 1, 2 and 3-µm polystyrene beads image under the same setup. Note that the halo 
affects the small beads less than the large beads. (d) Halo-free version of (c). (e), (f), Diameter profiles for 
different sizes of the beads for (c) and (d), respectively. Dashed lines are expected ground truth profiles.  
The hfQPI can be used to provide highly accurate topography measurements at the nanoscale. 
In order to demonstrate that halo-free images can be used to profile quantitatively transparent 
samples, we measured the thickness of quartz micro-pillar samples. The pillars are square, 10, 
20 and 40-µm wide and 80-nm thick, as verified by the Alpha-Step IQ Profilometer. Figure 
4.2(a) shows the thickness profile measured by QPI using a 20x/0.3 NA phase contrast 
objective of 20-µm wide pillars. The thickness is obtained from the phase measurement m  
using     2 quartz air mh n n l  r , where the refractive indices of quartz and air are 
1.545=quartzn  and =1airn  at a mean wavelength of 574l   nm. The hfQPI image,  
† , r  is 
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obtained using Eq. (4.5) and converted into the thickness map as shown in Fig. 4.2(b). It can 
be seen that the negative thickness area surrounding the pillars in Fig. 4.2(a) is eliminated in 
Fig. 4.2(b). Also, the thickness of the reconstructed pillars converges to our expected value of 
80 nm. To test the limits of our method, we applied it to a variety of pillar sizes, using different 
magnifications. The performance of the reconstruction algorithm is characterized by dividing 
the area under the height profile through the center of the pillar to the expected area under 
perfect reconstruction, i.e., without the halo (see Appendix B, Section B.5).  
We validated our method further by removing the halo from images of a mixture of 
polystyrene microbeads (Polysciences Inc.) with 3 different diameters  1μm,2μm,3μm ±5%  
of refractive index 1.59. The beads were mixed in ethanol before being dispersed onto the 
surface of a cover glass and exposed to air for drying out for 15 minutes. At that point, 
immersion oil (Zeiss) with a refractive index of 1.518 was applied and a cover slip placed on 
top of the oil droplet to flatten it. Figure 4.2(c) & (d) show the original QPI phase map of the 
beads and the reconstructed phase map, respectively. From these images, for each diameter, 
the mean and standard deviation of the phase are extracted from 5 beads in the field of view. 
The phase values are then compared with the theoretical phase of 
  bead,max 2 ,bead oil beadsn n d  l   where beadsd  are their known diameters. The measured vs. 
calculated phase values are displayed in Figs. 4.2(e) & (f). In Fig. 4.2(e), we show the measured 
phase values obtained from the original QPI image, while Fig. 4.2(f) shows the hfQPI image. 
It can be seen that the hfQPI phase matches very well the expected phase values across all 
dimensions of the beads. 
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4.7.3 hfPC of biological samples 
We further tested our method on red blood cells. Figure 4.3(a) shows the original QPI image 
and Fig. 4.3(b) is the hfQPI image. Their phase cross-sections through 4 different cells are 
illustrated in Figs. 4.3(c)-(d), respectively. Using 1.334,PBSn   1.402hemoglobinn  [102], the 
phase values of 1.82 0.14±  radians from profiles in Fig. 4.3(d) estimate the thickness of these 
cells to be 2.2 0.17μm± , which falls within the normally expected range [103]. 
 
Figure 4.3 Halo removal of red blood cells. (a) & (b) Original QPI image and hfQPI image version of the same 
red blood cell sample measured under 40x/0.75 NA. (c) & (d) Phase profiles of several red-blood cells selected 
in (a) and (b), respectively. 
Our halo correction method is applicable to a broad range of specimens, objective 
numerical apertures, and magnifications. For example, Fig. 4.4(a), (c) show fibroblasts and 
neurons imaged at 20x / 0.65 NA, respectively. Figure 4.4(e) shows HeLa cells at 40x / 0.75 
NA and Fig. 4.4(g) neurons at 63x / 1.4 NA. Corresponding hfQPI images are shown in Fig. 
4.4 (b), (d), (f), (h), respectively. For all cases, the halo is suppressed while maintaining the 
details in the original QPI, e.g., cell bodies, dendrites, axons and their terminals, etc., which 
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indicates that our method is scale invariant and universally applicable. The effects of halo 
correction can be accessed quantitatively by investigating the histogram of phase values (see 
the Appendix B, Section B.6)  
 
Figure 4.4 Original QPI and hfQPI images of different samples at different magnifications, as indicated. 
4.7.4 hfQPI imaging of cell populations 
Based on the quantitative phase information, we can successfully analyze entire cell 
populations and study their growth. With the halo artifact suppressed, automatic cell 
segmentation can be performed very efficiently. In the past, often image segmentation methods 
that relied on thresholding of the local intensity were confused by the negative values of the 
halo [95, 104, 105]. We show that hfQPI images can offer very accurate segmentation results 
for HeLa cells with only a few processing steps required. Here, we imaged a 30% confluence 
HeLa cell culture over 33 hours. A large field of view (FOV), 10.875 8.125  2mm , consisting 
of 25 25  individual frames (1392 1040  pixels each), was imaged with a 20 /  0.3 NA 
objective and a spatial sampling of 3.2  pixels/µm. Figure 4.5(a) shows stitched images of all 
HeLa at the first time step 0t   minutes. The halo-removal procedure was applied to all 
images to obtain the corresponding hfQPI phase maps. The cells were segmented from the 
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hfQPI as described in Appendix B, Section B.7. It takes approximately 1.5 hours to segment 
the cells in all the 65,000 frames. All binary maps resulting from the segmentation are stitched 
together for each time step and shown in Fig. 4.5(b). Figures 4.5(c) & (d) show cell boundaries 
overlaid on the hfQPI images for the two regions indicated by the boxes in Figs. 4.5(a) & (b), 
respectively. It can be seen clearly that automatically detected cell boundaries align very well 
with the true boundaries of the cells from the phase image. 
 
 
Figure 4.5 Automatic cell segmentation. (a) Stitching results of hfQPI images over a large FOV. (b) Stitching 
results of automatic binary segmentation. (c) & (d) Segmentation results overlaid on the hfQPI images of 
zoomed-in regions (1) & (2) in (a) & (b), respectively.  
4.7.5 Cell growth study using QPI 
In his seminal paper [106], Barer established that the dry mass density   r  is proportional to 
the optical phase ,  following the relation  2 l g , where l  is the central wavelength 
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of the illumination and 0.2ml gg » is the refractive index increment. We used this relation to 
determine the total dry mass of each single cell by integrating over its area. Figure 4.6(a) shows 
the relative dry mass of a HeLa parent cells (green curve) and that of its two daughter cells (red 
and blue curves) over 35 hours with a time step of 32 minutes.  
 
Figure 4.6 HeLa cell mass measurement. (a) Different growth curves from a parent and two daughter HeLa cells 
measured using a 20x/0.3 NA objective over 32.6 hours. Each growth curve shows the total dry mass of a single 
HeLa cell over time. When the parent cell divides, two new curves are generated for the daughter cells. (b) 
Measured averaged dry mass densities obtained from the tQPI images and the hfQPI images over time. (c) Each 
row shows seven measurements of the dry mass density at different time points in (a). The first row contains the 
raw QPI images. The middle row shows tQPI images. The bottom row is for hfQPI images. (d) Scatter plot of 
the total dry mass of all several cells obtained from tQPI images (horizontal axis) and the hfQPI images (vertical 
axis) using automatic segmentation. The lines show the maximum slope, minimum slope and fitted slope using 
linear regression relations between these two quantities. 
 
The dry mass values are normalized to the initial mass of the parent cell at time t=0  
minutes to obtain the relative dry mass change. These data are obtained from raw dry mass 
after being smoothed over time using a window size of three frames. Figure 4.6(b) shows the 
average dry mass densities computed over the full field of view as a function of time. This 
quantity is obtained by dividing the total mass of all cells by the total area covered, for each 
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time point. The red profile is the average dry mass density calculated using raw QPI images 
thresholding out the negative phase values while the blue one is obtained using the hfQPI 
images. It can be seen that the ratio of these two densities is approximately 2.5 throughout the 
entire time lapse. Figure 4.6(c) illustrates original QPI images, thresholded QPI (tQPI) images 
and hfQPI images of these cells at different time points. The correlation between the dry mass 
obtained from tQPI and hfQPI images is shown in Figure 4.6(d). Each point in this scatter plot 
corresponds to a single cell at one time-step. The horizontal coordinate is the total dry mass 
from the tQPI images while the vertical one is the total dry mass from the halo-free images. 
All dry mass values below 25 pg and above 500 pg from the tQPI images are eliminated from 
the analysis to reduce errors due to debris. It can be seen that the dry mass obtained from hfQPI 
and tQPI images can be described by a linear relation hfSLIM tSLIMM Ma    with 1.0 5.2a£ £  
and a standard deviation value of 0.82. The reason for a  not being a constant can be explained 
using Fig. 4.6(c). Each column of this figure corresponds to a different time in a cell cycle. It 
can be seen that the effect of the halo is not the same at all times. While the halo can be seen 
clearly when the cell is in interphase (e.g. t=0 minute, t=396 minutes, and t=430 minutes), the 
halo almost disappears when the cell balls up during mitosis (t=1760 minutes). The halo-
removal correction works on all of these cases. However, the amount of correction applied to 
cells in the interphase is larger than that in mitosis. For t=1760 minutes, the mitotic HeLa cells 
before and after correction are very similar to each other. Therefore, the total dry mass from 
the halo-free QPI image and that from the tQPI image will have 1.a »  In contrast, in column 
1 of Fig. 4.6(c), the corrected QPI image gives a phase value approximately twice that in the 
tQPI image. As a result, this case will give a ratio 2.a   Using linear regression fitting, we 
obtain 2.61 0.82a  ±  and the 2R  coefficient of 0.69. This fitting slope only varies slightly 
over different regions. For example, 2.53 0.81,a  ± 2.64 0.83,± 2.69 0.80,±  when the 
original mass from tQPI is in [0,100], [100,200], [200,300] pg, respectively.  
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Finally, we analyzed the dry mass distribution of each cell. Figures 4.7(a) & (b) show 
maps consisting of dry mass histograms over 88 time points (one column per time point). The 
cells were segmented automatically. All regions with areas less than 5,000 pixels (488.28 2μm
) are excluded from the analysis to lower the error due to small debris. Figure 4.7(a) is obtained 
from tQPI images, while Fig. 4.7(b) is from hfQPI images. Each histogram consists of 200 
bins. It can be seen that, over time, the total number of counts increases due to continuous cell 
division. The cells become more diverse in dry mass, resulting in a broadening of the histogram 
distribution toward the areas of larger and smaller dry masses. Figures 4.7(c) & (d) are 
normalized versions of Figs. 7 (a) & (b), respectively, to the number of cells at each time point. 
Therefore, they are equivalent to the probability density distribution of the single cell dry mass 
at each time. The mean and standard deviation of the cell dry mass of Figs. 4.7(c) & (d) are 
shown in Figs. 4.7 (e) & (f), respectively. It can be seen that although there is more variation 
in the population, the average values of the dry mass only slightly reduce for the tQPI and 
essentially stay constant for the hfQPI over time. The standard deviation values are 
approximately the same over time for both cases. 
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Figure 4.7 (a) & (b) Total dry mass histogram of all cells in the FOV obtained from the tQPI and hfQPI images 
over time, respectively. Each column corresponds to one time-step. Each row corresponds to bin of the dry mass 
histogram. (c) & (d) Normalized version of (a) & (b) to the number of cells, respectively. Therefore, they show 
the probability mass function of a single cell. (c) & (f) The mean and the standard deviation of the mass over 
time obtained from tQPI and hfQPI images, respectively. DM: single cell dry mass. 
4.8 Summary 
In this chapter, we introduced a new method to remove the halo artifact from the classical phase 
contrast microscopy. Our method combines highly sensitive light interferometry, theoretical 
optics, and computational algorithms. Our approach is able not only to correct for this artifact 
but also to produce quantitatively the phase value introduced by the object, which is valuable 
in studying various problems, such as nanoscale profilometry of materials and quantitative cell 
biology. We tested our method on various control nanofabricated samples as well as biological 
samples e.g. neurons, red blood cells, and HeLa cells under different magnifications. Our 
results showed that the dry mass of HeLa cells can be obtained directly from hfQPI images 
without the need to scan through the full volume of the cell. By scanning very large fields of 
view over a period of 35 hours and combining with an algorithm for automatic cell 
segmentation, the dry mass density distribution for the whole population was obtained easily 
  48
and quickly. Interestingly, we found that the relative dry mass obtained directly from tQPI 
images and that from the hfQPI images are strongly correlated with a linear proportionality 
constant of 2.6. Therefore, one can obtain a good estimate for the growth curve directly from 
tQPI images. However, for high accuracy, hfQPI must be used instead. We anticipate that 
various studies of cell functions using phase contrast microscopy can benefit from these results.  
As a label-free method, PC microscopy can be applied to imaging live cells 
nondestructively over broad time scales. This ability is not limited by photobleaching and 
phototoxicity commonly associated with fluorescence microscopy. At the same time, PC lacks 
specificity. Therefore, we envision that PC and fluorescence techniques will co-exist and 
corroborate the advantages of specificity and noninvasiveness. It is particularly valuable that 
our optical system operates on the same optical path as the fluorescence channels, which makes 
combining the two channels very practical.  
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CHAPTER 5: PROSTATE CANCER DIAGNOSIS USING QPI 
 
 
 
5.1 Introduction 
Prostate cancer is the second leading cause of cancer-related death among men in the United 
States [107, 108], after lung cancer. In 2015, 220,800 men were diagnosed with prostate cancer, 
accounting for 26% of the total number of new cancer cases, and 27,540 men are projected to 
eventually die from the disease [108]. Prostate health is evaluated using different formats 
including a detailed medical interview, a physical examination with digital rectal examination 
(DRE), or a prostate-specific antigen (PSA) blood test.  Abnormal DRE results or PSA levels 
above the normal value of 4 ng/ml might lead to a prostate biopsy to confirm whether these 
abnormalities are due to cancer [109]. The excised tissue samples are fixed using formalin and 
then embedded in paraffin wax, which is sectioned into thin slices using a microtome.  These 
sections are then deparaffinized and stained with hematoxylin and eosin (H&E) dye for 
microscopic examination by the pathologist.  If the pathologist suspects the presence of cancer, 
based on the absence of the myoepithelial or basal cell layer, cancer severity is assessed using 
the Gleason grading system [110, 111]. The Gleason score is the sum of two Gleason grades 
corresponding to the two most prominent disease patterns present in the examined tissue. The 
Gleason grade, which typically ranges from 3 to 5, measures the degree of glandular separation 
and, thus, cancer aggressiveness. The glands in Gleason grade 3 carcinoma are smaller and 
more closely packed than in normal prostate, resulting in a reduced separation between them.  
In Gleason grade 4, the glands display fusion, sometimes creating what appears as large glands 
containing multiple lumens, also known as the cribriform pattern. In Gleason grade 5, glands 
are very poorly differentiated with sheets of epithelial cells seen in the stroma, which is 
connected with poor disease outcome. Although the Gleason grading system has undergone a 
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few revisions since it was first established, it continues to remain a strong prognostic indicator. 
The Gleason score is linked to several clinical endpoints, including progression to metastatic 
disease and patient survival [112]. It also influences the treatment decisions made by the 
physician [113]. Accurate discrimination between Gleason grade 3 and 4 is critical as it triggers 
the switch between active surveillance and aggressive treatment [114]. 
Although the diagnosis of prostate biopsies by a trained pathologist is currently 
considered to be the “gold standard”, the technique suffers from several shortcomings. First, 
for Gleason grading, the samples are stained using hematoxylin and eosin (H&E), aiming to 
target different components in the prostate biopsies, e.g., nuclei, cytoplasm, nucleoli. The 
protein-rich regions, basic in nature, are stained pink while the acid-rich regions become blue. 
Other markers with better specificity have also been developed [115-117]. The need for using 
these markers stems from the fact that many biopsies are nearly transparent under bright-field 
microscopy inspection. Therefore, exogenous factors must be introduced to enhance the 
contrast. This process takes time, requires expertise and sacrifices the intrinsic properties of 
the sample. Furthermore, the staining poses a significant challenge for improving the 
throughput of the system using modern computing algorithms. An experienced pathologist can 
handle the variations in the concentration of the dye, staining skill, and color balance. However, 
it requires additional processing and assumptions before inputting to a computer to automate 
the process. Significant effort has been spent to produce reliable automatic Gleason grading 
based on the histological H&E images. Such efforts can be divided into two categories: 
classification-based and segmentation-based techniques. Methods in the first group use various 
features from stained images to produce Gleason scores without the need for image 
segmentation. These features include textures from H&E images [118] and multi-spectra 
images [119]. Methods in the second group produce a Gleason score in two stages. In the first 
stage, label maps of the biopsies are produced from the H&E images. Then, morphological 
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features are extracted from these maps. Finally, subsequent classifiers are deployed to produce 
the final Gleason grade. Naik et al. [120] build statistical models of the likelihood for the class 
of a pixel given its color and location in the training set. In [121], Nguyen et al. use the (L, a, 
b) color space and various constraints on the relative arrangements of tissue region sections to 
refine the segmentation map. To achieve automatic histology, variables, such as exposure time, 
magnification, illumination spectra, dye concentration, must all be the same, which may be 
impractical. Furthermore, there is no universal agreement on how the stained image should be 
normalized and what the correct normalization should be [122].  
Understanding these obstacles, several groups have tried to do diagnosis from label-
free slices. Muller et al. [123] used the optical attenuation coefficient measured using needle-
based optical coherence tomography (OCT) as a tool for detection of prostate cancer. They 
showed that the optical attenuation coefficient was significantly higher in malignant tissue 
compared to benign prostate tissue. Uttam et al. [124] used optical path length information to 
quantify the depth-resolved density alteration of the nuclear architecture as a tool for early 
prediction of cancer progression. Spectroscopy methods have also been used to examine the 
biochemical information of the tissue at a molecular level for different pathologies in vitro. In 
Ref. [125], the authors demonstrate the use of Raman spectroscopy to differentiate between 
benign samples, benign prostatic hyperplasia (BPH) and prostatitis, from prostate cancer at an 
accuracy of 86%. Combining Fourier transform infrared spectroscopy (FTIR) with bright-field 
microscopy, Kwak et al. [126] improved the accuracy of automatic segmentation and 
demonstrated an AUC of at least 0.97 in a binary classification problem between cancer vs. 
non-cancer cases. It was later shown that FTIR can be used to provide a better prediction of 
prostate cancer recurrence, compared to two widely used tools, Kattan nomogram and 
CAPRA-S [127]. However, the spectroscopic information in FTIR is obtained at the expense 
of spatial resolution (typically above 10-15 microns) and extremely slow acquisition speed. 
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Recently, quantitative phase imaging (QPI) [8, 20, 21, 32, 33, 128, 129] has emerged 
as a new, valuable tool to render high contrast of unlabeled transparent samples. The contrast 
in QPI is due to the real part of the refractive index of the sample which is retrieved through 
interferometric settings. Therefore, the measurement is very robust to change in the 
illumination condition, e.g., illuminating variation, allowing high repeatability and seamless 
translation across measurement sites. Previously, many QPI methods utilized laser illumination 
due to a requirement for long coherence length in traditional interferometry. The laser 
illumination generates a random speckle pattern [36], which suppresses structural details of the 
biopsy. Recently, a combination of white-light illumination and common-path interferometry 
[20, 32-34] has solved this problem. This method, referred to as spatial light interference 
microscopy (SLIM) [32], allows the refractive index information to be captured at a 
diffraction-limited resolution with nanoscale accuracy and excellent temporal stability. In [18], 
it was reported, for the first time, that QPI has the potential to classify cancerous areas vs. begin 
areas in prostate biopsies, using the mean and median of the phase distribution as the feature. 
Furthermore, light scattering parameters measured in the prostate stroma using QPI have been 
used to predict the aggressiveness of intermediate grade prostate cancer [130].  
Here, we introduce a combination of advanced machine learning algorithms with SLIM 
label-free imaging and describe the first label-free tissue scanner with automatic prostate 
cancer diagnosis. The SLIM system is able to image at 12.5 SLIM images per second, at 40x 
magnification and 4 megapixels/frame. Using a tissue micro array (TMA), containing more 
than 300 cores, we segmented different regions from prostatectomy samples into multiple 
classes (gland, stroma, and lumen) with high accuracy. Segmented label maps are further used 
to obtain several morphological features of the glands of the cores, e.g., distortion, variation of 
gland areas etc. One of our advantages over other techniques is the ability to extract physics-
related features, e.g., stroma anisotropy, which characterizes the directional dependence of the 
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light scattering when it propagates through stromal areas of the tissue. Using these features, we 
were able to separate regions with Gleason grade 3 and Gleason grade 4 with an AUC of 0.87.  
 
5.2 Tissue Micro Array (TMA) description 
The TMA is provided by the Co-operative Prostate Cancer Tissue Resource (CPCTR) from the 
University of Illinois at Chicago – College of Medicine. The TMA consists of 368 prostates 
cores (one core per patient) with several diagnosis results including normal, benign prostatic 
hyperplasia (BPH), high-grade prostatic intraepithelial neoplasia (HGPIN) and Gleason scores 
varying from 2+2 to 5+5. After being deparaffinized, unstained cores were first imaged using 
SLIM under a 40  magnification. The phase images are stitched together to generate one high-
resolution image per core. Each such image has 10,000 x 10,000 pixels with a pixel ratio of 14 
pixels per micron. Afterwards, the cores were stained with hematoxylin and eosin and scanned 
by a bright-field tissue scanner (results of all cores can be found in Fig. 5.1).  
Figure 5.2 displays three H&E 5.2(a) and SLIM 5.2(b) images of three cores in the 
TMA. In order to provide ground truth for automatic diagnosis, different regions of interest 
(ROIs) in each core are studied and color-coded by a certified pathologist for their diagnosis 
using H&E images. Here, green color indicates normal areas, red HGPIN, and blue tumors. 
Each blue region is further annotated for Gleason grade 3, 4 or 5 (see core examples in Fig. 
5.3). Based on these annotations, corresponding regions in the SLIM images are extracted and 
further used for the automatic diagnosis. 
.  
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Figure 5.1 H & E image of the whole TMA with diagnosis results. (a) H&E image of the whole TMA slide 
consisting of 368 cores. (b) A zoomed-in H&E image of a prostate core.  Annotations on the image were 
performed by a trained pathologist.  The region highlighted in green represents normal glands, the region in blue 
is Gleason grade 3 prostate cancer glands, and the region in red corresponds HGPIN.  (c) A zoomed-in SLIM 
image of the same core as in (b), obtained prior to staining.  Morphological features in the H&E image are 
recapitulated by SLIM. 
5.3 Automatic diagnosis framework 
In order to obtain the automatic diagnosis from SLIM images, we use an approach summarized 
in Fig. 5.4. First, texture-based features are extracted for each pixel in the SLIM image and 
passed into a classifier to do automatic segmentation based on pixel classification. Each pixel 
is assigned one of three classes (gland, stroma, and lumen). Second, using the label map 
obtained from the previous step, morphological and phase-based features are evaluated for all 
glands in the current field of view and its surrounding stroma. These features are later passed 
into a subsequent classifier to produce diagnosis results, as described below. 
 
a)
b)
c)
1 mm
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Figure 5.2 H&E images vs. SLIM images. (a) H& E images of 3 cores in the TMA. The H&E images were used 
by a pathologist for Gleason grading. Each core in the training data set includes an annotation of diagnosis 
results. (b) Corresponding SLIM images of those in (a). 
 
Figure 5.3 H&E vs. SLIM. (a) - (c) H&E images of 3 cores in the TMA that have Gleason grade of 3, 4, and 5. 
(d) - (f) Corresponding SLIM images of these cores. Gray scale bar represents phase shift in rad. 
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Figure 5.4 Automatic diagnosis scheme illustrating the steps from the input SLIM image to the diagnosis result. 
5.3.1 Feature extraction from phase images 
In order to capture the texture expression of the biopsies, we use the texton framework proposed 
by Julesz [131] and later expanded by Leung and Malik [132, 133]. The framework has 
demonstrated great success in solving several computer vision problems, e.g., material 
classification and characterization [132-135], thanks to its ability to accurately imitate the 
mechanism of human textural perception [131, 136, 137]. In our work, the framework is used 
to train a texton dictionary (Fig. 5.5(a)) from a set of training images and extract a feature 
vector for each pixel. More details on training the texton dictionary are given in Appendix C, 
Section C.1. In feature extraction, given an input image, one wants to obtain a set of pixel 
descriptors for the classifier. This feature extraction can be done by first calculating filter 
responses of the input image to all the kernels in the filter bank. Then, vector quantization is 
applied to associate the filter response at each pixel to the closest texton in the trained 
dictionary. Finally, a weighted histogram counting how many times each texton has appeared 
in a window, surrounding each pixel (Fig. 5.5(b)), is used as pixel descriptors. 
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Figure 5.5 Feature extraction from SLIM images. (a) Extracting the texton dictionary from a training set of 
SLIM images. (b) Feature extraction using vector quantization and the trained dictionary in (a). (c) Pixel 
classifier training using pixel descriptor obtained in (b). (d) Pixel classification using a trained classifier in (c).  
5.3.2 Random forest for automatic segmentation 
In order to perform image segmentation, we use a random forest (RF) classifier, which is a 
method introduced by Breiman [138-140]. We use the RF to classify each pixel in the image 
into one of three classes, i.e., epithelial gland, connecting stroma, and lumen. Lumen pixels are 
classified first based on the proximity of their phase values to that of the background. Then, 
remaining pixels are classified into either gland or stroma. The classifier consists of an 
ensemble of T de-correlated decision trees, each of them independently trained on a different 
subset of all histograms obtained by randomly sampling the training dataset with replacement. 
This sampling technique is commonly known as booststrapping. Also, for each tree, a 
technique called “feature bagging” is used, in which only a subset of indices is used instead of 
all indices. Therefore, the correlation of the trees and the variance of the prediction are reduced 
[141]. More details on training the random forest (Fig. 5.5(c)) and using it for pixel 
classification (Fig. 5.5(d)) are given in Appendix C, Section C.2.  
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Figure 5.6 shows automatic segmentation results overlaid with the SLIM images. It can 
be seen that the label map has very good correlation with the H & E images. Figure 5.3 shows 
other segmentation examples, with H & E and SLIM images of increasing Gleason grade (from 
3 to 5). Their automatic segmentation results are further shown in Fig. 5.7. 
 
Figure 5.6 H&E vs. automatic segmentation. (a) - (c) H&E images of three cores. (d) - (f) Corresponding 
automatic segmentation results overlaid on the top of the SLIM images of the cores. 
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Figure 5.7 H&E images (top row) and automatic segmentation results (bottom row) of three cores in the TMA 
with increasing Gleason grades. 
In order to quantify the performance of our segmentation, we summarize in Figure 
5.8(a) all receiver operating characteristic (ROC) curves for the segmentation of different 
diagnosis groups. Figure 5.8(b) shows the corresponding area under the curve (AUC) values. 
The ground truth for ROC evaluation is created by manually labeling glandular and stromal 
regions directly on the SLIM images after validating them with H & E images. In the non-
cancer cases, the AUC is at least 0.97, which indicates that gland and stroma pixels are 
classified with high accuracy. Meanwhile, in the malignant cases, as cancer progresses to 
higher grades, e.g., from 3+3 to 5+5, the AUC reduces from 0.98 to 0.87. This result can be 
explained by the fact that more glandular distortions and deformations are observed at higher 
grades, which leads to a reduction in the discrimination between stroma and glands. The 
Gleason score 5+5 tissue shows no glandular presence and has individual epithelial cells 
embedded in the stroma. Therefore, it is not surprising that the classifier has the smallest AUC 
in this group. However, these high grades are very easily diagnosed by the pathologist and, 
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thus, do not represent our main focus. Using these segmentation results, we solve the automatic 
Gleason grading problem, with particular emphasis for discriminating between grades 3 and 4.  
 
Figure 5.8 Automatic segmentation performance. (a) ROC curves for classifying gland vs. non-gland pixels for 
all diagnosis groups. It can be seen that the accuracy reduces when going to higher Gleason grade. However, the 
AUCs are still good enough to ensure reliable diagnosis results. (b) Bar plot of AUC values of the ROC curves 
for all diagnosis groups.  
5.4 Automatic Gleason grading 
In order to generate the ground truth for automatic Gleason grading, different regions inside 
each core were first manually marked and graded by a trained pathologist. Figure 5.1 shows an 
example of markup results for all cores: 129 regions with Gleason grade 3, 92 regions with 
grade 4 and 75 regions with grade 5. Since Gleason grades 2 and 5 are rarely diagnosed, we 
study the automatic diagnosis problem of differentiating Gleason grade 3 vs. Gleason grade 4. 
It has been shown by Allsbrook et al. [142] that grading 3 vs. 4 has a reproducibility problem 
due to inter-observer variation. For example, the authors report an experiment where 38 
biopsies with known “consensus” Gleason grade were sent to 41 pathologists to measure inter-
observer variability. The result was that Gleason grade 4 was under-graded by 21%. 
Furthermore, there was consistent under-grading of Gleason scores of 5-6 (47%), 7 (47%) and 
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8-10 (25%). Clearly, a computer-driven, unbiased procedure for grading is a potential way to 
tackle this challenge.  
 Figure 5.9 shows five different types of features extracted from each region. 
These features include mean glandular distortion, the fusing ratio of glands, the mean number 
of lumen areas per gland, coefficients of variation for gland variation, mean stroma anisotropy. 
Other features include the maximum number of lumen areas, the median of the glandular 
distortion, median of stroma anisotropy, and the mean circularity. More details on these 
features can be found in Appendix C, Section 0. They are designed to measure the distortion, 
area homogeneity of the glands, and the amount of gland fusion. These metrics are often used 
by pathologists for Gleason grading [111, 112, 143]. Each ROI is characterized by a feature 
vector of nine elements. Diagnosis grades from pathologists are used as ground truth for 
automatic diagnosis. After computing the feature vectors ROIs, we train a generalized linear 
model classifier for classifying the Grade 3 vs Grade 4 ROIs.  
The performance of the classifier is shown in Fig. 5.10 in terms of the ROC. The curve 
has an AUC value of 0.87. Note that this error is well within that for inter-observer variability 
reported by Allsbrook et al. (44).  It can also be seen from the curve that in order to detect 
Gleason grade 4 at an accuracy of 90%, the false positive rate will be approximately 50%. The 
inset presents a horizontal bar plot of AUC values when the classifier is trained separately on 
each individual feature. The two largest AUC values are obtained on the coefficient of variation 
for the areas of the glands and the fusing ratio. These results demonstrate that label-free 
imaging and machine learning can provide an objective alternative to pathology, even in the 
case of difficult tasks, such as classifying Gleason grade 3 and 4. 
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Figure 5.9 Feature extraction for automatic diagnosis. Each subfigure shows a feature, how it is calculated and 
the distributions of the feature values for G3 (blue) and G4 (orange). (a) Mean distortion feature: D, mean 
distortion of a gland, P, perimeter of a gland, A, area of a gland. (b) Average number of lumens feature: ANL, 
average number of lumens, NL, number of lumen, NG, number of glands. (c) Average stroma anisotropy 
feature. (d) Fusing ratio feature: FR, fusing ratio, TG2, total areas of glands with at least 2 lumens, TG, total 
area of all glands in current field of view. (e) Coefficient of variation feature: CV, coefficient of variation, 
STDA, standard deviation of areas of all glands, MA, mean of the areas of all glands. 
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Figure 5.10 ROC curve for classifying regions with Gleason G3 vs. Gleason G4. These features are extracted 
from all glands within the ROIs. Diagnosis results from pathologists are used as ground truths. The inset shows 
AUCs for classification based on individual features. 
5.5 Cancer vs. non-cancer classification 
Next, we study the cancer vs. non-cancer automatic diagnosis problem. The problem is 
complicated by an introduction of an intermediate class named high-grade prostatic 
intraepithelial neoplasia (HGPIN), in which abnormal cells do not look like they are growing 
into other parts of the prostate. However, the risk of getting prostate cancer is higher when 
HGPIN is found on more than one biopsy. Figure 5.11 shows a core with three different 
regions. Regions 1, 2, 3 are benign, HGPIN and tumor, respectively.  
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Figure 5.11 A core with three different diagnosis results for three ROIs, color-coded as HGPIN (red), tumor 
(blue), and normal (green). The subfigures on the right are their H&E and SLIM images. The red arrows point 
to prominent nucleoli. The green arrows point to basal cells. Note that these signatures can also be spotted in the 
SLIM images thanks to its high spatial resolution. Scale bar: 30μm.   
To discriminate between cancer/non-cancer cases, pathologists use the existence of a 
thin layer of basal cells surrounding prostate glands. Glands lined by basal cells are normal. 
Otherwise, they are malignant. See Fig. 5.12 for an illustration. 
 
Figure 5.12 GLIM image (left) with basal cells in regions circled in yellow and H&E image (right) of a prostate 
core. The red arrows point to locations of the basal cells. These cells exist sparsely in the surroundings of the 
benign glands.  
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Here, we use the GLMnet [144] classifier to sort each pixel into two classes: basal and 
non-basal. The GLMnet is particularly suitable for this problem thanks to its ability to train a 
logistic regression classifier with high dimensional descriptors, i.e. thousands of features. The 
key benefits of GLMnet come from the use of the Lasso formulation to obtain a small set of 
coefficients compared to that using classic logistic regression. As a result, GLM is very good 
at avoiding overfitting the training data which ultimately gives poor validation performance. 
To obtain high: dimensional pixel descriptors, we used the histogram of texton indices with 
the number of textons set to 1024K  . This choice of K  is expected to capture enough 
variation in the tissue expression for basal detection. More details on training the GLMnet are 
given in Appendix C, Section C.4. 
Figure 5.13 shows the misclassification error as a function of the coefficient ,l the 
trade-off factor that controls the sparsity level and the training error. The value on the top row 
of the plot axis is the number of non-zero coefficients. It can be seen that the misclassification 
error reduces from 10% to about 14.5% when the number of non-zero coefficients reduces 
from 700 to approx. 20. The misclassification error saturates at around 14.5% for sufficiently 
big value of .l  
 
Figure 5.13 Misclassification error evaluated by the GLMnet for different values of l . 
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Next, we use the coefficients vector † (corresponding to 1sel ) obtained by the 
GLMnet to classify the whole SLIM image of prostate cores. Figures 5.14(a)-(d) show the 
basal classification results for four different cores. In each figure, the left image shows the 
classification results overlaid on the SLIM image. Regions detected as basal are displayed in 
green. The right figure shows the corresponding H&E image. These H&E images are manually 
marked by pathologists. Regions marked in green are normal. Their glands are surrounded by 
a small layer of basal cells. The regions of the H&E image marked in blue are tumor. These 
regions is not expected to have basal cells. In Fig. 5.14(a), all glands are benign. Therefore, 
basal cells are expected to be seen in some peripherals of each gland. Its segmentation result 
(top left) shows that several locations containing basal cells are correctly classified. Figure 
5.14(b) has two benign regions and a cancer region. Again, several basal locations surrounding 
the normal gland are detected correctly. Unfortunately, there are also some false positives in 
the cancer region (circled as blue in the H&E). They are generated by the inflammatory cells 
and nucleus of stroma due to close proximity between them and the basal cells. In Fig. 5.14(c), 
the false positives are generated by the inflammatory cells in stroma and glandular distortion 
typically obvious at high grade. The tumor region in this core has high Gleason of 4+5 with a 
lot of distortion. The glands are small, and single epithelial cells are also detected. Figure 
5.14(d) shows another example of the false positive. This is a figure of a cancer core where no 
basal region is expected to exist. However, the classification shows many false positive regions 
as basal. The false positives are caused by densely packed epithelial cells, generating textures 
similar to that of the basal cells. 
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Figure 5.14 (a)-(d) Basal segmentation overlaid on the SLIM images (left) and  
the corresponding H&E images (right).  
The AUC value for basal cell classification as a function of l  is shown in Fig. 5.15. 
Here, the GLMnet is used in cross-validation mode to optimize the AUC instead of the 
misclassification error. Clearly, an AUC value of at least 0.9 can be obtained when the number 
of non-zero coefficients is at least 383 corresponding to   ≥ 10  . 
 
 
Figure 5.15 AUC values as a function of l  obtained by using the GLMnet in cross-validation mode. 
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5.6 Summary  
In summary, we have introduced a novel approach to obtain automatic diagnosis information 
using quantitative phase imaging and machine learning. Our method boasts the merits of QPI, 
which is insensitive to variation in illumination condition, staining procedure, color balance, 
etc. Therefore, it allows for easy translation across different clinics. The diagnosis is done 
automatically, using state-of-the art computational tools to produce objective diagnosis results 
and avoid inter-observer variation. The work uses a dataset of 288 cores from a TMA consisting 
of 368 cores, with consensus diagnosis results. In the future, we aim to validate our algorithm 
on a larger dataset to make it more robust to sample variation and to improve the diagnosis 
accuracy.  
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CHAPTER 6: GRADIENT LIGHT INTERFERENCE 
MICROSCOPY (GLIM) 
 
 
6.1 Introduction 
It has become increasingly clear that understanding morphogenesis and disease requires three-
dimensional tissue cultures and models [145]. Effective 3D imaging techniques, capable of 
reporting on subcellular as well as multicellular scales, in a time-resolved manner, are crucial 
for achieving this goal [146]. While the light microscope has been the main tool of investigation 
in biomedicine for four centuries, the current requirements for 3D imaging pose new, difficult 
challenges. Due to their insignificant absorption in the visible spectrum, most living cells 
exhibit very low contrast when imaged under visible light microscopy. As a result, fluorescence 
microscopy has become the principal tool of investigation in cell biology [85]. Due to the 
extraordinary progress in designing fluorescence tags, structures in the cell can be imaged with 
high specificity. More recently, super-resolution microscopy methods based on fluorescence 
have opened new directions of investigation, toward the nanoscale subcellular structure [147]. 
However, fluorescence imaging is subject to several limitations. Absorption of the excitation 
light may cause the fluorophore to irreversibly alter its molecular structure and stop 
fluorescing. This process, known as photobleaching, limits the time interval over which 
continuous imaging can be performed [148]. The excitation light is typically toxic to cells, a 
phenomenon referred to as phototoxicity [149]. The development of the green fluorescent 
protein (GFP) is a technology breakthrough that alleviates some of these limitations [150]. 
While GFP significantly improves the viability of the specimen under investigation, concerns 
regarding phototoxicity, photo-bleaching, and functional integrity of the cells upon genetic 
engineering still remain [151]. Overcoming these limitations becomes extremely challenging 
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when imaging thick objects over an extended period of time [152, 153]. Acquiring data over 
the time and the axial dimension increases exposure of the specimen to the excitation light, 
lowering its viability. Confocal [154] and two-photon fluorescence [155] microscopy have 
been the main tools for imaging thick 3D specimens. While these methods can provide 
excellent sectioning through tissue, due to the focused, short wavelength excitation, the amount 
of power required may be harmful. Thus, recent advances in light sheet microscopy were 
dedicated specifically to reducing phototoxicity and photobleaching [156-158].  
Label-free microscopy provides an alternative solution to overcoming these limitations. 
Two classical methods are phase contrast (PC) microscopy and differential interference 
contrast (DIC) microscopy [159]. The contrast in these methods is generated by visualizing the 
modifications of the wavefront when incident light propagates through the sample. 
Unfortunately, both PC and DIC are qualitative, i.e., they do not measure the wavefront 
deformation quantitatively. This deformation is characterized by a spatially-dependent phase 
shift, defined as        2 ,o h n  l r r r  where 	lo  is the central wavelength of the 
illumination,  h r  and  n r  are the sample thickness and refractive index difference, both 
evaluated at the transverse coordinate   ,r  respectively. As discussed throughout this thesis, 
QPI is a novel tool focused precisely on quantifying this optical path length map. It has recently 
gained significant scientific interest, especially in the biomedical field [8]. Over the past 
decade, this area of research has seen several advancements in QPI technology to further extend 
its application boundaries. For example, common-path interferometry replaced traditional 
interferometry for better stability and sensitivity [31, 160, 161]. Low temporal coherence 
illumination methods surpassed those with laser illumination in image resolution thanks to their 
ability to suppress the speckle phenomenon [39, 42, 162, 163].  
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An interesting direction of study is using QPI to extract scattering information from 
extremely weakly scattering objects [164]. This approach is referred to as Fourier transform 
light scattering (FTLS), to suggest that it is the spatial analog to Fourier transform (infrared) 
spectroscopy [165]. The idea is that the knowledge of amplitude and phase of an image field 
allows us to numerically propagate that field and any plane, including the far field, where 
angular scattering measurements are typically performed. For weakly scattering objects such 
as live cells, it is much more signal-effective to perform the measurement at the image plane, 
where all scattering angles overlap at each point, rather than measuring angle by angle in the 
far field. As a result, QPI can be used to solve inverse scattering problems and extract the 3D 
structure of inhomogeneous objects [166]. Three-dimensional information of the specimen is 
accessible by measuring the phase across multiple angles of the illumination or axial specimen 
positions [167-170]. However, imaging optically thick, multiple scattering specimens is 
challenging for any optical method, including QPI. The fundamental obstacle is that multiple 
scattering generates an incoherent background, which ultimately degrades the image contrast. 
An imaging method dedicated to imaging optically thick specimens must include a mechanism 
to subdue the multiple scattering backgrounds and exhibit strong spatial sectioning to suppress 
the out of focus light. 
To overcome these challenges, here, we introduce a new QPI method, referred to as 
Gradient Light Interference Microscopy (GLIM). GLIM combines the DIC microscopy with 
low coherence interferometry and holography. In GLIM, the two interfering fields are identical 
except for a small transverse spatial shift. This geometry ensures that the two fields suffer equal 
degradation due to multiple scattering. By accurately controlling the phase shift between the 
two waves, we acquire multiple intensity images, which have the same incoherent background, 
but different coherent contributions. As a result, GLIM can reject much of the multiple 
scattering contribution and yield remarkable contrast of thick objects. Furthermore, the 
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illumination condenser aperture is fully open, which lends GLIM very strong optical 
sectioning. GLIM can provide tomographic imaging of both thin samples, e.g., single cells, 
and thick specimens, such as multicellular systems. Below, we present the principle of GLIM 
operation, validation results on test samples, and time-resolved tomography of cells in culture, 
as well as embryo development.  
6.2 Optical setup and imaging principle 
GLIM is an add-on module to a commercial DIC microscope as shown in Fig. 6.1(a). Via a 
Wollaston prism, the commercial DIC microscope generates two replicas of the image field, 
cross-polarized, and shifted transversely by a distance smaller than the diffraction spot. We 
removed the analyzer polarizer that normally renders the two polarizations parallel in DIC and, 
instead, let the two fields enter the GLIM module. These fields are spatially Fourier 
transformed by the lens L1 at its back focal plane. A spatial light modulator (SLM), placed at 
this plane with its active axis aligned to the polarization direction of one field, retards its phase 
by m  n 2 with n  0,1,2,3,  and leaves the other field unmodified. Both fields are inversely 
Fourier-transformed by lens L2 to generate the image at the camera plane. A linear polarizer, 
P1, is aligned at 45o with respect to both polarizations to render them parallel. The resulting 
field at the detector is a coherent superposition of two fields, namely,  
       ,ninU U U e
d  r r r r   (6.1) 
where ˆxd dr x  is the spatial offset between the two fields and Uis the image field. The 
intensity for each phase shift,    
2
,n nI Ur r  can be written as 
            2 , cos ,n nI I I d g d  d          r r r r r r r r r   (6.2) 
where  I r  and   r  are, respectively, the intensity and phase of the image field, and g  is 
the mutual intensity, i.e., the temporal cross-correlation function between these two fields, 
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evaluated at zero delay,      *,
t
U Ug d d r r r r r . The phase 2n n   is the 
modulated phase offset between the two fields, externally controlled by the SLM. From the 
four intensity images, , 1,...,4,nI n  (Fig. 6.1(b)), we are able to solve for   ,I r   ,g dr r , 
and      .  d    r r r r  These data render quantitatively the gradient of the phase along 
the direction of the shift (Fig. 6.1(c)),      .x x  d » r r  Detailed procedures for extracting 
the phase gradient and estimating xd  can be found in Appendix D, Section D.1. Before image 
recording, we calibrated the SLM to obtain its phase modulation curve; see Appendix D, 
Section D.2 for more details on the calibration procedure. 
 
Figure 6.1 Optical setup and working principle of GLIM. (a) GLIM optical setup. (b) The four frames acquired 
by the GLIM module. (c) Extracted quantitative gradient map of two 3 μm polystyrene beads immersed in oil. 
(d) Integrated phase map of a 4.5 µm polystyrene microbeads at NAcon=0.09. (e) Cross-sections of the 
reconstructed phase and the computed ground truth (black dashed curve) taking into account blurring due to 
diffraction.  
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6.3 QPI using GLIM 
In order to demonstrate the capability of GLIM to extract quantitatively the phase gradient, we 
image 4.5 ±5% µm polystyrene micro-beads (Polysciences Inc.), with a refractive index of 
1.59 at the central wavelength. The beads are immersed in oil (Zeiss Inc.) with a refractive 
index of 1.518 to generate a total phase shift of 3.87 radians.  Figure 6.1(c) shows the measured 
phase gradient at conNA =0.09. Given the phase gradient, ,x  one can integrate along the 
gradient direction to get phase value,  r ,  using 
      
0
, ', ' 0, ,
x
xx y x y dx y      ò   (6.3) 
where  0, y   is the initial value, which can be obtained with some prior knowledge on the 
specimen. For example, if 0, y   is a background location, the phase  0, y   should be set to 
0  radians. Figure 6.1(d) shows the quantitative phase map,   r , and Fig. 6.1(e) displays a 
line profile through the center of the bead. Note that our integration result matches very well 
the expected ground truth.  
 
6.4 Single cell tomography using GLIM 
Due to the high numerical aperture of the illumination, GLIM has excellent sectioning 
capabilities, which yields tomographic imaging of both thin and thick samples. Here, we apply 
GLIM tomography to a 30% confluence HeLa cell culture over 21 hours. Seven fields of view 
(FOVs) were imaged using a 63x/1.4 NA objective with a spatial sampling rate of  10.8 
pixels/µm. Each FOV was scanned every 22 minutes. For each time point, the sample is 
scanned over a total depth of 28 µm with a step size of 0.07z   µm. Figure 6.2(a) & (b) show 
the x-y and x-z cross-sections of the GLIM measurement, i.e., the quantitative phase gradient. 
In order to remove the background due to weak sectioning at small scattering angles, we 
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perform a spatial filtering operation developed based on a model for 3D image formation in 
GLIM. More details on this model are presented in Appendix D, Section D.3 and D.4. The 
filtering operation is explained in detail in Section D.5. Figure 6.2(c) & (d) show the 
corresponding x-y and x-z cross-sections of the filtering, with yellow arrows pointing to the 
locations of the nucleus. Clearly, the x-z cross-section of the tomograms shows significant 
improvements in depth sectioning. Compared to the phase gradient image, ,x  this cross-
section has no diffraction streaks or “shadow” artifacts and clear cell boundaries. Figure 6.2(e) 
– (k) show the GLIM tomograms obtained via filtering, at seven different time points. The cell 
nuclei were segmented and are shown in orange while the cell membranes are displayed in 
green using iso-surface rendering. The rendered images clearly show different 3D structures 
of the cells. It can be further seen that during the mitosis phase (the 110 min. and 264 min. 
frames), the cells assumed a spherical shape during interphase (pointed by yellow arrows in 
Fig. 6.2(g)). Also, at the 110-minute point, while forming a mitotic sphere, the cells appear to 
leave behind biomass that is adherent to the substrate, consistent with previous observations 
[171]. These biomasses are pinpointed by a white arrow in Fig. 6.2(g). 
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Figure 6.2 GLIM imaging of HeLa cell culture. (a) x-y cross-section and (b) x-z cross-section of the GLIM 
phase gradient measurement. Dashed line denotes the locations of the cross-section. (c) x-y cross-section and (d) 
x-z cross-section after spatial filtering. (e) – (k) Rendering of the cell tomography results at different time 
points, as indicated. (l) Mass vs. volume and (m) area vs. volume measurements extracted from the GLIM 
tomography data. 
Thanks to the excellent depth sectioning of the GLIM, we can compute several 
parameters for each cell and study their time evolution. Figure 6.2(l) shows the dry mass vs. 
volume for several different cells during the 21-hour window. To obtain the cellular metrics 
for an individual cell, we first segment them automatically using a procedure mentioned in the 
Appendix, Section D.6. The dry mass is computed from the reconstructed susceptibility 
following a method mention in Section D.7, Appendix D. Each point in these plots corresponds 
to one cell at one time-point. These results show that, for the most part, the points align along 
a straight line. We found that the points deviating from this line correspond to cells going 
through mitosis. This result indicates that there is a significant density increase during mitosis. 
Meanwhile, the surface area vs. volume relation shown in Fig. 6.2(m) is essentially linear with 
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slightly different slopes for different cells over the whole cell cycle. More results on the time-
lapse measurement are given in Appendix D, Section D.8. 
6.5 GLIM for embryo tomography 
The Centers for Disease Control and Prevention (CDC) report from 2014 shows that 208,768 
ART cycles were performed with 57,332 live births [172]. As the numbers indicate, the 
percentage of live births from these procedures is still rather low. One reason is the lack of 
objective and accurate evaluation of the embryo quality and viability before transfer. 
Morphological assessment is currently the main method used to determine embryo viability 
during IVF cycles. However, studies have shown that the predictive power of the typical day 
2 and 3 assessment of morphological parameters has remained low [173-175]. Various 
noninvasive analytical tools have recently been used for noninvasive prediction of embryonic 
potential [176-180]. One such tool has been the development of quantitative techniques for the 
non-invasive assessment of embryo metabolism, and its value as a predictor of embryo viability 
is the subject of ongoing investigations [181]. But currently, the visual observation remains the 
most used and reliable method. With the improvement of microscopy, it is possible to follow 
embryo development in real time, and it has been established that morphokinetic parameters 
can be used to select embryos with higher potential [182]. One of the most important 
microscopy techniques is transmission electronic microscopy (TEM), which is considered by 
many the main tool for intracellular evaluation. The main problem with using TEM for embryo 
evaluation is that the preparation of the sample requires non-vital fixation of the sample that 
kills the embryo [183]. Therefore, while this type of microscopy can be considered an 
important tool for research, it has little value for routine IVF procedures. The other technique 
commonly used to evaluate the embryo quality is confocal microscopy. In this case, the sample 
must be stained in order to be evaluated, which can be detrimental to embryo survival. Due to 
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its excellent sectioning capabilities, GLIM can be used to perform tomography on optically 
thick specimens such as embryos.  
Here, we obtained three-dimensional GLIM stacks of bovine embryos at different 
development stages. We used a 63x /1.4 NA oil immersive objective at a transverse sampling 
rate of 10 pixel/µm. The condenser aperture was fully opened to conNA =0.55 to maximize the 
depth sectioning and spatial resolution. The embryos were scanned in the axial dimension over 
an interval of [-120 µm, 120 µm] with a step of z  0.05 µm. Figure 6.3(a) & (b) show the x-
y and x-z cross-sections of the raw phase gradient. The corresponding cross-sections of the 
GLIM tomogram are shown in Fig. 6.3(c) & (d). The GLIM tomography reveals various 
structures of the embryos, including their membranes, internal cells, gaps between the 
membrane of the cells and their internal content, lipid droplets in each cell, as indicated in Fig. 
6.3(e). The x-z cross-sections further show the contact between the embryo and the underlying 
glass substrate (Fig. 6.3(d)), and the debris on the substrate.  
Figures 6.3(f) – (h) show the rendering results of three different embryos, consisting of 
two cells, four cells, and five cells, as indicated. One can see clearly how different cells of the 
embryos stack with respect to each other in 3D. The membranes of the embryos are manually 
segmented and displayed as transparent surfaces.  
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Figure 6.3 GLIM imaging for thick embryos. (a) x-y cross-section and (b), y-z cross-section of raw GLIM 
images in a bovine embryo. (c) x-y and (d) y-z cross-sections after spatial filtering. (e) A rendered embryo that 
was cut through the center to reveal internal structures. (f) – (h) Bovine embryos at different points in their 
development stages, as indicated. 
6.6 Summary 
In summary, we introduced GLIM, as a new QPI method, for 3D imaging of unlabeled 
specimens. GLIM has all the benefits of common-path white-light methods including 
nanometer path length stability, and speckle-free and diffraction-limited resolution. At the 
smallest condenser aperture, GLIM gives exact values of the quantitative phase for thin 
samples. At the largest condenser aperture, GLIM can be used as a tomography method, 
allowing us to obtain three-dimensional information of thick imaging samples. We 
demonstrated the success of GLIM on various samples, e.g., beads, HeLa cells, and bovine 
embryos. We believe that this method will set an excellent foundation for other research 
projects and high-impact applications.  
As a label-free method, GLIM can be applied to imaging live cells and thick samples 
nondestructively over broad temporal and spatial scales. This technique is not limited by 
photobleaching and phototoxicity commonly associated with fluorescence microscopy. Also, 
it provides excellent optical sectioning and obtains three-dimensional information from 
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unlabeled specimens. However, similar to other label-free images, GLIM lacks specificity. 
Therefore, we envision that GLIM and fluorescence techniques will co-exist and corroborate 
the advantages of specificity and noninvasiveness. This is completely feasible since GLIM 
operates on the same optical path as the fluorescence channels, allowing a seamless 
combination of the two modalities. 
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CHAPTER 7: CONCLUSION 
 
In this dissertation, we have demonstrated the use of computational tools to improve several 
aspects of QPI and push its application boundary further. In Chapter 2, we built a new QPI 
imaging system, tSLIM, that replaced the PANLC-SLM in the traditional SLIM system with a 
more popular, cost-effective TNLC-SLM. However, this change comes with extra 
complication in the image formation and phase retrieval. Thanks to the help of computational 
tools, especially linear algebra, these obstacles were overcome. Chapters 3 & 4 solved common 
issues in common-path QPI, in particular, e.g. halo artifacts and phase underestimation. By 
modeling the image formation using Fourier optics, we discovered that the cause of these 
problems was the spatial coherence of the illumination. To have halo-free QPI images and 
avoid phase underestimated, the illumination needs to be perfectly coherent or, at least coherent 
enough that its coherence area is larger than the FOV. Unfortunately, these requirements are 
very hard to satisfy in practice with white-light illumination. In microscopy, the use of white-
light is highly expected thanks to its ability to give speckle-free images at diffraction-limit 
resolution. It is known that optical solution, e.g., laser illumination, can solve the problem. 
However, it requires pristine optics and causes the speckle phenomenon, which ultimately 
degrades the image quality. This dissertation introduces the computational solution to the 
spatial coherence problem. Using this solution, we were able to remove the halo phenomenon 
and obtain the correct quantitative phase value under white-light illumination. Chapter 5 
combined QPI with machine learning to build the first tissue scanner for automatic diagnosis 
of prostate cancer. We first build a random forest classifier to classify each pixel into one of 
three categories: gland, lumen, and stroma. Then, from pixel label maps, we computed 
morphological and quantitative features and passed them to subsequent classifiers to produce 
diagnosis results. Two automatic diagnosis problems were studied, including automatic 
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Gleason grading and cancer vs. non-cancer classification. Finally, while other chapters deploy 
partially coherent illumination to obtain the phase information, Chapter 6 introduces an entirely 
new QPI method, named GLIM, which uses almost incoherent illumination. GLIM has all the 
benefits of common-path white-light methods including speckle-free and diffraction-limited 
resolution. Also, it has no halo artifact compared to SLIM or DPM. The phase underestimation 
from GLIM comes from the objective lens instead of the condenser lens. This fact allows us to 
maximize the condenser aperture in GLIM to greatly increase the depth sectioning. Again, 
computational modeling helped us understand the limits of GLIM. We proposed a filtering 
method to reduce the diffraction streaks and significantly enhance its axial sectioning. We 
demonstrated the use of GLIM to image optically thick samples, e.g., bovine embryo, that are 
hundreds of microns thick. We believe that this method will set an excellent foundation for 
other research projects and high-impact applications. 
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APPENDIX A: SUPPLEMENTAL INFORMATION FOR 
CHAPTER 3 
 
A.1 Extracting the cross-correlation function from interference 
fringes 
We used the following procedure to obtain the temporal cross-correlation function in the DPM 
experiment. The only difference between the 2D and 3D case is that the procedure is repeated 
at different z  values in the latter case. The DPM intensity image captured by the camera can 
be written as  
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ikxox
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where  kxo  is the spatial wave vector generated by the DPM grating. Note that the first two 
terms in the expansion of 
 
I r   exist at base-band while the third term and fourth term are 
centered around 
 
k

 ±k
xo
,0   in the spatial frequency domain. Therefore,  
G
p ,r
r,r,0   can be 
obtained by applying a band-pass filter on 
 
I r   so that its bandwidth matches to that of the 
fourth component, followed by shifting the remaining spectrum into the baseband, which is the 
principle of off-axis holography suggested by D. Gabor [184].  
A.2 Convergence of the 3D ideal phase to 2D ideal phase 
The “ideal” phase in 3D is given by Eq. (3.8) as         12 .oi q n zo n X e j     Á    r kr rⓥ  
Let us consider a thin object, of thickness  h,  placed around the  z  0 plane, characterized by 
a susceptibility function 
 
 r   P z h  n r 
2
 n 2



» 2nP z h  n r   n  ,  where  P .  
  84
is the rectangular function. We have also approximated 
 
n r
   n » 2n. For a well-focused 
sample, ignoring the defocusing diffraction, i.e., 
 
Á
k
1 e
i qn z ®d 2  r 1 z  , we have  
 
j r ® h n r   n  ,  which is the definition of phase for the two-dimension case. 
A.3 Derivation for the formula of the 3D measured phase 
 
Recall that in DPM, the field Ur  is generated by 2D spatially filtering the sample field Up , i.e. 
 
U
r
z   Ut r , z ò d 2r  Uto z ,  where z  is the axial coordinate. Here, we use the “o” 
subscript to denote the spatial filtering operation to generate the reference. In the Born 
approximation, the sample field is assumed to consist of an incident field,  Ui ,and a scattered 
field,  Us .  Therefore, the reference field also consists of a “filtered” incident,  Uio ,  and a 
“filtered” scattered field,  Uso.  Using the decomposition  
U
p
=U
i
+U
s
,and  Uto =Uio +Uso ,  we 
rewrite the cross-correlation function as 
 
 
G
p ,r
r,r,0   U i Us ,U io* Uso* t r,r 
 G
i,io
r,r,0   G s,io r,r,0   G i,so r,r,0   G s,so r,r,0 ,
  (A.2) 
where 
 
G
i,io
,G
s,io
,G
i,so
,G
s ,so
 are cross-correlation functions, evaluated at zero-delay 0,   between the 
incident field and its low-pass version, the scatter field and the incident low-pass version, the incident 
field & the scattering low-pass version, and the scatter field and its low-pass version, respectively.  
Ignoring 
 
G
s,so
r,r   because it is much smaller in amplitude than other terms, the following 
results hold (see Appendix A, Sections A.4, A.5, A.6 for more details).  
   (A.3) 
   (A.4) 
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        , , ; 0 .i so i ii hjG   G   rr r 0 r r ⓥ   (A.5) 
Here,  is the spatial Fourier transform of the mutual intensity function 
 
G
i
r
 . Note that, among 
these terms, the first one, 
 
G
i,io
, only relates to the illumination. The second and third are imaginary. 
The fact that they have opposite signs tells that they cancel each other out, causing the halo 
and phase-underestimation artifact. Using these terms, Eq. (3.7) can be proven easily using 
 
     
      
     
       
, , ,
, , ,
, , ,
3
arg , ,0 arctan Im Re
arctan , , ;0 ,
, , ;0 ,
.
t r t r t r
s io i so i io
s io i so i io
i
J J J
J J J
J J J
hj d
      
   
 »  
   r
r r
r r r r r r
r r r r r r
r r rⓥ
  (A.6) 
 
A.4 Derivation for the expression of 
 
G
i,io
 
We have 
 
G
i,io
r,r;0   Ui r , z,t  Ui* r ' ,z,t d 2r 'ò
t
 G
i
r

, z,r '

,z ò d 2r ' .   
Combining this equation with Eq. (14) of [185], 
  we have  
 
A.5 Derivation for the expression of 
 
G
s,io
 
The scattered field Us  is given using the 1
st-order Born approximation as [186]
 
U
s
r;t  » o2  r ' Ui r ',t g r  r ' ò d 3r ',  where  g .   is the Green’s function of the system. 
For simplicity, we have ignored dispersion of the sample, i.e., 
 
 r   n r 
2
 n 2 ,independent 
of wavelength. Then, 
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G
s,io
r,r   Us r , z,t  Ui* r '' ,z,t d 2r ''ò t
 
o
2  r ' Ui r ' , z ',t g r  r ' ò d 3r ' Ui* r '' ,z,t d 2r ''ò
t
 
o
2  r ' òò G i r ' ,z ',r '' ,z g r  r ' d 3r 'd 2r '' .
 (A.7) 
Again, Eq. (14) of [185] gives 
  which transforms Eq. 
(A.7) into  
 
           
           
2 2 3 2
,
2 3 2
, ' exp . ' '' ( ' ) ' ' ''
' ' exp ( ') ' exp .
s io o i
i o i o
i iq z z d g d d
g in z z d g in z
 
     
      
 
G  G      
   G     G    
òò ò
ò r
r r r k k r r k k r r r r
0 r r r r 0 r

  ⓥ
 
 (A.8) 
Under paraxial approximation, 
 
g r  » iÁk
1 eiqz  2no , Eq. (A.8) becomes 
              1, , 2 ,i q n zs io i ii n e i  j    G  G Á  G   r kr r 0 r 0 r ⓥ  which completes 
the proof. 
A.6 Derivation for the expression of 
 
G
i,so
 
By definition, 
 
 
G
i,so
r,r   Ui r , z,t  Us* r ' , z,t d 2r 'ò
t
 
o
2 * r ''  Ui r , z,t Ui* r '' , z '',t  g* r ' r '' d 3r ''d 2r 'òò
  2 * r '' G i r , z,r '' , z '' g* r ' r '' ,z z'' d 3r ''d 2r 'òò .
 (A.9) 
Using Eq. (14) of [185], dropping the conjugate notation on ,   and changing the order of 
integration in Eq. (A.9), we have 
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G
i,so
r,r   Ui r ,z,t  Us* r ' , z,t d 2r 'ò
t
 
o
2 * r ''  Ui r , z,t ui* r '' , z '',t  g* r ' r '' d 3r ''d 2r 'òò
 
o
2 * r '' G i r , z,r '' , z '' g* r '  r '' ,z z'' d 3r ''d 2r ' .òò
 (A.10) 
 
Under the paraxial approximation:    ''* 2 1' '' , z z'' ' 2 ,in z zg d i e n 

 
  
   »  Á
 ò kr r r  Eq. (A.10)  
becomes 
       
 
 
         
         
   
2 3
,
''1 3
1
1
. ''
, 2 '' exp ''
( '')
2 '' '' ''
2
2
i so o i
i q n z z
o i
i q n z
o i
i q n
i
i n d d
i q n z z
i n e d
i n e z
iS X n e


 

 
  d

 


  
 

 




    
 G   G 
       
   Á G 
  
  Á G      
   Á 
ò ò
ò k r
r k r
r k
k r r
r r r k k r
k
r r r r
r
0


ⓥ
ⓥ ⓥ
ⓥ             
             12 ,
z
i i
i q n z
i i i
z
iS X n e h i h


d
 j

 

 
 G G 
   Á  G 
r
r k r r
r 0 r
0 r 0 r

 
ⓥ
ⓥ ⓥ ⓥ
  (A.11) 
which completes the proof.  
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APPENDIX B: SUPPLEMENTAL INFORMATION FOR 
CHAPTER 4 
 
B.1 Characterizing the functions  G i ,ho , 
and 
 
h
s  
 
For a successful inversion to obtain halo-free images, the functions ,iG  ,oh  and sh  need to be 
estimated with high accuracy. These functions are characterized by the illumination 
wavelength,
 
NA
obj
,  and the illumination aperture, governed by ,min,ringNA  and ,maxringNA . While 
 
NA
obj
 is provided by the microscope manufacturer, other parameters are not always available. 
To determine them, we imaged the back aperture of the objective onto the camera plane. Thus, 
the inner radius, , ,ring inr  outer radius, , ,ring outr  of the phase ring and that of the objective’s 
aperture, 
 
r
obj
, were measured experimentally. With these dimensions available, we calculate
 
NA
ring ,min
 and 
 
NA
ring ,max
 using relations 
 
NA
ring ,min
 r
obj
NA
obj
r
ring ,in
, 
 
NA
ring ,out
 r
obj
NA
obj
r
ring ,out
.  When a PC objective is used, its attenuation factor has to be 
incorporated into the model by manipulating  ho. To determine this attenuation, we calculate 
the ratio between the average intensity over a line profile inside and outside the objective phase 
ring. Finally, the mutual intensity of the illumination field at the image plane is obtained by 
two-dimensional Fourier transforming the intensity of the condenser aperture, i.e., 
 Here,  is the spatial Fourier transform of the condenser aperture 
intensity, cf  is the focal length of the condenser aperture, andl  is the mean wavelength of the 
illumination. 
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B.2 Extracting four terms of Eq. (4.1) 
Equation (4.1) in the main text reads 
   1 2 3 4; 2 ,
nnI n I I i C i C     r   (B.1) 
where four individual terms 1 2 3 4, , ,I I I I  are defined by  
 
         
         
         
         
2 2 * *
1 1 2 1 2 1 2 1 2
2 2 * *
2 1 2 1 2 1 2 1 2
2 2 * *
3 1 2 1 2 1 2 1 2
2 2 * *
4 1 2 1 2 1 2 1 2
,
,
,
.
i o o
i s s
i o s
i s o
I d d t t h h
I d d t t h h
C d d t t h h
C d d t t h h
 G   
 G   
 G   
 G   
òò
òò
òò
òò
r r r r r r r r r r
r r r r r r r r r r
r r r r r r r r r r
r r r r r r r r r r
  (B.2) 
The sub-equations in (B.2) are generally valid under partially coherent illumination, governed 
by the mutual intensity iG . To prove them, let us start by considering that the point sources at 
the condenser plane are independent of each other. Each point source in the condenser aperture, 
which is characterized by a transverse spatial frequency of ,k  generates a plane wave ie kr
onto the sample plane, yielding a new total field of  .ie Tk r  right after it. The unmodulated 
region of the back aperture, i.e. the non-ring one, with the PSF of ,sh  generates a coherent 
response of   .i se T hk r rⓥ . The modulating region with the phase modulation of 2n  alters 
the PSF to 
n
oi h  and gives a coherent response at the camera plane of    . .i n oe T i hk r rⓥ  
Combining the responses with a contribution of an intensity term of  cI k  for different wave 
vectors ,k we have the total intensity image of [89] 
         
2
2 .; 2 .i nc s oI n d I e T h i h    ò
k r
rr k k rⓥ  (B.3) 
Expanding the convolution operation, rⓥ , we further obtain 
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             
           
             
       
1 2
1 2
1 2
1 2
.2 2 2 * *
1 2 1 2 1 2
.2 2 2 * *
1 2 1 2 1 2
.2 2 2 * *
1 2 1 2 1 2
.2 2 2 *
1 2 1 2
; 2 ic o o
i
c s s
n i
c s o
in
c o
I n d d d I e T T h h
d d d I e T T h h
i d d d I e T T h h
i d d d I e T T h
 



    
    
     
   
òò
òò
òò
òò
k r r
k r r
k r r
k r r
r r r k k r r r r r r
r r k k r r r r r r
r r k k r r r r r r
r r k k r r    *1 2 .sh r r r r
  (B.4) 
Finally, using the Fourier relation between  .iG , the mutual intensity of the illumination, and 
the aperture intensity [78], i.e.,    [ ]i cIG   Ár k , Eq. (B.4) becomes 
           
         
           
         
2 2 * *
1 2 1 2 1 2 1 2
2 2 * *
1 2 1 2 1 2 1 2
2 2 * *
1 2 1 2 1 2 1 2
2 2 * *
1 2 1 2 1 2 1 2
; 2
.
i o o
i s s
n
i s o
n
i o s
I n d d T T h h
d d T T h h
i d d T T h h
i d d T T h h
  G   
 G   
  G   
 G   
òò
òò
òò
òò
r r r r r r r r r r r
r r r r r r r r r r
r r r r r r r r r r
r r r r r r r r r r
  (B.5) 
Thus, the sub-equation in (B.2) is followed by identifying the four terms with those in Eq. (B.5)
. Although Eq. (B.5) has been used intensively to study the image formation under partially 
coherent illumination [89, 187], it is rarely used in solving the inverse problem to recover the 
sample transmission, T , due to high computational complexity. For example, consider a 
transmission map T  of N N  pixels and all kernels , ,i o sh hG of P P  pixels. Computing 
intensity I  requires  2 4O N P  operations, which would be problematic for large values of N  
and .P  
Although we have four unknowns with four intensity measurements  ; 2I nr  with 
0,1, 2,3,n   there is still an ambiguity in resolving 
1I  and 2I  since the same combination 
1 2I I  appears in all terms. Note that 3C  and 4C  are conjugated to one another. Solving only 
for one of them is sufficient. 
3C  can be obtained precisely from 4 frames as 
 
 
C
3
r   1 2  I r;0   I r;    i I r; 2   I r; 2   .  (B.6) 
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An extra equation is needed to resolve 
1I  and 2I . Toward this end, we assume the illumination 
to be close to spatially coherent, or that the field is quasi-plane wave, analog to quasi-
monochromatic in the temporal domain. With this approximation, we obtain [32] 
 
         
2 2
1 2 3 4 1 4 ;0 ; ;3 2 ; 2
.
I I C C I I I I
P
  »          

r r r r
 (B.7) 
The sum S  of 
1I  and 2 ,I  which is also obtainable from four frames, is given as 
 
        1 2 ;0 ; 2 ; ;3 2 4
.
I I I I I I
S
        

r r r r
  (B.8) 
Combining the product in Eqs. (B.7) and the sum in (B.8), we can solve for 
1I  and 2I  
explicitly as 
 
 
 
2
1
2
2
4 2,
4 2.
I S S P
I S S P
  
  
  (B.9) 
After all solutions for 1 2 3, ,I I C  and 4C  are obtained, the measured phase m  is calculated 
using the definition as 
      1 1 4arg arg .m J I C         r r r   (B.10) 
B.3 Proof of Eq. (4.2) 
Note that  1J r  is the sum of the intensity of the incident field,  1I r , and the temporal cross-
correlation function at zero delays 0,    4 ,C r  specifically, 
 
     
           
1 1 4
2 2 * *
1 2 1 2 1 2 1 1 2 .i o s o
J I C
d d T T h h h
 
 G       òò
r r r
r r r r r r r r r r r r
 (B.11) 
Note that the sum 
o sh h  is a coherent PSF given by the Fourier transform of the aperture 
function of the objective of the microscope. This PSF is typically much narrower than iG  and 
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almost zero everywhere except around 1.»r r  Ignoring the contribution from terms with 1r r
, Eq. (B.11) simplifies to  
 
         
   
2 * *
1 2 2 2 2
*
* .
i o
i o
J d T T h
T T h
» G  
  G 
òò
r
r r r r r r r r
rⓥ
  (B.12) 
As a side note, computing  1J r  now requires only  2 logO N N    operations using the fast 
Fourier transform (FFT), which is much more effective than computing the intensity  .I r  
Therefore, it is more efficient to solve for the transmittance  T r  from  1J r  instead of from 
 .I r    
 
B.4 Solving for the optimal phase of interest 
In order to solve the optimization problem in Eq. (4.5) in the main text, the limited memory 
Broyden–Fletcher–Goldfarb–Shanno with box constraint (L-BFGS-B)[100] algorithm was 
used. Our source code was developed in Matlab and the call for the L-BFGS-B subroutine was 
through a Matlab MEX-wrapper written by Stephen Becker (available at 
https://github.com/stephenbeckr/L-BFGS-B-C). At each iteration, only the value of the 
objective function  ko   r  and its derivative o   , evaluated at the current estimation ,k
are needed. The trade-off constant is fixed to 0.05.l   The non-negative constraint is 
embedded inside the solver to make sure the solution does not have negative phase values with 
respect to the background. The algorithm is stopped when the updating error is less than a 
threshold, i.e.        81 10 ,k k ko o o   e   £   or the maximum number of iterations has 
been reached. Here, the maximum number of iterations is set to 50. However, our experiments 
showed that very small improvements in reconstruction quality are made after 15-20 iterations. 
After finding the optimizer †,  we scale it by a scaling factor to match its dynamic range to 
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that of the input image .m  The dynamic range of each image is defined as the difference (in 
phase) between 2% and 98% percentiles of the values in the image. This normalization step 
makes the reconstruction more robust to modeling and approximation errors when the quasi-
coherent assumption, 
1 2 3 4I I C C» , is made.  
B.5 Halo-removal performance evaluation 
Figure B.1 shows the halo-removing results for the different types of square pillars of 10, 20 
and 40-µm width, under 20x  and 40x magnifications. It can be seen that the correction for the 
halo artifacts and phase-underestimation is almost perfect up to 20-µm wide pillar at 20x and 
up to 10-µm wide pillar at 40x magnification. Improvement can be seen for larger pillars as 
well.  
 
Figure B.1 (a)-(l) Raw QPI and hfQPI images of the micropillars of various sizes at different magnifications. It 
can be seen that the correction performance reduces when the dimension of the object get larger, or at higher 
magnifications. For example, at 20x magnification, 20-µm pillars can be fixed correctly. At 40x magnification, 
correct images of 10-µm pillars are obtained. Moderate improvement can be observed for larger pillars. 
To quantify the amount of improvement, we use a metrics named “contrast ratio” (CR). 
Figure B.2 shows how this ratio is calculated. The ratio is calculated by dividing the area under 
the height profile (S1) through the center of the pillar by the expected area under perfect 
reconstruction (S2). A contrast ratio of 1.0 corresponds to a pillar with no halo. Figure B.2 
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shows a scatter plot for the contrast ratios before and after halo-removal. Improvement in the 
CR can be observed in all cases; i.e., all points lie above the y x  black dash line. However, 
the improvement is more significant with 20x magnification compared to the 40x 
magnification. 
 
Figure B.2 (a) Calculating contrast ratio for the pillar sample. The ratio is computed by dividing the area under 
the central thickness profile of the pillar to the expected thickness profile. (b) Scatter plot of the contrast ratio 
for various sizes of the pillars at different magnifications evaluated using the original SLIM measurement and 
halo-corrected images. 
B.6 Performance comparison between QPI, tQPI and hfQPI 
Next, we compare the effects of the halo-removal process using histograms of phase value. 
Figure. B.3(a)-(c) show an original QPI, tQPI, and hfQPI images, respectively. The tQPI image 
is computed by zeroing all negative phase values in the raw QPI image. Figure B.3(d) shows 
256-histograms of the phase value obtained from these images. The maximum values of the 
histograms are obtained at the 0-phase bin for all of these images due to lots of contribution 
from the background. The histograms from the raw QPI and the tQPI are identical for positive 
phase value. The histogram of phase values from the hfQPI image are very close to those from 
the original QPI image and tQPI image for small positive phase value, e.g. [0.0, 0.2] radians. 
However, more fractions of pixels are distributed towards the larger phase in the hfQPI image 
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than in the QPI or the tQPI image. These values are due to our correction, which boosts the 
underestimated values of the raw QPI image.  
 
Figure B.3 (a)-(c) QPI, tQPI, and hfQPI images of HeLa cells. (d) Histogram distribution of the phase value in 
log 10-scale of these images. 
B.7 Automatic cell segmentation for 20x HeLa cell images 
The cells are automatically segmented from the phase map as follows. Here, we illustrate the 
process using an hfQPI image of a HeLa cell in Fig. B.4(a). First, measurement noise is 
removed from each image by filtering them with a Gaussian kernel and a standard deviation of 
1 pixel. Second, the Sobel’s edge detector is applied to find the edges of all cells (Fig. B.4(b)). 
Third, detected edges are dilated using line structure elements of length 4 at 0 and 90 degrees 
(Fig. B.4(c)). Finally, holes inside positive regions are filled and regions with less than 3000 
pixels are eliminated (Fig. B.4(d)). The final segmentation result is shown in Fig. B.4(e). 
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Figure B.4 Automatic segmentation diagram. (a) Input hfQPI image. (b) Edge map obtained by the Canny edge 
detector. (c)  Dilated edge map. (d) Binary map of the cell obtained by filling all holes of (c). (e) Final 
segmentation results obtained by overlaying cell boundaries over the hfQPI image. 
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APPENDIX C: SUPPLEMENTAL INFORMATION FOR 
CHAPTER 5 
 
C.1 Training the texton dictionary 
Given a set of training SLIM images, we first obtain a texton dictionary that captures typical 
expressions of the tissue. Figure 5.4(a) shows how to retrieve this dictionary from a set of 
training SLIM images.  First, each SLIM image   is convolved with a Leung-Malik filter bank 
[137], consisting of L filters 1,..., Lh h to generate L filter responses 1,..., .Lh h    The bank 
consists of 90 filters, 90,L   with  10 symmetric filters and 80 directional filters, oriented at 8 
different angles over 5 scales. The directional filters are generated from the first and second-
order derivative of Gaussian kernels with an elongation factor of 3. After this step, each pixel 
has a feature vector of dimension 90. A phase image in the training set generates totally 3072
 3072 feature vectors. To reduce the size of the training set, a subset is formed from four 
million feature vectors randomly select from a larger pool of all feature vectors, accounting for 
0.18% of the total number of feature vectors. Finally, the K mean clustering algorithm with 
50K   is applied on this subset to divide it into K  clusters with the centers of the clusters 
chosen as textons. Here, the value of K  is chosen to balance between the complexity of the 
model and the estimation error, i.e., avoiding cases where there are not enough textons to 
capture texture variation or those when some textons come from clusters with a very few filter 
responses.  
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C.2 Random forest classifier for pixel classification 
In order to do image segmentation, we classify each pixel in a query image (I) into one of three 
categories: gland, stroma and lumen using a random forest classifier and the pixel descriptor, 
i.e., feature vector. Here, the descriptor is a Gaussian weighted histogram of texton indices 
evaluated at the pixel location. Figure 5.5(b) shows how to calculate this descriptor. First, filter 
responses of I to the Leung-Malik filter bank are computed. Then, we apply vector quantization 
to associate the filter response at each pixel to the closest texton in the texton dictionary 
obtained in the previous step. For each pixel i, let us use it  to denote the index of the closest 
texton in the dictionary. By definition, it  can take one of the K  following values  1,2,...,K . 
The output of this step is an indexing map where each pixel is assigned a number, telling the 
index of the closest texton. Using this indexing map, for each pixel ,i  we further obtain a 
histogram of texton indices evaluated over pixels in its neighborhood. In order to control the 
trade-off between the richness of texture information and locality of the descriptor, we apply a 
Gaussian weight to the histogram calculation where larger histogram contributions are given 
to pixels closer to the center of the neighborhood. By trial and error, we determine that a 
neighborhood radius of    45 pixels is suitable to characterize the pixel. This radius 
corresponds to approximately 10μm in the down-sampled image.  
After obtaining descriptors for all pixels in the training set, we combine these feature 
vectors with their labels to train a random forest classifier to do automatic segmentation (Fig. 
5.5(c)). The random forest classifier has shown success in several problems such as object 
segmentation [134, 188, 189], human-pose estimation [190, 191] and medical image analysis 
using magnetic resonant imaging [192-194] thanks to its ability to reduce the tree dependence 
with “feature bagging” and bootstrap sampling, i.e., random sampling with replacement. Here, 
we train an extremely randomized forest [195] of 50 trees. Our implementation is written in 
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MATLAB with the MexOpenCV wrapper that allows us to call OpenCV routines. The wrapper 
is obtained from http://vision.is.tohoku.ac.jp/~kyamagu/software/mexopencv/. The training set 
consists of 4.92 million histograms with two possible labels (“gland” or “stroma”). These 
histograms of textons are randomly sampled from a larger pool of 2.2 billion histograms. Each 
tree in the forests is trained on 11 randomly selected features (out of 50, the total number of 
textons). The number of trees is chosen to 50.T   For each feature of interest, 100 possible 
thresholds are considered between the minimum and maximum of the feature values for 
splitting. At node n -th, the training data set of sample coming to it, ,nS  is partitioned into 
the left set, ,lS  and the right set, ,rS  based  on an optimal texton n  and an optimal threshold 
nt  such that  ,l n n nS s S v t Î   and \r n lS S S . Here,  ,n nt  are chosen to maximize the 
expected gain of information on category, i.e. 
          ,, arg max , ,
l r
n n v t n l r
n n
S S
v t IG v t H S H S H S
S S
        (C.1) 
where  ,IG t  is the information gain at the current node when the threshold  t   and the feature  
  are used.  nH S is the entropy of set nS , measuring its degree of class inhomogeneity. The 
training is recursive and terminated at leaf node when the maximum depth of 25 levels is 
reached or less than 20 training histograms are available. The training takes approximately 5-
6 hours. After the training is completed, each leaf node ml  in the m-th tree contains two class 
likelihood values    ,
m ml l
p gland p stroma  telling how many training histograms reached it 
that are from gland and stroma pixels, respectively. These values are used as the confidence 
value of the classifier produce by the m-th tree when the leaf node is reached. 
After the random forest has been trained, automatic segmentation results can be 
obtained by classifying each pixel in the query image to either gland or stroma using its 
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descriptor (Fig. 5.5(d)). The optimal class 
*g   for the pixel is determined by summing the class 
likelihood values over all trees and picking the class which maximizes the summations, i.e. 
  *
1
arg max ,
m
T
l
g m
g p g

 
  
 
   (C.2) 
where  , .g gland stromaÎ  After an initial classification for all pixels of the input image, a 
post-processing step is applied to fine-tune the segmentation result, making it more stable to 
gland fusion, which is more popular at high grade cancer. This step is described in more detail 
in Section C.3. 
C.3 Post-processing of the segmentation results 
The output of the pixel classifier is usually noisy. The following procedure is applied to obtain 
good segmentation results and resolve the glandular fusion, which is more frequent in high-
grade carcinoma. 
1) Set aside all lumen pixels from the segmentation. Assign all remaining pixels with 
stroma likelihood less than 0.5 to gland pixels. Figure C.1(a) shows an example of the 
likelihood map. 
2) Denoising gland map. First, we remove all small areas inside and between the glands 
that have less than 2000 pixels. Next, we perform an opening operation on the with a 
“disk” structure element with radius 20 pixels. Finally, we remove all glands that have 
less than 5000 pixels. The result of this step is shown in Fig. C.1(b). It can be seen that 
there are still several glandular regions detected a single gland due to small values of 
the stroma likelihood in connecting areas. 
3) Watershed segmentation on denoised gland map. This step cuts small joining regions 
between the glands. First, the denoised gland map is inverted to obtain a non-gland map 
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(Fig. C.1(c)). Then, a distance transform is applied to the non-gland map to calculate 
the distance between each pixel in the non-gland map to the nearest non-zero pixel (Fig.  
C.1(d)). Next, the Watershed transform [196] is applied to the inverted distance map to 
obtain an over-segmentation result of the gland map into multiple regions (Fig. C.1(e)). 
Separating lines between neighboring regions is computed by subtracting the gland map 
(Fig. C.1(b)) to the watershed segmentation result. Then, a closing transform is applied 
to the map of separating line to make sure its width is at least 15 pixels (Fig. C.1(f)). 
4) Evaluate the separation and recombine glands if needed. This step assesses each 
separating line produced by step 3. Then, the mean value of the stroma likelihood is 
evaluated over each separation line. Lines with a mean value of stroma likelihood more 
than 0.2 are kept. Otherwise, they are eliminated, and glands separated by them are 
rejoined to form a refined gland map (Fig. C.1(g)). Compared to Fig. C.1(b), this map 
has resolved several glands which have been incorrectly fused by a simple thresholding. 
Figure C.1(h) shows the final segmentation results. 
C.4 GLM net for basal vs. non-basal classification 
Training GLM net: Let 1,...,i N  be N  training samples with 1,...,
L
Nx x RÎ  are N  training 
feature vectors. They are histograms of texton indices. Each histogram is an L  tuple vector 
in NR  with non-negative entries. The training labels of {0,1}iy Î  with 1,..., ,i N correspond 
to non-basal (0) and basal (1), respectively. Let us use Y  and X  to denote the random 
variables corresponding to the class and the feature vector. Also,
   ; ;p y x p Y y X x     is the posterior that the class variable Y  takes the label y  
given the observation .X x  The posterior is parameterized by the coefficient vector .  
Under logistic regression, we model the posterior distribution as  
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Figure C.1 Steps of image post-processing for automatic segmentation. (a) The stroma likelihood map produced 
by the RF classifier. (b) The raw binary gland map. (c) The raw binary non-gland map. (d) The distance map 
from each gland pixel to the nearest non-gland pixel. (e) The over-segmentation map produced by watershed 
segmentation. (f) The map of gland separating lines. (g) The refined segmentation map where some similar 
regions in (e) have been merged. (h) The final segmentation map. 
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  (C.3) 
The log-likelihood function of N  observations    1 1, ,..., , ,N Nx y x y  assuming that they are 
independent, can be written as  
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  (C.4) 
Replacing the definition of the posteriors in Eq. (C.3) into Eq. (C.4), we have  
     
1
1 exp .
N
T T
i
i
l y x ln x  

       (C.5) 
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To avoid overfitting caused by the high-dimensional and sparse training data, the GLMnet 
solves the following optimization problem with a regularizer on   to obtain the optimal 
coefficient vector † :   
 
    
    
2†
2 1
2
2 1
1
arg min 1
arg min 1 exp 1 .
N
T T
i
i
l
y x ln x


  l a  a 
  l a  a 

     
 
              

 (C.6) 
See [144] for more details. Here, the coefficient l  controls the amount of regularization 
applied on   compared to the negative log-likelihood. The mixing coefficient a  defines the 
elastic-net penalty which bridges the gap between the lasso  1a   and ridge regression 
 0 .a   It is known generally that the lasso prefers a sparse small set of coefficients. It picks 
a few coefficient while ignoring the rest.  
After all the pixel descriptors have been computed, the histogram of texton indices from 
pixels randomly selected from different regions manually labeled are selected to test the 
GLMnet. The manual labelings are shown in Fig. C.2 and C.3 and described in detail in the 
next section. 
  104
 
Figure C.2 Regions marked as basal. 
 
 
Figure C.3 Regions marked as non-basal. 
Here, the manual markings are marked based on the H&E images for reliability. 
Totally, 96,000 pixels are used to test the GLMnet. Among them, 14,000 pixels are basal. 
82,000 pixels are non-basal. Each pixel descriptor has a dimension of 1,024. When all the pixel 
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descriptors have been computed, the histogram of texton indices from pixels randomly selected 
from different regions manually labeled are used to train and test the GLMnet. 
C.5 Features for Gleason grade 3 vs. Gleason grade 4 classification 
The following features are extracted from each ROI and used for automatic Gleason grading. 
Only some features are explained here for brevity, as follows: 
 Gland distortion (Fig. 5.9(a)): the distortion of a gland is defined as the ratio between 
its perimeter and the square root of its area, scaled by the factor of 1 2 . The 
smaller values of the distortion correspond to more circular glands. Elongated glands 
have distortion values larger than 1. A distortion value of 1 is obtained for a circular 
gland. Average distortion value for the whole ROI is evaluated by averaging 
distortion values of glands inside the ROI. 
 The average number of lumen (Fig. 5.9(b)): this feature is designed to capture the 
cribriform pattern that characterizes Grade 4. In Grade 4, glands fuse to each other, 
creating larger glands with multiple lumen areas contributed by those of individual 
gland. A value of zero is given if a gland has no area. A fractional average number of 
lumens is also possible. 
 Average stroma anisotropy (Fig. 5.9(c)): This feature captures the potential effects of 
reactive stroma in the progression of tumorigenesis [197, 198]. This quantity 
measures the angular uniformity of forward scattering in light-tissue interaction. A 
lower value of g means more isotropic scattering and vice versa. The anisotropic 
factor is computed for all pixels in the image using the scattering-phase theorem as 
[199]. 
 The fusing ratio (Fig. 5.9(d)): this feature is the ratio of total area of all glands with at 
least two lumens to the total area of all glands in the region of interest. It characterizes 
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the cribriform pattern and gland fusion. However, it is more robust than the average 
number of lumen feature since fused glands with small areas have less impact than 
those with large areas. 
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  (C.7) 
After the anisotropic factor is obtained for all pixels in the image, the stroma 
anisotropy for the whole field of view is computed as an average of the quantity, 
evaluating over a thin layer, surrounding segmented glands, as shown in Fig. 5.9(d). 
The thickness of this thin layer is chosen to be around 10 µm.  
 
 The coefficient of variation of gland area (Fig. 5.9(d)): this ratio of the standard 
deviation of all gland area to the mean of all gland area. The ratio is smaller for 
regions of interests that have more uniformity in gland areas, a criteria for Gleason 
grade 3.  
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APPENDIX D: SUPPLEMENTAL INFORMATION FOR 
CHAPTER 6 
 
D.1 Extracting phase gradient from intensity image 
The intensity image at modulation m  is given as 
          2 , cos ,n nI I I d g d         r r r r r r r   (C.8) 
where      x x  d   d    »r r r  is the phase difference of interest, and x  is the 
gradient of the phase of the image field in the x-direction. The spatial shift xd  is the transverse 
displacement introduced by the DIC prism, estimated experimentally from measurements of 
the test samples. The quantity  ,g dr r  is the mutual intensity, i.e., the temporal cross-
correlation function between these two fields, evaluated at zero delay, 
     *,
t
U Ug d d r r r r r . Combining the four intensity frames, we obtain the phase 
gradient as 
           4 2 3 1arg , .x I I I I x d         r r r r r   (C.9) 
 
D.2 SLM calibration procedure 
We calibrate the SLM gray values vs. modulating phase by imaging the sample plane without 
the sample, i.e.,   0. r  First, we acquire intensity images, ,gI  with g  corresponding to 
the SLM grayscale values on an 8-bit dynamic range. As a side note, one can further extend 
the resolution of the SLM modulation to one more bit by mixing discrete values on the SLM 
using a “checkerboard” pattern on the SLM (Fig. D.1(a)). More specifically, the modulation 
value set to the pixel x  is given as 
  0.5
, if is even,
1, if is odd.
g
g x
S x
g x


 

  (C.10) 
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The intensity image gI  
(Fig. D.1(b)) recorded by the camera for the grayscale value g is  
  1 2 1 22 cos ,gI I I I I g        (C.11) 
where 1I  is the intensity of the modulated field, 2I is the intensity of the un-modulated field, 
and  g  is the phase modulation of interest. Using the experimentally measured  I g  
curve (Fig. D.1(b)) for  0,255gÎ , we obtain    cos ,gg I a         where 
 max min 2 ,g g g gI Ia            and  max min 2 .g g g gI I            Next,  we use a 
Hilbert transform to obtain the complex analytic signal associated with the cosine signal, the 
imaginary part of which is    sin gg H I a        . Here,  .H  denotes the operator to 
compute the Hilbert transform from a real part of a complex analytic signal to get the 
imaginary part. Combining the sine(.)  and the  cosine .  signals, we obtain  
    arg , .g gg I H I a  a            (C.12) 
This  g  curve represents the desired SLM calibration. Note that there are many sets of four 
points that we can choose for the working phase shift. Experimentally, we choose the portion 
of the curve that is most linear (see Fig. D.1(b)). From this curve, the π/2 sequence is chosen 
to meet two complementary criteria: maximum visibility and minimal phase error. To 
maximize the visibility, we evaluate several points around each amplitude maximum and 
choose the calibration where the steps are nearest to multiples of π/2. When multiple peaks are 
present, we prefer the peak most closely resembling a sinusoid (Fig. D.1(b)), 2nd peak at  g 
440), which corresponds to a linear  m g  behavior. Our calibrated phase curve  g  is shown 
as the red profile in the inset of Fig. D.1(b). 
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Figure D.1 SLM calibration. (a) Conventional and checkerboard pattern displayed on the SLM. (b) Measured 
amplitude response (blue) and the reconstructed phase modulation curves (red). 
 
D.3 2D image formation in GLIM 
Consider a thin sample with a transmission function T r ,  and the total incident field on it 
consists of two cross-polarizations. They generate two sample fields on the camera plane of 
       1 ,i oU U T h       rr r r rⓥ  and        2 ,i oU U T hd        rr r r r rⓥ  
where ho  is a point-spread function characterizing the limited-aperture diffraction of the 
objective. The temporal cross-correlation function at zero delays,   0,  or the mutual 
intensity function of these two sample fields is 
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 (C.13) 
Here, G i .  is the mutual intensity function of the illumination at the sample plane [78]. When 
the numerical aperture of the object, oNA ,  is large enough so that the spatial resolution is finer 
than any structure of the interest in the sample, the PSF, ,oh  can be approximated as 
     2 ,oh d »r r  simplifying Eq. (C.13) into  
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        *, .i T Tg d d   G   r r r 0 r r r   (C.14) 
Consequently,  
        ˆarg , ,x g d   d     »    r r r r r x   (C.15) 
with  arg ,T   which means that GLIM gives the correct phase difference of the sample 
irrespective of the coherence of the illumination. This is different from other common-path 
interferometry methods where the measurement reduction is highly dependent on conNA ; see 
[35, 81].  
 
D.4 3D image formation in GLIM 
As shown above, small values of conNA  give precise value of the phase gradient. In this section, 
we focus on the other regime of large ,conNA  where the depth sectioning is best thanks to the 
maximum angular coverage. Under the 1st order Born approximation [186], two sample fields 
coming to the camera plane can be written as  
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  (C.16) 
Here,  g r  is the propagation kernel, defined by the microscope’s objective given by [38] as 
      1 2 .iqz o o og i e circ k NA n 

»   kr   Again, o  is the wavenumber in free-space. 
Next,  1 .


k  is the inverse two-dimensional Fourier transform operator, and circ x   is the 
rectangular function, defined as circ x   1  if x £1  and 0, otherwise.  ,qk  is a 3D 
wavevector constrained by the dispersion relation as q  o
2  k
2 . Finally, “
rⓥ ” is the three-
dimensional convolution operator in the spatial domain and 
 
 r  is the susceptibility of the 
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sample. Hence, the temporal cross-correlation function between the two fields, at zero delay, 
0,   becomes 
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where G i  is the mutual intensity function of the illumination, which only depends on the 
coordinate difference under the statistically homogeneous assumption [38, 185], namely, 
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. Here, cS  is the aperture intensity of 
at the condenser aperture plane. Using this property of G i , Eq. (C.17) can be simplified to 
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Assuming a non-absorbing object with a real , with a uniform unit-amplitude intensity 
distribution at the condenser aperture, with       1 2 ,iqz o o og i e circ k NA n  
»   kr   and 
    1 ,iqzi o ce circ k NA

G »   kr   it is clear that the function  
G
i
g*   is purely imaginary. 
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where      ;0 ;0i i i  G Gr r 0 , the complex degree of spatial coherence of the incident field.  
Figure D.2(a) shows a kx  kz  cross-section of the imaginary part of the computed transfer 
function (TF) of the GLIM system for different values of the conNA . This TF is obtained by 
3D Fourier transforming the Point Spread Function (PSF), 
       * * ˆIm ,i ih g g x  d    r r r x  whose cross-sections are shown in Fig. D.2(b) & 
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(c), respectively. Since the PSF is odd, the TF is purely imaginary. The absolute value of the 
TF vanishes at 0,xk  since a constant signal in the x-direction is filtered out by the gradient 
operator. Therefore, there is a missing area around kx  0 not covered by the TF. This region 
of missing frequencies is similar to the “missing cone” problem known in diffraction 
tomography [200]. Resolving this area requires rotating the sample [16] or using additional 
priors, e.g., smoothness constraint [201], [202]. Larger conNA  reduces the size of the missing 
cone, allowing the system to record more frequency components. The dashed red lines in Fig. 
D.2(a) show the limiting numerical aperture of the objective. The larger the conNA , the more 
transverse frequencies are captured by the TF. More importantly, around conNA 2, more kz  
frequency bandwidth is captured with conNA =0.55  compared to those with conNA =0.09,  
which essentially means that depth sectioning improves when conNA  increases. Figure D.2(b) 
shows multiple x  z  cross-sections of the PSF for different values of conNA . Clearly, the axial 
elongation of the PSF decreases for larger conNA . The improvement in depth sectioning for 
increasing conNA  also reduces the ringing effects since less non-specific information from one 
z-plane is propagated into neighboring planes, as shown by the x-y cross-section in Fig. D.2(c). 
Clearly, the diffraction ringing phenomenon is suppressed when conNA  increases.  
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Figure D.2 Transfer function (TF) and point spread function (PSF) of GLIM. (a) The kx-kz cross-sections of the 
TF. The dashed vertical lines denote the limiting numerical aperture of the microscope objective. (b) x-z and (c) 
x-y cross-sections of the PSF at different values of NAcon. 
Figure D.3(a) shows x-z cross-sections of GLIM measurements of 4.5-µm beads vs. 
conNA . The microscope scanned the beads in the axial direction over an interval of [-100 µm, 
100 µm] with a step size of 0.05z  µm. Here, the same dynamic range is applied to all 
images to study the change in contrast vs. conNA . Figure D.3(b) has all images’ contrasts 
normalized to assess depth sectioning better. Clearly, reducing the coherence of the 
illumination by increasing conNA  improves the depth sectioning of the GLIM measurement at 
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the cost of contrast reduction. Such improvement in depth sectioning is crucial when measuring 
optically thick samples.  
 
Figure D.3 Contrast and depth sectioning vs. spatial coherence. (a) Raw x-z cross-sections of the GLIM images 
of 4.5-µm beads immersed in oil for different values of NAcon with the same dynamic range applied. It can be 
seen that the contrast reduces in accordance with the spatial coherence of the illumination. (b) Contrast-enhance 
images of the images in (a). Clearly, the depth sectioning improves when the spatial coherence is smaller. 
D.5 Depth sectioning improvement of GLIM with spatial filtering 
In order to improve the optical sectioning, we removed the low-frequency components from 
our data using a high-pass filter. Steps of our methods are summarized in Fig. D.4. First, we 
removed the shading artifact using Wiener deconvolution [203]. Since 
       * * ˆIm ,i ih g g x  d    r r r x  the transfer function is 
       *2 sin 2 Im .x ih i k x gd k k   The Wiener deconvolution result of the 
susceptibility can be obtained in the frequency domain as 
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where e  is a small number, set to be 104  to avoid amplifying frequency components with 
small SNRs. To further improve the axial resolution, it is necessary to significantly suppress 
the low-frequency components in  .weiner r  We achieve this by applying high-pass filtering 
in the x y  domain for each recorded z-image. In each dimension (x and y), a convolution 
with a finite-length impulse response (FIR), chosen as hhp x   0.25,0.25,0,0.25,0.25 ,  is 
applied. The result of this high pass filtering,   ,hp r  has most of the small transverse 
frequencies suppressed and, as a result, yields very good depth sectioning. Note that this high-
pass filtering step can be combined with the Wiener deconvolution step since both are linear 
operators. Also, there is no need to perform any z-processing in our proposed method. This 
allows the processing to be done effectively by interlacing with image acquisition. After 
filtering, we applied a  log abs .    transform to increase the contrast of the retained high-
frequency components in the output image. To further suppress the background noise, we keep 
signals with amplitude within 5.0,0.0  only. Finally, to smooth the image and remove high-
frequency oscillations in the image due to missing small transverse frequencies, we further 
apply bilateral filtering [204] on the transformed results. Figure D.4 summarizes these steps 
with illustration on the impacts of the processing. Clearly, the output of the post-processing 
has better depth sectioning compared to the input image. Different structures and materials, 
which are not visible in the raw input, appear nicely in the output.  
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Figure D.4 Filtering scheme to improve depth sectioning. The raw GLIM data is filtered to suppress the low-
frequency components before bilateral filtering to reduce the high-frequency oscillations due to the missing low-
frequency and recover structures of the object. 
D.6 3D automatic segmentation of the HeLa cell with GLIM 
Automatic segmentation is crucial to obtain high-throughput, consistent, objective metrics on 
the cells during their development cycle. We describe our automatic segmentation procedure 
in Fig. D.5. An input stack of the raw GLIM data consists of three cells with one of them in 
mitosis. First, the input is thresholded, hole-filtered, and morphologically transformed with the 
opening and closing with a 3 3 3  structure element. These steps eliminate spurious 
background noise, reduce the surface roughness, fill out gaps due to internal structures of the 
cells, and most importantly, generate a 3D binary map where a value of 1 is assigned to voxels 
inside the cells, and 0, otherwise. Then, the watershed algorithm [196] is used to produce 
separating barriers, splitting the binary map into multiple regions corresponding to different 
cells. The watershed algorithm uses an inverted distance map and some seeds generated as 
local maxima of the distance map. Here, the distance map is a scalar field where the value at 
each voxel is 0 if its value of the binary map is 0. On the other hand, when the binary is 1, the 
value at the voxel corresponds to the closest distance between it and the nearest boundary 
voxel. Next, the separating barriers are subtracted from the binary map and labels are given to 
connecting volumes in the resulting map. Finally, we eliminate regions with volume 
measurement smaller than 900 µm3 or 300,000 voxels, equivalently.  
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Figure D.5 Automatic segmentation scheme of the Hela cells. 
D.7 Drymass measurement using GLIM 
R. Barer [106] showed that in two cases of serum albumin and serum globulin, the following 
relation holds with good accuracy:a  n C  np  ns  C  . Here, a  is the refractive index 
increment, C  is the number of grams of dry protein per 100 ml, and np ,ns  are the refractive 
indices of the protein and the solvent, respectively. Note that this relation holds in the 3D 
settings where these quantities are functions of the 3D coordinate r. The quantity C  is the 
mass density of dry protein, calculated as dm dV  r , where m  is the total dry mass of the 
cell, and V  is its volume. Therefore,  
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r r r r
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  (C.21) 
where the variation of  a r  is relatively small, 0.18 0.21 /ml ga »  , with a common value 
of 0.20 /ml ga  . However, the accurate determination of volume V  is very challenging, 
which prevents Eq. (C.21) from being widely use. A workaround was suggested by Barer by 
assuming that the refractive index is integrated along the axial dimension during imaging, i.e., 
n r   n r   to convert Eq. (C.21) into  
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where j r   on r h r ,  and S  is the effective projected area of the cell. Unfortunately, 
this assumption is not applicable to optically thick samples. Here, we show how to obtain the 
total dry mass directly from Eq. (C.21) given that V is accurately provided by GLIM. First, 
we write this equation in terms of the susceptibility using the approximation 
n r  » np
2 r   ns
2  2ns     r  2ns  . Eq. (C.21) yields  
 m 
1
2nsa
rÎV  r d
3rò »
V
2nsa
.  (C.23) 
In Eq. (C.23), the refractive index of the surrounding media ns  can be approximated to 1.33 
[8].  To obtain the average susceptibility       33 0 ,d V   » ò r r k  we assume that the 
spatial spectrum of the object is preserved through time so that   can be estimated using the 
absolute value of the filtered data, i.e.   g hp r  d
3rò V   up to a constant g .  The 
relative dry mass can be estimated without knowing this constant. 
D.8 Time-lapse measuring results for dry mass, surface area, volume 
and sphericity of HeLa cells 
Figure D.6 shows time-lapse rendering results of the HeLa cells in the selected FOV mentioned 
in the main text. Combining this FOV and others, we obtained several metrics over the cells 
during their development cycles. 
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Figure D.6 Time-lapse GLIM imaging. Rendering results of the HeLa cells over time, as indicated.  
Figure D.7(a) shows time-lapse measurements for absolute total dry mass ( m ), surface 
area  A , volume  V  and dry mass density (DMD= m V ) for two different FOVs. Each FOV 
has one parent cell and two daughter cells. The filtered data are used for automatic 
segmentation and dry mass extraction using procedures outlined above. The relative quantities 
of these metrics are computed by dividing their absolute values by those at the first time point, 
t=0 minute, and shown in Fig. D.7(b). We further display the sphericity (S), defined as 
 
2 31 3 6 ,S V A  over time. Here, we show relative metrics obtained from 17 different cells 
randomly selected over all FOVs. Each curve corresponds to one individual cell. Our results 
show that the total dry mass, volume, and surface area of all cells increase over the time during 
interphase. Meanwhile, the DMD is almost constant. However, when the cells enter mitosis, 
confirmed by maxima of the sphericity (Fig. D.7(b)), the surface area and volume reduce since 
the cells ball up, forming spheroids. This fact results in an increase of the dry mass density 
during mitosis.  
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Figure D.7 Cell time-lapse measurement using GLIM. (a) Measurements of the dry mass, surface area, volume 
and dry mass density of 17 HeLa cells from two different FOVs. (b) Measurements of the relative dry mass, 
relative surface area, relative volume, sphericity and relative dry mass density of 17 HeLa cells. It can be seen 
that the dry mass density and sphericity increase significantly during mitosis. These time points are specified by 
the black arrows. 
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