This study proposes a multi-level data analysis approach to identify both superficial and latent relationships among variables in the data set obtained from a vocational rehabilitation (VR) services program of people with significant disabilities. At the first layer, data mining and statistical predictive models are used to extract the superficial relationships between dependent and independent variables. To supplement the findings and relationships from the analysis at the first layer, association rule mining algorithms at the second layer are employed to extract additional sets of interesting associative relationships among variables. Finally, nonlinear nonparametric canonical correlation analysis (NLCCA) along with clustering algorithm is employed to identify latent nonlinear relationships. Experimental outputs validate the usefulness of the proposed approach. In particular, the identified latent relationship indicates that disability types (i.e., physical and mental) and severity (i.e., severe, most severe, not severe) have a significant impact on the levels of self-esteem and self-confidence of people with disabilities. The identified superficial and latent relationships can be used to train education program designers and policy developers to maximize the outcomes of VR training programs.
INTRODUCTION
The vocational rehabilitation (VR) service program is a sponsored program with support from Congress, U.S. Department of Education, and state and local governments to help people with physical, mental, or emotional disabilities for vocational evaluation, counseling, or job placement assistance. People with disabilities in VR service programs are encouraged to develop individualized rehabilitation plans with the help of counselors who provide job market information and find available training and education programs. Ultimately, the VR program is oriented to help people with disabilities in VR service programs accomplish the employment outcome by entering or retaining full-time employment or any other types of employment. Typically, the VR program in each state is operated in compliance with the federal Rehabilitation Act of 1973, and most people with disabilities are eligible to apply for this program regardless of gender, age, race, or type of disability. Note that because people with disabilities often suffer from severe vocational impediments due to their physical or mental conditions or prejudice from people without disabilities, VR services must be delivered effectively and efficiently toward VR program trainees to overcome these impediments. However, not all people with disabilities accomplish desired employment outcome even after they complete VR service programs. Therefore, it is an interesting research question to ask what individual characteristics and VR service program factors affect the effectiveness of VR service programs and result in different employment outcome.
Nevertheless, not many studies have been conducted to provide a framework for the use of intelligent systems with managerial and organizational implications for people with disabilities. Therefore, the immediate objecttive of this research is to encourage practitioners and researchers to collaborate, interact, and exchange research ideas about the development of services and education programs for people with disabilities. Note that the design and development of services is strongly dependent on the types, knowledge, and skill levels of the users. As an initial step toward this new direction, we analyze the data sets obtained from VR services program of people with significant disabilities so that the findings from our research can be used for training education program designers and policy developers who can efficiently and effectively manage VR programs and maximize the outcomes of VR training programs.
Overall, this study takes a multi-level analysis approach to better understand VR data set and ultimately provide education program designers and policy developers with insights on superficial and latent relationships among various factors that can be used to maximize the outcomes of VR training programs. One of the most popular VR programs for people with disabilities is to provide an on-site job training including IT trainings and other ongoing supports. Note, however, that not all trainees can find and keep their jobs. Therefore, the immediate objective of our first level analysis is to develop predictive models that can accurately predict or profile VR trainees who are most likely to secure a job after completing a VR service program. Typically, the well known classifiers from data mining community and statistical predictive models from statistics and mathematics community can be adopted for this purpose.
At the second level, we pay more attention to managerial insights that can be obtained from other descriptive rather than predictive models based on the fact that the most predictive model is already obtained at the first level. For example, administrative managers and education program developers would like to know how VR outcomes would change when they change or control a certain set of VR or demographic related instruments. For this purpose, we employ association analysis models which have been successfully applied in marketing and e-commerce community. Finally, at the third level, we like to focus on identifying the latent relationships between self-perception (e.g., self-confidence and self-esteem) and physical and psychological hindrance factors, which in turn affect social activities and presumably the outcomes of VR services program. Numerous studies have reported that children and adolescents with a physical disability are very likely to be socially isolated (Thomas et al., 1989) , and maintain the low levels of self-confidence and selfesteem in their adulthood, resulting in physical and psychological hindrance on social relationships and outcomes of VR services program. To discover these latent relationships, we segment the participants based on their perceptions of themselves (i.e., self-esteem and selfconfidence level, and the subjective weights they assign to physical and psychological hindrance factors on their social activities) and relate the segmentation characteristics to personal factors (i.e., gender and marriage status) and disability-related factors (i.e., disability type and severity). As a tool for this kind of analysis, k-means clustering and nonlinear nonparametric canonical correlation analysis (NLCCA) are chosen. Ultimately, findings from this research will help us better understand social cognitive factors and personal characteristics of people with disabilities and their effects on the education outcomes, which, in turn, many IT educators can utilize to develop and maximize the outcomes of ITintensive education programs.
The remainder of this paper is organized as follows. Section 2 presents our research model and VR data set in detail. In Section 3, the predictive performance of single classifiers and ensemble classifiers are compared and discussed. Section 4 briefly introduces association rule algorithms, and outputs of two different association rule algorithms are presented. Section 5 starts with a brief introduction of clustering and NLCCA. Then the characteristics of clustering outputs based on social cognitive factors are interpreted. After that, managerial implications and the relationships among multiple sets of key variables based on NLCCA are presented and discussed. Finally, we conclude the paper with some suggestions for possible future research in Section 6.
RESEARCH METHODOLOGY AND DATA DESCRIPTION

Research Methodology
As shown in Figure 1 , this study employs a multilevel approach to fully identify superficial and latent relationships among variables in VR data sets. The main task in the first level analysis is classification, identifying the relationships between dependent and independent variables for prediction purpose. We consider the identified relationships between dependent and independent variables "superficial" because in-depth understanding on possibly complex and hidden relationships among variables is not required as long as the identified relationships are useful for predicting the value of the dependent variable. The classification task considered in this study is to accurately predict and profile VR trainees who are most likely to find and keep a job after completing a VR service program. Then the resulting Toward Successful Management of Vocational Rehabilitation Services for People with Disabilities Vol 11, No 4, December 2012 , pp.371-384, © 2012 predictive model can be used by developers and administrators of VR training programs to estimate the success rate in advance for a new pool of VR trainees and pay more attention to trainees during the training program who are less likely to find and keep jobs. Furthermore, program administrators may consider offering different VR service programs in terms of program contents and length depending on VR training applicants' likelihood of finding a job. Any predictive classifiers and ensembles (i.e., an ensemble is a classifier that combines multiple classifiers) from data mining and artificial intelligence community, and statistical predictive models can be used for this purpose. These methods can be evaluated in terms of several evaluation criteria such as predictive accuracy, computational complexity, and performance robustness.
At the second level, managerial insights that can be extracted from the predictive and other descriptive models become more important, assuming that the most predictive model is already obtained at the first level. For example, administrative managers, VR program developers, and state and federal officers may want to know what factors (i.e., VR program related or demographic related) are influential on post VR employment status. In addition, a new analysis at the second level can provide important (associative) relationships among independent variables. With additional relationships and insights, VR service program managers and developers may consider changing or controlling a certain set of instruments toward better VR outcomes. For this purpose, a new type of analysis tools, association algorithm, is introduced and applied. Note that various association algorithms and variants have been actively studied and developed to analyze the associative relationships among commodities in consumers' market baskets in marketing community (Silverstein et al., 1998; Brijs et al., 1999) and among navigation patterns of Web surfers in e-commerce community (Anandarajan, 2002; Spiliopoulou et al., 2000; Mobasher et al., 2002) . Finally, at the third level, the main objective of the analysis is to identify the relationships between psychological and societal characteristics of VR trainees and external outcomes of VR training. For analysis at this level, clustering analysis and NLCCA are employed. NLCCA is a form of canonical correlation analysis in which categorical variables are optimally scaled as an integral component in finding linear combinations of variables with the highest correlations between them. In our analysis, clustering analysis with a non-hierarchical algorithm (e.g., k-means) is used to segment participants into seven clusters and find out meaningful characteristics. Then, NLCCA is conducted with three sets of variables: a seven-category segmentation variable from clustering analysis, disability characteristics (disability type and severity), and personal variables (gender and marriage status). 
Data Description
We started with the data set from the Longitudinal Study of the Vocational Rehabilitation Services Program (LSVRSP). This data set is publicly available at http://www.ilr.cornell.edu/edi/lsvrsp/ and contains a total of 8,818 records with 951 input variables from eight data sets: status file (STATUS), demographics and disability characteristics (CDF1), vocational interests and goals (CDF2), quality of services factors (CDF3), applicant/client function interview (CF1), applicant work history interview (WH1), and two follow-up interviews (F126 and FU).
The input variables selected for our study include demographic information (e.g., age, gender, race, marriage status), disability related variables (e.g., type and severity), trainees' perceived importance of physical and psychological hindrance factors, self-esteem and selfconfidence on their social activities, and post VR employment status. We selected self-esteem and self-confidence related variables mainly based on social cognitive theory (SCT) (Bandura, 1986) . According to SCT, one's behavior is constantly influenced by cognitive and environmental influences, and self-esteem and self-confidence are one of the most important factors that affect the performance of academic learning and vocational services (Zimmerman et al., 1992; Edwards and Hardy, 1996) . For example, it has been shown that people with high self-esteem are more likely to work on a task if they believe they can succeed (Vogt et al., 2007) , and maintain healthy interpersonal interactions and prosocial behavior such as helping others, sharing, being kind and cooperative (Bandura et al., 2003) . However, it has been also known that self-esteem is related to beliefs about appearance, and hence it is important to observe the level of self-esteem for a person with disabilities. Selfconfidence is "derived upon judgments of one's capabilities to organize and execute courses of action to attain specific goals" (Bandura, 1986) and hence negative comments and discouraging words negatively affect the self-confidence of individuals, which eventually deteriorates their performance (Cox, 1998) . Therefore, we conjectured that self-confident people might perform better than people with lack of self-confidence in VR service program because their positive attitude has them work harder to accomplish their success (i.e., obtaining job) through VR service program and maintain it by building healthy social relationships.
We also identified the primary eight disability types based on Cornell's recoding: orthopedic including amputation, mental illness, non-orthopedic physical, mental retardation, hearing, vision impairment, substance abuse, and traumatic brain injury. In fact, one more disability type, learning disability, was identified but there was no matching record after we removed all records with missing values. The final data set includes 1,895 records with employment outcome and 1,200 records without employment outcome along with 15 input variables. Further information regarding the LSVRSP including data dictionaries and user's guide can be found at http://www. LSVRSP.org.
LEVEL 1 ANALYSIS: CLASSIFICATION WITH SINGLE AND ENSEMBLE CLAS-SIFIERS
In our first experiment, we tested whether or not many well known data mining algorithms can successfully predict post VR employment status based on trainees' self-esteem, self-confidence, and physical and psychological hindrance factors on their social activities. Using Weka, a free data mining tool (http://www.cs.wai kato.ac.nz/ml/weka/), four well-known classifiers: ZeroR, logistic regression, artificial neural network (ANN), and decision tree algorithm (C4.5) were implemented. The ZeroR classifier in this study was included to serve as a basis algorithm because of its simple classification rule, predicting all observations as points in the majority class. The logistic regression is one of the most popular statistical classifiers. The ANNs is a nonlinear classifier that has been known to be robust and accurate, but it is difficult to understand classification rules from ANNs because of its black-box algorithm characteristics and structural complexities with many subjective parameter settings. Unlike ANNs, the C4.5 is relatively free from subjective parameter setting, and it is faster and provides much more interpretable decision rules while providing a comparable performance with ANNs. In our implementations of these algorithms, we used all default settings in Weka for easy replications of our results except the number of hidden layers (which was set to three to replicate the most popular ANN structure) in an ANN. To fairly evaluate these algorithms, we took a 10-fold cross validation scheme in which the entire data set is divided into 10 equal size blocks and each block is in turn used as a test set while the classifier is built on the remaining blocks. We summarized the performance of these classifiers in Table 1 .
The predictive accuracy of ZeroR was expected to be 61.21% because the records with the majority class, trainees with a job after VR program, consist of 61.21% of the data set (1,895 trainees out of a total 3,096 trainees). The accuracy of ANN model (80.07%) was acceptable considering the fact that we did not try to find the best performing parameter values such as the number of epoch (training time), learning rate, momentum rate, and most of all, the number of hidden layers. The accuracy of a Logistic regression model (82.39%) was significantly better than ZeroR, but only slightly better than ANN. The best performance was recorded by C4.5 with an 83.49% of accuracy. We also observed that the ZeroR was the fastest, followed by C4.5, logistic regression, and ANN. Based on predictive accuracy, speed, and easy interpretability, C4.5 was chosen to be the best (we will discuss in detail about the interpretation of Toward Successful Management of Vocational Rehabilitation Services for People with Disabilities Vol 11, No 4, December 2012 , pp.371-384, © 2012 C4.5 tree model in the following sections). In addition to single classifiers, ensemble classifiers (or meta-classifiers) that combine multiple classifiers were also tested to see if the performance of a single classifier can be improved. Bagging (Breiman, 1996) and boosting (Freund and Schapire, 1996) are the most popular methods for creating a meta-classifier. Bagging builds each component classifier on a randomly drawn data set from the original data set, and combines the prediction of multiple classifiers with equal weight for the final prediction. Boosting produces a series of classifiers, with each data set based on the performance of the previous classifiers so that new classifiers are constructed to better predict observations for which the current meta-classifier's performance is poor. This is accomplished using adaptive resampling (i.e., observations that are incorrectly predicted by previous classifiers are sampled more frequently) and AdaBoost weights the predictions based on the classifiers' training error. Since C4.5 was the best single classifier in aforementioned experiment, we combined 25 C4.5 tree classifiers to form the AdaBoost and bagging ensembles, respectively. To our surprise, the performance of the AdaBoost and bagging models (78.75% and 83.46%) was not significantly better than that of single C4.5 tree, while they took almost 25 times longer to build an ensemble prediction model than a single C4.5 tree. Note that in many cases, it is possible for ensemble models to significantly perform better than single classifier by promoting diversity through multiple classifiers trained on different parts of records. However, the performance of AdaBoost has been known to be unstable, which can explain a relatively low performance on VR data set. Although it is possible to further improve the prediction performance of ensemble models, we leave it to other researchers because fine tuning the performance of classifiers is not our main objective.
LEVEL 2 ANALYSIS: ASSOCIATION ANALYSIS
Preliminaries of Association Rule
A simple introduction to association rule is necessary. Typically, an association rule, R i , is represented in the form [A => B] where each A and B represents an itemset (e.g., a set of products) in a transaction record where A ∩ B = ∅. For convenience, we refer to A and B as the assumption (or antecedent) and the consequent of the rule, respectively. In addition, we denote D as a set of transactions, while ||D|| and count (A) denote the number of transactions in D and the number of transactions containing A, respectively. Then, the support and confidence of R i is defined as count (A ∪ B)/||D|| and count(A ∪ B)/count(A), respectively. Note that the support of R i measures the probability of observing the antecedent and the consequent together out of entire transaction records, while the confidence of R i measures the conditional probability of the consequent (B) given the antecedent (A). Intuitively, the higher the support of the rule, the more prevalent the rule is, and the higher the confidence of the rule, the more reliable the rule is (Brijs et al., 1999) . When rules are different in both support and confidence and have to be compared, a predictive accuracy measure can be used in which a larger support is traded against a higher confidence to maximize the expected accuracy (Scheffer, 2005) . Ultimately, the main objective of association analysis is to generate all the association rules that have support and confidence greater than the user-specified minimum support and minimum confidence. Readers who are interested in additional metrics to measure the usefulness of association rules are referred to (Aumann and Lindell, 2003; Padmanabhan and Tuzhilin, 1999; Silberschatz and Tuzhilin, 1996; Kim, 2009) .
To illustrate the usefulness of association analysis, we presented a C4.5 tree (74 leaves and 28 nodes) obtained from the analysis at the first level on the VR data set in Figure 2 . Note that a rule-based classifier (e.g., C4.5) that consists of if-then rules improves comprehensibility and boost managers' trust in the classifier itself. According to the tree structure shown in Figure 2 , the most important variable for predicting post VR employment status was the self-esteem, which is located at the root node. Although if-then decision rules from a C4.5 decision tree classifier can be very useful, they become very complex as a decision tree grows big with many nodes and leaves as shown in Figure 2 . In fact, Figure 2 shows only a part of the whole decision tree structure due to its complex structure. Further, these decision rules are useful mainly for classification purposes, and provide little information about relationships among variables and how their relationships can be linked to post VR employment status or other variables, encouraging the usage of another type of data analysis model.
Association Rule Analysis
In Weka, three different types of association algorithms are available: Apriori (Agrawal and Srikant, 1994) , Predictive Apriori (Scheffer, 2005) , and Tertius (Flach and Lachiche, 2001) . Note that it is not our main goal to compare all these algorithms for prediction accuracy as in (Mazid et al., 2008) , but rather to extract associative relationships among variables in VR data set as many as possible. Note that Apriori and Predictive Apriori are Kim: Industrial Engineering & Management Systems Vol 11, No 4, December 2012 , pp.371-384, © 2012 24.71 100 Social = 2, Self-Cesteem = 3, and I26 = 1 => A918 21.19 100 Gender = 2, Race=1, Social = 2, and Cultural-C = 1 => A975 20.67 100 Social = 2, Cultural-C = 1, and Self-Cesteem = 1 => A994 20.54 100 Social = 2, Cultural-C = 1, and Self-Cesteem = 3 => C-Soc-Pys = 0 and C-Soc-See = 0 and C-Soc-Psy = 0 very similar with very comparable predictive power (Mazid et al., 2008) , and hence we only present the output of Apriori. We also show the output of Tertius mainly because its association rules are more descriptive than predictive, satisfying the needs of our analysis at the second level. We ran both algorithms with the default setting in Weka, and show their outputs in Tables 2  and 3, respectively. The rules shown in Table 2 were subjectively chosen out of 1,000 rules that satisfied the minimum support and confidence criteria to present only rules with different implications. Let's take the first rule, A1, which means that trainees who believe their disability does not prevent them from socializing with friends outside (Social = 2) also believe that their physical, sight, and psychological impairments are not critical factors for their social activity (C-Soc-Pys = 0, C-Soc-See = 0, C-Soc-Psy = 0). Note that the numbers in A1 indicate the number of records in VR data set that satisfy the assumption (1,925 trainees with Social = 2) and consequent (1,925 trainees with C-Soc-Pys = 0, C-Soc-See = 0, C-Soc-Psy = 0) of A1, respectively. We found that most rules shown in Table 2 include the same consequent, referring to the trainees who feel their physical, sight, and psychological impairments are not important for their social activity (C-Soc-Pys = 0, C-Soc-See = 0, Figure 2 . Partial snapshot of a C4.5 decision tree structure.
Toward
C-Soc-Psy = 0). According to rules, A20, A39, and A58, these trainees are those who keep social activities even with their disability (Social = 2), and do not bother with cultural background (A20; Cultural-C = 1), or who are Caucasian (A39; Race = 1), or who ever participated in social meeting designed for people with disability (A58; Social-SMeeting = 2). Similarly, A191, A286, A305, and A324 also describe trainees who consider physical, sight, and psychological impairments are a minor factor for their social activity. These people are who do not bother their social activities because of their disability while they are either people who think cultural factor is not very import and secure post VR employment (A191; Social = 2, Cultural-C = 1, and I26 = 1); or who are severely, but not most severely, disabled (A286; Social = 2 and PSEVER-C = 2); or either female or never married trainees who do not bother their social activities because of their disability (R305, Social = 2 and Gender = 2; R324, Marriage = 5 and Social = 2). Two rules (A554 and A573) are about 765 trainees who maintain their social activity (Social = 2) and regard self-esteem as very important on social activity (Self-Cesteem = 3). Whether these trainees have a job after VR training (A554) or not (A573), they expect their physical, sight, and psychological impairments to have only marginal effect on their social activity (C-Soc-Pys = 0, C-Soc-See = 0, C-Soc-Psy = 0). We leave the interpretations of other rules to the readers.
The outputs of another association rule algorithm, Tertius, are more intuitive because it is related to the post VR employment index. For example, the first rule (T1) indicates that trainees who believe that self-esteem is very important for their social activity are likely to find a job after VR training (confidence, 60%; support, <1%) while trainees who believe self-esteem is not important for their social activity are less likely to have a job after VR training (T2; confidence, 59.88%; support, 10.85%). Other rules specify that trainees who consider self-esteem important but physical (T5) or psychological impairments (T6) are not important are likely to obtain post VR employment (confidence 51% and 50%, respectively), while those who consider self-esteem, cultural factors, and sight impairment unimportant for their social activity (T7) are not likely to find a job after VR training.
Clearly, the outputs of association rule algorithms at the second level are different from the outputs of classifiers at the first level in the sense that they are more descriptive and provide additional insights for VR program administrators and education program developers to better understand trainees with disability or maximize the outcomes of VR service programs.
LEVEL 3 ANALYSIS: CLUSTERING AND NLCCA
Although the outputs from association rule algorithms provide additional managerial insights, they are still limited in the sense that they do not provide insights on unobserved (or latent) relationships among variables. For example, many researchers want to know whether or not (and if so, how far) strong self-confidence can create positive will power, encouraging people with disabilities to overcome their psychological and physical hindrances to accomplish the goals of activities. In addition, it is interesting to understand that, through which psychological mechanism, respondents' physical disability and psychological disturbance affect their social activities. To gain such insights, we need to utilize another layer of analysis and we suggest using clustering and NLCCA methods for this purpose.
Clustering Analysis
Formally, clustering is defined as the process of partitioning transaction records of customers into a fixed number of groups (or clusters) based on heuristic metrics such as intra-cluster compactness (how similar the elements of each cluster are) and inter-cluster separability (how dissimilar the clusters are) (Jain et al., 1999) . In general, clustering algorithms try to find a clustering where the elements within the same cluster are as similar as possible and the clusters are as dissimilar as possible. In this study, cluster analyses were performed in the space of the four social-activity hindrance and encouragement factors using a k-means clustering algorithm to find homogenous groups. The first factor, selfesteem, is a social-activity encouragement variable, and it is expected that a person with higher self-esteem is more inclined to having social activity and hence the outcomes of vocational training will be positive. The second factor, self-confidence, is another social-activity encouragement variable and hence is expected to be positively related to social activity and the outcomes of vocational training. In particular, strong self-confidence can create positive will power that people with disabilities overcome many psychological and even physical hindrances to accomplish the goals of activities. The two remaining factors, social-physical and social-psychological factors, reflect respondents' own judgments on how significantly their physical disability and psychological disturbance affect their social activity. After trying several clustering analyses with between 5 and 10 clusters, we found that k-means with 7 clusters satisfy our subjective criterion, at least 100 records and at most 1,000 records in each cluster to draw reliable cluster characteristics. Based on cluster centers, we drew qualitative characteristics of each segment and summarized them in Table 4 . One encouraging observation is that trainees with disabilities in the largest segment (C4, 28.9%) maintain a very high level of selfesteem and self-confidence, and they believe that their physical disabilities and psychological hindrance factors do not significantly affect their social activity. In addition, trainees in C5 (13.7%) also do not regard their physical disabilities and psychological disturbances as a significant factor to limit their social activity. However, trainees in segment C6 (3.6%) and C2 (13.5%) maintain a low level of self-esteem and self-confidence, and keep limited social activity because of physical and psychological factors originated from their disabilities. Other trainees (C1, 9.6%) have a high level of self-esteem and self-confidence, but maintain limited social activity due to their physical and psychological reasons related to their disability. Finally, the remaining trainees in C3 and C7 (30.7%) maintain a low level of self-esteem and selfconfidence, but are actively involved in social activity.
NLCCA Model Introduction
To introduce NLCCA, we first briefly review a conventional linear canonical correlation analysis (CCA). The main objective of CCA is to find linear combinations of the variables in each set, a set of dependent variables and a set of independent variables, so that the canonical correlation between the linear combinations is maximized. That is, CCA finds and extracts the linear combination of independent variables that produces maximum correlation with the dependent variables. Then the process is repeated for the residual data, with the constraint that the second linear combination (defined in a new dimension) of variables must not correlate with the first one. The process is repeated until a successive linear combination is no longer significant. The linear combinations are commonly called canonical variates and all canonical variates are mutually orthogonal (i.e., independent). Once we obtain canonical variates, we can assess how strongly each of them is related to measured variables in its own set, the set for the other canonical variate, or how much percent of variance in the dependent set is explained by the independent set of variables along a given dimension.
NLCCA corresponds to categorical CCA with optimal scaling. By "categorical" CCA, we mean that NLCCA is designed to explain the relation between multiple variable sets that include categorical or ordinal (nonlin- Vol 11, No 4, December 2012 , pp.371-384, © 2012 ear or nonparametric) variables. By categorical CCA with "optimal scaling," we mean that, in the process of finding the best-fitting model, NLCCA simultaneously search for both optimal re-scaling of the categories of all variables and corresponding weights (i.e., component loadings) in such a way that a canonical variate from weighted re-scaled variables in one set has the maximum possible correlation with another canonical variate from weighted re-scaled variables in the second set. We utilized OVERALS procedure available in categories module of SPSS to conduct NLCCA. In OVERALS, categorical variables are quantified using optimal scaling and treated as numerical variables. For nominal variables, OVERALS creates values for each category while ignoring the order of the categories so that the goodness-of-fit is maximized. For ordinal and interval variables, OVERALS retains the order of the categories while creating values to maximize the goodness-of-fit of a model. OVERALS output includes several measures of goodness-of-fit, component loadings, optimal category scores, and plots including component loadings plots, category centroids plots, and transformation plots. Component loadings in NLCCA and factor loadings in principal component analysis (PCA) are similar in the sense that they represent correlations between the optimally scaled variables and the canonical variates. Therefore, we can infer how much of the variable was explained by the canonical variates in total by computing the sum of squared loadings, the distance between the origin and the component loadings of a given variable in the orthogonal space of the canonical variates (ter Braak, 1990) . It is also possible to estimate the contribution of a specific canonical variate by computing the square of the projections onto it.
NLCCA Model Specification
First, a non-hierarchical clustering algorithm (e.g., k-means) is used to segment participants into seven clusters and find out meaningful characteristics. Then, NLCCA is conducted with three sets variables: a sevencategory segmentation variable from clustering analysis, disability characteristics (disability type and severity), and personal variables (gender and marriage status). While the first two analyses are mainly for data analysts, the last analysis at the lowest level is mainly for education program designers and policy developers who like to maximize the outcomes of their training programs.
To explain how strongly the disability-related and personal characteristics affect the level of social activities of trainees with disabilities, an NLCCA model was specified with three sets of variables as shown in Table  5 . Note that we cannot use CCA because all of the variables are categorical and we expect some relationships to be nonlinear. For example, one set of variables in our study is comprised of a multiple categorical variable defining clusters, while the other set of variables is composed of categorical variables describing disability char- Table 4 Refer to Table 4 Disability acteristics (e.g., disability type and severity) and social activity hindrance factor (e.g., physical and psychological hindrance). The first variable set consists of the seven-category segmentation variable based on social activity hindrance and encouragement factors. In our analysis, this variable was considered as ''multiple nominal'' having different optimal category quantifications for each canonical dimension (i.e., different contribution to the canonical variates). The second set consists of two disability characteristics (disability type and severity of disability), while two personal demographic variables (gender and marriage status) were assigned to the third set. Each variable in the second and third sets was considered as "single nominal" with a single optimal quantification for all canonical dimensions.
NLCCA Model Fit
A two-dimensional NLCCA solution was chosen, and Table 6 shows the overall fit (= eigenvalues) of this two-dimensional solution in terms of the variance accounted for within each set of variables by each of the two dimensions (canonical variates). Note that the maximum fit value equals the number of dimension, indicating the perfect relationship. The overall fit of our model was 0.893, a sum of two eigenvalues from the first variate (0.528) and the second variate (0.365). Therefore, 0.528/0.893 = 59.1% of the actual relationship among each set of variables is explained by the first dimension. The canonical correlation, a measure of the correlations among the three sets of variables, for each of the canonical variates can also be computed from eigenvalues as follows:
where d is the dimension number, K is the number of sets, and E is the eigenvlaue. Using d = 2 and K = 3, we obtained the canonical correlation for each dimension, 0.292 and 0.048, respectively, and hence the first dimension is approximately 6 times more effective than the second at capturing the relationships among the three sets.
The weights defining the two dimensions in terms of the optimally scaled variables are also shown in Table  6 . Note that weights for multiple nominal variables (i.e., the segmentation variable in set one) are not unique and hence are not presented. According to Table 6 , in terms of the variables of sets 2 and 3, the first canonical variate primarily relates disability type to marriage status in set 3, while the second variate mainly relates the severity of disability to gender. Note that this is consistent with the findings in Clark et al. (1977) that boys (gender) with (severe) physical disabilities are more likely to have difficulties in interpersonal relationships. The component loadings of each variable are measures of the correlations between the optimally scaled variables and the two orthogonal canonical variates. These are similar to factor loadings in PCA. The loadings for all variables are plotted in Figure 3 . Note that the first dimension is measured along the abscissa and Vol 11, No 4, December 2012 , pp.371-384, © 2012 the second along the ordinate. The length of the vector from the origin to the coordinates of each variable indicates the extent to which the variable is explained by the two canonical variates (i.e., the square of the length being equal to the percent of variance explained by all the other variables). The segmentation variable has two locations in the canonical space because it is allowed to have a different quantification for each dimension. The scalar (dot) product between any two variable vectors is indicative of the correlation between the two optimally scaled variables (ter Braak, 1990) . The components loadings plot shows that disability type and marriage status are highly related to differences among one of the disability perception segments (that most closely aligned with the first and the most powerful canonical dimension), while the severity of disability is correlated with the other less powerful dimension (i.e., the second dimension). Contribution to its explanation of gender is derived almost equally from each of the two canonical deviates variables, although gender is the least well-explained (R 2 = 0.067) by the two canonical variates. Disability type, on the other hand, is the bestexplained disability characteristic (R 2 = 0.672), and contributions to its explanation are derived almost entirely from the first canonical deviate. Overall, Figure 3 supports the claim that trainees (including children and adolescents) with physical disabilities are less competent in their physical abilities and social life (Miyahara and Piek, 2006) . Figure 4a shows that disability type is almost entirely explained by the first canonical variate. Note that all physical types of disability (e.g., vision, orthopedic, and hearing disability) belong to the negative domain of the first variate, while all mental types of disability (e.g., Vol 11, No 4, December 2012 , pp.371-384, © 2012 brain injury, mental retardation, mental illness, non-orthopedic, and substance abuse) are located in the positive domain of the first variate. We also note that trainees with mental type of disability are aligned with segments (C3, C5, and C7) with a low level of self-esteem and self-confidence. These trainees typically do not consider their disability a significant hindrance factor of social activity. Trainees with vision disability are located closely to the C1 segment in which many trainees maintain a high level of self-esteem and self-confidence, but their disability imposes a significant hindrance on their social activity. Figure 4b shows that the severity of the disability is mainly explained by the second canonical variate. It is interesting to observe that most severe disability is located in the negative domain while severe and non-severe disability is located in the positive domain of the second variate. This insinuates that trainees with most severe disability (located close to a segment C4) maintain a high self-esteem and self-confidence, but maintain a low level of physical and psychological hindrance factor. Trainees with non-severe disability are closely located to a segment C3 that shows a low level of self-esteem and selfconfidence, and a low level of physical and psychological hindrance factor. We also observe that trainees with severe (but not most severe) disability are located in a close range to a segment C2 in which trainees maintain a low level of self-esteem and self-confidence, and suffer from physical and psychological hindrance factor. In short, most trainees with disabilities believe that their disability does not impose physical and psychological burden on their social activities, but it affects their self-esteem and self-confidence.
To our surprise, trainees with non-severe disability maintain a lower level of self-esteem and self-confidence than trainees with severe disability. We attribute this finding to the fact that trainees with non-severe disability often tend to lament after comparing their situations to those of trainees whom they consider normal. In contrast, trainees with severe physical disabilities have developed skills to accept themselves with physical limitation and find themselves self-confident by overcoming their disability and accomplishing little things (Miyahara and Piek, 2006) . Note also that severe physical disabilities are highly visible and many people empathize them, while minor physical disability is often not noticed and hence people do not empathize when trainees with minor physical disabilities fail to complete required tasks (Miyahara and Register, 2000) . When other trainees do not empathize their poor performance that partly comes from their minor physical disability and blame them for a lack of effort, trainees with minor disability often lose their competence and cannot develop desired self-esteem and self-confidence (Miyahara and Piek, 2006) . According to Figure 4c , gender variable was explained by both variates, but the alignment with either variate was not significant. In Figure 4d , the category centroids of marriage status in the canonical variates showed almost identical pattern as those of disability type in Figure 4a . That is, marriage status was mainly captured by the first variate. In particular, widowed and never married categories have most significantly aligned with the first variate, while divorced and separated categories are not tightly coupled with either variate.
CONCLUSION
In this study, we propose a multi-level analysis approach to better understand VR service data sets. When the outcomes of analyses at each level are integrated, a comprehensive understanding of VR data set becomes feasible. First, from the analysis at the first level, we obtain a decision tree classifier that successfully identifies trainees who are likely to find a job after completing a VR service program with an accuracy of 83.49% based on only 15 input variables. While having an accurate predictive model is useful, the final decision tree model consists of too many if-then rules, making it almost impossible to understand relationships among input variables and why and how some variables are associated with other variables. Therefore, two association algorithms are employed at the second level in an effort to provide additional insights from the VR data set. As a result, numerous associative relationships are extracted. Most of the associative rules can be used for profiling trainees, providing additional insights. For example, according to a few association rules, trainees who believe self-esteem is very important for their social activity are likely to find a job after VR training while trainees who believe self-esteem is not important for their social activity are not likely to have a job after VR training. It is also found that trainees who consider self-esteem, cultural factors, and sight impairment unimportant for their social activity are not likely to find a job after VR training. Finally, at the third level, clustering and NLCCA are employed to understand psychological and societal characteristics of VR trainees and to analyze the relationships between their internal psychological factors and their social activity. Our analysis confirms that many trainees with mental types of disability maintain a low level of self-esteem and self-confidence, but they do not believe that their disability imposes physical and psychological burden on their social activities. However, trainees with physical types of disability (e.g., vision disability) maintain a high level of self-esteem and selfconfidence, but their disability imposes a significant hindrance on their social activity. Our analysis also finds a negative relationship between the severity of disability and the level of self-esteem and self-confidence (e.g., trainees with non-severe disability maintain a lower level of self-esteem and self-confidence).
As an extension of the current study, we are currently exploring a new NLCCA model that includes the post VR employment status variable itself as another set Toward Successful Management of Vocational Rehabilitation Services for People with Disabilities Vol 11, No 4, December 2012 , pp.371-384, © 2012 of variables to explain the relationship between canonical variates and VR employment status variables along with clustering indexes, disability-related variables, personal characteristics, and social cognitive factors. Furthermore, we will draw insights on how we should develop and organize training programs to maximize the effectiveness of VR services for trainees with disabilities. For example, we would like to investigate relationships between job training indicator and the levels of self-esteem and self-confidence of trainees with disabilities. This is important to note because if trainees who have job-training (regardless of the fact that they actually have a job after VR training program) maintain much higher self-esteem and self-confidence level, the local and state governments may revise their VR programs to reach out to more trainees with disabilities to boost their self-esteem and self-confidence, which will lead to a higher quality of life for people with disability.
