Tactile graphics are images that use raised surfaces so that a visually impaired person can feel them. Tactile maps are used by blind and partially sighted people when navigating around an environment, and they are also used prior to a visit for orientation purposes. Since the ability to read tactile graphics deeply depends on individuals, providing tactile graphics individually is needed. This implies that producing tactile graphics should be as simple as possible. Based on this background, we are developing a system for automating production of tactile maps from hand-drawn figures. In this paper, we first present a pattern recognition method for hand-drawn maps. The usability of our system is then evaluated by comparing it with the two different methods to produce tactile graphics.
Introduction
Producing tactile maps is an important effort to bring blind people to more self-supported life. There have been many studies of computer-aided systems in order to assist the production of tactile graphics [1] [2] [3] [4] [5] [6] . Tactile map automated creation system (TMACS) [2, 3] , for example, has been developed to produce tactile maps automatically. It is a web application and produces the digital file for a tactile map from the information about two places: departure place and destination. TMACS assumes that users can be blind, and so it produces the tactile map automatically from the map database if a user only provides a departure place and destination to the system. However, tactile maps produced by TMACS are sometimes difficult to read for the blind because it is possible to include unnecessary information in the tactile maps. Further, Geospatial Information Authority of Japan has also developed a tactile map production system [4] . This system assumes that users are sighted people, and it is totally provided as a GUI application. Operating this GUI application is not easy for users who are not familiar with computers.
Based on the background above, we are now developing a system for automating production of tactile maps. In the tactile map production method using our system, a sighted user first draws manually a hand-drawn map using a pencil and paper, and the map is then converted to a digital image using an image scanner or a digital camera. Finally, by using our system, the digital image is recognized and translated into digital files which are available to produce the tactile maps. Our system chooses the Edel [7] and scalable vector graphics (SVG) [8] documents as the output file formats. Here, Edel is a software system to create digital files available to produce tactile graphics by Braille embossers, and this system is used widely in Japanese blind schools. The advantages for our system are as follows.
(1) Sighted users can draw maps by using pencils and papers; no computer operation is needed when drawing maps.
(2) Sighted users can easily add necessary information and remove unnecessary information. This implies that providing tactile maps individually is not time consuming. It is important to evaluate the usability for the method using our system. The evaluation was done by comparing with the methods using different software systems.
Advances in Fuzzy Systems
The remainder of this paper is constructed as follows. Section 2 outlines our method and shows some of the basic procedures. Object classification is explained in Section 3; fuzzy inference is applied to realize the classification methods. The production of SVG and Edel documents is described in Section 4. The classification accuracy for our method is shown in Section 5. In Section 6, we discuss the usability evaluation for our system and conclude the study in Section 7.
Outline for Our Method and Basic Procedures
In order to facilitate hand-drawn map recognition, we assume the following conditions for drawing maps.
(1) A hand-drawn map consists of the following object types: departure place, destination, traffic signal, route, railway, landmark, and street. The symbols for objects are summarized in Figure 1 .
(2) A hand-drawn map is a line drawing, except for traffic signals and the bullet for the destination symbol.
(3) A landmark object is represented by a polygon and forms a connected component. Further, it does not connect to any other objects. Figure 2 shows examples for hand-drawn maps. Inputting the digital image for a hand-drawn map to our system, it outputs two digital files for tactile maps: the SVG and Edel documents. The procedure for hand-drawn map translation is outlined in Figure 3 .
In our tactile map production method, a map is first drawn manually using a pencil and paper. Then, the handdrawn map is captured by an image scanner or a digital camera. Finally, our system translates the digital image for the hand-drawn map into SVG and Edel documents, producing the tactile maps.
There are various new technologies applied in handdrawn sketch recognition. For example, Broelemann et al. [9] developed a method for automatic street graph construction of hand-drawn maps, but this method is restricted to detection of streets. The sketch recognition methods introduced : Using the top-hat transformation for shading correction, the top-hat transformation corrects the effects of nonuniform illumination, and, as a result, the fine binary image is created using Otsu's method.
in [10] [11] [12] [13] [14] cannot be used to recognize the hand-drawn map due to their limitations. So, a new method is proposed to recognize the hand-drawn map in this paper.
In the remainder of this section, preprocessing, traffic signal detection, segmentation, and shape classification are explained. 
Preprocessing and Traffic Signal
where , , and are the intensities for red, green, and blue of the original image.
(2) The two noise reduction methods are applied to the grayscale image.
(a) The median filter with 3 × 3 window is first applied to eliminate salt-and-pepper noise; (b) a grayscale morphological top-hat transformation [15] is applied to correct the effects of nonuniform illumination. Here, a disk structuring element of radius 3 pixels is used for the top-hat transformation. The effect for a top-hat transformation is explained in Figure 4 .
(3) The grayscale image is converted to a binary image using Otsu's method [16] .
Mathematical morphology is applied to extract traffic signals from the binary image. First, an erosion operator is performed to the binary image for three times, and a dilation operator is then applied to the eroded image for three times. The structuring element is a disk of radius 3 pixels. The erosion operation eliminates thinner line segments, but it does not remove traffic signals completely. The dilation operation then detects all the traffic signals. By this detection, the bullet for the destination symbol is also extracted.
Segmentation and Shape Classification.
After detecting traffic signals, we segment objects into fragments. The four procedures are introduced to divide objects: (1) thinning, (2) short branch removal, (3) feature point detection, and (4) dividing.
(1) Hilditch's thinning algorithm [17] is first applied to the binary image, and the skeleton image is obtained.
(2) Short branch removal is as follows. Every short branch of the skeleton is removed if its length is shorter than a threshold value.
(3) Feature point detection is as follows. Intersections and corner points are detected in this stage. A 3 × 3 sliding window is applied to the skeleton image in order to detect intersections. The method for detecting corner points is explained below.
(4) Dividing is as follows. By removing all intersections and corner points in the skeleton, the skeleton is divided into fragments. It is characteristic that every Figure 5 : Piecewise linear approximation. fragment has two endpoints or no endpoint. Fragments are called elements in this paper.
Corner Point Detection. There have been many studies for detecting corner points in digital images [18] [19] [20] . We introduce a new method to precisely detect corner points for hand-drawn figures. This method first finds a piecewise linear approximation (PL approximation, for short) for a digital curve; this approximation is detected by Wall and Danielsson's algorithm [21] . Let , 1 , and 2 be the origin and the two different points on the plane (see Figure 5 ). If the ratio of the area for the triangle 1 2 to the length of the line segment 2 exceeds a threshold value, then the point 1 is chosen as a point of the PL approximation; if not, the next point 2 is examined. Let us consider a digital curve, denoted by a sequence of the points = 0 , 1 , . . . , −1 . The Wall and Danielsson's algorithm is then presented below.
Step 1. Set ← 1, and choose the point 0 as the first starting point for the PL approximation.
Step 2. Let be the point −1 , and set ← 0.
Step 3. Set ← + 1, and calculate and ℓ . Consider
where Δ is the value −1 − −1 which is the singed area for the parallelogram spanned by the two vectors → −1 and → .
Step 4. If | | ≤ ⋅ ℓ holds, then go to Step 3; if not, choose −1 as a point of the PL approximation, and then go to Step 2. Here, is a threshold value.
The above algorithm cannot detect corner points correctly. However, if a corner point exists, it must be close to a point of the PL approximation. So, we improve the Wall and Danielsson's algorithm by exchanging Step 4 with the following Step 4 so that the algorithm is able to precisely detect corner points of a hand-drawn digital curve.
So, we introduce two procedures explained below, and our corner detection procedure is the one that is obtained by exchanging Step 4 with the following Step 4 .
Step 4 . If | | ≤ ⋅ ℓ holds, then go to Step 3; if not, the point −1 is detected as a point of the PL approximation, and perform the following process to test whether a corner point exists near the point −1 .
(1) Conduct the following procedure 1 whose input is −1 . If this procedure returns a point, choose this point as a corner point of the digital curve , and then go to Step 2.
(2) Conduct the following procedure 2 whose input is −1 . If this procedure returns a point, choose this point as a corner point of the digital curve , and then go to Step 2.
Procedure 1 aims to detect a sharp corner point. This procedure is performed in the following steps.
Step 1. Let − ( > 1) be a point of the digital curve satisfying the following two conditions:
(1) − has been chosen as a point of the PL approximation;
(2) −1 is the next PL approximation point to − .
Step 2. For every point − + of the digital curve between − and −1 ( = 1, 2, . . . , − 1), calculate the distance, denoted by ℓ , between − and − + . Then, let be the sequence ℓ 1 , ℓ 2 , . . . , ℓ −1 .
Step 3. For the sequence , if the distances for monotonously increase in the middle and the monotonously decrease to the end, that is, the inequalities ℓ 1 < ℓ 2 < ⋅ ⋅ ⋅ < ℓ > ℓ +1 > ⋅ ⋅ ⋅ > ℓ −1 hold, then the point − + is determined as a corner point of the digital curve .
Next, the procedure 2 is explained; it is motivated by the method for the literature [22] . Remember that the point −1 has been chosen as a point of the PL approximation.
Step 1. For every − ( = 1, 2, . . . , 21), calculate the sharpness ( − ); the procedure to calculate sharpness is explained below.
Step 2. For the sequence of the sharpnesses ( −1 ), ( −2 ), . . . , ( −21 ), calculate the simple moving averages smv( −1 ), . . . , smv( −21 ).
Step 3. If the maximum value of smv( −1 ), . . . , smv( −21 ) exceeds a threshold value, then the point − which gives the maximum value is determined as a corner point of the digital curve ; if not, we decide that no corner point exists near the point −1 . The calculation for the sharpness ( ) for a point is as follows. We first detect two subsequences of points, denoted by = 1 , . . . , and = 1 , . . . , , in the following way (see Figure 6 ). We visit the points forward from and select a point , the distance between and is more than or equal to 2 pixels and less than or equal to 10 pixels; 1 is the first point satisfying this condition. We select points until the condition breaks;
is the last point satisfying the condition. The subsequence is obtained similarly, while visiting the points backward from . The sharpness ( ) is then defined as the following formula:
(the angle of ∠ ) .
Next, shape classification is explained. Every element is classified into one of the four shapes: straight line, circle, circular arc, and curve. This classification is done by the method of least squares. That is, we minimize the sum of the squared Euclidean distances between the points of the element and the corresponding points on the model. The element is then classified as the shape for the model if the sum is smaller than a threshold value. A curve is expressed by a piecewise cubic Bézier curve; we will describe cubic Bézier curves in Section 4.
Object Classification
In this section, object classification is described. First of all, a landmark object is classified by the following simple procedure: if an object is isolated and closed and has more than 3 corners, the object is classified as a landmark. Except for landmark classification, fuzzy inference is applied to design the classification methods. The fuzzy inference systems introduced in this paper are constructed by Mamdani's fuzzy inference method [23] , but the minimum operator is exchanged with the product operator. To detect route and railway objects, it is needed to find arrows and crosses. So, elements are first grouped into a single cluster if they are connected to the same intersection. Every cluster is then examined if it is an arrow or a cross. Note that an element can belong to different two clusters when the two endpoints of the element connect to the different intersections.
Arrow
Classification. An arrow consists of four or three straight line elements (see Figures 7(a) and 7(b) ). We apply two fuzzy inference systems to calculate the similarity for arrow. The following description is the outline of the first fuzzy inference system. (1) We first choose a cluster, , which includes four straight line elements, denoted by 1 , 2 , 3 , and 4 . The four angles, 1 , 2 , 3 , and 4 are then measured (see Figure 7 (c)).
(2) Next, the following three attribute values are calculated:
(1) the standard deviation of 1 , 2 , 3 , and 4 ; it is denoted by 1 . (2) the average value of | 1 − 4 | and | 2 − 3 |; it is denoted by 2 . (3) the difference between the two lengths of the elements 2 and 4 ; it is denoted by 3 .
(3) The fuzzy inference system is applied to 1 , 2 , and 3 . The fuzzy if-then rules are denoted below, and the membership functions are shown in Figure 8 . We then have a value, , of [0, 1] from the system; implies the similarity for . The second fuzzy inference system is applied to a cluster, , which includes three straight line elements. This system has the following three input attributes:
(1) the standard deviation for 1 , 2 , and 3 (see The following rules are the fuzzy if-then rules. The membership functions are omitted. Rule 4. If 3 is large, then it is implausible that is an arrow.
Cross Classification.
A cross consists of four straight line elements (see Figure 9 (a)). A cluster, , is applied to the fuzzy inference system for cross classification if includes four straight line elements, 1 , 2 , 3 , and 4 . This fuzzy inference system requires the following two input attributes:
(1) the standard deviation of 1 , 2 , 3 , and 4 (see Figure 9 (b)); it is denoted by 1 . (2) the standard deviation for 1 + 2 , 2 + 3 , 3 + 4 , and 1 + 4 ; it is denoted by 2 .
The fuzzy if-then rules are given below, while the membership functions are omitted.
Rule 1. If 1 is small and 2 is small, then it is plausible that is a cross.
Rule 2. If 1 is large, then it is implausible that is a cross.

Rule 3. If 2 is large, then it is implausible that is a cross.
If the similarity for a cluster obtained by the cross classification is larger than a threshold value, the cluster is classified as a cross. Similarly, if the similarity from the arrow classification exceeds a threshold value, the cluster is classified as an arrow.
Route and Railway Classification.
Route and railway classifications are conducted by the following way.
(1) We first detect a sequence, denoted by , of clusters such that every two adjacent clusters include a common straight line element (see Figure 10 ).
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The principal line Arrowheads (2) If the sequence consists of arrows, then the route classification is executed to calculate the similarity, denoted by 1 , for the sequence . If 1 is larger than a threshold value, the sequence is classified as a route. (3) If the sequence consists of crosses, then the railway classification is executed and we obtain the similarity, denoted by 2 , for the sequence . If 2 exceeds a threshold value, the sequence is classified as a railway.
Fuzzy inference systems are applied to compute the two similarities. To calculate the attribute values for the fuzzy inference systems, we detect the principal line and the arrowhead (or the auxiliary lines) for the sequence as follows. If two straight line elements, 1 and 2 , satisfy the following two geometric characteristics, it is plausible that 1 and 2 are part of the same straight line.
(1) The elements 1 and 2 are connected at an intersection, . (2) The curvature at the intersection is small.
Let be a digital curve, and let be a point on . A curvature of at is then defined as the subtraction | − −1 | (see Figure 11) ; that is,
where is the measure of an angle which is formed between the -axis and the line segment from to +1 , and −1 is also the measure of an angle which is formed between theaxis and the line segment from −1 to [24] . Two adjacent elements −1 and are merged into a single straight line segment if the curvature between −1 and is less than a threshold value. After that, we extract the principal line and the arrowheads (or the auxiliary lines) for the sequence . After extracting the principle line and the arrowhead (or the auxiliary lines) for the sequence , two fuzzy inference systems are applied to classify the sequence as a route or railway. The first fuzzy inference system is for route classification. It has the following two input attributes:
(1) the standard deviation for the lengths of elements in the principal line; it is denoted by 1 ; (2) the standard deviation for lengths of elements in the arrowheads; it is denoted by 2 .
The fuzzy if-then rules for the first fuzzy inference system are denoted below, but the membership functions are omitted. Rule 1. If 1 is small and 2 is small, then it is plausible that is a route.
Rule 2. If 1 is large, then it is implausible that is a route.
Rule 3. If 2 is large, then it is implausible that is a route.
The second fuzzy inference system is for railway classification, and the description for the second system is omitted because it is similar to the first system.
SVG and Edel Documents Production
In our method, a figure consists of elements whose shapes are as follows: straight line, circle, circular arc, and curve. As described in Section 2.2, the shape for an element is determined by the method of least squares. If an element has been classified as a curve, then this element is expressed by a piecewise cubic Bézier curve; the piecewise cubic Bézier curve is detected by an algorithm based on the method of least squares [25] .
A Bézier curve ( ) of degree is defined as
where the s are the control points and the s are the Bernstein polynomials: Equation (5) is called a cubic Bézier curve when = 3. Figure 12 shows an example of cubic Bézier curves; the four points 0 , 1 , 2 , and 3 are the control points, the thick curve is the cubic Bézier curve, and the polygon expresses the one constructed by the four control points.
SVG has the formats to express the four shapes, and, therefore, we can create an SVG document for a hand-drawn map directly once we have detected the shapes for all the elements of the map. On the other hand, an Edel document is a collection of embossed dots. So, it is easy to create an Edel document once we have detected the shapes for all the elements of a hand-drawn map.
Experimental Results
This section describes the accuracy for our classification system. Five participants drew 15 maps using pencils and papers. These maps were then captured by using an image scanner; the resolution of the scanner was set to 100 dpi. These digital images were saved as 24-bits bitmap images. The sizes of the images are in 1, 169 × 850 pixels. We have measured the accuracy for our classification system using precision, recall, and f -measure.
In the 15 maps, there are 50 traffic signals, 15 destinations, 15 departure places, and 40 landmarks. The classification accuracy for our system is summarized in Table 1 . We can conclude that our system can produce the Edel and SVG documents almost correctly from hand-drawn maps. 6. Usability Evaluation for Our System 6.1. Method. We have studied usability evaluation for our system. Thirteen participants, 12 males and 1 female, aged 20, participated in this investigation; all of them are the thirdyear university students. To evaluate the usability for our system, we selected two common methods for production of tactile graphics; one is the method to use the software system Edel which assists us to draw diagram images for tactile graphics produced by Braille embossers, and another one is the method using swell papers. In the second method, a diagram image is transferred to a swell paper by a printer and so forth. A swell paper has been coated with thermally foamed microcapsules that respond to irradiation and cause the dark image on the paper to swell, creating the tactile graphic. Microsoft PowerPoint (PPT) was selected to draw a diagram image on a swell paper, because this software system is commonly used in the universities in Japan.
Before starting the experiment, we asked the following questions Q1, Q2, and Q3 to all the participants, and the results for the questions Q1 and Q3 are summarized in Figures  13 and 14 . We omit to show the result for the question Q2 because all the participants have no experience in using Edel. All the participants are familiar with using computers and have much experience in using PTT. Q1 : How long do you use computers every week?
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Q2 : Have you ever created figures by using Edel?
Q3 : Have you ever created figures by using PPT?
We had two sessions in this investigation. For the first session, a participant created the map diagram shown in Figures 15(a)-15(c) ; the digital files were produced by using Edel, PPT, and our system. Note that, in our system, a user first draws a map manually using a pencil and paper, then converts the hand-drawn map to a bitmap image using an image scanner, and finally the bitmap image is transformed into the two digital files, the Edel and SVG documents. After conducting all tasks, the participant was asked to answer the following two questions Q4 and Q5.
Q4: Were you able to easily create the digital file(s) for the tactile map? Q5: Do you want to use this software system to create the digital file for a tactile map?
After the first session, the participant had 5 minutes for training the software systems by himself/herself. The second session followed this learning session. In the second session, the participant conducted similar tasks to the first session, but the maps were those shown in Figures 15(d)-15(f) . After creating all digital files, the participant was asked to answer two questions Q4 and Q5 again and was also asked to answer the following question Q6.
Q6: Were you able to draw the map as you like?
The orders of the software systems were determined randomly in both the first and the second sessions.
6.2.
Results. We applied two-way ANOVA to the answers for the 2 questions Q4 and Q5. The first factor, denoted by Factor 1, is the difference in systems, and the second factor, denoted by Factor 2, is the difference in learning. Factor 1 includes three levels, Edel, PPT, and our system, and Factor 2 includes two levels, before learning and after learning. The results from the two-way ANOVA for Q4 shows that there was no significant interactions between Factor 1 and Factor 2 ( (2, 72) = 0.92, = 0.40). Furthermore, there was a significant difference for Factor 1 ( (2, 72) = 19.26, < 0.01), while no significant difference existed for Factor 2 ( (1, 72) = 1.58, = 0.21). The results for Q5 are similar to those for Q4. That is, there was no significant interaction between Factor 1 and Factor 2 ( (2, 72) = 0.64, = 0.53), there was a significant difference for Factor 1 ( (2, 72) = 14.00, < 0.01), and there was no significant difference for Factor 2 ( (1, 72) = 1.32, = 0.25).
We then conducted a multiple comparison test for the answers of the questions Q4 and Q5; we selected Tukey's honestly significant difference (HSD) criterion as the multiple comparison test. For Q4, there was a significant difference between Edel and our system ( < 0.01) and there was also a significant difference between PPT and our system ( < 0.01); however, there was no significant difference between Edel and PPT (see Figure 16 ). Furthermore, for Q5, there was a significant difference between Edel and our system ( < 0.01), and there was also a significant difference between PPT and our system ( < 0.05); however, we observed a marginally significant difference between Edel and PPT ( < 0.1) (see Figure 17) .
Lastly, we applied a one-way ANOVA to the answers for the question Q6; the factor of this one-way ANOVA is the difference between systems. The results are shown in Figure 18 , and the results for the one-way ANOVA show that there was a marginally significant difference ( (2, 36) = 2.59, = 0.089). We then applied Tukey's HSD, and we observed a marginally significant difference between Edel and our system.
As a result of the discussion above, we can conclude that users feel that our method is easier to produce tactile maps than the conventional two methods. Furthermore, map images produced by our system are visually as fine as map images produced by Edel and PPT.
Conclusions
In this paper, a computer-aided system for automating production of tactile graphics from hand-drawn maps has been developed. The system includes the following four main procedures: (1) preprocessing, (2) segmentation, (3) pattern recognition based on fuzzy inference, and (4) SVG and Edel documents production. The preprocessing is applied to an initial hand-drawn map in order to remove noise, and then a binary image is obtained. In the segmentation procedure, the binary image is first skeletonized, and then the skeleton is segmented into elements by eliminating intersections and corner points. Then, a pattern recognition method is applied to recognize symbols. Lastly, SVG and Edel documents are created to save the recognition results. The usability for our system was evaluated by comparing our method with the two conventional systems for creating tactile maps. The results show that our system is easier to create tactile maps than the other two systems. In our fuzzy inference systems, triangular and trapezoidal membership functions are applied to define the fuzzy sets due to their simplicity. The shapes of membership functions influence the accuracy of recognition results. How to choose an optimal membership function is our future work. In this study, we do not assume a map includes character strings. However, adding character strings to a map is very important because it increases the comprehension for the map. In the present work, the types of symbols used in hand-drawn maps are restricted. Developing a system for automating translation of hand-drawn maps with character string and various symbols is one of our future works.
