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ПРИМЕНЕНИЕ МЕТОДА МАКСИМИЗАЦИИ ПОЛИНОМА 
ДЛЯ ОЦЕНИВАНИЯ ПАРАМЕТРОВ АВТОРЕГРЕССИОННЫХ МОДЕЛЕЙ 
С НЕГАУСОВСКИМИ ИННОВАЦИЯМИ 
  
д-р техн. наук, доц. С.В. ЗАБОЛОТНЫЙ  
(Черкасский государственный технологический университет, Украина) 
 
Модели авторегрессии (АР), впервые примененные Д. Юлом для описания 
колебаний маятника, движущегося в воздушной среде, имеют уже почти столетнюю 
историю [1]. За это время они нашли очень широкое распространение в различных 
инженерных приложениях: при создании систем автоматического управления техноло-
гическими процессами, устройств адаптивного подавления помех, при решении задач 
спектрального анализа, синтеза и распознавания речевых сигналов, обнаружения 
изменения свойств сигналов и динамических систем. Кроме того, АР-модели активно 
используются для анализа временных рядов с целью прогнозирования данных эконо-
мического, биомедицинского, социологического и иного происхождения. 











где ia , pi ,1=  – параметры АР-модели, const=c , tε  – случайная последовательность 
типа «белый шум», которую часто называют инновациями (от англ. innovation). 
Статистическое оценивание параметров АР-моделей на основе анализа после-
довательности наблюдаемых значений tY  является одной из базовых задач при их ис-
пользовании. Существует два основных подхода: первый базируется на использовании 
метода наименьших квадратов (МНК), а в основе второго лежит метод максимального 
правдоподобия (ММП). Выбор того или иного метода оценивания существенно зависит 
от вероятностных свойств анализируемых процессов. Известным является тот факт, что 
при гауссовском (нормальном) законе распределения оба подхода дают одинаковый 
результат.  
Повсеместное распространение гауссовского распределения обосновывается 
известным следствием «нормализации», доказанным в рамках центральной предель-
ной теоремы. Однако такое распределение, являющееся также наиболее удобной 
с вычислительной точки зрения идеализацией, не описывает всего многообразия ре-
альных данных. Это подтверждается достаточно большим количеством исследований, 
посвященных построению и применению негауссовских АР-моделей, например, [2–9]. 
Часть из них основывается на оценках максимального правдоподобия, используя раз-
личные типы распределений: экспоненциальное и гамма-распределение [2], пуассо-







с асимметричной модификацией [4], инверсное гауссовское и распределения Стьюден-
та [5], полисмеси на основе гауссовых [3] или распределений Лапласа [6]. Отметим, что 
такой подход требует предварительной идентификации типа распределения, а также 
оценивания его параметров, что может существенно усложнить его практическое 
использование.  
Альтернативным подходом к вероятностному описанию является применение 
статистик высших порядков (моментных или кумулянтных функций) или их полиспек-
тров. Практическим примером использования данного подхода для построения и оце-
нивания параметров различных прогнозных моделей (в том числе и АР) является биб-
лиотека функций (HOSA toolbox) для пакета MATLAB [7]. На базе аппарата кумулянтого 
описания теоретически обоснована обобщенная модель авторегрессии высших рангов 
для линейного предсказания негауссовских процессов [8], а также разрабатываются 
оригинальные методы оценки параметров [9]. 
В данной работе для нахождения оценок параметров АР-моделей впервые 
предлагается использовать метод максимизации полинома (ММПл) [10, 11]. Этот отно-
сительно новый метод оценивания, изначально был разработан для решения задач 
статистической радиофизики и радиотехники при обработке сигналов с непрерывным 
временем [10], однако позже был адаптирован и для дискретного случая [11]. Он осно-
ван на представлении логарифма плотности распределения вероятностей в виде функ-
циональных рядов. Концептуально ММПл схож с ММП, поскольку так же использует 
принцип максимизации функционала от выборочных данных в окрестности истинного 
значения оцениваемого параметра. Однако для формирования такого функционала 
используется не плотность распределения вероятностей, а описание случайных вели-
чин виде конечного числа усредненных статистик (моментов, кумулянтов и др.), кото-
рые значительно проще получить. Отметим функциональность этого метода, который 
может быть применен не только для нахождения оценок скалярно параметра [12], 
но и для нахождения моментов изменения свойств случайной последовательности 
в апостериорной постановке задачи [13], а также для оценивания векторного парамет-
ра линейной регрессии [14].  
Именно результаты последней работы легли в основу предлагаемого подхода. 
Его основная идея обусловлена известной математической аналогией между авторе-
грессионной зависимостью вида (1) и линейной (по параметрам) однофакторной ре-
грессией. Известно, что инновационные последовательности tε , статистически не зави-
сят от запаздывающих наблюдений ktY − , ,...2,1=k  Поэтому они могут быть использова-
ны в качестве предикторов линейной регрессии для нахождения оценок параметров 
которой можно использовать обычный МНК. При этом неадекватность гауссовой гипо-
тезы не является критичной с той точки зрения, что МНК-оценки остаются несмещен-
ными и состоятельными (хотя и перестают быть эффективными). А поскольку МНК 
по сути является линейным методом, то вероятностные свойства остатков, существенно 
не отличаются от исходных свойств негауссовских инноваций. Таким образом можно 
находить необходимые для алгоритмической реализации ММПл апостериорные оцен-
ки моментов (кумулянтов) ненаблюдаемой последовательности tε  и оптимальным 
образом учитывать эту информацию для нахождения уточненных значений параметров 
АР-модели. 
Полученные на данный момент путем моделирования методом Монте-Карло 







нения ММПл для ситуаций, когда порождающие последовательности имеют негаус-
совский характер. С ростом объема выборки экспериментальные значения коэффици-
ентов уменьшения дисперсии стремятся к теоретическим значениям. 
В целом, предлагаемый подход к нахождению оценок параметров авторегрес-
сионных моделей можно трактовать как адаптивный и компромиссный с точки зрения 
практической реализации, поскольку предложенные вычислительные процедуры 
потенциально имеют меньшую аналитическую сложность по сравнению с подходом 
на основе ММП и обеспечивают повышение точности (уменьшение дисперсией 
оценок) сравнительно с МНК. 
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