ABSTRACT 3-D motion tracking is a fundamental technology enabling virtual reality and mixed reality. Correct position and orientation detection are critical as both an input for 3-D interaction and for proper visual display. This paper presents a cross-platform solution for presenting data from multiple tracking systems as if it came from a single system. This frees simulations from having to account for multiple data sources, and allows tracked objects to transition seamlessly from an area covered by one tracking system to another. It also presents an application programming interface with a single data format, eliminating the need for hardware drivers. Finally, when self-contained tracking systems are used, they can themselves be tracked, allowing the trackable area to be adjusted in real time. This allows operators to leverage limited resources in more effective ways, improving simulation quality and opening new possibilities for simulations.
I. INTRODUCTION
Immersive environments allow the user to experience a place, situation or feeling that replaces or augments the stimuli of their present environment. The ability to immerse users this way has become increasingly important in the past decade in areas such as training, data visualization, and even entertainment. While terms such as virtual reality (VR), mixed reality (MR), and augmented reality (AR) are often used to describe different types of immersion, it should be noted that these technologies exist along a continuum defined by level of immersion [1] . VR is at the most immersive end of this continuum, consisting of experiences where most or all of the user's field of vision is replaced by computer-generated imagery (CGI). At the other end, AR refers to text or images overlaid onto the user's view of the world, such as the headsup display of an airplane. The user is immersed only in the real world. Finally, MR is the term used for immersive environments that can't be clearly defined as either AR or VR. An example of MR discussed several times in this article is that of a military training environment consisting of physical sets and props. Displays mounted inside windows and doors show 3D images of the larger, virtual world in which the training takes place.
As the technology needed for virtual reality and mixed reality advances, the variety of potential applications also increases. Long gone are the days when VR meant standing in one place, wearing a clunky head-mounted display physically connected to a single input device. A broad range of applications, including training, design review, data exploration [2] , and of course entertainment [3] dictates a similarly wide range of physical equipment and hardware systems. For example, a CAVE TM system allows a user to look closely at a 3D object from different angles, walking around and examining it in a very natural way. But training a firefighter to explore a burning building, looking for trapped inhabitants might require him or her to move around quickly, through real rooms, and interact with a combination of real and virtual objects. Such training would not be possible within the confines of even a large CAVE TM . In fact, the virtual aspects of the simulation may not even be the most prominent, instead serving to complement the physical parts of the simulation. For example virtual windows could provide a view into the world outside the building or augmented reality equipment could be used to display virtual fire on burning objects. This type of simulation, involving a mix of virtual and real elements scattered over a relatively large area, pushes the boundaries of virtual and mixed reality systems.
One of the most important technologies for VR and MR is 3D object tracking. Tracking allows 3D images to be drawn from the correct perspective and interaction devices to be used in a 3D space. It's also a critical link between the virtual and real worlds, ensuring the simulation knows the current position of props and other physical objects that interact in a simulation. The firefighter training scenario imagined in the previous paragraph presents many challenges to current tracking technologies, such as a wide area of coverage, occlusion of tracked objects by walls, and the high update rate required for AR images to accurately appear at the proper location in space. While no single tracking system available on-hand may be capable of the sort of tracking tasks the simulation requires, two tracking systems, used together, would be able to cover a wider area from more directions, reducing occlusion. A third tracking system, perhaps with a faster update rate but only capable of tracking two to three objects simultaneously, could be used to track a see-through HMD (head-mounted display) for displaying the AR images.
Unfortunately, using multiple tracking systems adds challenges of its own, such as having to deal with different hardware drivers and data formats, knowing which system is tracking specific objects, and handling disagreements between two tracking systems that can both see the same object. This article presents a software system for simplifying the use of multiple tracking systems by abstracting and aggregating their data, making it appear as though it originates from a single tracking system. In particular, it will focus on the measurement of latency introduced to the immersive system and how to handle situations where differing calibration errors lead to two tracking systems reporting different positions for the same object. Additionally, it will present methods developed to test this software using simulated data, rather than human resources.
II. BACKGROUND
A major area of application for virtual and mixed reality is training. In many areas where a significant part of training expense comes in the form of consumable materials, VR training can provide an immersive experience that simulates, to a certain degree, the desired situation. Virtual spray painting, for example, can combine a real input device (a modified spray gun) with a virtual part on a stereo display. As in Fig. 1 , a virtual part responds to the paint gun as a real part would with color changes, drips and overspray. However, no paint is wasted, no paint fumes are released into the air, and no materials need to be cleaned, sanded, and re-primed [4] . For firefighters, virtual buildings can be modeled and navigated in a virtual environment (VE) while participants fight a numerically-simulated fire, as proposed by Lee et al. [5] .
Virtual and mixed reality simulations also play an important role in military training. Physical training simulations can provide realistic training environments for warfighters. One of the most promising technologies available today is the LVC (Live, Virtual, Constructive) [6] training paradigm. In an LVC simulation, live players in a physical environment interact with virtual trainees controlling avatars and computercontrolled (constructive) entities across a single simulation. A major component of LVC is the informational link between the physical and virtual worlds. Keeping the virtual world in sync with the physical is essential for making sure all the players in an LVC exercise can properly interact with each other. One part of this process is the use of 3D tracking systems to relay the positions of objects and people to the simulation computers.
The Dismounted Soldier Training System (DSTS) [7] by Intelligent Decisions is a modular, mobile, and immersive VR training system where up to nine trainees don HMDs, instrumented weapons, and an array of other sensors and position trackers and participate in a virtual training exercise. An additional five trainees can participate via laptop stations. The DSTS can be adapted to a wide variety of scenarios, such as marksmanship training, squad/fire team collective tasks, and shoot/don't shoot judgement training. One potential disadvantage of the DST is the limited movement space for each participant: a four-foot diameter rubber pad. Concerns regarding negative training arising from this have been raised by Biagini et al. [8] .
A. MIXED REALITY TRAINING SYSTEMS
Mixed reality is a form of virtual reality in which a real environment, consisting of physical sets or props, contains screens that act as viewports into the virtual world. Several mixed reality training systems are currently in use by the U.S. Military. The Immersive Infantry Trainer at Camp Pendleton [9] features an environment consisting of multiple rooms equipped with large displays, audio systems, olfactory displays, and other special effects designed to simulate a combat environment. Trainees are able to interact with avatars that respond to movements and voice.
The Virtual Convoy Combat Simulator (VCCS) [10] , [11] Fig. 2 is designed to simulate the dangerous task of navigating roads in hostile parts of Afghanistan. Up to 30 soldiers atop five HUMVEE chassis are surrounded by video screens immersing them in the simulation, firing simulated rifles and turret-mounted guns at attackers.
Another mixed reality facility, the MIRAGE (Mixed Reality Adaptable Generalizable Environment) at Iowa State University, serves as a testbed for the work described in this article. Developed in cooperation with the U.S. Army and taking cues from Hollywood set design, it features twelve moveable wall sections with interchangeable facades. These sections can be put together to form a variety of rooms and urban scenarios in the 3D-tracked 40 ×40 physical environment. The virtual world is presented on multiple stereo displays, including several mobile displays that simulate windows as well as a large, fixed 39 × 12 stereo display that forms the back wall of the room. A photo of the MIRAGE, showing moveable wall sections, is shown in Fig. 3 . Motion tracking in the MIRAGE is a challenge due to its large area and moveable walls. A configuration of its ceiling-mounted MotionAnalysis optical tracking system that is able to track nearly all areas of the room may become less much effective when the walls are rearranged, due to new areas being occluded to different tracking cameras. The challenge of tracking a dynamic environment is one of the issues the research presented in this article will address.
B. 3D TRACKING SYSTEMS
There are a variety of technologies used for 3D motion tracking. Each has a number of advantages and disadvantages [12] . Magnetic tracking systems provide high accuracy that is unaffected by occlusion. However, stray magnetic fields and metal in the environment can degrade its accuracy [13] . GPS (Global Positioning System) works well outdoors and is not constrained to any particular area, but its precision is much too low for VR or MR applications [14] . Optical tracking systems, such as those by Advanced Realtime Tracking [15] require less work to set up and provide highly accurate, highspeed tracking, but are limited by occlusion of tracked objects by other objects in the tracked space, such as walls and people. Finally, hybrid tracking systems combine two or more types of tracking technology. Intersense's IS-9000 tracking system [16] , for example, uses a combination of ultrasonic and inertial tracking. Unfortunately, while hybrid systems use multiple modes of data input to increase performance, they depend on receiving data from each mode to function properly. For example, ultrasonic systems are sensitive to occlusion as well as atmospheric conditions such as temperature and humidity [17] , and thus the IS-900 is also subject to these limitations.
C. TRACKING CHALLENGES IN TRAINING ENVIRONMENTS
Physically-based simulations present a challenging environment for modern tracking systems. Tracking for a physical simulation must have a high update rate to keep pace with quickly moving trainees. It must also be able to handle occlusion from walls and other objects that may be part of the training simulation. Accurate tracking is necessary for the realism of a simulation, and finally, a relatively large number of objects must be tracked: people, tools, simulated weapons, and other objects. Based on the strengths and weaknesses of different types of tracking systems, it makes sense to use different types of tracking systems in the situations for which each is best suited. However, using multiple tracking systems means the simulation application(s) must be able to address different types of tracking hardware and be able to properly ''follow'' objects as they are ''seen'' by one tracking system and then by another. If positional data for an object is received from different tracking systems at the same time, a decision must be made regarding which data to trust, or if the measurements should be aggregated in some manner. If they are not aggregated, the result is a large ''jump'' of the virtual object from one position to another as was the case in the research of Hallaway et al. [18] when merging the tracking data from an ultrasonic beacon and several, less accurate, infrared beacons. These jumps can be distracting VOLUME 4, 2016 and must be minimized in order to provide the user with a truly immersive experience.
D. ABSTRACTION LAYERS
Several software systems currently exist for abstracting tracking and other input data, freeing the user from dealing with drivers and SDKs (Software Development Kit). The VRJuggler virtual reality framework [19] is a set of libraries designed to abstract virtual reality applications away from the hardware in which it runs. One of its main components, Gadgeteer, is designed to interface with a variety of devices, including most popular 3D tracking systems. This input data is then accessed within a VRJuggler-based application by specifying a name that has been associated with a particular tracked object or other input channel. Similarly, the VRPN (Virtual Reality Peripheral Network) [20] also abstracts input device data, presenting the user with a single programming interface for obtaining that data within an application. Unlike Gadgeteer, VRPN does not require an application to use the VRJuggler framework. While they abstract and simplify the use of tracking systems, neither Gadgeteer nor VRPN aggregate tracking data. In other words, the user must specify which tracking system is to track a specific object. For multiple tracking systems to truly work together seamlessly, the abstraction system controlling the hardware must handle cases where an object might be seen by more than one tracker (alternately or simultaneously) in a way that doesn't require code-level user intervention.
III. MetaTracker A. OVERVIEW OF MetaTracker
MetaTracker [21] is a system of systems (SoS) designed to abstract tracking hardware, and to combine data from multiple 3D tracking systems, such that they can be treated as a single system. It simplifies the process of getting 3D tracking data to an application without requiring that application to be aware of the individual systems or the software needed to run them. Fig. 4 shows the three main components of MetaTracker and how they interact with one another. All three components communicate via UDP (User Datagram Protocol) packets sent over the local network.
The first component of MetaTracker is the source application, which utilizes the SDK and drivers supplied with each tracking system to read data from it in the tracking system's native format. A source application only needs to be developed once for a particular make or model of tracking system. Position and orientation data for each object visible to the tracking system is sent to the MetaTracker server as soon as the information is made available by the tracking system. In the case of articulated tracked objects, such as humans wearing motion capture suits, the transformation data for each segment, or ''bone,'' is sent to the server. Depending on the functionality available in the tracking system's SDK, the source application may also be able to control the system, performing functions such as turning it on and off or telling it which objects to track.
MetaTracker's server (shown in Fig. 5 ) is the most complex of its components. It receives raw tracking data from each source. The data is processed and sent out to all client applications that have requested data for the room containing the object. In most cases, the new data delivered to clients is exactly what the server received. However, in cases where the server is receiving tracking data for an object from multiple sources, a smoothing algorithm is applied to the data to smooth the reported path of the object as it moves from one system's area of coverage to the next. This is discussed further in the Challenges section below. Other situations where data is modified before use include when the source tracking system is using a different coordinate system than the other systems, or when an object is flagged as ''clamp to ground.'' This flag is used for objects, such as moveable structures, that normally stay on the ground and can only move about the horizontal plane and rotate about the vertical axis.
The other data flag currently available in MetaTracker is the ''persistent'' flag. This is useful for situations when a training simulation needs to know the position of a scenario object but the object is unlikely to move during the simulation, such as in the case of moveable walls and other large props. The MetaTracker server stores persistent data in a file that is loaded every time the server is launched. Additionally, new clients connecting to the server are automatically sent the current positions of all persistent objects, regardless of whether any tracking system is currently tracking the object.
The last component in MetaTracker is the client. A client is any application that requires tracking data, such as an immersive application. Each client registers itself with the MetaTracker server on startup and then receives data from it. Clients can receive all available tracking data from the server, or can request data from specific tracking systems and specific rooms. In addition, they can specify which types of objects they want to track: 3 DOF (degrees of freedom) markers, 6 DOF props, or articulated parts.
From a programming standpoint, integrating the MetaTracker client software into an application is relatively simple. The MetaTracker client code, written in C++, can be compiled as a library file or simply compiled into the application itself. A sample program, showing the process of connecting to the MetaTracker server and printing tracking data to the console, is shown in Appendix A.
B. USAGE EXAMPLES 1) SINGLE FIXED TRACKING SYSTEM
This is a simple use case for MetaTracker. While the data aggregation capabilities of MetaTracker aren't used here, MetaTracker can still provide multiple applications with simultaneous access to tracking data, as well as persistent tracking data and the clamp-to-ground functionality. In Iowa State University's MIRAGE training environment, which has moveable wall sections that can be used to create different rooms and structures, a fixed, ceiling-mounted tracking system is able to track a large area of the room if few wall sections are in place to occlude objects. This provides tracking data to training scenarios and user studies without requiring them to connect directly to the tracking system. Furthermore, the simulation operator can monitor the MetaTracker server application's data display to very quickly detect if problems arise with the tracking system.
2) MULTIPLE FIXED SYSTEMS
MetaTracker's data aggregation becomes indispensable in a use case involving multiple tracking systems. If the area in which training takes place is relatively large or has areas occluded by walls or other structures, multiple 3D tracking systems may be needed to accurately track the players and other objects in the simulation. A user study conducted at ISU required users and simulated rifles to be tracked along a 20-foot long path [22] . No tracking hardware was on-hand VOLUME 4, 2016 that could perform this task, so three tracking systems were positioned adjacent to one another. Each system was calibrated to the same coordinate system, and MetaTracker was used to combine their data, allowing the user study software to access the data as if it were from a single tracking system.
3) MOVEABLE SYSTEMS
Recently introduced single-piece tracking systems, such as Advanced Realtime Tracking's SMARTTRACK [23] system seen in Fig. 6 , can track objects without any global calibration at all, instead measuring positions relative to the center of the tracking system itself. By attaching tracking targets to one of these systems, it can itself be tracked by another tracking system. A simple matrix multiplication is then used to transform data from the coordinate system of the singlepiece system to that used by MetaTracker. As long as the single-piece tracking system can be seen by another tracking system, the trackable area of the simulation can be adjusted in real-time, without reconfiguring any tracking hardware. This is useful in cases where unexpected occlusion problems arise from a change in the scenario, such as rearranging moveable structures. Moving a portable tracking system into the area can provide or restore motion tracking capabilities with minimal to no interruption to training. 
IV. CHALLENGES
In the implementation and testing of MetaTracker, several challenges were encountered. This section discusses those challenges and the steps taken to address them.
A. VERIFICATION AND VALIDATION
The development of MetaTracker focused on using 3D tracking systems to measure the location of objects and to send that data from the source applications to the server and finally to the clients. In early development, when the basic networking and data sending was being tested, this could be accomplished with a tracking system repeatedly reading the position of a stationary object, and the source application sending that data to the MetaTracker server. However, when it came time to test other aspects of MetaTracker, such as the graphical visualization on the server, multiple moving tracked objects were needed. Initially, volunteers were recruited to walk around the trackable area, wearing helmets outfitted with optical tracking markers. While this proved feasible in the very short term, it quickly became clear that humans were not a viable source of repeatable tracking data.
To alleviate this problem, ''virtual'' tracking data was developed. A virtual tracking system was created that simulated objects moving in simple ways: either in circles, or wandering to a series of randomly generated waypoints. These simulated objects provided an approximation of the movements of the volunteers previously needed for testing. The virtual tracking system used the same MetaTracker client code as would be used with a real tracking system, sending position updates to the MetaTracker server. The virtual tracking system greatly helped speed up testing of the MetaTracker server by providing tracking data for many moving objects. This allowed an opportunity to refine and tweak many aspects of MetaTracker, such as the user interface and data display of the server component and management of network connections across all three components from a single desk, and greatly reduced the amount of walking around needed for development.
B. TRACKER DISAGREEMENT
One potential pitfall to using multiple tracking systems is conflicting data for a single object. Although each tracking system may be carefully calibrated, there will usually be some difference in position measurements. When multiple tracking systems are simultaneously reporting data for the same object, the MetaTracker server helps to reduce problems caused by this error by smoothing object motion. With error correction turned off, MetaTracker automatically sends to clients the most recently received location of an object. In this case, a motionless object seen by two tracking systems will, when displayed in a simulation, appear to jump back and forth between the two reported locations, as neither system will report the same location for the object at every time step. An object moving from the coverage area of one system to that of another will also jump back and forth while in the area of overlapping tracking coverage.
To address this problem, MetaTracker implements a trustbased data filtering system on a per-object level. Each object stored by the server keeps track of what tracking systems (sources), have provided position data for it as well as calculating the average frequency at which that data is sent. Each source is also assigned a trust value by each object, with the trust values from all sources summing to one. When a particular source provides updated position data for an object, the trust value associated with that source increases. The trust values of all other sources decrease to maintain a sum of one. The resultant output position of the tracked object (D) is the linear interpolation of the previous and new positions, with an interpolation constant equal to the trust associated with the data source, as illustrated in equation 1:
Where T is the trust value of the source from which the new data was received. Similarly, the new rotation is computed using a spherical linear interpolation (slerp) function. In situations where multiple trackers are used, different tracking systems are more likely to provide higher quality data than others. For example, a permanently installed, professionally calibrated tracking system will likely have better accuracy than a portable system. To take advantage of this information, MetaTracker uses a priority system to guide trust assignment. Within the MetaTracker server's user interface, each tracking system is assigned a priority value, from 1 (lowest) to 10 (highest) with duplicate values allowed. If the server is receiving data for a single object from more than one source, it may reject data from lower priority sources. Data is rejected if all of the following conditions are met:
1. The source the data came from has a lower priority than the object's most-trusted source 2. The most-trusted source has sent data for this object within 200 ms 3. The most-trusted source has not ''missed'' sending data three times in a row (based on the average rate at which it sends position data). The first condition is in place to prevent an object from immediately trusting data from a new tracking system unless that system has a higher priority than the system from which it last received data. The second and third conditions prevent a minor network hiccup or very brief software hang from causing an object to jump to another tracker's reported position. The numerical parameters used in conditions two and three were determined experimentally for smooth and accurate object motion when multiple trackers were present. Whether or not the data from a source is rejected, the source's trust value is still increased, to a maximum value of 1, by equation 2:
Where P is the priority value of the data source. Following this, the trust values for each tracking system the object has received data from are reduced by using equation 3:
To maintain a total trust value of one. As can be seen from equation 1, higher priority sources gain trust faster than lower priority sources. If an object is in an area of overlapping tracker coverage, it will place higher trust in the higher priority tracker and disregard information from the lower priority tracker. In the case that a tracking system's software reports it is no longer tracking an object, that message is relayed to the MetaTracker server, and the object in question's trust value for that tracking system is immediately set to zero.
C. QUANTITATIVE EVALUATION
The other major challenge of implementing MetaTracker was finding quantitative methods to evaluate its functionality. While tracking data itself is quantitative, its effect on training simulations is difficult to measure. However, tracking data can be evaluated in terms of its accuracy and how up-to-date it is. Knowing this, the decision was made to evaluate MetaTracker based on how much error it introduced to the data on top of any pre-existing measurement error, and how much additional latency it introduced to the immersive system.
D. LATENCY MEASUREMENT
End-to-end latency in a simulation is the sum of four factors: Tracking system delay, application processing delay, image generation delay, and display system delay [24] . While latency introduced by MetaTracker falls into the first of these categories, it is very difficult to directly measure a tracking system's delay, as it is measuring the elapsed time between an external event (an object begins to move) and an application event (data is updated). In order to avoid inaccuracies arising from physical measurements of moving objects, MetaTracker's latency was initially measured with purely digital objects. A version of the virtual tracking system discussed earlier was modified to incorporate a MetaTracker client. The StressTester application, as it was called, simulated objects moving in simple patterns on the X-Z plane. When this data was sent to the MetaTracker server, the precise time of sending was encoded into the Y-coordinate. When the client part of the application received tracking data from the MetaTracker server, the current time was compared to the Y-coordinate of the incoming data to find the round-trip time. This process was repeated for a variety of conditions, and results are shown and discussed in the next section of this article.
Real-world latency testing of MetaTracker used an end-toend latency measuring technique similar to that of Steed [25] . A MotionAnalysis optical tracking system was controlled by a dedicated Windows PC, as diagrammed in Fig. 7 . An application running on the PC received data from the tracking system via its SDK and then sent it over the network directly to an immersive application, to the MetaTracker server, or to both. A pendulum was created by suspending a block of wood from an overhead mount with fishing line, and had optical tracking markers affixed to it. A graphical application was then developed using VRJuggler to display the last measured position of the pendulum on a large projection screen behind it. The application received data both directly from the tracking PC as well as from the MetaTracker server, and both positions were displayed simultaneously, as seen in Fig. 8 . A real marker was positioned to indicate the rest position of the real pendulum, and a corresponding virtual marker indicated this position on the projection screen. A 120 fps camera captured video as the real and virtual pendulums swung. The recorded movies were analyzed by counting the number of frames of video between the real and two virtual pendulums passing over their respective center points. The resulting value provided the end-to-end latency of the immersive system, both with and without MetaTracker. The additional latency introduced by MetaTracker could then be determined by finding the difference in end-to-end latency for the two cases. Because the experiment used a single tracking system and a single application, the other sources of latency (internal tracking system delay, application processing, and image generation/display) did not factor into the difference in calculated latency as they were assumed constant for the two different data routes. 
E. ERROR MEASUREMENT
Like many systems, the quality of MetaTracker's output data is dependent on the quality of its input data. Early testing of MetaTracker showed that when an object was visible to two tracking systems, MetaTracker would alternately report it to be at each of the two positions, repeatedly jumping back and forth between them. This behavior was clearly detrimental to a simulation, so the data filtering technique introduced in the ''Tracker Disagreement'' section above was implemented to reduce it. For simplification of visualization, only positional error was examined. Each tracking system was assumed to have a fixed ''error vector'' resulting from calibration error that was added to the actual position of each tracked object. Therefore, an object moving from the trackable area of one system to the next would start with its reported position offset from its actual position by the first system's error vector, and at the end of the movement, its reported position would be offset only by the other tracking system's error vector, as illustrated in Fig. 9 . The transition between these two error vectors should be as smooth as possible so as not to interfere with the immersive simulation. To quantify this transition, the magnitude of the change in the error vector between reported data points was calculated and summed for a pre-determined object motion. The sum of changes in the error vector was dubbed the summed delta error (SDE). An object jumping back and forth between two positions would hypothetically show a very high SDE while an object smoothly transitioning from one tracking system's error vector to the next would have a much lower SDE. Because tracker updates are not necessarily synchronized with visual updates of an immersive simulation, the SDE is calculated in two ways: For every position reported by MetaTracker (total SDE), and for every graphical frame displayed in the simulation (observed SDE).
1) ERROR MEASUREMENT WITH VIRTUAL DATA
Replicable object trajectories were again provided by virtual tracking systems, but this time, a set of simulated objects moved independently about a virtual area with several virtual tracking systems. To replicate the capabilities of real tracking systems, each virtual system had a built-in positional error offset, a fixed rate at which it sent data, and a limited area in which it could track objects. Thus, a given virtual tracking system would report data for objects only when they were in its field of ''view.'' This application, called AreaViz, acted as a set of multiple tracker sources and a single client. It could simultaneously display the actual path of an object, the paths of the object as reported by the virtual tracking systems, and the path as computed by the MetaTracker server. Recording this data allowed for the SDE to be easily calculated for the set of data points used.
2) PHYSICAL ERROR MEASUREMENT
To test MetaTracker's data filtering and verify the usefulness of the SDE calculations made with virtual tracking data, an equivalent experiment was needed that would provide the same data as had been obtained virtually, but with real objects. An object (a helmet outfitted with optical tracking markers) was placed on a cart and wheeled from an area covered by one tracking system to an area covered by another, crossing an area of overlapping coverage along the way, much like the shaded area in Fig. 9 . Both of these tracking systems were intentionally mis-calibrated by three inches along the x-axis, in addition to any calibration error. Because there was no feasible way to measure the ''real'' position of the object in real-time, a third tracking system, covering the entire experiment, was used to determine the tracked object's ''correct'' position. Finally, the MetaTracker server was configured to send the client not only its calculated position for each object, but the individual data points from each tracking system. This allowed the same information as had been recorded in the virtual experiment to be captured.
Once the real-life data had been collected, the virtual experiment was re-run with its input parameters (tracker coverage area and object path) modified to more closely match the input parameters for the real experiment. This allowed for a direct comparison between the results of virtual and real testing, which are shown in the results section.
V. RESULTS

A. ERROR MEASUREMENT
To test the effectiveness of data filtering to reduce the side effects of tracker disagreement, the path of an object moving from the trackable area of one tracking system to that of another, with an area of overlapping coverage in the middle, was measured with both real and simulated tracking systems. The resulting position data from MetaTracker was shown, along with the raw data from the tracking systems and the ''real'' path of the object. Five different combinations of tracking system data priorities were used for the two tracking systems:
• 8(High) to 2(low) • 2 to 8 • 5 to 5 • 5 to 6 • 6 to 5 Finally, the scenario was also tested without any data filtering. In each case, an object moved approximately 14 feet over approximately 8 seconds, with data sent at 37 Hz from the first tracking system and 31 Hz from the second. These send rates were chosen for two reasons: First, real-life tracking systems are unlikely to send data at exactly the same rate, so two prime-number rates were used to reduce the likelihood that the two virtual tracking systems would send data during the same iteration of the virtual testing program's running loop. Secondly, a data rate of 60 Hz (the peak rate available to the tracking systems) produced too many data points to visualize clearly. Both these rates, however, were higher than the minimum 30 Hz needed for real-time tracking, according to Ribo et al. [26] . The movement was chosen to mimic a relaxed walking speed. Each tracking system had an error of 3 inches along the x-axis. The first in the negative direction, VOLUME 4, 2016 FIGURE 10. a-f. Positional error of a virtual object over time as it moves along the z-axis and passes through an area of overlapping tracker coverage. The green path indicates the positions reported by MetaTracker, and the white squares indicate the position of the object during each graphical frame of the immersive simulation. The thin vertical lines show the temporal relationship of the tracker data. Finally, the priority values for each tracker are indicated on the diagram, along with the calculated observed SDE, the SDE without error correction, and the SDE reduction due to error correction. and the second in the positive direction. Images of these results are shown in Fig. 10 for virtual data sent from the AreaViz program and Fig. 11 for real-life data. The green line indicates the object trajectory as reported by MetaTracker and the white squares indicate object positions that would be seen in an immersive simulation running at 30 fps. SDE values are shown in the center of the section for both the observed and non-error-corrected cases. The reduction in SDE with the use of error correction is indicated on each figure. The ''jumping'' behavior described above for objects in an area of overlapping tracker coverage without any data filtering is readily visible in part (a). In all cases in which data filtering is used, this jumping was reduced, if not almost entirely eliminated. This is further illustrated by the reduction in SDE, ranging from 70% to 91%.
In addition to the clear reduction in the jumping behavior, the real-life data shows very similar patterns to the virtual data gathered for the same object motion and tracked areas. For each trial, the resultant shape of the object's path and its SDE value are strikingly similar between the virtual and real trials. An unexpected feature of the data worth discussing is the behavior of the object in graph E of both Figs. 10 and 11. Although the second tracking system has a higher priority, the objects's reported position more closely matches that from the first tracking system. It is thought that the higher data rate of the first tracker caused its trust value for the tracked object to increase faster than that of the second tracker, despite the second tracker's slightly higher priority.
B. LATENCY MEASUREMENT
Latency measurement of the MetaTracker server consisted of using the StressTester application discussed above.
Several conditions were tested, including varying numbers of objects from two to 50 (enough for a dozen simultaneous trainees, each with several tracked pieces of gear) and at varying update rates. Trials were conducted both with and without other data sources sending tracking information to the MetaTracker server. Detailed results are shown in Fig. 12 for one such case, with 25 objects tracked at 60 Hz, the maximum update rate provided by the ART SMARTTRACK [22] system. The MetaTracker server and client computers were connected over a non-isolated local area network (LAN) with a gigabit Ethernet connection. Several spikes in the data are visible, where latency-time increased very briefly. VOLUME 4, 2016 FIGURE 12. a-b. Round trip times for data sent to and received back from MetaTracker. For this particular trial, 25 objects were simulated in StressTester, sending data at a rate of 60 Hz over a UDP connection. In part (b), the relation between the order object data was sent in is shown compared to its latency time.
The number and location of these spikes appeared random over multiple runs of the simulation. As this experiment was run over a network used by many people, the spikes are believed to be external to the MetaTracker components. Although 25 objects were simulated and measured, for the sake of clarity the graph only shows the first 5 objects and the last object, in the order that their positions were sent to MetaTracker. Based on this graph, it becomes clear that the order in which object data was sent affects its round-trip travel time. While the cause of this was not determined, this relationship is illustrated in Fig. 12(b) . Further results with different numbers of simulated objects and different update rates are shown in Figure 13 . The results shown suggest that (depending on network quality) the use of MetaTracker only adds 1-3 ms of tracking data delay for most use cases, a small value compared to the overall system delays of 50-60 ms found by He et al. [27] .
C. REAL-WORLD LATENCY TESTING
Using the setup described in Figure 7 , several slow-motion videos were shot. To prevent the results from being influenced by whether tracking data was sent to MetaTracker first or to the immersive application first, one or the other of these cases were chosen randomly each time tracking data was to be sent. In the end, a dozen center-crossings for each video were recorded, and the results are shown below in Table 1 . The average end-to-end latency of the MIRAGE system was calculated to be between 71-83 ms. Unlike the round-trip network time determined with StressTester, this number includes time for the tracking system to determine object position and send data to the master computer, information to be propagated over the cluster, and for image generation and display. Tracking data sent via MetaTracker introduced no additional latency into the system as shown by the table. The latency times essentially stayed the same, most likely due to the efficiency with which MetaTracker processes the data and the form of the data packets themselves.
D. ADDITIONAL BENEFITS OF VIRTUAL TESTING
As previously described, much of the development and testing of MetaTracker involved simulated data sources FIGURE 13. Average round-trip latency of a virtual object, by number of objects in the simulation and update frequency. Points shown are for the objects in each test with the highest average latency. Note: The second sender/receiver (right-hand graph) always ran with 5 objects at 60 Hz. The data shown is for the primary instance of StressTester.
TABLE 1.
Overall system delay The raw data is in frames (120 frames per second) and is converted to milliseconds for average and standard deviation values. The ''MT''' header denotes data sent from MetaTracker.
sending information for virtual objects rather than real tracking systems measuring the motion of physical objects. As these virtual testing methods were refined, a number of benefits to them were discovered in addition to their primary purpose of removing the need for a person to walk about, carrying a tracked object. One major benefit was scalability testing: It became possible to test MetaTracker's behavior when working with several dozen objects from many different sources, even though only a handful of trackable objects and a maximum of three real tracking systems were available for real-life testing. Another benefit of virtual testing was repeatability: Moving virtual objects along a fixed path and sending position updates to the server at fixed points in time allowed for MetaTracker's data filtering to be tested, visualized, modified, and re-tested very quickly and reliably. This greatly sped up the process of developing and tuning the methods used. Finally, virtual testing with the StressTester application was able to help uncover several ''Heisenbugs.'' These types of software bugs are so named because they seem to vanish when one attempts to investigate them [28] . MetaTracker suffered from several bugs that only manifested themselves after several days of ordinary operation. However, when StressTester was used to multiply MetaTracker's workload by a factor of one hundred, the bugs appeared sleep(dt); //wait a bit before we do this all again } return 0; } within seconds, and fixing them became much easier. For example, one MetaTracker server bug resulted in the program crashing due to a memory error. This bug was infrequent, often occurring only if the program was left running for several hours. Using StressTester to simulate hundreds of tracked objects caused the crash to appear within seconds of launching the server, allowing much more rapid testing to track down the cause. It was quickly determined that the cause was a threading problem, and fixing it greatly increased the stability of the server.
VI. DISCUSSION
MetaTracker shows a great deal of promise, in both qualitative and quantitative results. Even when running on a modestly-powered (2.5 GHz Intel Core i5 with 8 GB RAM) machine, MetaTracker can process motion tracking data for a large number of objects at a high update rate without introducing significant latency: just 1-3 ms in most cases. MetaTracker's data filtering algorithms are not yet ideal for all cases, but the results are numerically and, more importantly, visually superior to the alternative: an object rapidly jumping back and forth between two positions. Even in the worst case, illustrated in Figure 11e , the use of data filtering cut down visible jumping behavior, with the summed delta error value going from 10.39 feet without filtering to 3.13 feet with filtering: a reduction of 69.9%.
MetaTracker has created new possibilities for virtual and mixed reality applications and scenarios by enabling new, larger, and more complex areas to be 3D-tracked with available tracking hardware. It can allow an application to collect data from different tracking systems without making any code changes, due to its hardware-agnostic client approach. However, there are still difficulties in the use of MetaTracker, the most important of which is the need to write a tracker controller application for each type of tracker to act as a tracking data source. Fortunately, example code is included with many tracking systems to demonstrate basic data collection. This code can often be easily modified to act as a MetaTracker source application.
MetaTracker achieves its goal of increasing the usefulness of 3D tracking systems, through both data aggregation and device agnosticism. Tracking data is easily inspected on the server's user interface, and the server's options for data manipulation-clamp-to-ground and persistent objects-can help improve the quality of 3D training applications.
APPENDIX SAMPLE MetaTracker CLIENT CODE
The C++ code, as shown at the top of the page shows how to connect to a MetaTracker server and print its tracking information to the console.
