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Neural ensembles oscillate across a broad range of frequencies and are transiently coupled or ‘‘bound’’
together when people attend to a stimulus, perceive, think, and act. This is a dynamic, self-assembling pro-
cess, with parts of the brain engaging and disengaging in time. But how is it done? The theory of Coordination
Dynamics proposes a mechanism called metastability, a subtle blend of integration and segregation. Ten-
dencies for brain regions to express their individual autonomy and specialized functions (segregation, modu-
larity) coexist with tendencies to couple and coordinate globally for multiple functions (integration). Although
metastability has garnered increasing attention, it has yet to be demonstrated and treated within a fully
spatiotemporal perspective. Here, we illustrate metastability in continuous neural and behavioral recordings,
andwe discuss theory and experiments at multiple scales, suggesting that metastable dynamics underlie the
real-time coordination necessary for the brain’s dynamic cognitive, behavioral, and social functions.Introduction
Today we know that neurons fire and we know that they
are connected. We don’t know how they act in concert
to govern behavior, the essential question in treating
neurological disease and mental-health disorders (Allen
and Collins, 2013).
The life of a brain is marked by a vast number of ongoing elec-
trical and chemical processes spanning multiple spatial and
temporal scales (Pritchard, 1992; Linkenkaer-Hansen et al.,
2001; Kozma et al., 2005; Honey et al., 2007; Plenz and Chialvo,
2009; Werner, 2010; Lowen et al., 1997) that both arise from and
modulate interactions with the body and the environment (Edel-
man, 1999; Thompson and Varela, 2001; Sporns, 2003; Kiebel
et al., 2008; see also Longtin et al., 2003). Such processes
take place in a network of cells whose organization emerges at
multiple levels, as a result of phylogeny and ontogeny (Deacon,
1990; Krubitzer, 2009; Zhang and Poo, 2001; Chklovskii et al.,
2004; Casanova et al., 2007; see also Kaiser et al., 2010). In
such complex systems, space and time comingle; not much is
to be gained by treating them separately or in turn. An obstacle
to understanding the brain resides in our difficulty to incorporate
both spatial and temporal dimensions in a common theoretical
and analytical framework (Elbert and Keil, 2000; Tognoli and
Kelso, 2013; Kelso, 1995; Kelso et al., 2013). Resulting from
complex interactions in space-time, the coordinative ‘‘acting in
concert’’ behavior of neural ensembles lies between the dual
poles of segregation (tendencies for neural ensembles to diverge
and function independently) and integration (tendencies for
neural ensembles to converge and work together) (Tononi
et al., 1994; Kelso, 1991, 1992, 1995; Friston, 1997; Sporns
et al., 2004; Kelso and Tognoli, 2007; Pitti et al., 2008). Such co-
ordination happens dynamically, with ensembles of various sizes
coming together and disbanding incessantly (Eguı´luz et al.,
2005; Kozma et al., 2005; Plenz and Chialvo, 2009).The theoretical framework elaborated here is called Coordina-
tion Dynamics (Kelso, 1995, 2009; Fuchs and Jirsa, 2007;
Tschacher and Dauwalder, 2003; see also Von der Malsburg
et al., 2010 for a related ‘‘dynamic coordination’’ view). Originally
grounded in the concepts andmethods of self-organized pattern
formation in physics, chemistry, and biology (Haken, 1983) and
the tools of nonlinear dynamical systems, Coordination
Dynamics embraces both spontaneous self-organizing ten-
dencies and the need to guide or direct such tendencies in
specific ways. In Coordination Dynamics, the system’s parts
and processes communicate via mutual information exchange,
and information is meaningful and specific to the forms coordi-
nation takes. Coordination Dynamics seeks to identify and then
track the temporal evolution of coordination or collective states,
emergent quantities that specify how the linkage between
components and processes changes over time. The rationale
behind this perspective is that the function of a complex biolog-
ical system lies in the interaction between (context-sensitive)
components (see also Pattee, 1976; Miller and Phelps, 2010).
In an open, nonequilibrium system, in which many components
have the opportunity to interact, some ordering in space and
time emerges spontaneously due to self-organization (Kelso
and Haken, 1995; Laughlin and Pines, 2000). As a consequence,
pattern formation and change may take the form of lower dimen-
sional dynamics (Haken, 1983; Kelso, 2009; Scho¨ner and Kelso,
1988), a plus in the case of large systems (e.g., 1010–1011 neu-
rons; Williams and Herrup, 1988; Lent et al., 2012).
In Coordination Dynamics, coordination variables are key
quantities that specify functionally meaningful collective behav-
iors such as pattern generation in neural circuits (Grillner, 1975;
Kelso,1984,1991;Marder, 2001;Scho¨ner andKelso,1988;Yuste
et al., 2005).Coordination variables spandomainsor subdomains
(components, processes, and events): they may encompass
entities that are often assumed to be incommensurable (Kelso,
2009; Tognoli et al., 2011). In thecomplex systemsof living things,
coordination variables are not known in advance but have to beNeuron 81, January 8, 2014 ª2014 Elsevier Inc. 35
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2013). Since component behavior on one level is an interaction
among components at a level below, Coordination Dynamics is
both level dependent (in an operational sense, e.g., in terms of
choosing levels of description—the scientist’s prerogative) and
level independent (in its search for principles and mechanisms
that transcend levels). As a result, Coordination Dynamics seeks
an understanding of brain function that cuts across scales and
levels of description—from individual neurons to minds and their
social fabric (see also Akil et al., 2011; Sporns, 2010).
In its current form, the theory of Coordination Dynamics
describes three qualitatively distinct collective behaviors (or
schemes) in which integration and segregation come into play.
The first two exist for components that are coupled, i.e., there
is exchange of information and/or matter between the compo-
nents, directly or indirectly, and irrespective of a (synchronized)
collective outcome. The first scheme couples components
whose intrinsic dynamics is similar. Attractors (dynamical struc-
tures in which the set of trajectories of a system converge to and
persist in a given state) are created in the components’ coordina-
tion dynamics. As a result, neural oscillations may be trapped in
states of phase and frequency locking (Okuda and Kuramoto,
1991). If more than one state exists in the latent dynamical struc-
ture of the system (a condition called bi- or multistability), brain
dynamics may switch states under the effect of a perturbation,
input, or fluctuations (Briggman and Kristan, 2008; Deco and
Jirsa, 2012; Scho¨ner and Kelso, 1988). Signature features of
such phase transitions have been observed andmodeled (Fuchs
et al., 1992; Haken et al., 1985; Kelso et al., 1991, 1992; Kelso,
2010; Meyer-Lindenberg et al., 2002). In a second scheme, the
components are also coupled. However, they differ enough in
their intrinsic dynamics that they can no longer reconcile their
behavior through the mechanism of phase locking. With the
disappearance of the attractors, there is no longer any phase-
and frequency-locking behavior. Since the components are
coupled, however, they still influence each other, expressing
their relationship in a temporally structured behavior in which
lingering in quasisynchrony (integrative tendencies) and
escaping from one another (segregation tendencies) coexist.
This is called metastability (Kelso et al., 1990; Kelso, 1995,
2008; Kelso and Tognoli, 2007). Integrative tendencies are stron-
gest during moments of quasisynchrony or dwells: participating
neural ensembles support a collective behavior. Segregative
tendencies are observed as a kind of escape behavior: neural
ensembles diverge and are removed from the collective effort.
In the third and final scheme, the components do not exchange
any information; they are completely autonomous and hence
behave in total neglect of each other’s behavior. Any integrative
or segregative tendency disappears, only independent behavior
remains according to each component’s intrinsic dynamics. In
nature, though symmetries are broken or lowered all the time,
it is difficult for the parts to be perfectly isolated from one
another: coupling tendencies may be vanishingly small and
indirect, in effect approaching asymptotically the dynamics of
uncoupled components.
The purest form of integration (order, synchronization through
phase and frequency locking) has received by far themost atten-
tion in the literature (Ermentrout and Kopell, 1991; Bressler and36 Neuron 81, January 8, 2014 ª2014 Elsevier Inc.Kelso, 2001; Bressler and Tognoli, 2006; Fries, 2005; Singer,
2005; Singer and Gray, 1995; Varela et al., 2001; Uhlhaas
et al., 2009; Wang, 2010). The less orderly segregation (also
called phase scattering, e.g., Rodriguez et al., 1999), however
essential to function, has largely remained out of focus (Tognoli
and Kelso, 2013; Kelso, 1995). As a consequence, large portions
of data—those not matching the dominant thinking—tend to be
underrecognized, if not ignored. This blind spot may be costly on
both empirical and theoretical fronts: key aspects of the
system’s functioning behavior may be left out. A comprehensive
view of how the brain works should not be partial to either
integration or segregation but recognize the interplay of both
tendencies and their dynamics (Kelso, 1991, 1995; Kelso and
de Guzman, 1991; Kelso and Engstrøm, 2006; Kelso and Tog-
noli, 2007; Sporns, 2010; Tononi et al., 1994; Tsuda and Fujii,
2004; Tsuda, 2009).
Coordination Dynamics builds upon the fact that oscillations
and cycles are ubiquitous in nature (Eigen and Schuster, 1979;
Yates and Iberall, 1973; Prigogine, 1977; Winfree, 2002). Many
readers will be familiar with Huygens’s famous discovery in
1665 that pendulum clocks coupled weakly through a shared
medium mutually entrain into a collective behavior called ‘‘sym-
pathy’’—or phase locking in modern parlance (see e.g., Bennett
et al., 2002). Rhythms are also rife in the nervous system
(Freeman, 1975; Grillner, 1975; Basxar, 2004; Llina´s, 1988;
Buzsa´ki, 2006; Von derMalsburg et al., 2010): they are supported
by numerous mechanisms (e.g., Buzsa´ki, 2006; Grillner, 1975;
Llina´s, 1988) and are deemed to be of clinical significance (e.g.,
Buzsa´ki and Watson, 2012; Uhlhaas et al., 2009). In the brain,
across a broad range of frequencies, oscillations exhibit relation-
ships to multiple processes of cognition, emotion, and action
(e.g.,Ward, 2003; Basxar, 2004; Bressler and Tognoli, 2006; Engel
et al., 2010; Fries, 2005; Wang, 2010 for reviews). Because many
functionally relevant neural ensembles are governed by oscilla-
tory dynamics, a meaningful coordination variable is the relative
phase f, which is capable of tracking the competition of integra-
tive and segregative tendencies over time. When integrative
tendencies predominate, the current ordering among compo-
nents persists, and f’s future values remain identical to the
ones present. Alternatively, when segregative tendencies take
over, the system is allowed to change, as does fwhen it departs
from a changeless (horizontal) trajectory.
Viewed from the perspective of Coordination Dynamics, the
emerging picture is that of a brain in constant flux, its dynamic
ensembles ever rearranging themselves as processes unfold
that weave immediate and past events at numerous temporal
and spatial scales. Here, we will discuss the complementary
nature of integration and segregation, from the standpoint of
theory, neural dynamics, and function (behavior, cognition). We
will proceed from a simpler view of coordination in a pair of oscil-
lating components (thus emphasizing the temporal aspect)
before extending the picture to incorporatemetastability in a fully
complex spatiotemporal perspective.
I. Metastability: A Temporal Perspective
a. Models
The coordination dynamics of complex, nonlinear systems does
not necessarily fulfill expectations drawn only from knowledge of
Figure 1. Patterns of Coordination Transcend Multiple Levels
Coordination dynamics is shown inmodels (A–C), behavioral data (D–F), and neurophysiological data (G–L). Plots show the coordination variable phi as a function
of time. The left column includes samples of relative phase observed during phase-locked coordination (note establishment of states, revealed by persistent
horizontal trajectories). Right column shows uncoupled behaviors (note the constant change of the relative phase, called wrapping). Center column shows
metastability in which the relative phase exhibits characteristic dwell and escape tendencies, manifested in the alternating mixture of quasistable and wrapping
epochs. See details in text.
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Motter, 2010). Moreover, the effects that emerge may seem
paradoxical. For instance, it has been shown that oscillators
with different intrinsic frequencies can synchronize (Kelso
et al., 1990), whereas oscillators with (quasi-) identical intrinsic
frequencies can exhibit partial or complete desynchronization
(Kuramoto and Battogtokh, 2002). Metastability is a fundamental
concept to grasp the behavior of complex systems theoretically
and empirically (Friston, 1997; Kelso, 1995). It provides a
description of the influence exerted by interconnected parts
and processes when pure synchronization—phase and fre-
quency locking—does not exist. In Coordination Dynamics,
such synchronization corresponds to, e.g., stable fixed points
of collective states. By the word ‘‘metastability,’’ we mean that
the system’s dynamics resides beyond such attractor-bearing
regimes. As a result, components are able to affect each other’s
destiny without being trapped in a sustained state of synchroni-
zation, a collective state where no new information can be
created (Kelso, 1995; Kelso and Tognoli, 2007).
To illustrate the concepts, we consider the collective behavior
of a pair of coupled oscillations (x1 and x2) that can exhibit phase
and frequency locking, metastability, or individually autonomous
behavior depending on coupling strength (embodied in parame-
ters a and b in Equation 1 below) and constitutive differences in
their intrinsic frequencies ðdu=ux1  ux2Þ. If left to themselves
with no stimulation, the (intrinsically nonlinear) oscillators are
capable of self-sustaining periodic behavior (a property moti-
vated by the brain’s ongoing dynamics, e.g., Llina´s, 1988; Buz-
sa´ki, 2006) and their (nonlinear) coupling obeys Equation 1. As
discussed above, to study the dynamics of the system’s collec-
tive behavior, we will focus on the relative phase f= fx1  fx2
and its rate of change over time _f. Equation 1 also includes a
noise term
ﬃﬃﬃﬃ
Q
p
x (Scho¨ner et al., 1986) that is not essential forthe emergence of metastable behavior, though it can allow the
system to discover (and in fact stabilize) new states. For further
details about the components and their coupling, we refer the
reader to Fuchs (2013), Liese and Cohen (2005), Haken et al.
(1985), and Kelso et al. (1990).
_f= du a sinðfÞ  2b sinð2fÞ+
ﬃﬃﬃﬃ
Q
p
x (Equation 1)
Figures 1A–1C present the relative phase dynamics (f as a func-
tion of time) of a pair of oscillations under three qualitatively
different parameter regimes, all belonging to the functional reper-
toire of Equation 1. Figure 1A shows an example of phase-locked
oscillations, which have been abundantly theorized about as a
basis for integration in the brain (e.g., Fries, 2005; Singer and
Gray, 1995; Varela et al., 2001). Intrinsic frequencies are close
to each other (du small) or identical, and even when there is
weak coupling, the relative phase heads toward a constant value
f, that is:fðt + tÞ  fðtÞ as t/N. Note that the individual phases
fx1 and fx2 do not need to be (and in the most general case are
not) identical (a situation wherein phases are both locked and
coincident, also known as zero-lag synchrony) and that in this
model the lag between phase-locked oscillations ðfx1  fx2Þ
does not result from delays between the oscillators: it emerges
predominantly from broken symmetry in the oscillators’ intrinsic
dynamics ðdus0Þ, or in other words, it is a manifestation of dif-
ferential pulls simultaneously exerted by the components on
each other. Figure 1C presents the limit case of oscillations
with no coupling (a and b= 0). Oscillator frequencies persist
with a difference du and the relative phase f=fx1  fx2 drifts
with a constant slope df=dt. This phase wrapping behavior
only exists if components are completely isolated from one
another—an idealized condition that is not met in nature, and
especially not in the brain, which exchanges information withinNeuron 81, January 8, 2014 ª2014 Elsevier Inc. 37
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Figure 1B illustrates metastable dynamics, with its characteristi-
cally nonuniform relative phase trajectory. In the metastable
regime, integrative and segregative tendencies coexist. Integra-
tive tendencies are accentuated near particular values of fwhen
each oscillator is maximally attuned to the other’s behavior.
Mathematically, such tendencies exist near the fixed points of
phase locking that were annihilated through a saddle-node or
tangent bifurcation. The periods when integrative tendencies
dominate are called dwells and are revealed by the near-horizon-
tal segments of the relative phase trajectory (tendency for
changelessness). Segregative tendencies are manifest when
the relative phase ‘‘escapes’’ (drifting segments that express
change in the system’s coordination). Persistence of dwells
can vary from long (approaching Figure 1A) to vanishingly short
(approaching Figure 1C; see e.g., Kelso and Tognoli, 2007).
Shorter dwells are associated with lesser symmetry in the com-
ponents and/or weaker coupling. Through the dynamical inter-
play of coupling and broken symmetry manifested in dwells
and escapes, the system is able to realize both the parts’ ten-
dency to behave as an integrated unit and their tendency to ex-
press individual dispositions. From these dual or complementary
tendencies, functional complexity emerges (Kelso, 1995; Kelso
and Engstrøm, 2006).
The living brain never finds itself frozen for any length of time in
a particular coordination state (Tognoli and Kelso, 2009; Kelso,
1995, 2010; see also e.g., Gusnard et al., 2001; Rabinovich
et al., 2008), although it might be desirable that some parts of
the system dwell over longer timescales (for instance, in some
memory processes) than others (say, perception). In the present
context, three mechanisms are capable of changing a system’s
coordination. The first is bifurcation and requires that a control
parameter (such as the concentration of a neuromodulator, cf.
Briggman and Kristan, 2008) crosses a critical threshold causing
the system to lose a pre-existing attractor. If the system were
locked in this lost attractor prior to bifurcation, a new dynamics
may be chosen (e.g., selecting another attractor or a regime
without any attractive states). The secondmechanism of change
requires perturbation, noise, or energy input to transiently desta-
bilize the coordination dynamics. If this event occurs with suffi-
cient magnitude, and if the coordination dynamics is multistable
(Kelso, 2012), both brain and behavior may switch to another
coordination state (Kelso, 1984, 2010; Kelso et al., 1991, 1992;
Meyer-Lindenberg et al., 2002; Scho¨ner and Kelso, 1988).
Such transition behaviors may be facilitated by criticality, the
poising of the system at the border between order and disorder
(Chialvo, 2010; Plenz and Thiagarajan, 2007; Plenz and Chialvo,
2009). Finally, in metastable dynamics, there are no attractors in
the systemand no energy expenditure is necessary for self-orga-
nized tendencies to be visited in turn. Change and persistence
are intimately linked in this transient regime. Both the duration
of transient functional groupings and the presence of escape
tendencies depend entirely on the dynamical structure of the
system (see also Briggman and Kristan, 2008; Prinz et al.,
2004; Rabinovich et al., 2008; Cabral et al., 2011). Note that
noise is critical for transitions in multistable regimes at rest, but
it is not strictly necessary for the emergence of spatiotemporal
patterns of the metastable type. Therefore, we will not enter38 Neuron 81, January 8, 2014 ª2014 Elsevier Inc.into further details with respect to the issue of noise (but see,
e.g., Tsuda and Fujii, 2004; Ghosh et al., 2008; Deco and Jirsa,
2012).
b. Functional Evidence
The brain is an open system with respect to energy, matter, and
information flows. Some have pointed out that the brain’s funda-
mental raison d’eˆtre is to deal with the informational complexity
surrounding the organism (e.g., Holloway, 1967; Chialvo, 2010).
It is generally agreed that information exchange between brain
and environment varies from minimal (e.g., the brain temporarily
left to its own intrinsic dynamics; Gusnard et al., 2001; Yuste
et al., 2005; Lundervold, 2010) to strong and focal (e.g., in para-
digms evoking neural responses to sudden and isolated stimuli).
If the natural behavior of the brain is to be uncovered empirically
and understood theoretically, care has to be taken to express the
full spectrum of self-organizing processes. In the following, we
present evidence for the emergence and evolution of metastable
coordination dynamics in a wide variety of contexts.
Figures 1D–1F present samples of collective perceptuomotor
behavior. Humans have the potential to engage in coordination
dynamics that is bistable at low movement frequencies and
monostable at high ones (Haken et al., 1985; Kelso, 1984) and
further, in intermittent or metastable collective behavior (Kelso
et al., 1990; Kelso and de Guzman, 1991). In Kelso et al.
(2009), a virtual partner or human dynamic clamp was de-
signed—along the lines used in cellular neuroscience—and the
coordination dynamics between human and virtual partner
studied. To investigate the emerging coordination dynamics,
both partners were given opposite goals: the human to stabilize
inphase and the virtual partner to stabilize antiphase coordina-
tion. A range of dynamical behaviors was observed modulated
by experimental conditions (reciprocity of coupling and
movement frequency), including sustained states of locking
(Figure 1D), transient behaviors (Figure 1E) akin to metastable
dynamics observed inmodels (Figure 1B) and unlocked behavior
(Figure 1F).
Similar results were observed in human sensorimotor behavior
when subjects: (1) coordinate movement with periodic auditory
and tactile (Lagarde and Kelso, 2006; Assisi et al., 2005b)
as well as visual stimuli (Kelso et al., 1990), (2) in bimanual
coordination (Banerjee et al., 2012), and (3) spontaneous social
coordination between pairs of subjects (Tognoli, 2008; Tognoli
et al., 2007; Oullier et al., 2008; Schmidt and Richardson,
2008). The tasks employed continuous (as compared to discrete)
behavior, because discrete behaviors express the transients that
occur as the system’s coordination behavior approaches a new
attractor or a new landscape of attracting tendencies. Such tran-
sient behaviors are more difficult to decipher from the relative
phase dynamics because of their brevity (which prevents persis-
tence or repetition of a pattern to be observed). Some ambigu-
ities ensue, for instance, the transient observed at the onset of
a phase-locked regime shares features with ametastable regime
(see Kelso and Tognoli, 2007; Figure 2) and may be mistakenly
confused with the latter in brief windows of observation. Else-
where, one of us has presented a treatment of how discrete
dynamics relates to continuous dynamics (Jirsa and Kelso,
2005). Overall, these results suggest that across a broad range
of very different behavioral systems, the interplay of integration
Figure 2. Coexisting Phase Synchrony and Metastability
(A) A ‘‘chimera’’ regime is shown, with time on the horizontal axis (arbitrary units) and unwrapped phase on the vertical axis. Having switched to a problem with
n[ 2 elements, we now represent the oscillators’ individual phase (n trajectories) rather than the relative phase (which would suffer a combinatorial explosion
with n! trajectories). Furthermore, we unwrap the phase trajectories to avoid the graphical confusion that would arise from wrapped phase intersections. In such
graphs of individual phases, integrative tendencies are discovered when trajectories run parallel for a given length of time; trajectories that ascend with different
slopes reveal segregation. The time series depict dynamics of oscillators governed by Equation 2 above. After an initial transient, the group of oscillators remains
perpetually in synchrony (lower box annotated ‘‘stable’’ that stacks the joint phase trajectory of one-third of the oscillators). An ‘‘incoherent’’ group coexists (upper
box). Its dynamics consists of a series of escape (segregative tendencies) interspersed with periods of dwells (integrative tendencies) that are typical of
metastability. Note undulations in the phase dynamics of the stable components. This undulation both depends on and affects the behavior of the ‘‘escapers,’’
determining their velocity and escape probability in space and time (data not shown; see Tognoli and Kelso, 2013).
(B) A conceptual ‘‘big picture’’ illustration of the parameter regimes of coordination dynamics—observed for components ranging from similar to different and
coupled with varying strength and heterogeneity. Strong and symmetrical coupling in similar components gives rise to stable behavior, whereas weaker coupling,
and/or lesser symmetry in the components and their coupling gives rise to metastability. A hybrid stablemetastable regime exists at the fringe between the two,
as exemplified in (A).
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interpretation is that the blend of integration and segregation
opens up more potentialities for the performance of meaningful
behaviors than synchronization, per se. Following the same
line of thought, we turn to neurophysiological coordination dy-
namics.
c. Neurophysiological Evidence
Neural ensemblesmust work in a coordinated fashion at different
spatial scales. Such ensembles produce extracellular fields that
can be recorded at suitable temporal resolution using electro-
physiological techniques. Figures 1G–1I present samples of
collective behavior between the gamma power of two neural
populations in the cat’s brain at rest (after data published by
Popa et al., 2009, Figure 3, F2-F3). The two populations are
reported to be coordinated antiphase with each other (Popa
et al., 2009). In Figure 1G, an episode is shown during which
changes in gamma power in both ensembles are synchronized.
In Figure 1H, an episode is shown during which the gamma
power collective dynamics appears to be metastable, with
tendencies for quasisynchrony (mainly antiphase in this partic-
ular sample) alternating with tendencies for segregation. In
Figure 1I, an episode of quasiunlocked gamma power change
is shown. Similar coordination dynamics are observed at the
macroscale in a variety of behavioral and mental tasks, for
instance, duringmovement arrest tasks (see Figures 1J–1L, after
data from Tognoli and Kelso, 2009), with EEG patterns drawn on
the right (note phase aggregates indicated by colored arrows
that are subject to relative phase analysis), and their respectiveepisodes of relative phase on the left that shows locking, meta-
stability, or quasi-independence, albeit in shorter durations,
because, we hypothesize, macroscopic data are made up of
manymore components than their mesoscopic andmicroscopic
subsystems, and there are proportionally more opportunities for
the dynamics to be reorganized (see also section II.d).
d. The Big Picture: Life of the Brain
In previous sections, we have described the coordination
dynamics of behavioral and neural variables in selected time
windows. For clarity of exposition, the latter were framed to
reveal only a single type of collective behavior that conforms
to models known to be governed by state transitions and
metastability. The goal however was not to dichotomize the
different organization schemes, for instance, to decide which
is the dominant modus operandi of the brain. Rather the aim
is to formalize the different types of coordination behavior
as different outcomes of the same dynamical design. Through
examples taken at various neural and behavioral levels, we
have posited the plausibility of each scheme on given occasions.
For instance, we have shown that gamma power in the ‘‘anti-
correlated network’’ of the resting brain (Popa et al., 2009) in
reality appears intermittently anticorrelated (Figure 1H), as well
as ‘‘incorrelated’’ (Figure 1G) and almost unlocked (Figure 1I).
A variety of forms of coordination are revealed if the system
is observed on appropriate timescales. The scientific goal, of
course, is to synthesize multiple and partial descriptions of
the system’s behavior with a single coherent account (see
Schmitt, 1978).Neuron 81, January 8, 2014 ª2014 Elsevier Inc. 39
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course of coordination. We presented examples in which the
system was parsimoniously described using two interacting
components or processes: spatial aspects were largely ignored.
More typically, however, neural ensembles that are temporarily
locked together may segregate or differentiate later on, each to
engage in distinct neural groups. In the following, we extend
the picture to include interaction betweenmultiple neural ensem-
bles and elaborate their full spatiotemporal dynamics.
II. Metastability: A Spatiotemporal Perspective
The brain does not work as a group of context-free local sub-
systems that respond to or anticipate events and then return to
some homeostatic equilibrium until another functional demand
arises (Lloyd, 2000; Tsuda and Fujii, 2004; Tognoli and Kelso,
2013). Neural ensembles are continuously engaged in multiple
interactions, and changes occurring at any place in the network
may ripple through and affect each and every ensemble, with
timescales that span from near instantaneous to long, and with
coupling strengths from strong to minimal (Kelso, 1995). The
coupling is never null, since there is no island in the brain (see
also Figure 5 in Izhikevich and Edelman, 2008 for a related
account).
That the brain is able to unfold such a variety of behavior over
time demonstrates a fundamental point: the many interactions
among components are not fixed (Ingber, 1981; Fuchs et al.,
1992; Kelso and Fuchs, 1995; see also Tsuda, 2001). Brain
regions engage and disengage constantly with each other.
This is observed both during intensive information exchange
with the environment (e.g., Hoshi and Tamura, 1997; Rabinovich
et al., 2008) and when the brain operates more on the side of a
closed system at rest (Gong et al., 2003; Kaplan et al., 2005;
Honey et al., 2007; Ito et al., 2007).
At least two challenges need to be confronted for a deeper
understanding of the self-organizing brain. One is a comprehen-
sive description of the system’s spatiotemporal dynamics. Due
to emergent properties of complex systems, such a description
must go beyond the analysis of specialized brain regions and
neural ensembles, per se (Kelso, 1995; Schierwagen, 2009;
see also Bullock et al., 2005; Honey et al., 2009). A second
challenge is to capture the essence of functional interactions
within the brain and between the brain, body, and environment.
In this respect, the concepts of propagation (temporal order) and
synchronization (spatial order) have received most theoretical
and empirical scrutiny. Notice, however, that propagation and
synchronization are limit cases of orderly behavior; as argued
in section I, a mixture of integration and segregation is needed
to achieve complexity. In the quest to understand the self-orga-
nizing brain in space and time, we will discuss the gray areas
lying between these two well-defined processes of synchroniza-
tion and propagation (Tognoli and Kelso, 2013). To do so, we
examine the basic building blocks of coordination dynamics
presented in section I and their interplay in space-time in sys-
tems composed of multiple components.
a. Models
Many models have been designed in an attempt to understand
the complexity of the brain (Sporns, 2010). Modeling studies
frequently explore parametrically the effect of coupling strength.40 Neuron 81, January 8, 2014 ª2014 Elsevier Inc.Perhaps for convenience of dealing with orderly collective
behaviors, more often than not they emphasize strong coupling:
the system’s parameter space is divided between stable and
‘‘unstable’’ regions often with a focus on the former (but see
recent work that focuses on the interface between stable and
unstable regions, e.g., Ghosh et al., 2008; Cabral et al., 2011;
Deco and Jirsa, 2012). What we pursue here is a theoretically
valid description of brain function in which both integration and
segregation are considered on an equal footing. As in section
1, metastable regimes that express both integrative and segre-
gative tendencies lie in between complete synchronization
(typically the result of strong and homogeneous coupling in a
collection of identical oscillators) and complete independence
(which, we submit, is only attained in idealized uncoupled sys-
tems).
In addition to regimes in which all interactions obey one of
the four classes described in section 1 (phase locking, phase
transitions, metastability, and independence) the existence of
mixed regimes—or chimera—has been demonstrated (Kura-
moto and Battogtokh, 2002; Abrams and Strogatz, 2006; Laing,
2009; Martens, 2010; Shanahan, 2010). That is, phase locking is
observed over certain regions of the system—those in which
coupling is stronger—and an ‘‘incoherent’’ behavior is observed
for other regions where coupling is weaker. An example of such
coordination dynamics with components obeying Equation 2
(after Kuramoto and Battogtokh, 2002) is presented in Figure 2A,
d
dt
fðx; tÞ=u
Z p
p
G

x  x0sinfðx; tÞ  fx0 ; t+adx0 ;
(Equation 2)
where f is the time (t) and space (x)-dependent phase of oscilla-
tors x arranged in a circular, one-dimensional domain (a ring), G
is a nonlocal coupling function (forcing mean field) that is
distance dependent, a is a phase constant parameter describing
the exponential rate of spatial decay of the forcing mean field,
and u is a parameter describing oscillator frequency (see Kura-
moto and Battogtokh, 2002 for details).
Figure 2A shows that the so-called ‘‘incoherent’’ group is
not composed of independent oscillators (see upper box). For
shorter or longer periods of time, every oscillator from this group
displays episodes of dwell interspersed with periods of escape,
essentially revealing the same integrativesegregative ten-
dencies as in Figure 1B (‘‘’’ represents a symbol for com-
plementary pairs; see Kelso and Engstrøm, 2006). Thus, the
dynamics of this model reveals coexisting synchrony and meta-
stability. Coordination is intermediary between synchrony, in
which every component is phase locked, and another core
metastable group in which all the components exhibit dual
tendencies for integration and segregation (Figure 2B).
The metastable regimes proper (blue part of Figure 2B), or
the so-called ‘‘incoherent’’ region of the mixed regime (in the
purple part of Figure 2B), have the richest dynamics in space
and time. Sets of oscillatory components that dwell together
and exert their mutual integrative tendencies are not fixed a
priori or organized in predetermined and immutable ‘‘networks’’:
they are dynamically arranged and rearranged under the influ-
ence of their own history. As the system evolves, many opportu-
nities are created for the components to interact with each other
Figure 3. A Behavioral ‘‘Chimera’’
Shown is the relative phase among three pairs of
components, left and right index fingers and a
periodically flashing light that served as a pacing
stimulus. Left and right fingers sustained a state of
phase locking (persistently horizontal relative phase
trajectory, in green), while at the same time the
relative phases between each finger and the pacing
stimulus alternated between dwells and escapes, in
a manner typical of metastability (pink and blue
trajectories).
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for external input—which may be viewed as shaping the coordi-
nation dynamics. An intriguing possibility is that such dynamic
reorganization in space-time could explain how information flows
from one region to another. The strict concept of propagation is
untenable in a complex and nonlinear system such as the brain.
Spatiotemporal metastability, we propose, is the missing con-
ceptual link between propagation (orderly collective behavior in
time) and synchronization (orderly collective behavior in space).
Metastable re´gimes are found in systems with weak coupling,
and they are favored by broken symmetry, a property that intro-
duces ‘‘frustration’’ in the system and expresses more fully its
nonequilibrium nature. In models, broken symmetry can be
manipulated in a variety of ways, for instance, at the level of
components or their coupling (e.g., Omata et al., 1988; Kuramoto
and Battogtokh, 2002; Assisi et al., 2005a; see also Breakspear
et al., 2010; Cabral et al., 2011). Figure 2B shows a conceptual
illustration ofmetastability in a parameter space varying coupling
strength, component, and coupling asymmetry. Broken symme-
try (Kelso, 1995; Kelso and Tognoli, 2007) and complexity are
pervasive properties of brain networks (Sporns, 2010). It appears
that the dynamical mechanism of metastability—a subtle blend
of broken symmetry and coupling—is more suited to the empir-
ical facts than synchronization per se. In the following, we
discuss behavioral and neurophysiological evidence supporting
the hypothesis that the brain’s spatiotemporal behavior is gov-
erned by metastable coordination dynamics.
b. Functional Evidence
Once again we exploit nonequilibrium steady states to allow
sufficient time for the system to self-organize and reveal its
dynamical properties. We also favor studies of movement
because they provide overt measures of brain function continu-
ously over time (an invaluable feature for the study of a system’s
coordination dynamics).Moreover, a great benefit is the potential
to observe and measure the (often distributed) parts and their
interaction over time, which is less accessible in the brain. In
Jeka et al. (1993), coordination between all four limbs, the arms
and the legs, was studied in humans. Subjects were able to sta-
bilize certain patterns of coordinated behavior. Stable patterns
were observed with all four limbs locked in phase or with sub-
groups of two or three limbs locked inphase within a group and
antiphase between groups. These stable regimes evoke the red
region of Figure 2B and suggest the presence of strong coupling
and sufficient symmetry in the four-limb system. This example
andothers exemplify stable states of phase locking in both space
and time (see also Scho¨ner et al., 1990; Golubitsky et al., 1999).Further, coexisting synchrony and metastability were also
sought. In a task of visually paced bimanual coordination, for
example, subjects were instructed to coordinate both left and
right finger movements with the onset of a flash of light emitted
periodically by a diode placed in front of them (Kelso, 1984;
Banerjee et al., 2012). Both experiment and theory conceive
of the sensory input from the metronome as a control parameter
that drives the system beyond instability to discover new coor-
dination states (Haken et al., 1985; Jirsa et al., 1998; Kelso,
1984; Kelso et al., 1990; Scho¨ner and Kelso, 1988; Scho¨ner
et al., 1986). The experimental arrangement affords a unique
possibility to test the interplay of the coupling between the
two hands and the coupling between each hand and environ-
mental signals. One might hypothesize that the coupling be-
tween left and right hands is stronger than the coupling between
hands and rhythmic visual stimuli, thereby providing a combina-
tion of symmetry (left and right hands) and symmetry breaking
(hands with visual stimulus) for a chimera regime to emerge.
As this task was a natural place to seek a chimera’s empirical
footprints, we re-examined the data of Banerjee et al. (2012).
At high frequency, mixed coordination dynamics composed of
phase locking and metastability was observed (Figure 3). That
is, left and right hand movements were phase locked, and at
the same time, the relative phase between the hands and visual
stimuli exhibited bistable attracting tendencies, alternating near
inphase and near antiphase. The collective dynamics of this
experimental model system is a clear instance of mixed
(chimera) dynamics presented in section II.a (see purple region
of Figure 2B). Taken together, such functional evidence demon-
strates that stable and metastable dynamics belong to the basic
repertoire of human behavior. It also shows a way to study both
integration and segregation at once—an important methodolog-
ical and theoretical advantage when it comes to understanding
the spatiotemporal organization of complex systems like the
brain.
c. Neurophysiological Evidence
Piecemeal instances of synchronization, metastability, and
quasi-independence are readily observed in electrophysiolog-
ical recordings (Figure 1), but now, following the taxonomy of
section II.a (Figure 2B), we ask whether complete synchroniza-
tion, mixed synchronizationmetastability, and complete meta-
stablity exist in the spatiotemporal dynamics of the brain. We
consider two levels of observation, themicroscale with individual
neurons as functional units, and the mesoscale at the level of
neural ensembles. At the microscale, Shoham et al. (2006)
have shown that a large number of neurons are silent, at leastNeuron 81, January 8, 2014 ª2014 Elsevier Inc. 41
Figure 4. Dynamic Coordination of Eight Neural Ensembles Observed in a Momentary Episode of Waking Brain EEG Activity
(A) Scalp topography (projected on x-y axes) and center frequency (z axis) of each ensemble.
(B) Unwrapped phase trajectories of each ensemble. Note similarities with Figure 2A.
(C) Ensemble oscillations in the time domain using adapted band-pass filters. Two organized groups are simultaneously present, one involving three ensembles in
the alpha band (identified with numbers 1, 2, and 3 throughout the figure) and the other involving two other ensembles in the gamma band (7 and 8).
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observation precludes complete synchronization as a dominant
modus operandi of neural populations. At the mesoscopic level,
the idea of widespread neural synchronization, often considered
in generalized epileptic seizures, has been rebutted (Garcia
Dominguez et al., 2005; Milton et al., 2007; Lehnertz, 2008).
Thus, at both microscopic and mesoscopic scales, there are
strong hints that the brain always remains less than completely
synchronized. This is in agreement with the hypothesis that the
brain realizes its complexity by living between order and disorder
(Chialvo, 2010; see also Atlan, 1979), where it can realize its dual
tendencies for integration and segregation (Kelso, 1995; Kelso
and Tognoli, 2007; Tononi et al., 1994).
Alternatively, we turn to the issues of stablemetastable and
fully metastable coordination. Figure 4B shows the phase trajec-
tory of a set of neural ensembles captured during waking activity
with EEG (data after Tognoli and Kelso, 2009, Figure 4). In this
example, a spectral scanning analysis revealed eight ensembles
spread across a range of frequencies (Figures 4A and 4C). Their
coordination dynamics is further investigated in Figures 4B and
4D. As in Figure 2A, in Figure 4B integrative tendencies are
manifested by phase trajectories running parallel to one another
and segregative tendencies are seen as divergent phase trajec-
tories. During this episode, we observe transiently formed
groups that may either be synchronous or engaged in a meta-
stable dwell. In contrast with the simple model represented in
Figure 2A, we observed three characteristic properties of brain
self-organization. First, multiple organized groups were simulta-
neously present: for instance, Figure 4 exhibits a group of three
local ensembles locked in the alpha band (ensembles 1–3), an
additional two ensembles transiently locked in the gamma
band (ensembles 7–8), and three other ensembles exhibiting
lesser phase interactions with the others (ensembles 4–6).42 Neuron 81, January 8, 2014 ª2014 Elsevier Inc.Second, the synchronized cores are not composed of fixed
groups of neurons: from moment to moment, the organized
core(s) change, suggesting that coherent activity organizes into
different subnetworks of the brain over time. Finally, the duration
and strength of integrative tendencies observed between
different groups was much weaker than the example shown in
Figure 2A, suggesting that brain self-organization among neural
ensembles is characterized by weak coupling. The idea of maxi-
mizing point-to-point information exchange is a potent assump-
tion in systems neuroscience (e.g., Huang and Stevens, 1997).
Accordingly, it may seem that weak coupling is a less favorable
design for an efficient brain. In the present view, however, weak
coupling is a key factor that introduces flexibility and complexity
in the system, rather than being an obstacle to the realization of
function (see also Hoppensteadt and Izhikevich, 1997; Thiele,
2009; Ponzi and Wickens, 2010).
d. Intermittently Visible Neural Ensembles
In the previous section, we stressed that a sparse number of
ensembles is expressedat any given instant. For them, after a brief
episode of existence and interaction, they lose coordination or
disappear. At first, this is compatible with the idea that neural
groups are engaged then disengaged, a few at a time. Theoreti-
cally, this finding is akin to state transition theories of brain
function (regimes with attractors); methodologically, it led us to
develop a framework for sequencing dynamic patterns from
spatiotemporally recorded neurophysiological activity (Tognoli
and Kelso, 2009; see also Lehmann, 1990; Kaplan et al., 2005;
Abeles et al., 1995; Freeman and Holmes, 2005; Nikolaev et al.,
2010; Alba et al., 2010). The inference that transitions exist at the
level of cortical sources because we can see transitions in EEG
measurements is simple enough. Deeper insight is gained when
a forward model of the brain’s many superimposed electromag-
netic sources is taken into account (see, e.g., Murzin et al., 2013).
Figure 5. Narrowing the Focus of
Coordination Dynamics across Scales of
Observation
(A) Three levels of recording of oscillatory activity: the
hypothetical recording of individual neurons (left),
local population recording of multiple neurons, for
instance, as local fieldpotentials (LFPs)or intracranial
EEG (iEEG) (center), and the global activity captured
for instance with high-density magnetic (MEG) or
electric (EEG) sensor arrays (right). At each upper
spatial scale, only the orderly most aspects of neural
organization from the lower scale are observable.
(B) An example is outlined: when patterns have
misaligned phase relationships (left columns), their
population signal cancels (middle column) and dis-
appears from the upper scales. The result resembles
a state transition regime, although it ismoreplausible
that a single spatiotemporally metastable regime
without state transitions spans the entire episode.
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cerned with a signal arising from neuronal transactions of electri-
cal charges that, though distinct from the observable signal
recorded with our measuring instruments, relate in a systematic
manner. Since we record from spatially discrete samples, a first
principle to keep in mind is that sensor proximity to the origi-
nating neural population does not guarantee that its activity is
maximally represented at that sensor (see, e.g., Tognoli and
Kelso, 2009, Figure 3A). Nonetheless, there are sensors Sk that
carry the greatest signal from a given neural ensemble k whenNeuronthe latter is singly active. The relationship
between sources k and sensors Sk can
be specified by a forwardmodel. However,
in the presence of multiple and changing
activities, no sensor provides faithful infor-
mation on neural ensemble dynamics:
all recorded dynamical properties (from
phase, to amplitude, frequency, and
topography) are modified by the mixing of
electrical patterns from multiple neural
populations in the conductive medium of
the brain (Tognoli and Kelso, 2009).
From a viewpoint that separates observ-
able and true dynamical properties of neu-
ral ensembles, state transitions observed
in EEG and LFP recordings (STobs) cannot
be taken at face value since they are the
indirect manifestation of the dynamical
organization of their originating neural en-
sembles. The issue can be turned the other
way around, however, by examining which
neural organizations appear as state tran-
sitions in neurophysiological recordings.
One is a dynamics of states and transitions
in the coordination dynamics of neural
ensembles (STtrue/STobs); another is the
regime of metastability (Mtrue/STobs) (see
also Kelso and Tognoli, 2007 for other
empirical similitudes between state
transitions and metastability). A spatio-temporally metastable system bears as sources the transient,
many-sized and variously lasting phase aggregates of its neural
ensembles. From the viewpoint of sensor signals, metastable
sources also exhibit formation and dissolution of spatiotempo-
rally coherent patterns, resembling states and state transitions
when seen from a single level of description.
The main variables that predict neural oscillations’ visibility at
a higher level of observation are the size of the originating
ensemble (data not shown) and the degree of phase alignment
(Figure 5A; see also Tognoli and Kelso, 2009). Phase alignment81, January 8, 2014 ª2014 Elsevier Inc. 43
Neuron
Perspectivecan be strong or weak in both regimes of phase locking and
metastability. A synchronous regime may have a weak phase
alignment due to a nonnull relative phase. As for metastability,
its phase alignment increases and decreases intermittently as
a result of the continuous transactions between segregative
and integrative tendencies (see e.g., Kelso and Tognoli, 2007).
On the leftmost part of Figure 5A, a neural population animated
by metastable dynamics is illustrated. It goes through cycles of
phase alignments (dwells, blue insert) and phase scattering
(escape, orange insert). In an ideal, spatially dense and nonintru-
sive microscopic recording, all aspects of this organization are
potentially observable (Figure 5A, left column). However, as
onemoves upward tomesoscopic andmacroscopic recordings,
only the orderly most aspects of microscopic dynamics are
visible. This is illustrated in Figure 5B, with four neural popula-
tions that alternate phase alignment and phase scattering. To a
casual observer interpreting the macroscopic signal shown on
the right, it would seem that populations 1 and 2 are present in
the first part of the epoch and recede in the second (and vice
versa for populations 3 and 4). The observed dynamics resem-
bles two successive states of organization separated by a tran-
sition. The microscopic signal however (Figure 5B, left) hints at a
spatiotemporally metastable dynamics, the segregative ten-
dencies of which result in intermittent disappearance of the
meso- and macroscopic observables.
We hypothesize that intermittent macroscopic dynamics
resembling state transitions appears in records of brain activity
as a result of spatiotemporal metastability. Note that neither level
of observation is sufficient in itself to shed light on the com-
prehensive organization of the brain (micro- and mesoscopic
recordings because of their limited spatial sampling and meso-
and macroscopic recordings for their myopia on some aspects
of microscopic organization). As a consequence, Coordination
Dynamics advocates investigational strategies that traverse
scales as a way to circumvent limitations of electrophysiological
techniques and reveal the full self-organization of the brain (see
alsoGrillner et al., 2005; Akil et al., 2011; Kelso et al., 1999, 2013).
Conclusions and Future Directions
From the theory of transiently synchronized neural assemblies
(e.g., Friston, 2000; Kelso, 1995; Varela et al., 2001), the concept
of phase locking has taken center place in the study of brain
function. However, the all-important ‘‘transient’’ has not received
the attention that it might have, perhaps because truly dynamical
approaches of continuous brain activity are not yet in wide-
spread use (but see e.g., Lehmann, 1990; Kaplan et al., 2005;
Kelso et al., 1991; Tognoli and Kelso, 2009). That is, innumerably
more efforts have been undertaken to describe phase and
frequency locking than its transience. From the perspective of
Coordination Dynamics, there are objectionable consequences
to a ‘‘locked’’ brain that is separated from unlocking mecha-
nisms. As the word ‘‘locking’’ readily suggests, a brain that is a
prisoner to itself is maladaptive: it is easy to see how useful func-
tional patterns could be preserved, but this happens at the cost
of brain dynamics being in a frozen state and secluded from
ongoing events happening both internally and externally (Kelso
and Tognoli, 2007). Here, we have exposed a key mechanism
of brain coordination dynamics—metastability—in which tempo-44 Neuron 81, January 8, 2014 ª2014 Elsevier Inc.rary persistence of integrative tendencies fully coexists with
segregation over space and within and across frequency bands
and timescales. Metastability results from broken symmetry (i.e.,
constitutive differences) in a system of (nonlinearly) coupled
(nonlinear) oscillatory processes, the latter representing a core
dynamical description of coordinated brain and behavioral activ-
ity. It cannot be overemphasized that metastability corresponds
to a regime devoid of stable coordination states. Nevertheless,
attractive tendencies that enable cooperative behavior among
neural regions still persist. Segregation is also functionally
meaningful: it allows the transient expression of independent,
modular-like behavior and enhances informational complexity.
Further, in the present spatiotemporal view of metastability,
timely release of neural ensembles from their coherent groups
provides them with the opportunity to reassociate with other
groups, a characteristic that is essential for flexible brain function
and behavior.
Through theory and experimental evidence, we have tried
to show how mechanisms of synchronization (attractors) and
metastability (no attractors, only attracting tendencies) share
the common ability to produce cooperation between neural
ensembles. We have also emphasized that the two concepts
and their realizations in data have differences (and complemen-
tarities, cf. Grossberg, 2000; Kelso, 1995; Kelso and Engstrøm,
2006). Most importantly, metastable coordination dynamics
leads to a system that can change itself from within even in the
absence of inputs or noise. For a brain that is not purely reflexive
and stimulus driven but endowed with temporally structured
intrinsic activity (see section II.a), this is an important property
to have: changes in brain spatiotemporal patterns that occur
spontaneously at rest naturally belong to the intrinsic dynamical
repertoire of the metastable brain.
In support of the existence of metastability in the brain, we
have described characteristic dwell and escape dynamics at
two spatial scales. Such findings are fully compatible with a
working brain whose ensembles entail chimera, metastability,
and both. Furthermore, we have discussed how the super-
position of electrical fields from metastable neural ensembles
may result in apparently discontinuous dynamics resembling
state transitions, exactly of the kind widely observed (Figure 5).
This analysis argues for increased effort to build multiscale
experimental frameworks as a way to enhance further under-
standing of the metastable brain (see also Grillner et al., 2005;
Akil et al., 2011; Alivisatos et al., 2012 for related accounts).
We expect the coordinating mechanism of metastability to be
realized at multiple levels (from molecules to minds) and in
multiple functions—provided that the basic conditions of weak
coupling and broken symmetry are met.
On a broader note, for the metastable brain, active, dynamic
processes like ‘‘perceiving,’’ ‘‘attending,’’ ‘‘remembering,’’ and
‘‘deciding’’ are not restricted to particular brain locations but
rather emerge as dynamic patterns of interaction among widely
distributed neural ensembles and in general between human
beings and their worlds. Metastability offers scientific grounds
for how cognitive processes come and go fluidly as the brain
expresses both an interactive integrative dynamic and an
individualistic segregative dynamic (Kello, 2013). Metastable
coordination dynamics is more in tune with William James’
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Perspective(James, 1890) beautiful metaphor of the stream of conscious-
ness as the flight of a bird whose life journey consists of ‘‘perch-
ings’’ (phase gathering, integrative tendencies) and ‘‘flights’’
(phase scattering, segregative tendencies). Both tendencies
appear to be crucial for a dynamic brain in action.
Finally, in specifying metastable brain dynamics in time and
space simultaneously, we witness the emergence of spatio-
temporal complexity: the irregular contours of coherent neural
ensembles in space-time are thereby revealed. Such complex
spatiotemporal behaviors are a challenge for neuroscientists:
when viewed from a piecemeal spatial or temporal scope, a
distorted picture of neural coordination is obtained, and critical
aspects of brain self-organization are concealed. A truly inte-
grated spatiotemporal account is attained through a thorough
embrace of brain coordination dynamics: how neurons and
neural ensembles ‘‘act in concert’’ requires the systematic un-
folding of dwell-escape choreography in space-time to identify
the dynamic signatures of healthy, adaptive brain function and
its less adaptive counterparts.ACKNOWLEDGMENTS
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