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Abstract-we consider a two-dimensional square Sinai billiard with a centered disc, a computer 
simulation of which shows that a specific correlation function displays an initial nonexponential decay. 
The initial nonexponential era is larger when the Lyapounov exponent is smaller. The onset of the 
exponential era corresponds to the onset of chaos in the system, and the initial nonexponential era 
can be understood 8s the preparation time for the manifestation of chsos. By suitable perturbation 
of the radius of the central disc, the initial nonexponential era increases 8 times in length, thus giving 
rise to a particular parametric control of the system. 
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1. INTRODUCTION 
Initial, nonexponential decay is still widely considered to be a strictly quantum phenomenon. 
In recent years though, this point of view has been challenged [l] in the framework of subdy- 
namics in large Poincare systems, in which nonexponential decay was observed for an infinite 
dimensional, classical version of a quantum F’riedrichs model describing matter-field inter&ion. 
We, however, contend that such initial, nonexponential behaviour can already be observed in 
low dimensional, Kolmogorov systems. The origin of this idea lies in the strong analogy which 
exists at the spectral level between the description of decay in quantum mechanics on the one 
hand and in classical systems on the other hand. It is, of course, well known that the spectral 
methods used in the description of classical dynamical systems [2,3] are based on the spectral 
theory developed for quantum mechanics [4]. Furthermore, it is striking that the existence of 
absolutely continuous spectrum is a sufficient condition for the decay of survival probabilities of 
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state vectors in quantum mechanics [5], as well as for the decay of correlation functions in clas- 
sical dynamical systems [6,7]. In general, it seems quite natural to expect that similar spectral 
properties will provoke similar behaviour in both quantum and classical systems. Specifically, 
since the decay of survival probabilities in unstable quantum systems [8-lo] is characterized by 
an initial nonexponential era, it seems reasonable to expect analogous initial behaviour in the 
decay of correlation functions in classical unstable systems. 
We show through a computer simulation that such an initial nonexponential decay indeed 
exists for a specific correlation function in a two-dimensional Sinai’ billiard. The observed initial 
nonexponential era is considerably large compared to the lifetime of the exponential decay it 
precedes, in sharp contrast to quantum systems where the initial nonexponential era is very 
small [9,10]. We argue, through a discussion of the links with the Lyapounov exponents, thlat the 
nonexponential period can be understood as a preparation time for the manifestation of chaos 
and that it therefore can be regarded as a new criterion for the onset of chaos. 
Such a new criterion is clearly well suited for testing the efficiency of an attempt to control 
chaos in the billiard. Clearly, if one succeeds in enhancing the initial nonexponential era, one has 
succeeded in postponing the onset of chaos in the system. We propose a very simple procedure, 
relying on a harmonic perturbation of the (only) structural parameter in the system, to control 
chsos, and we use the above-mentioned criterion to test its effectiveness. 
2. THE SYSTEM AND THE SIMULATION 
We consider a two-dimensional square billiard & with a disc of radius R placed at its center 
(Figure 1). Point particles (with momentum 9) are elastically reflected on the boundary aQ, 
consisting of the disc perimeter and the four square walls (Figure 1). An intrinsic time t can 
be defined by assigning the same velocity to all particles (I$] = 1). The distance traveled by a 
particle inside Q is measured with respect to the Euclidean metric. 
Figure 1. The billiard with an opening in the r.h.s. face. Two nearby trajectories are 
shown, one of which enters the region Aq. 
This type of model is well known in the literature. It was considered by Arnol’d [l:i] as an 
example of a mixing system, and was shown by Sinai [6,7,12] to be a Kolmogorov system (by 
proving it to be isomorphic to a geodesic flow on a surface with negative curvature). Since the 
billiard is a Kolmogorov system, it possesses absolutely continuous spectrum [6,7]. The Bernoulli 
property of this type of billiards was shown by Gallavotti and Ornstein [13]. Recently, Bauer 
and Bertsch [14] showed that one can observe exponential decay for certain correlation functions 
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in this type of billiard. They argued that this exponential behaviour is a manifestation of the 
chaotic nature of the system. 
In order to define our computer experiment, we say that we observe the system in a region A 
in phase space, consisting of the phase points (a, 3) such that 3 is inside the small region Aq 
defined by a small interval d along one of the faces of the square and by an infinitesimal interval 
in the perpendicular direction. The momentum ij has to satisfy the condition 9. 5i > 0, (where 
8 is the outward pointing normal on the chosen interval d). The interpretation given to d is that 
of an “opening” in the boundary 8Q: i.e., a particle in the region A is considered to be emitted 
by the system, after which it is “detected”. The “activity” A(t) of the system is the number 
of particles inside A at time t, or equivalently, the number of particles “leaving” the system at 
time t: 
where N(t) is the number of particies in the system at time t. 
The computer simulation of this dynamical system is performed by considering the evolution 
of a single particle at a time. The initial conditions of each particle are randomly picked from 
a uniform distribution in phase space (with the obvious restriction 151 = 1). The evolution of 
a particular particle inside Q is simulated until the particle enters the region A in phase space, 
after which the particle is considered to have left the system. 
Since all collisions in the billiard are elastic, the particle’s trajectory obeys the laws of geo- 
metrical optics. This implies that no numerical integration is needed for the simulation. On the 
contrary: in order to perform the simulation it suffices to specify the particle’s position on the 
boundary aQ, its time of arrival there, and the rules of reflection from that specific boundary. 
The position of a particle in between two collisions with the boundary is easily obtained (since all 
trajectories are piecewise linear) but is irrelevant for our simulation. The time a particular par- 
ticle has spent inside Q before leaving the system is called the “detection time” and is recorded. 
After the particle has left the system, a new particle is picked out and its evolution is simulated 
in the same manner as before. The activity A(t) is obtained by “binning” the different “detection 
times” of a large number of particles (of the order of lo5 particles) in small intervals, by direct 
analogy with counters in real life radioactivity experiments. 
Typically, the evolution of the activity A(t) we thus obtain is the exponential decay already 
observed by Bauer and Bertsch [14]. In their 1990 paper, they showed that the case in which 
the system is chaotic (i.e., where the radius R > 0) can be clearly distinguished from the case 
with regular trajectories (R = 0). Indeed, they found the chaotic case to be characterized by an 
exponential decay of the activity 
A(t) N e+, (2) 
with a specific lifetime r of which they give a rough estimate. The integrable billiard displays am 
a priori asymptotical, inverse power law for the decay of A(t): 
A(t) N t-2, (3) 
which nonetheless manifests itself already for times during which one observes exponential decay 
in the chaotic case. Hence, it is clear that in this particular billiard, the exponential decay of A(t) 
can be considered to be a manifestation of chaos (though this is certainly not true for general 
billiards [15]). 
The purpose of our present simulation is to study the behaviour of A(t) for small times (essen- 
tially 2 or 3 times the lifetime r of the exponential decay), in order to demonstrate the existence 
of initial nonexponential decay. 
3. THE ORIGIN OF THE INITIAL NONEXPONENTIAL ERA 
As mentioned in the Introduction, the possibility to observe initial nonexponential decay in a 
(low-dimensional) classical dynamical system arises naturally when one thinks of the close analogy 
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which exists between the descriptions of decay of survival probabilities in quantum mechanics 
and of correlation functions in classical dynamical systems. 
In the case of quantum systems, the existence of an absolutely continuous part in the spectrum 
of the Hamiltonian H is a sufficient condition for the decay of the survival probability for each 
state vector [5] 9 belonging to the subspace of absolutely continuous spectrum 
P(t) = I(X4?le-iNt *)I2 t+;;', 0. 
The decay of such a survival probability is always initially nonexponential [g-lo]: 
Wt ) 
dt t=O =’ 
(4 
(under the mild assumption that the Hamiltonian H possesses a finite expectation value). 
In classical unstable dynamical systems like Kolmogorov systems, similar spectral properties 
are responsible for the decay of correlation functions. More precisely, one can prove that as soon 
as the generator of the evolution operator U, of densities has absolutely continuous spectrum [7], 
all correlation functions of a dynamical system on a phase space T with invariant measure /,L will 
decay 
(w - fig) tl;r)o 0, Vf1g E LzV,P), (6) 
where (f]g) is the scalar product J, f*gdp in L2(Y, /.J) and f is the average off over T: Jr f dp. 
At this point, it is important to notice that the activity A(t) we “measure” in our computer 
experiment can be interpreted as a correlation function 
A(t) = (UtP- i+A) t+", 0, (7) 
where 1~ is the characteristic function of the region A, and where the particle density btt = Utp 
represents the superposition of the uniform initial distribution of particles p with the particles 
considered in the simulation, thus effectively counting the number of particles in A at time t. 
4. FURTHER DISCUSSION OF THE DECAY OF CORRELATIONS 
As mentioned before, the activity A(t) is a clear example of a correlation function displaying 
exponential decay (with a specific lifetime 7). The present experiment, however, distinctly shows 
the existence of an initial nonexponential era tnexp, g enerally ranging in size from 10% to 25% of 
the lifetime T of the exponential decay it precedes (see Figure 2, the results in this figure being 
obtained using 5.105 particles in the simulation with the length of a face of the square equal 
to 2 and with the radius R = 0.87). From Figure 2, it can also be seen that a large number of 
particles leave the system during the first 10 time units (actually “overshooting” an extrapolation 
to “early” times of the exponential behaviour which follows the initial nonexponential era), on 
average having undergone about 30 interactions with the circular boundary. Increasing the 
number of particles in the experiment does not alter this picture: the observed “overshoot” 
characterizing the initial nonexponential behaviour becomes only more pronounced. 
Once this initial nonexponential behaviour is discovered, it is worthwhile to investigate its 
dependence upon the only structural parameter of the billiard, i.e., the radius R of the circular 
boundary. It is clear that R is the only relevant parameter in our experiment, since all other 
internal parameters merely give rise to a resealing of time. The width d or the location of the 
“opening” in the square boundary (which is not an internal parameter of the billiardi since it 
refers to the way in which the experiment is actually performed) is irrelevant when taken to be 
small. Specifically we have observed that for window sizes ranging between l%-7% of the length 
of a face of the square, the initial nonexponential era is practically the same (within thLe errors) 
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Figure 2. The decay of the correlation function A(t) as t evolves, showing the initial 
deviation from the exponential tit. (The ratio of R over the length of a face of the 
square is 0.435.) 
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Figure 3. General dependence of the initial nonexponential era on the radius R (the 
plateaus in the graph stem form the low resolution used in the determination of the 
nonexponential era). 
and proves to be independent of the actual location of the window; in Figure 2, the size of the 
window is 1% of the length of a face of the square. 
Changing the value of the radius R, we find that the nonexponential era tnexp increases wit.h 
increasing R, until it reaches a maximum. Then tnexp starts decreasing with further increasing R 
(Figure 3). 
The interpretation of this result is quite straightforward. As can be learned from Bauer and 
Bertsch, the exponential decay of A(t) is clearly a manifestation of the chaos in the system. 
Our result seems to suggest that the initial nonexponential era is just the era of preparation 
for the onset of chaos in the system. The reason why this is the case lies in the connection 
one can make with the (positive) Lyapounov exponent in the system: the larger the positive 
Lyapounov exponent is (the stronger the divergence of two nearby trajectories), the shorter thle 
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Figure 4. Dependence of the positive Lyapounov exponent on the radius R. 
nonexponential era will be. Intuitively, it is clear that the Lyapounov exponent will decrease 
with increasing R. Indeed, if R increases, the curvature of the circular boundary decreases, and 
the exponential separation of nearby trajectories due to this curvature becomes weaker.. Due to 
this mechanism, the onset of chaos can be linked to the magnitude of the Lyapounov exponent 
(or of the radius R) and we can thus understand why the initial nonexponential era increases in 
length with increasing R. Eventually though, as R becomes “too big”, the phase space effectively 
splits into disconnected regions, which can explain why tnexp starts to decrease at a certain 
value of R. As a corroboration of this line of reasoning, we show in Figure 4 that the positive 
Lyapounov exponent indeed decreases with increasing R. The calculation of the Lyapounov 
exponent in the billiard requires the use of a metric associated with the first return map, which 
gives the successive crossings of the boundary by the trajectory of a particle. For this purpose, 
the boundary (consisting of the disc perimeter and of the four sides of the square) is oriented 
such that the orientation of the disc perimeter is opposite to that of the outer (square) boundary. 
The appropriate metric then is 
Q(Pl,R) = j/w3,~2)2+@2, (8) 
if PI and PZ lie on the same connected component of dQ, and 
dPl,P2) = 1, (9) 
if PI and P2 lie on different components of 89. t(P,, P2) is taken to be the distance between Pr 
and P2 measured along the boundary, and 8 is the difference between the angles the momenta 
make with the oriented boundary. 
5. SUPPRESSION OR CONTROL OF CHAOS 
As explained above, the initial nonexponential era in the decay of the activity A(t) can be 
understood as the preparation time for the onset of chaos. Hence, it can be used to judge the 
efficiency of any attempt to control chaos in the billiard. 
The control technique we chose for this system is an example of what is generally called 
parametric control [16]. It is different from the well-known Ott, Grebogi and Yorke control 
method 1171 in the sense that it can be considered to be a “global” method in both aim and 
character. The aim of our method is to delay the onset of chaos, not to effectively “pin” the 
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evolution of the system to one of the periodic orbits. This postponement of the onset of chaos 
is measured by comparing the new initial nonexponential era in A(t) (with control) to t,he one 
in the case without interfering with the parameters of the system. Obviously, the correlation 
function A(t) is by its very nature, a “global” characteristic of the system. 
The basic ingredient of our control method is a perturbative one. The structural parameter of 
the billiard (the radius R) is modified by a harmonic perturbation with constant amplitude and 
frequency; i.e., a single type of parametric perturbation is applied for all particles (or trajectories) 
in the system. 
The dependence of the radius upon time not only changes the time of arrival of a particle on 
the circular boundary but also the reflection rules on that boundary. These facts must of course 
be taken into account in the simulation. Clearly, it is inherent in these new, time-dependent re- 
flection rules, that the velocity of a particle will change upon collision with the circular boundary. 
Particles will therefore “pick up” or lose speed as they evolve in the billiard. 
Recently, we obtained results suggesting that one is indeed able to influence the onset of chaos 
through such a parametric perturbation. In Figure 5, it is shown that for a specific perturbation, 
the initial nonexponential era can be enhanced by at least a factor of 8, making it of the order of 
the lifetime of the exponential decay itself. A striking feature of the decay of A(t) in the perturbed 
case is a strong oscillatory behaviour. The frequency of these oscillations turns out to be equal to 
that of the parametric perturbation. The link between the efficiency of the perturbation (in terms 
of the enhancement factor) and the relevant perturbation parameters (amplitude and frequency) 
is currently under investigation. 
Figure 5. Decay of the correlation function A(t) with a harmonic, parametric per- 
turbation of the radius R. 
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