Conclusion: Using a time domain method, the exact expression for the SRTS jitter waveform has been obtained, and the power spectrum of the jitter has been derived. It is useful to know the power spectrum for designing the receiver PLL with good jitter fdtering characteristics.
Biorthogonal interpolating wavelet with compactly supported duals
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In the prevailing design of interpolating wavelets, little attention is paid to wavelets and their duals. The authors construct a new type of interpolating wavelet with compactly supported duals.
Introduction: Recently, combining the interpolating theory with wavelets and multiresolution analysis, Deslauriers, Dubuc [ 1, 21, Donoho [3] and Harten [4] have established the fundamental frame of interpolating wavelets. The prevailing construction focuses mainly on interpolating scaling functions, while little attention is paid to wavelets and their duals. In compactly supported interpolating wavelets, Deslauriers-Dubuc's 'fundamental functions' are frequently chosen as the scaling functions, which satisfy the two-scale equation: k where h is an interpolating filter, which can be obtained using the Largrange interpolation formula.
In Donoho's construction, (p(2x -1) is chosen as the corresponding wavelet. In essence, this is an interpolating multiresolution analysis rather than a wavelet system because the wavelet has no vanishing moment. Moreover, the delta function, its dual scaling function, has a poor frequency localisation. Later, Saito and Beylkin [5] proved that Deslauriers-Dubuc's 'fundamental functions' are equivalent to the autocorrelation functions of Daubichies' scaling functions and introduced further wavelets, the autocorrelation functions of Daubichies' wavelets:
However, since their duals are not compactly supported, when the duals are used as the analytical scaling function and wavelet, the decimated decomposition can not be realised with FIR fdters. In addition, the system of such an interpolating wavelet lacks flexibility in design because it is determined by only an interpolating filter h. Therefore, we construct biorthogonal interpolating wavelets with compactly supported duals, which preserve the main advantages of the interpolating wavelets above and are flexible in design.
Main results: A generalised interpolating wavelet is a generalisation of the interpolating wavelet proposed by Donoho, which can be represented as follows:
where h and g are two interpolating filters and have only fmite non-zero coefficients. The system in eqn. 2, including the scaling function and wavelet function along with their duals, is fully determined by the interpolating filters h and g.
For this system, we prove three basic theorems as follows: 
Theorem 2: The duals of the generalised interpolating wavelets in eqn. 2 are compactly supported and satisfy
Where g and h are the complex conjugates of g and h.
Theorem 3: If the scaling function in eqn. 2 satisfies D + 1 sum rules and the corresponding wavelet has L + 1 vanishing moments, then the dual scaling function satisfies L + 1 sum rules and the dual wavelet has D + 1 vanishing moments.
Particularly for the interpolating wavelet proposed by Donoho, the dual scaling function is the delta function and the dual wavelet has D + 1 vanishing moments.
Conclusions: First, like a compactly supported orthogonal wavelet, a generalised interpolating wavelet transform can be realised eficiently with FIR filter banks and a pyramid algorithm. Secondly, when the interpolating scaling function is employed as synthesising scaling function, due to its interpolation, the initialisation of a decomposition algorithm can be realised by substituting the direct samples of a function into its projective coefficients, which avoids cumbersome prefiltering and postfiltering processes. Finally, this wavelet is very flexible in design, since two interpolating filters h and g are used and are independent to a degree. We have designed generalised interpolating wavelets with little redundancy or with duals which have high regularity, and which perform well in some special applications. (1) where H(z) = E.,"=--H p @ ( z ) is an unknown (m x n) polynomial matrix with m 2 n, and z2 is a delay operator such that zrs(k) = s(k-i)) is the channel transfer function. The task of multichannel deconvolution is to recover the source signals s(k) from the received signals x(k), up to a scaled, permuted, and delayed version of source signals, i.e. the estimates of sources, y(k) = B(k) = PAD(z)s(k), where PER"^" is the permutation matrix, is a nonsingular diagonal matrix, and D(z) = diag{zdi, .-., E"}.
Let us consider an FIR equaliser, the ith node output y,(k) of which is described as m m
where { w~,~} are FIR equaliser coefficients. A single source can be extracted from the minimisation of the extension of the constant modulus (CM) criterion [6] which is described as
Taking stochastic gradient descent, we can obtain the updating rule for FIR equaliser coefficients wY,+ which has the form of where complex conjugate is denoted by *, qk > 0 is a leaming rate, and the nonlinear activation function fcv,(k)) is given by
With this direct extended CM criterion (eqn. 3), the same sources might be extracted at different outputs. To avoid this problem, extra processing to spatio-temporally decorrelate the extracted signals was introduced [3, 41. However, these lead to (relatively complicated) iterative algorithms and the number of source signals should be known in advance.
In this Letter, we present an efficient on-line extraction method using cascade neural networks which can extract all source signals from their convolutive mixtures without knowledge of the number of source signals.
Cascade neural networks:
The proposed modular network (see Fig.  1 ) consists of an equalisation subnetwork (a processing unit extracting a single source) and a deflation subnetwork (a processing unit eliminating the contribution of the already extracted signal from mixtures). Although our approach was motivated from
[5, 11 where the observation x(k) was restricted to the instantaneous mixtures of the source signals s(k), our proposed method is more general in that it deals with the convolutive mixtures of s(k).
T I Drocessina -- In the 1st modular network, the extracted output y,(k) is described as
The equalisation subnetwork synapses { w~, ,~} can be updated by the CM algorithm,
Without loss of generality, we can assume that the first extracted signal y,(k) corresponds to the first source signal s,(k), i.e. y,(k) = lLIsl(k4,). The deflation subnetwork synapses {utlp} are updated to minimise the energy (cost) function given by Using the fact that y,(k) is the first extracted source signal, the utl,p given in eqn. 11 becomes Thus, after a deflation process, the input to the equalisation subnetwork in the next modular network, {xjL)(k)} is given by
