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1 Introduction
Let us consider X a separated locally convex space and the general optimization problem
(GP ) Inf F (x)
s.t. x ∈ X,
where F : X → R := R∪ {±∞} is a proper function. Applying the perturbational approach
introduced ﬁrst by Ekeland and Teman in [6], whose key is to use a perturbation function
Φ : X ×Θ→ R, such that Φ(x, 0) = F (x), for all x ∈ X, being Θ the space of perturbation
variables, a dual problem to (GP ) can be built as follows
(GD) Sup −Φ∗(0, z∗)
s.t. z∗ ∈ Θ∗,
where X∗, Θ∗ are the topological dual spaces of X and Θ, respectively, and Φ∗ : X∗×Θ∗ → R
is the Fenchel conjugate function of Φ. If we denote by v(GP ) and v(GD) the optimal values
of the primal and the dual problems, respectively, a direct consequence of Fenchel-Young
inequality is v(GP ) ≥ v(GD), situation known as weak duality. The diﬀerence between the
optimal values of the primal problem and the dual one is called duality gap, and it is said
that there exists strong duality when there is no duality gap and the dual problem is solv-
able. Suﬃcient conditions for strong duality are called regularity conditions. This well-known
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framework will be named the classical setting throughout this work.
Combining the perturbation functions used to get the celebrated Fenchel and Lagrange
dual problems, it is possible to build a new dual one, which is called Fenchel-Lagrange dual
problem. This new dual problem was coined by Boµ and Wanka in [23] in a ﬁnite dimen-
sional setting. Moreover, they studied the inequality relations between the optimal values of
Fenchel-Lagrange dual problem and Fenchel and Lagrange dual ones, establishing suﬃcient
conditions for equality. The issue of getting regularity conditions for strong Fenchel-Lagrange
duality in the classical context was addressed in [3, 4] and [1]. In [2], applications of this
new dual approach were given to solve some problems considered by Scott and Jeﬀerson in
[19] whereas in [20, 21, 22], some recent research about Fenchel and Fenchel-Lagrange dual
problems by using the standard conjugation scheme can also be found.
In this paper we will deal with another conjugation scheme to build Fenchel-Lagrange
dual problem in general separated locally convex spaces. This pattern, which is inspired on
a survey done by Martínez-Legaz in [14] where generalized convex duality theory is applied
to quasiconvex programming, is called c-conjugation scheme and it was developed in [15]. In
the same way than in the classical context, convexity and lower semicontinuity of the per-
turbation function are required in most of the regularity conditions (see [1]), the use of the
c-conjugation scheme instead of classical Fenchel one is associated with the evenly convexity
of such a function. As a matter of fact, according to [18], evenly convex sets (functions) are
a generalization of closed and convex sets (functions).
Due to Fenchel [9], a subset C ⊆ X is said to be evenly convex, e-convex in brief, if it is
the intersection of an arbitrary family, possibly empty, of open halfspaces. The properties of
these sets have been applied to study the solvability of semi-inﬁnite linear systems containing
inﬁnitely many strict inequalities in [11], and some important properties in terms of their
sections and projections are given in [13]. According to [18], a function f : X → R is said to
be e-convex if its epigraph is e-convex in X×R. According to [15], the c-conjugation scheme
is suitable for this class of functions in the sense that the double conjugate function equals
the original one whenever it is proper and e-convex. This result, can be understood as the
e-convex counterpart of the so-called Fenchel-Moreau theorem.
In the classical context, the structure of Fenchel-Lagrange dual problem is related to the
one of Fenchel and Lagrange dual ones (see [23]). These two dual problems have been already
adapted by using the c-conjugation scheme in [8] and [7], respectively, so it is natural to won-
der what would happen with the insights of Fenchel-Lagrange dual problem using this more
general conjugation scheme. In particular, we will study the structure of this dual problem,
and what kind of relation exists between the optimal values, the optimal solutions and the
solvability of Fenchel, Lagrange and Fenchel-Lagrange dual problems.
The layout of this work is as follows. In Section 2 we present all the preliminary results
regarding e-convex sets and functions to make this paper self-contained. Section 3 is gathered
to the establishment of Fenchel-Lagrange dual problem associated to a general primal one
using the perturbational approach and the c-conjugation scheme. Section 4 is devoted to
make a comparison of the optimal values of Fenchel, Lagrange and Fenchel-Lagrange dual
problems obtained by this approach. In this section we also provide the counterpart suﬃcient
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conditions under which the optimal value of Fenchel-Lagrange dual problem is equal, on the
one hand to the one of Fenchel dual problem and, on the other hand, to the optimal value
of Lagrange dual problem. Finally, in Section 5 we study the relations between the optimal
solutions of these three dual problems and their solvability.
2 Preliminaries
Let X be a separated locally convex space, lcs in brief, equipped with the σ(X,X∗) topology
induced by X∗, its continuous dual space which will be endowed with the σ(X∗, X) topology.
The notation 〈x, x∗〉 stands for the value at x ∈ X of the continuous linear functional x∗ ∈ X∗.
For a set D ⊆ X we will denote its convex hull, its closure and its interior by convD, clD
and intD, respectively. Moreover, if D 6= ∅, the indicator function δD : X → R is deﬁned by
δD(x) =
{
0 if x ∈ D,
+∞ otherwise.
According to [5], a set C ⊆ X is evenly convex, e-convex in short, if for every point x0 /∈ C,
there exists x∗ ∈ X∗ such that 〈x− x0, x∗〉 < 0, for all x ∈ C. Furthermore, for a set C ⊆ X,
the e-convex hull of C, econvC, is the smallest e-convex set in X containing C. This oper-
ator is well deﬁned because the class of e-convex sets is closed under arbitrary intersections.
Moreover, since X is assumed to be a separated lcs, X∗ 6= ∅ and, as a consequence of Hahn-
Banach theorem, it holds that X is e-convex and every closed or open convex set is e-convex
as well.
On the other hand, for all C ⊆ X, it always holds C ⊆ convC ⊆ econvC ⊆ clC and, if
C1 ⊆ Rn and C2 ⊆ Rm are e-convex in Rn and Rm, respectively, then C1 × C2 is e-convex
in Rn+m. This property was shown by Goberna et al. in [10], but it can be extended to the
inﬁnite dimensional case with no extra eﬀort.
Considering now a function f : X → R, we denote by
dom f = {x ∈ X : f(x) < +∞}
the eﬀective domain of f and by
epi f = {(x, r) ∈ X × R : f(x) ≤ r}
its epigraph. We say that f is proper if epi f does not contain vertical lines, or equivalently,
if dom f 6= ∅. Given f, g : X → R two proper convex functions, the inﬁmal convolution of f
and g is the function fg : X → R deﬁned as
(fg)(x) := inf
x1+x2=x
{f(x1) + g(x2)} ,
and it is said to be exact at a point a ∈ X if (fg)(a) = f(x) + g(a − x) for some x ∈ X.
The inﬁmal convolution is exact if it is exact at any x ∈ X. By cl f we denote the lower
semicontinuous hull of f , which is the function whose epigraph equals cl(epi f). A function f
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is lower semicontinuous, lsc in brief, if for all x ∈ X, f(x) = cl f(x). Clearly, any lsc convex
function is e-convex, but the converse does not hold in general as we can see in the following
example.
Example 2.1. Let f : R→ R be the function deﬁned as
f(x) =
{
x if x > 0,
+∞ otherwise.
Clearly, epi f = {(x, y) ∈ R2 |x > 0, y ≥ x} is e-convex in R × R since for every x0 /∈ epi f ,
there exists a non-trivial hyperplane whose intersection with epi f is empty. However, it is
not closed and, consequently, f is not lsc.
The e-convex hull of a function f : X → R, econv f , is deﬁned as the function such that
epi(econv f) = econv(epi f),
or, equivalently, the largest e-convex minorant of f . Based on the generalized convex conjuga-
tion theory introduced by Moreau [16], a suitable conjugation scheme for e-convex functions
is provided in [15]. Let us consider the space W := X∗×X∗×R with the coupling functions
c : X ×W → R and c′ : W ×X → R given by
c(x, (x∗, y∗, α)) = c′ ((x∗, y∗, α), x) :=
{
〈x, x∗〉 if 〈x, y∗〉 < α,
+∞ otherwise.
Given two functions f : X → R and g : W → R, the c-conjugate of f and the c′-conjugate
of g are deﬁned as the functions f c : W → R and g : W → R, such that
f c(x∗, y∗, α) := sup
x∈X
{c(x, (x∗, y∗, α))− f(x)} ,
gc
′
(x) := sup
(x∗,y∗,α)∈W
{c′ ((x∗, y∗, α), x)− g(x∗, y∗, α)} ,
respectively, with the conventions (+∞) + (−∞) = (−∞) + (+∞) = (+∞) − (+∞) =
(−∞)− (−∞) = −∞.
Next result can be understood as the counterpart of Fenchel-Moreau theorem for e-convex
functions.
Theorem 2.2. [15, Cor. 41] A function f : X → R∪{+∞} is e-convex if and only if f cc′ = f .
To conclude this section, we introduce the optimization problem we will deal with in the
sequel,
(P ) Inf f(x)
s.t. x ∈ A, (1)
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where the feasible set
A := {x ∈ X | gt(x) ≤ 0, ∀t ∈ T}
is non-empty, f, gt : X → R are proper functions, for all t ∈ T , and T is an arbitrary (possibly
inﬁnite) index set. Deﬁning g : X → RT the vector-valued function such that
g(x)(t) = gt(x) (2)
for all x ∈ X and t ∈ T , the set A can be expressed as follows{
x ∈ X | g(x) ∈ −RT+
}
. (3)
Associated to the space RT we introduce the so-called space of generalized ﬁnite sequences
in R, denoted by R(T ), whose elements, λ = (λt)t∈T , vanish everywhere except on a ﬁnite
subset of T . In our setting, R(T ) will be identiﬁed as the dual space of RT considering as dual
product
λb =
∑
t∈T
λt · bt,
for all λ ∈ R(T ) and b ∈ RT .
Remark 2.3. It is worthwhile mentioning that the feasibility condition (3) in the primal
problem (1) can be formulated in a more general way. To this aim, observe that one can
replace the cone RT+ by a general non-empty closed convex cone S ⊆ RT which induces a
partial order in the separated locally convex space RT .
3 Fenchel-Lagrange dual problem
In the classical context, the perturbational approach allows us to obtain some diﬀerent dual
problems for the primal one deﬁned in (1). In particular, considering the following pertur-
bation functions
ΦF (x, u) :=
{
f(x+ u) if x ∈ A,
+∞ otherwise, where Θ := X,
ΦL(x, b) :=
{
f(x) if gt(x) ≤ bt, ∀t ∈ T,
+∞ otherwise, where Θ := R
T ,
ΦFL(x, y, b) :=
{
f(x+ y) if gt(x) ≤ bt, ∀t ∈ T,
+∞ otherwise, where Θ := X × R
T , (4)
the classical version of Fenchel, Lagrange and Fenchel-Lagrange dual problems associated to
the primal problem (P ) are
(DF ) Sup
u∗∈X∗
{−f ∗(u∗)− δ∗A(−u∗)} , (DL) Sup
λ∈R(T )+
{
inf
x∈X
{f(x) + λg(x)}
}
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and
(DFL) Sup
u∗∈X∗,
λ∈R(T )+
{−f ∗(u∗)− (λg)∗(−u∗)} .
In [8] and [7], the c-conjugation pattern was applied to the perturbation functions ΦF and
ΦL obtaining the following Fenchel and Lagrange dual problems,
(DF ) Supy∗,v∗∈X∗,
α1+α2>0
{−f c(y∗, v∗, α1)− δcA(−y∗,−v∗, α2)} ,
(DL) Supλ∈R(T )+
{infx∈X {f(x) + λg(x)}} .
(5)
Our challenge in this section is to get Fenchel-Lagrange dual problem applying the c-
conjugation scheme to the perturbation function ΦFL deﬁned in (4). To this aim, taking
into account the vector-valued function deﬁned in (2), the perturbation function ΦFL can be
expressed as follows
ΦFL(x, y, b) =
{
f(x+ y) if g(x)− b ∈ −RT+,
+∞ otherwise.
Now, let us deﬁne the space Z := X × X × RT and let us identify its dual space as
Z∗ = X∗ × X∗ × R(T ). The suitable coupling function to build the c-conjugate of ΦFL is
c1 : Z × Z∗ × Z∗ × R→ R, deﬁned as
c1 ((x, y, b), ((x
∗, y∗, λ), (u∗, v∗, β), α)) =
{
〈x, x∗〉+ 〈y, y∗〉+ λb if 〈x, u∗〉+ 〈y, v∗〉+ βb < α,
+∞ otherwise.
Then, the c-conjugate of ΦFL is the function Φ
c1
FL : Z
∗ × Z∗ × R→ R such that
Φc1FL ((x
∗, y∗, λ), (u∗, v∗, β), α) = sup
(x,y,b)∈Z
{c1 ((x, y, b), ((x∗, y∗, λ), (u∗, v∗, β), α))− ΦFL(x, y, b)} .
So, if we ﬁx x∗ = 0, u∗ = 0, y = 0 and b = 0, we have
Φc1FL ((0, y
∗, λ), (0, v∗, β), α) ≥ c1 ((x, 0, 0), ((0, y∗, λ), (0, v∗, β), α))− ΦFL(x, 0, 0),
for all y∗, v∗ ∈ X∗, λ, β ∈ R(T ) and α > 0. Since c1 ((x, 0, 0), ((0, y∗, λ), (0, v∗, β), α)) = 0 for
every x ∈ X, y∗, v∗ ∈ X∗, λ, β ∈ R(T ) and α > 0, it holds
ΦFL(x, 0, 0) ≥ −Φc1FL ((0, y∗, λ), (0, v∗, β), α)
for all x ∈ X, y∗, v∗ ∈ X∗, λ, β ∈ R(T ) and α > 0, leading us to formulate the dual problem
(D1FL) Sup −Φc1FL ((0, y∗, λ) , (0, v∗, β) , α)
s.t.
λ, β ∈ R(T ),
y∗, v∗ ∈ X∗,
α > 0.
(6)
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Denoting by v(P ) and v(D1FL) the optimal values of problems (P ) and (D
1
FL), respectively, it
holds v(P ) ≥ v(D1FL), i.e., weak duality is fulﬁlled. In this point, we introduce the inﬁmum
value function q : X × RT → R, given by
q(y, b) := inf
x∈X
ΦFL(x, y, b).
To build its c-conjugate, let us consider the coupling function c2 : U × U∗ × U∗ × R→ R,
c2 ((y, b), ((y
∗, λ), (v∗, β), α)) =
{
〈y, y∗〉+ λb if 〈y, v∗〉+ βb < α,
+∞ otherwise,
being U := X×RT and identifying U∗ = X∗×R(T ). Whence, we have qc2 : U∗×U∗×R→ R
and this function is deﬁned as
qc2((y∗, λ), ((v∗, β), α)) = sup
(x,y,b)∈Z
{c2((y, b), ((y∗, λ), (v∗, β), α))− ΦFL(x, y, b)}
= sup
(x,y,b)∈Z
{c1((x, y, b), ((0, y∗, λ), (0, v∗, β), α))− ΦFL(x, y, b)}
= Φc1FL((0, y
∗, λ), (0, v∗, β), α). (7)
Then, the dual problem (6) can be rewritten as follows
(D1FL) Sup −qc2 ((y∗, λ), (v∗, β), α)
s.t.
λ, β ∈ R(T ),
y∗, v∗ ∈ X∗,
α > 0.
Applying the deﬁnition of c-conjugate and inﬁmum value functions, it holds
qc2((y∗, λ), (v∗, β), α) = sup
x+y∈dom f,
g(x)−b∈−RT+
{c2((y, b), ((y∗, λ), (v∗, β), α))− f(x+ y)} ,
since, with no loss of generality, we can assume that the supremum is taken over dom q.
Introducing the new variables s := b− g(x) ∈ RT+ and r := x+ y ∈ X, we get
qc2((y∗, λ), (v∗, β), α) = sup
x∈X,
r∈dom f,
s∈RT+
{c2((r − x, s+ g(x)), ((y∗, λ), (v∗, β), α))− f(r)} ,
where the coupling function c2((r − x, s+ g(x)), ((y∗, λ), (v∗, β), α)) is equal to{
〈r, y∗〉+ 〈x,−y∗〉+ λs+ λg(x) if 〈r, v∗〉+ 〈x,−v∗〉+ βs+ βg(x) < α,
+∞ otherwise.
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Now, we claim that
supλ,β∈R(T ),
y∗,v∗∈X∗,
α>0
−qc2((y∗, λ), (v∗, β), α)
≥ sup
λ∈−R(T )+ ,
y∗,v∗∈X∗,
α>0,α1∈R
{−f c(y∗, v∗, α1)− (−λg)c(−y∗,−v∗, α− α1)} . (8)
If the supremum in the left hand side of (8) is equal to +∞, there is nothing to prove. Let
us suppose that this supremum is ﬁnite. Then, we can restrict to λ, β ∈ R(T ), y∗, v∗ ∈ X∗
and α > 0 such that qc2((y∗, λ), (v∗, β), α) < +∞, which can be rewritten in this case as
qc2((y∗, λ), (v∗, β), α) = f ∗(y∗) + (−λg)∗(−y∗) + sup
s∈RT+
{λs} , (9)
with the implicit condition
〈r, v∗〉+ 〈x,−v∗〉+ βs+ βg(x) < α (10)
holding for all r ∈ dom f , x ∈ dom(λg) and s ∈ RT+. From the ﬁniteness of (9), and from
condition (10), we deduce that λ, β ∈ −R(T )+ and, hence
sup
λ,β∈R(T ),
y∗,v∗∈X∗,
α>0
−qc2((y∗, λ), (v∗, β), α) = sup
λ,β∈−R(T )+ ,
y∗,v∗∈X∗,
α>0
−qc2((y∗, λ), (v∗, β), α).
Now, take λ, β ∈ −R(T )+ , y∗, v∗ ∈ X∗ and α > 0 such that qc2((y∗, λ), (v∗, β), α) < +∞,
meaning, from (9), that
qc2((y∗, λ), (v∗, β), α) = f ∗(y∗) + (−λg)∗(−y∗) (11)
with the implicit condition (10). If there exists α1 ∈ R such that
dom f ⊆ {r ∈ X | 〈r, v∗〉 < α1} ,
dom(−λg) ⊆ {x ∈ X | 〈x,−v∗〉 < α− α1} ,
(12)
then f ∗(y∗) = f c(y∗, v∗, α1) and (−λg)∗(−y∗) = (−λg)c(−y∗,−v∗, α − α1), and substituting
in (11), we get
−qc2((y∗, λ), (v∗, β), α) = −f c(y∗, v∗, α1)− (−λg)c(−y∗,−v∗, α− α1).
If no α1 ∈ R veriﬁed (12), either f c(y∗, v∗, α1) = +∞ or (−λg)c(−y∗,−v∗, α − α1) = +∞
clearly, and, in this case,
−qc2((y∗, λ), (v∗, β), α) ≥ −f c(y∗, v∗, α1)− (−λg)c(−y∗,−v∗, α− α1),
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getting, in both cases, inequality (8). Finally, let us check what happens if the supremum in
the left hand side of (8) equals −∞, meaning that
qc2 ≡ +∞. (13)
To get (13), it is enough with showing that, at any point,
f c(y∗, v∗, α1) + (−λg)c(−y∗,−v∗, α− α1) = +∞.
Proceeding by contradiction, if y∗, v∗ ∈ X∗, λ ∈ −R(T )+ , α > 0 and α1 ∈ R veriﬁed
f c(y∗, v∗, α1) < +∞,
(−λg)c(−y∗,−v∗, α− α1) < +∞,
(14)
we would have
〈r, v∗〉 < α1, for all r ∈ dom f,
〈x,−v∗〉 < α− α1, for all x ∈ dom(−λg).
(15)
Hence, as direct consequences of formulae (14) and (15) we would get, for all r ∈ dom f , for
all x ∈ dom(−λg) and for all s ∈ RT+,
f ∗(y∗) + (−λg)∗(−y∗) < +∞,
〈r, v∗〉+ 〈x,−v∗〉+ 0T · s+ 0T · g(x) < α.
Consequently, we would obtain qc2((y∗, λ), (v∗, 0T ), α) < +∞, contradicting (13).
Thus, introducing the new variable α2 := α − α1 in (8) and taking into account that
λ ∈ −R(T )+ , we obtain what, from the practical point of view, we have called Fenchel-Lagrange
dual problem, (DFL), associated to the primal problem (P ) deﬁned in (1),
(DFL) Sup {−f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2)}
s.t.
λ ∈ R(T )+ ,
y∗, v∗ ∈ X∗,
α1 + α2 > 0.
(16)
4 Relations between the optimal values of Fenchel, Lagrange and
Fenchel-Lagrange dual problems
We have just shown that, as it happened in the classical context, Fenchel-Lagrange dual
problem is also a combination of the well-known Fenchel and Lagrange dual problems when
we use the c-conjugation scheme. This fact lets us think the following question: if the dual
problems are related, what would happen with their optimal values? In [23], Bot and Wanka
answered this question working on ﬁnite dimensional spaces having a ﬁnite number of con-
straints and dealing with the classical Fenchel conjugation scheme. Now, we will extend
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those results to general locally convex spaces having an arbitrary number of inequalities as
constraints and working with the c-conjugation pattern.
First of all, we will study the relationship between these three dual problems, establishing
the main inequalities that they satisfy as well as some examples where the inequalities are
strictly fulﬁlled.
Proposition 4.1. Let (DL) and (DFL) be the dual problems deﬁned in (5) and (16), re-
spectively. It always holds v(DL) ≥ v(DFL). Moreover, if one of the following conditions
fulﬁls
i) f, gt : X → R are convex, for all t ∈ T , and int(epi f) 6= ∅,
ii) there exist α > 0 and (y∗, v∗, α1, α2, λ) ∈ W × R× R(T )+ such that α1 + α2 = α and
f c(y∗, v∗, α1) + (λg)c(−y∗,−v∗, α2) ≤ inf
λ∈R(T )+
{(f + λg)c(0, 0, α)} ,
then v(DL) = v(DFL).
Proof. First, let us show that v(DL) ≥ v(DFL) in any case. Let λ ∈ R(T )+ and y∗ ∈ X∗
arbitrary. Then it follows
inf
x∈X
{f(x) + λg(x)} = inf
x∈X
{f(x) + 〈x, y∗〉+ 〈x,−y∗〉+ λg(x)}
≥ inf
x∈X
{〈x,−y∗〉+ f(x)}+ inf
x∈X
{〈x, y∗〉+ λg(x)}
= − sup
x∈X
{〈x, y∗〉 − f(x)} − sup
x∈X
{〈x,−y∗〉 − (λg)(x)}
= −f ∗(y∗)− (λg)∗(−y∗).
Since f ∗(y∗) ≤ f c(y∗, v∗, α1) and (λg)∗(−y∗) ≤ (λg)c(−y∗,−v∗, α−α1) for all v∗ ∈ X∗, α1 ∈ R
and α > 0, it yields
inf
x∈X
{f(x) + λg(x)} ≥ −f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α− α1). (17)
Deﬁning α2 := α − α1, constraints α1 ∈ R and α > 0 can be joined in α1 + α2 > 0. Now,
since λ ∈ R(T )+ and y∗ ∈ X∗ were taken arbitrarily, it holds
v(DL) = sup
λ∈R(T )+
inf
x∈X
{f(x) + λg(x)}
≥ sup
y∗,v∗∈X∗,
α1+α2>0,
λ∈R(T )+
{−f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2)} = v(DFL). (18)
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Now, let us prove that, under i), v(DL) = v(DFL). It is suﬃcient to see that, for all
λ ∈ R(T )+ ,
inf
x∈X
{f(x) + λg(x)} = sup
y∗,v∗∈X∗,
α1+α2>0
{−f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2)} . (19)
Take any λ ∈ R(T )+ . In the case infx∈X {f(x) + λg(x)} = −∞, from (17), we get (19). Hence,
let us suppose that γ := infx∈X {f(x) + λg(x)} ∈ R. Again from (17), we have
γ ≥ sup
y∗,v∗∈X∗,
α1+α2>0
{−f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2)}
≥ sup
y∗∈X∗,
α1>0, α2>0
{−f c(y∗, 0, α1)− (λg)c(−y∗, 0, α2)}
= sup
y∗∈X∗
{−f ∗(y∗)− (λg)∗(−y∗)} . (20)
Following the same steps as in [23, Prop 2], but instead of using [17, Th. 11.1, Th. 11.3],
using [24, Th. 1.1.3], we obtain that there exists y∗0 ∈ X∗ such that, from (20), it veriﬁes
−f ∗(y∗0)− (λg)∗(−y∗0) ≥ γ ≥ sup
y∗∈X∗
{−f ∗(y∗)− (λg)∗(−y∗)}
≥ −f ∗(y∗0)− (λg)∗(−y∗0),
and
γ = inf
x∈X
{f(x) + λg(x)} = sup
y∗,v∗∈X∗,
α1+α2>0
{−f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2)} .
Hence (19) is fulﬁlled, and taking suprema over λ ∈ R(T )+ , we get v(DL) = v(DFL).
To conclude the proof, let us check that under ii), again v(DL) = v(DFL). Suppose that
there exist α > 0 and (y∗, v∗, α1, α2, λ) ∈ W × R× R(T )+ such that α1 + α2 = α and
f c(y∗, v∗, α1) + (λg)c(−y∗,−v∗, α2) ≤ inf
λ∈R(T )+
{(f + λg)c(0, 0, α)} . (21)
Then, a straightforward combination of (16), (18) and (21) implies that v(DL) = v(DFL).
Remark 4.2. We should observe that ifX is ﬁnite dimensional, the assumption int(epi f) 6= ∅
in Proposition 4.1 i) can be eliminated according to [17, Th. 6.2].
The following example shows that if the underlying space is inﬁnite dimensional, condition
int(epi f) 6= ∅ is necessary in Proposition 4.1.
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Example 4.3. From Example 3.1 in [12], let us take X = l2 the inﬁnite dimensional Hilbert
space of square-summable sequences. Let T be a singleton index set. Let us deﬁne the linear
subspaces
C =
{
x ∈ l2 |x2n−1 + x2n = 0, for all n ∈ N
}
,
D =
{
x ∈ l2 |x2n + x2n+1 = 0, for all n ∈ N
}
,
which are, indeed, closed and convex sets, and the functions f, g : l2 → R such that
f(x) =
{
x1 if x ∈ D,
+∞ otherwise,
and g = δC . These functions are proper convex and lsc on l
2 with dom f = D, dom g = C and
C∩D = {0}. Since l2 is metrizable, it is not diﬃcult to see that intD = ∅ and, consequently,
int(epi f) = ∅. Now, let us compute the domain of f c and (λg)c,
f c(y∗, v∗, α1) = sup
x∈D
{c(x, (y∗, v∗, α1))− x1}
=
{
0 if (y∗, v∗, α1) ∈
{
e1 +D
⊥}× {0} × R++,
+∞ otherwise,
(λg)c(−y∗,−v∗, α2) = sup
x∈C
{c(x, (−y∗,−v∗, α2))− (λg)(x)}
=
{
0 if (y∗, v∗, α2) ∈
{−C⊥}× {0} × R++,
+∞ otherwise,
where the superscript (⊥) stands for the orthogonal complement. Then, for all λ ∈ R+,
dom f c =
{
e1 +D
⊥}× {0} × R++,
dom(λg)c =
{−C⊥}× {0} × R++. (22)
In [12], it was shown that
{
e1 +D
⊥} ∩ {−C⊥} = ∅ so, from (22), we get
dom f c ∩ dom(λg)c = ∅, (23)
for all λ ∈ R+. Now, let us calculate v(DFL) and v(DL). Because of (23), it follows directly
that v(DFL) = −∞. Finally, since dom(λg) = C for all λ ∈ R+,
v(DL) = sup
λ∈R+
inf
x∈C∩D
{f(x) + (λg)(x)} = 0.
Next example shows that the convexity of the involved functions in the primal problem
cannot be removed in Proposition 4.1.
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Example 4.4. Let us take X = R, T a singleton index set, f(x) = −x2 and g(x) = x2.
Clearly, A = {0}, int(epi f) 6= ∅ and
v(DL) = sup
λ≥0
{
inf
x∈R
{−x2 + λx2}} = sup
λ≥0
{
inf
x∈R
{
x2(λ− 1)}}
= sup
λ≥1
{
inf
x∈R
{
x2(λ− 1)}} = 0.
On the other hand,
v(DFL) = sup
y∗,v∗∈R,
α1+α2>0,
λ≥0
{
− sup
x∈R
{
c(x, (y∗, v∗, α1)) + x2
}− sup
x∈R
{
c(x, (−y∗,−v∗, α2))− λx2
}}
.
It is clear that we can restrict ourselves to v∗ = 0 and α1, α2 > 0, and we get
v(DFL) = sup
y∗∈R,
λ≥0
{
inf
x∈R
{−xy∗ − x2}+ inf
x∈R
{
xy∗ + λx2
}}
= −∞.
Proposition 4.5. Let (DF ) and (DFL) be the dual problems deﬁned in (5) and (16), respec-
tively. It always holds v(DF ) ≥ v(DFL).
Proof. Comparing problems (DF ) with (DFL), it is easy to observe that we have to link δA(·)
with (λg)c(·), for λ ∈ R(T )+ . Take any (y∗, v∗, α2) ∈ W , then
δcA(−y∗,−v∗, α2) = sup
x∈X
{c(x, (−y∗,−v∗, α2))− δA(x)} .
Since λ ∈ R(T )+ , λg(x) ≤ 0 for every x ∈ A, and λg(x) ≤ δA(x) for each x ∈ X, so
δcA(−y∗,−v∗, α2) ≤ sup
x∈X
{c(x, (−y∗,−v∗, α2))− λg(x)} = (λg)c(−y∗,−v∗, α2).
Then
−f c(y∗, v∗, α1)− δcA(−y∗,−v∗, α2) ≥ −f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2),
for every λ ∈ R(T )+ and α1 ∈ R satisfying α1 + α2 > 0, which allows us to conclude
v(DF ) = sup
y∗,v∗∈X∗,
α1+α2>0,
{−f c(y∗, v∗, α1)− δcA(−y∗,−v∗, α2)}
≥ sup
y∗,v∗∈X∗,
α1+α2>0,
λ∈R(T )+
{−f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2)} = v(DFL).
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Now, the purpose is to ﬁnd a condition under which Proposition 4.5 reads with equality.
Let us consider the e-convex cone constraint qualiﬁcation stated in Remark 4.1 and Deﬁnition
4.1 from [7], which is deﬁned as
(ECCQ) epi δcA =
⋃
λ∈R(T )+
epi(λg)c,
being A ⊆ X a non-empty e-convex set, gt : X → R proper and e-convex, for all t ∈ T , with
T an arbitrary index set.
Proposition 4.6. If (ECCQ) holds, then v(DF ) = v(DFL).
Proof. If δcA(−y∗,−v∗, α2) = +∞, for all (y∗, v∗, α2) ∈ W , we would obtain v(DF ) = −∞
and, by Proposition 4.5, v(DF ) = v(DFL).
Now, let us assume that there exists at least a point (y∗, v∗, α2) ∈ W where δcA(−y∗,−v∗, α2)
is ﬁnite. In this case
β := −δcA(−y∗,−v∗, α2) = inf
x∈A
{−c(x, (−y∗,−v∗, α2))} ∈ R
meaning that 〈x,−v∗〉 < α2, for all x ∈ A, and
β = inf
x∈A
{− 〈x,−y∗〉} = inf
x∈A
{〈x, y∗〉} . (24)
Due to the set A ⊆ {x ∈ X | 〈x,−v∗〉 < α2}, we obtain that 〈x, y∗〉 = c(x, (y∗,−v∗, α2)) for
all x ∈ A and, from (24),
β = inf
x∈A
{〈x, y∗〉} = inf
x∈A
{c(x, (y∗,−v∗, α2))} .
Applying Proposition 4.2 from [7], since σ veriﬁes (ECCQ) by hypothesis and A is con-
tained in the open half-space {x ∈ X | 〈x,−v∗〉 < α2}, we get
β = inf
x∈A
{c(x, (y∗,−v∗, α2))} = max
λ∈R(T )+
{
inf
x∈X
{c(x, (y∗,−v∗, α2)) + λg(x)}
}
(25)
and there exists a solution of (25), let us say λ ∈ R(T )+ , such that
β = inf
x∈A
{c(x, (y∗,−v∗, α2))} = inf
x∈domλg
{−c(x, (−y∗,−v∗, α2)) + λg(x)}
= − sup
x∈domλg
{
c(x, (−y∗,−v∗, α2))− λg(x)
}
= − sup
x∈X
{
c(x, (−y∗,−v∗, α2))− λg(x)
}
= −(λg)c(−y∗,−v∗, α2).
Then
β = −δcA(−y∗,−v∗, α2) = −(λg)c(−y∗,−v∗, α2). (26)
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Adding −f c(y∗, v∗, α1) in both sides of (26), with α1 + α2 > 0, and taking suprema with
y∗, v∗ ∈ X∗ and α1 + α2 > 0, we get
v(DF ) = sup
y∗,v∗∈X∗,
α1+α2>0
{−f c(y∗, v∗, α1)− δcA(−y∗,−v∗, α2)}
= sup
y∗,v∗∈X∗,
α1+α2>0
{−f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2)}
≤ sup
y∗,v∗∈X∗,
α1+α2>0,
λ∈R(T )+
{−f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2)} = v(DFL).
Applying Proposition 4.5, we conclude v(DF ) = v(DFL).
We conclude this section with an example which shows that condition (ECCQ) is necessary
in Proposition 4.6.
Example 4.7. Let us take X = R2, T = [1,+∞[ and f, gt : R2 → R such that, for all t ∈ T ,
gt(x) = t
−1 · x1 − x2 and
f(x) =
{
x2 if x1 ≤ 0, x2 ∈ R,
+∞ otherwise.
Firstly, let us see that these functions are e-convex. Clearly gt is e-convex for all t ∈ T . A
matter of computation shows that if
H =
{
(x1, x2, x3) ∈ R3 |x3 ≥ x2
}
,
then epi f = H ∩ (dom f × R). This set is clearly convex and closed, so f is a proper lsc
function and, as a consequence, it is e-convex. It is immediate to see that the set A is
A =
{
(x1, x2) ∈ R2 |x2 ≥ 0, x2 ≥ x1
}
.
Hence, since A ∩ dom f = {(x1, x2) ∈ R2 |x1 ≤ 0, x2 ≥ 0}, a simple calculation shows that
v(P ) = 0. Now, let us continue calculating the optimal value of Lagrange dual problem.
v(DL) = sup
λ∈R(T )+
inf
x∈dom f
{
x2 +
∑
t∈suppλ
λt(t
−1 · x1 − x2)
}
= sup
λ∈R(T )+
inf
x∈dom f
{
x2(1−
∑
t∈suppλ
λt) +
∑
t∈suppλ
λt · t−1 · x1
}
= −∞.
Since the involved functions are convex and X = R2, from Proposition 4.1, we get that
v(DFL) = v(DL) = −∞. If we compute the optimal value of Fenchel dual problem, we have
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v(DF ) = sup
y,v∈R2,
α1+α2>0
{−f c(y, v, α1)− (δA)c(−y,−v, α2)} .
It is not diﬃcult to see that, at least, one of these c-conjugate functions equals +∞ whenever
v 6= 02. Analyzing the trivial case where v1 = v2 = 0 and α1, α2 > 0, we get that f c(y, v, α1)
and (δA)
c(−y,−v, α2) are ﬁnite, and
v(DF ) = sup
y∈R2
{
− sup
x∈dom f
{x1y1 + x2y2 − x2} − sup
x∈A
{−x1y1 − x2y2}
}
≥ − sup
x∈dom f
{x1 · 0 + x2 · 1− x2}+ inf
x∈A
{x1 · 0 + x2 · 1} = inf
x∈A
x2 = 0.
We have just shown v(DF ) ≥ 0 and, by weak duality, v(DF ) ≤ 0, so v(DF ) = 0. To conclude
this example, it remains to see that
epi δcA *
⋃
t∈T
epi(λg)c. (27)
Clearly, ((0,−1), (0,−1), 1, 0) ∈ epi δcA. However, this element does not belong to any epi(λg)c
with λ ∈ R(T )+ since this fact would imply the fulﬁlment of
c((x1, x2), ((0,−1), (0,−1), 1))− (λg)(x1, x2) ≤ 0,
for all (x1, x2) ∈ domλg = R2. This would be equivalent to 〈(x1, x2), (0,−1)〉 < 1, for all
(x1, x2) ∈ dom(λg) = R2, which is not true. Therefore, (27) does not hold.
Remark 4.8. If the underlying space is ﬁnite dimensional and the involved functions are
proper and convex, applying Propositions 4.1 and 4.5 and Remark 4.2, it always holds
v(DL) = v(DFL) ≤ v(DF ).
We should also observe that without any assumption over the primal problem, v(DL) and
v(DF ) cannot be related, even in the ﬁnite case. In fact, from Example 4.7, we have just
seen that v(DF ) > v(DL) = v(DFL) and, from Example 4.4, v(DL) > v(DF ) = v(DFL).
5 Relations between the optimal solutions of Fenchel, Lagrange and
Fenchel-Lagrange dual problems
In this section we study suﬃcient conditions for the equality of the three optimal values of
Fenchel, Lagrange and Fenchel-Lagrange dual problems and the relationships between their
optimal solutions. Clearly, this equality does not mean solvability in any case. For this rea-
son, it is worth studying conditions under which the solvability of one of these dual problems
implies the solvability of the others.
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On the one hand, it is not diﬃcult to see that, for all α > 0,
v(P ) = inf
x∈X
{f(x) + δA(x)} = −(f + δA)c(0, 0, α). (28)
On the other hand, Fenchel-Lagrange dual problem can be expressed as follows,
v(DFL) = sup
λ∈R(T )+
− infy∗,v∗∈X∗,
α1+α2>0
{f c(y∗, v∗, α1) + (λg)c(−y∗,−v∗, α2)}
 .
Naming α := α1 + α2, it follows
v(DFL) = sup
λ∈R(T )+
{−(f c(λg)c)(0, 0, α)} = − inf
λ∈R(T )+
{(f c(λg)c)(0, 0, α)} .
Since
inf
λ∈R(T )+
{(f c(λg)c)(0, 0, α)} ≤ (f c(λg)c)(0, 0, α)
for all α > 0 and λ ∈ R(T )+ , we get
v(DFL) ≥ −(f c(λg)c)(0, 0, α). (29)
Applying weak duality and formulae (28) and (29), it holds
−(f c(λg)c)(0, 0, α) ≤ v(DFL) ≤ v(P ) = −(f + δA)c(0, 0, α),
for all α > 0 and for all λ ∈ R(T )+ , obtaining, ﬁnally, that for all α > 0 and for all λ ∈ R(T )+ ,
it yields
(f + δA)
c(0, 0, α) ≤ (f c(λg)c)(0, 0, α).
Proposition 5.1. If there exist λ ∈ R(T )+ and α > 0 such that
(f + δA)
c(0, 0, α) = (f c(λg)c)(0, 0, α) (30)
and the inﬁmal convolution is exact at (0, 0, α), then
v(P ) = v(DL) = v(DF ) = v(DFL).
Proof. Let λ ∈ R(T )+ and α > 0 verifying (30). The inﬁmal convolution is exact at (0, 0, α),
so there exist y∗, v∗ ∈ X∗, α1 + α2 = α such that
−(f c(λg)c)(0, 0, α) = −f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2)
≤ sup
y∗,v∗∈X∗,
α1+α2>0,
λ∈R(T )+
{−f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2)} = v(DFL).
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Hence, from (30) and (28) we have v(P ) ≤ v(DFL) and, by virtue of weak duality, it follows
that v(P ) = v(DFL). The rest of the proof follows from Propositions 4.1 and 4.5.
Remark 5.2. Condition (30) in Proposition 5.1 can be understood as the e-convex counter-
part of the constraint qualiﬁcation introduced in Deﬁnition 4.1 in the renewed paper [22].
Proposition 5.3. If v(P ) = v(DFL) and (y
∗
0, v
∗
0, α1, α2, λ) ∈ W × R × R(T )+ is an optimal
solution of (DFL) with α1 + α2 > 0, then λ is optimal to (DL), (y
∗
0, v
∗
0, α1, α2) is optimal to
(DF ) and
v(P ) = v(DL) = v(DF ) = v(DFL). (31)
Proof. From Proposition 4.1 and 4.5 we already know that
v(DFL) ≤ v(DL) and v(DFL) ≤ v(DF ), (32)
so if v(P ) = v(DFL) we get (31). Now, let us suppose that v(P ) = v(DFL) ∈ R because
otherwise applying (32) the conclusion is trivial. If (y∗0, v
∗
0, α1, α2, λ) ∈ W × R × R(T )+ is an
optimal solution of (DFL) with α1 +α2 > 0, let us see ﬁrst that λ ∈ R(T )+ is optimal to (DL).
Since
v(DL) = v(DFL) = −f c(y∗0, v∗0, α1)− (λg)c(−y∗0,−v∗0, α2),
and
f c(y∗0, v
∗
0, α1) + f(x) ≥ c(x, (y∗0, v∗0, α1)), for all x ∈ X,
(λg)c(−y∗0,−v∗0, α2) + (λg)(x) ≥ c(x, (−y∗0,−v∗0, α2)), for all x ∈ X,
applying that the coupling function is subadditive in the second component, it follows
v(DL) = v(DFL) = −f c(y∗0, v∗0, α1)− (λg)c(−y∗0,−v∗0, α2) ≤ f(x) + (λg)(x),
for all x ∈ X. Then
v(DL) = v(DFL) ≤ inf
x∈X
{
f(x) + (λg)(x)
} ≤ sup
λ∈R(T )+
{
inf
x∈X
{f(x) + λg(x)}
}
= v(DL),
and λ is optimal to (DL). Similarly, but dealing with v(DF ) = v(DFL), it can be shown that
(y∗0, v
∗
0, α1, α2) is optimal to (DF ).
Corollary 5.4. If there exists strong Fenchel-Lagrange duality, there also exist Fenchel and
Lagrange strong duality.
Proposition 5.5. If v(DL) = v(DF ) = v(DFL) and either (DL) or (DF ) are not solvable,
then (DFL) is not solvable.
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Proof. Let us start supposing that (DL) is not solvable. Then, for all λ ∈ R(T )+ , we have
v(DL) > inf
x∈X
{f(x) + λg(x)} .
Suppose that (DFL) is solvable, then there exist λ ∈ R(T )+ , y∗, v∗ ∈ X∗ and α1 + α2 > 0 such
that
v(DFL) = −f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2).
Then, since we are considering v(DL) = v(DFL), we have, in particular,
−f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2) > inf
x∈X
{f(x) + λg(x)} . (33)
On the other hand, following the same steps as in the proof of Proposition 5.3, we get
−f c(y∗, v∗, α1)− (λg)c(−y∗,−v∗, α2) ≤ inf
x∈X
{f(x) + λg(x)} ,
which is a contradiction with (33).
Similarly, if (DFL) were solvable but (DF ) not, we would have
−f c(y∗, v∗, α1)−(λg)c(−y∗,−v∗, α2) = v(DFL) = v(DF ) > −f c(y∗, v∗, α1)−δcA(−y∗,−v∗, α2)
which is a contradiction since (λg)c ≥ δcA for all λ ∈ R(T )+ .
We conclude our work showing that the converse statement in the above proposition does
not hold in general.
Example 5.6. Let us take X = R, f = δ[0,+∞[, gt(x) = tx for all t ∈ T = [0,+∞[. As
in Example 5.1 from [7], A =] −∞, 0]. A simple calculation shows, on the one hand, that
v(P ) = 0 and, on the other hand,
v(DL) = sup
λ∈R(T )+
{
inf
x≥0
{λg(x)}
}
= sup
λ∈R(T )+
{
inf
x≥0
{ ∑
t∈suppλ
λt · tx
}}
= 0,
so every λ ∈ R(T )+ is an optimal solution of (DL). Since f c(y∗, v∗, α1) < +∞ if and only if
(y∗, v∗, α1) ∈ R− × R− × R++ and its value is 0, and δcA(−y∗,−v∗, α2) < +∞ if and only if
(y∗, v∗, α2) ∈ R−×R−×R++ being its value, again, 0, it follows that v(DF ) = 0 and the set
of solutions of (DF ) is R− × R− × R++ × R++.
Now, taking in particular y∗ = v∗ = 0, α1, α2 > 0 and
λ =
{
1 if t = 1,
0 otherwise,
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which are optimal solutions of (DF ) and (DL), respectively, we get that f
c(0, 0, α1) = 0 but
(λg)c(0, 0, α2) = sup
x∈R
〈x, 0〉 − ∑
t∈suppλ
λt · tx
 = supx∈R {−x} = +∞.
Then, (0, 0, α1, α2, λ) is not optimal to (DFL) since, according to Proposition 4.1,
v(DFL) = v(DL) = 0.
Further thoughts
This work motivates us to analyze in a future paper new regularity conditions for strong
Fenchel-Lagrange duality when the c-conjugation scheme is applied and the involved func-
tions, and the feasible set in the primal problem, are e-convex, fact that also implies the
perturbation function ΦFL to be e-convex. This line of research could be interesting because
as it happens in [8, 7] with Fenchel and Lagrange dual problems, the regularity conditions
might be expressed in terms of evenly convexity. Hence, using the structure of Fenchel-
Lagrange dual problem developed in Section 3, the e-convex counterpart of the regularity
conditions for such a kind of duality in the classical context could be adapted into this more
general framework.
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