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ABSTRACT 
We generalize a previous result of Lewin and Neumann and present a character- 
ization of inverse M-matrices. The approach is mainly graph-theoretical. 
1. INTRODUCTION 
A real, square matrix M is a (nonsingular) M-m&%x if M = sZ - B with 
s > p(B) where B is nonnegative and p(B) is the spectral radius of B. 
It was established by Ky Fan [l] that M is an M-matrix if and only if 
M- ’ is nonnegative. This characterization has prompted Markham [6] to ask 
which nonnegative matrices were those whose inverses were M-matrices. 
However, it was Willoughby who in [7] coined the term inuerse M-matrix. 
Apart from those mentioned above, several other papers were written on 
the subject (e.g. [2-S]). 
Let J! denote the set of all M-matrices. Then -+V’ usually stands for the 
set of all inverse M-matrices. A square matrix is essentially triangular if it is 
cogredient to a triangular matrix. This notion was introduced in [S], where it 
was shown that a (O,l)-matrix is in A-’ if and only if it is essentially 
triangular and its graph represents a partial order and does not possess a 
specific forbidden graph as an induced subgraph. 
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Willoughby’s interesting results in [7] treat positive, normalized matrices 
with off-diagonal elements less than one, the normalization being obtained by 
what is referred to as positive scaling so as to obtain a unit diagonal. 
We wish to look at normalized, nonnegative matrices whose off-diagonal 
nonzero elements are fixed and less than one. In this paper we obtain a result 
which in a sense generalizes the result in [5]. In the last section we shall 
characterize a specific family of inverse M-matrices. 
2. SOME DEFINITIONS 
Following [5], we shall call a directed path traversing s edges from vertex 
i to vertex j, an s-path, an (i, j)-path, or an (i, jls)-path according to the 
point we may wish to stress. The weight of an edge (i, j) is the value ai j of 
the associated matrix. The weight of a directed path is the product of the 
weights of its edges. The weight of a set of paths is the sum of the weights of 
its paths. For A = (aij) the expression a$;) is the (i, j) entry of A’ where t is 
some integer. A complex square matrix A = (aij) of order n is diagonally 
dominant if luiil >Cjziluijl, j = 1,2,...,n (see also [3]). If AT too is 
diagonally dominant, we say that A is doubly diagonally dominant. Let l;,(a) 
denote the row sum of the ith row of A. 
3. A GENERALIZATION 
Let A be a nonnegative square matrix. It was shown in [5] that a 
necessary condition for A to be in _+C1 is that the graph G(A) of A is 
transitive. It is well known that A E M- ’ if and only if DA E A-’ where D 
is a positive-diagonal matrix (see also [3, 71). Let A’ = (ai j), D = ( dij). Let 
aii > 0 for i = 1,2 ,..., n. Put 
dij = 
0, i+ j, 
l/aii, i = j. 
Then A = DA’ will have a diagonal consisting of ones only. Such a transfor- 
mation is known as diagonal scaling [7]. Following Willoughby, we shall 
refer to such a matrix as rwrmulized. 
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We now have the following 
THEOREM 1. Let A, be an essentially triangular rwnsingulur nonnega- 
tive matrix, and let A be its rwrmalized matrix. Then A, E 4-l if and only 
if G( A,) is a partial order and the weight of the collection of even paths 
between any two vertices in G(A) does not exceed the weight of the 
collection of its odd paths. 
Proof. We follow the proof of Theorem 2 in [5]. We assume G(A) to be 
a partial order. Since A is essentially triangular and normalized, we may 
write A = I + B. Since B is nilpotent, we may write 
A-‘=(Z+B)-’ =I-(B-B2+B3-+ . ..). 
The sum in parentheses is finite, and so A- ’ is an M-matrix if and only if 
c (B2k-‘- By > 0. 
k=l 
The graph-theoretical interpretation of the last inequality is Theorem 1. w 
Let rl be a subgraph of G and let A(V) denote the principal minor of A 
defined by the set of vertices of G which are not in 1). 
Let A be a square matrix and let p be a simple path in G(A). If W(p) is 
the weight of p, define w(p) = W(p) A(p), the generalized weight of p. 
Let A, and A, be the following two matrices: 
Let A be a nonnegative square matrix. Consider the following three 
properties. 
Pl. For every i, j, i f j, the sum of the generalized weights of the even 
(i, j) paths does not exceed that of the odd (i. j) paths. 
P2. AU the principal minors of A are positive. 
P3. A is an inverse M-matrix. 
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It is easy to see that A, has property Pl and A, has property P2, yet 
neither of them is an inverse &matrix. We do, however, have the following 
THEOREM 2. Let A be a nonnegative square matrix. Then two of the 
three abovementioned properties imply the third. 
Proof. Since P3 implies P2 [6], it suffices to show that if P2 holds, then 
PI and P3 are equivalent. We therefore assume that all the principal minors 
of A are positive. 
Let A have property Pl. Let i, j be distinct vertices of G(A), and let p 
be a simple (j, i) path of length X. Consider the set of terms of Ai j 
containing all the elements of A corresponding to the path p. The expression 
aijAij is just the algebraic sum of the products of weights of all the sets of 
disjoint cycles covering all the vertices of G and containing the edge (i, j), 
the sign being determined by the parity of the permutation corresponding to 
the set of cycles in question. The cycle C, consisting of p complemented by 
(i, j) is common to all the sets of cycles and hence W(C,) is a common factor 
in all the terms. Factoring WCC,) out of the final sum leaves us with a sum of 
products that represents A(p), which, being a principal minor of A, is 
positive by assumption. 
If A is odd, then C, is an even cycle and as such changes the parity of 
every permutation appearing in A(p). Since A(p) > 0, the generalized 
weight of p is negative. If X is even, C, is odd and hence does not affect the 
signs of the terms of A(p), so the generalized weight of p is positive. 
Applying this to Pl, we deduce that a i j A, j, and hence A i j, is nonpositive. 
It follows that A is an inverse M-matrix. 
Now let A E _E1. Let p be an (i, j) path of length A in G. Since G is 
transitive, it contains all (i, j) paths of lengths less than h. 
If Pl does not hold, there is an ordered pair (i, j) for which the sum of 
the generalized weights of the even (j, i) paths exceeds that of the odd (j, i) 
paths, resulting in Aij > 0, which contradicts P3. This proves the theorem. n 
We may lend Theorem 2 a different formulation. 
THEOREM 2'. Let A be a nonnegative squure matrix with property Pl. 
Then A is inverse M if and only if all its principal minors are positive. 
The last theorem ensures that properties Pl and P2 combined imply 
property P3. On the other hand, as we have already mentioned before, P3 
implies P2. But then theorem 2 ensures Pl, so that all in all P3 implies Pl and 
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P2 combined. We may thus state: 
THEOREM 3. A nonnegative squure matrix A is an inverse M-matrix, if 
and only if 
1. For every two distinct vertices i and j in G(A) the sum of the 
generalized weights of the even (i, j)-paths does not exceed that of the odd 
(i, j>path.s. 
2. All principal minors of A are positive. 
It may be of interest to note that although both properties Pl and P2 are 
necessary for P3 to hold, neither of them is by itself sufficient, as the two 
examples A, and A, mentioned above, show. Matrix A, satisfies Pl but not 
P2, whereas matrix A, satisfies P2 but not Pl. 
4. a-MATRICES 
Let o be some real number. A nonsingular nonnegative matrix C is an 
a-matrix if C = I + aB where B is a (0, l)-matrix with a zero main diagonal. 
A (0, lkmatrix with a positive main diagonal is a special case of an a-matrix 
with (Y=l. 
Let {a, blk} denote the set of all the (a, blk) paths in G. Let wr, wa be 
two (a, b) paths in G. We then have 
LEMMA 1. Let A be an a-matrix of order n with a Q l/(n - 2), and let 
G(A) be a partial order. Then 
W{a,blk+l} <W{a,blk), (1) 
equality holding if and only if k = 1, a = l/(n - 2), and a and b are the 
lower and the upper bound respectively of G(A). 
Proof. For k = 1 the result is easy to check. We may therefore assume 
k > 1. Let w be an (a, blk) path in G. Let u be a vertex intended to form an 
(a, bl k + 1) path w i after having been adjoined to w. Since a path in G 
induces a total order on its vertices, the vertex v attains a well-defined 
position between two neighboring vertices of w. Thus each vertex v’ of 
G - w defines at most one (a, blk + 1) path containing both the vertices of 
w as well as v’. Let s = s(w) denote the number of (a, blk + 1) paths 
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containing the vertices of w. It follows that s is at most n - k - 1~ n - 2. 
The combined weight of the s (a, b(k + 1)paths is W(wlk + 1) = scxk+’ < 
(n - 2)&+’ < ak = W(w). Summing over all (a, blk) paths in G, we get 
W(a,blk+l)< c W(wlk + 1) 
WE (o,blk) 
=I{a,blk} I&+’ <J{a,blk}lak=W(a,blk), 
thus proving (1). 
From what we have deduced up to now it follows that if equality in (1) is 
to be achieved at all, we necessarily have k = 1. 
Let (a, b) be an edge of G(A), and let ui, ~a,. . . , v, be the vertices that 
form the &paths from a to b in G. Since we assume equality in (l), we get 
cx2=1y. If o=O, then A=I, so that we may assume o#O. Then rcw=l, so 
that CY = l/r. But (Y < l/( n - 2) and hence l/r Q l/( n - 2), so that r 2 n - 
2and n<r+2.Ontheotherhand n>r+2,sothat n=r+2.‘Ihisimplies 
that a, b, ul,. . . , II, are all the vertices of G, so that u is the upper bound and 
b the lower bound in the partial order induced by G. This proves the lemma. 
n 
COROLLARY 2. Let A be an a-matrix with G(u) a partial order. Let 
(a, b) E E(G(A)) (the set of edges of G). Then W(u, blk) is a morwtoni- 
cully decreasing sequence us u function of k. It is strictly decreasing until we 
pass a maximal (a, b) path. Zf a = l/(n - 2) and G(A) possesses an (a, b) 
path which is Humiltoniun, the strict decrease starts from k = 2. 
We now state a sufficient condition for an a-matrix to be inverse-M. 
THEOREM 4. Let A be an a-matrix of order n and such that (Y < 
l/(n - 2). Let firther G(u) be a partial order. Then A is an inverse 
M-matrix. 
Proof. Let A be an a-matrix as stated in the theorem. Let (a, b) be an 
arbitrary edge of G(A). We wish to show that the weight of the collection of 
odd (a, b) paths is greater than that of even (u, b) paths. We have 
w(u,b)=W(a,b(l)-W(a,bP)+ - ... = t;I’ - Ot+‘Wd10 
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By Corollary 1 the sequence is decreasing, so that 
W(a,b)= c [W(a,@t-l)-W(a,bEt)] 20 
t=1 
with equality holding if and only if all the (a, b) paths, except for the edge 
(a, b), are 2-paths and a = l/(n - 2). n 
We may now state our result in a slightly different form. 
THEOREM 5. Let A be an essentially triangular a-matrix of order n and 
a < l/(n - 2). Then A is an inverse M-matrix if and only if G( A) is a partial 
order. Moreover, the condition a Q l/(n - 2) is best possibk, as for every 
n > 3 and a > l/(n - 2) we cun produce un essentially triangular a-matrix 
A of order n for which G(A) is a partial order and A is not an inverse 
M-matrix. 
Proof. The transitivity of G(A) was shown in [5] to be a necessary 
condition for A to be inverse-M (see also [4]). By Theorem 3 transitivity of 
G(A) is also a sufficient condition for A to be an inverse M-matrix. This 
proves the theorem. To see that Theorem 5 is best possible, consider 
A = (uij) for which 
1 for i=j, 
uij = a for j=l+i and i=n#j, 
0 otherwise. 
aZ;;‘)invariablytumsouttobe -cw+(n-2)~y~>Oforcy>l/(n-2). fl 
We shall now extend the result to arbitrary a-matrices; but first we 
present two lemmas. 
LEMMA 2. Let S and T be real sqwlre matrices of orders s and t 
respectively, and let the row sums of both matrices lie in the closed interval 
[0, 11. Let U be a matrix of orokr s x t with all elements in [0, 11. Then no row 
sum of the matrix product SUT exceeds the corresponding row sum of S. 
Proof. Put S =(sij), T =(tij), U=(uij). The (i, j)th element of SUT is 
2 i Sil”Zktkj’ 
I-1 k=l 
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Let r,(A) denote the row sum of the ith row of A. We then have 
t s t s t t 
ri(SuT) = C C C SilUlktkj= C G C ‘ilUlktkj 
j-l E=l k=l 1=1 k-l j=l 
1-l k=l 1=1 k=l 
thus proving the lemma. 
Define f(s) = l/[l + (s - l)o]. We have 
LEMMA 3. Let K be a positive a-matrix of order q. Then K is rwnsingu- 
lar and ri( K-‘) = f(q) for every i. 
Proof. Left to the reader. 
We now have 
THEOREM 6. Let A be an a-matrix of order n with 0 < a < l/(n - 1) for 
n > 2. Further, let G(A) be transitive. Then A E J-‘. Moreover, A-’ is 
doubly diagonally dominant. 
Proof. It is well known that a necessary condition for A to belong to 
.E ’ is that A be positive or reducible. We have 
Case 1. A is positive. We leave it to the reader to verify that 
(l-ar)f(n)A-‘=[2+(n-2)a]Z-A, so that by Ky Fan’s result [I] the 
matrix is an inverse M-matrix for every positive integer n. This case has also 
been treated in [7]. 
Case 2. A is reducible or cogredient with a matrix of the form 
x 0 
[ 1 Y z 
where X and 2 are square blocks. Without loss of generality we may assume 
Z to be a positive o-matrix. The theorem is certainly true for n < 3. We shall 
use induction on n by assuming the theorem to hold for o-matrices of order 
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less than n. We have 
Subcase 2.1. G(A) is not connected. We may chose Z such that G(Z) is a 
component of G(A). Then Y is a zero matrix and we have 
A-‘= [‘;’ ;,I. 
Both X and Z are cy-matrices of orders less than n, so that X-’ and Z-’ are 
both doubly diagonally dominant M-matrices and hence so is A - ‘. 
Subcase 2.2. G(A) is connected. Then it induces a partial order on its 
cliques, i.e., its maximal complete directed subgraphs. Because of the transi- 
tivity of G(A), two cliques are either identical or nonintersecting. Number 
the cliques so that a clique which is a maximal element in that partial order is 
the first clique, and a clique which is a minimal element in that partial order, 
yet has directed edges to the first clique, is the last. Let us now number the 
vertices of G(A) so that the numbering is arbitrary within each clique but 
progressively according to the numbering of the cliques, so that, e.g., any 
vertex of the fifth clique gets a higher number than any vertex of the third 
clique. We may assume Z to be positive. A is partitioned into blocks 
according to its irreducible components. Due to the transitivity of G(A), 
those blocks are either positive or zero (see e.g. [4, p. 1781). Let there be h 
cliques. We may consider Z = A,,,,, which is block h in the hth row of 
blocks. Then Y is the concatenation of the blocks A,,, A,,, . . . , A,, h_l. Let 
AzXo 
[ 1 Y Z’ 
Then 
A-‘= [‘;’ ;l]. 
By a well-known formula we have 7 = - Z- ‘YX- ‘. By the induction hypoth- 
esis both X- ’ and Z- ’ are doubly diagonally dominant M-matrices with row 
and column sums in [0, 11. We now show that Z- ‘YX- ’ is nonnegative and 
its row sums are less than the corresponding row sums of Z- ‘. The latter is 
already ensured by Lemma 2. Consider Z-‘Y. The order of Z-‘Y equals the 
order of Y. The positive blocks of Y will turn into positive blocks of Z- ‘Y. 
Using Lemma 3 we deduce that these latter blocks are blocks of of(k), k 
being the order of Z. The zero blocks of Y will remain zero blocks in Z - ‘Y. 
Consider the blocks H,,i, H,,, . . . , Hh,h_l of Z-‘Y. An example of a 6x6 
block matrix with its corresponding cliques as vertices may be of assistance to 
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A= 
FIG. 1. 
1 
1 1 a 7-l 1 al 
J 0 0 1 a 
0 
10 0 al 
-4 0 a 0 0 1 a a 
3 a a 0 0 D 1 a 
n a a 0 0 a a 1 
a 0 0 cl a 0 0 0 la a 
aOOaaOOOala 
a 0 0 a (10 0 0 a a 1 
(10 0 a a 0 0 0 0 0 0 la 
a 0 0 a a 0 0 0 0 0 0 al 
A,,0 0 0 0 0 
A2l AZ2 0 0 0 0 
A3l A32 A330 0 0 
A41 A42 A43 A44 ’ ’ 
A5l A52 A53 A54 A55 O 
A6l A62 A63 A64 A65 A66 
FIG. 2. 
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the reader (see Figures 1, 2). Performing the matrix multiplication of Z ‘Y 
by X-r blockwise, the block H,_ will meet the block A,,. We already 
mentioned that Hhg is either positive or zero. 
Let c be a column sum for a column in X-’ located above Hhg. By the 
induction hypothesis X- ’ is doubly diagonally dominant, and hence an 
inverse element p of A,,s will satisfy the inequality 
p > af( qc >, 0.
Such an inequality holds for every inverse element of a positive element A,,s. 
If H,, = 0, then, because of transitivity of G(A), we have for every f either 
H,, = 0 or A, = 0 and hence H,,Af, = 0, so that Z- ‘Y multiplied by the 
gth column of blocks of X-i will produce a zero matrix. In any case the 
elements of Z - ‘YX- ’ will be either positive or zero, so that Z - ‘YX- ’ is 
nonnegative. Since Z - ’ is diagonally dominant with row sums in [0, 11, so is 
A-‘. 
If A is an o-matrix, then so is AT, the transpose of A, and hence our 
deduction holds for the rows of AT, which are the columns of A. This 
completes the proof of Theorem 6. R 
Theorem 6 is best possible, as for any n we may construct an a-matrix of 
order n which is inverse M but not diagonally dominant. Let 
aij for i <n 1 
aij = with CY>- 
Cx for i = n > j n-l’ 
Relaxing the bounds on (r, we have 
COROLLARY 3. MAbean a-mutrixofordernandsuchthut Ogo<l 
for n = 2 and 0 Q (Y < l/(n - 2) for n >, 3. Let further G(A) be transitive. 
ThenAEJC’. 
Proof. Let A be an cu-matrix with 
1 1 
“6,--2= (n-l)-I’ 
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From this it immediately follows from Theorem 6 that X- ’ is a doubly 
diagonally dominant M-matrix, and hence by an identical reasoning as in 
Theorem 5 we obtain Z-‘YX-’ > 0, which proves the corollary. n 
Corollary 3 is best possible, as the example in Theorem 4 shows. 
COROLLARY 4. Z&t A, be a (0,l) matrix with a zero diagonal, and let 
A=(n-2)Z+A,. ThenA~4-’ ifandonlyifG(A) istransitive. 
Proof. Consider an a-matrix and multiply by l/a. n 
COROLLARY 5. Let A, be a (0,l) matrix, and let A = (n - l)Z + A,. 
Then A E A-’ if and only if G(A) is transitive. 
Proof. Obvious. W 
The author would like to thank the referee for his helpful remurks. 
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