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ABSTRACT 
A number of methods have been developed to analyze longitudinal data 
with dropout.  However, there is no uniformly accepted approach.  Model 
performance, in terms of the bias and accuracy of the estimator, depends on the 
underlying missing data mechanism and it is unclear how existing methods will 
perform when little is known about the missing data mechanism.  
Here we evaluate methods for estimating change over time in longitudinal 
studies with informative dropout in three settings: using a linear mixed effect 
(LME) estimator in the presence of multiple types of dropout; proposing an 
update to the pattern mixture modeling (PMM) approach in the presence of 
imprecision in identifying informative dropouts; and utilizing this new approach in 
the presence of prognostic factor by dropout interaction.    
We demonstrate that amount of dropout, the proportion of dropout that is 
informative, and the variability in outcome all affect the performance of an LME 
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estimator in data with a mixture of informative and non-informative dropout. 
When the amount of dropout is moderate to large (>20% overall) the potential for 
relative bias greater than 10% increases, especially with large variability in 
outcome measure, even under scenarios where only a portion of the dropouts 
are informative. 
Under conditions where LME models do not perform well, it is necessary 
to take the missing data mechanism into account.  We develop a method that 
extends the PMM approach to account for uncertainty in identifying informative 
dropouts. In scenarios with this uncertainty, the proposed method outperformed 
the traditional method in terms of bias and coverage.  
In the presence of interaction between dropout and a prognostic factor, 
the LME model performed poorly, in terms of bias and coverage, in estimating 
prognostic factor-specific slopes and the interaction between the prognostic 
factor and time.  The update to the PMM approach, proposed here, outperformed 
both the LME and traditional PMM.  
Our work suggests that investigators must be cautious with any analysis of 
data with informative dropout. We found that particular attention must be paid to 
the model assumptions when the missing data mechanism is not well 
understood. 
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CHAPTER 1: Introduction 
  
 Longitudinal studies often involve the measurement of change of an 
outcome variable over time. Over the course of a longitudinal study it is common 
for subjects to miss visits or to dropout before the scheduled end of follow-up. 
Missing data may lead to biased and imprecise estimates of change. In this 
dissertation we will investigate the effect of missing data on estimates of change 
over time in longitudinal data and propose a novel approach to estimate change 
when there is uncertainty in the nature and mechanism of the missing data.  
 The effect of missing data on the estimation of the rate of change depends 
on the underlying missing data mechanism. Following the terminology of Little 
and Rubin, data are said to be missing completely at random (MCAR) if the 
missing data mechanism is independent of the outcome [1]. Data are said to be 
missing at random (MAR) if the missing data mechanism is independent of the 
unobserved outcome, but may depend on the observed outcome or covariates. 
Finally, data are said to be missing not at random (MNAR) when the missing data 
mechanism depends on the unobserved outcome. When dropout is MNAR the 
missing data process is said to be informative. In this situation, standard 
statistical models for longitudinal data that fail to take into account the 
association between dropout patterns and the underlying rate of change can lead 
to biased and inaccurate estimators [2, 3]. 
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 The linear mixed effect model is often used to analyze longitudinal data. 
The model can easily handle missing data since there is no requirement that 
each subject is measured at the same time points or that each subject has the 
same number of measurements [4]. If the missing data are MCAR or MAR then 
likelihood based methods that correctly specify the entire joint distribution of the 
outcomes will yield valid estimates [5]. If the missing data are MNAR the linear 
mixed effect model will yield biased estimates of the mean response trend [6]. 
While this has been confirmed in simulation studies, in a number of scenarios 
that looked at low overall dropout (under 20% overall) and small residual 
variance, models that did not take into account the missing data mechanism 
tended to perform adequately in terms of relative bias and mean squared error. 
Schluchter et al. found that under scenarios with low dropout or small residual 
variance the bias of the estimator from a mixed effect model that assumed 
ignorable dropout was small (<5%) [7]. Li, et al found similar results with a log-
normal informative missing data mechanism for scenarios with low dropout, but 
found moderate bias under small residual variance [8]. 
  While under certain conditions LME models may be sufficient for data with 
MNAR dropout, ignoring informative dropout has the potential to lead to 
substantial bias and imprecision [3, 6, 9]. As a result, many methods have been 
proposed to account for the informative dropout process when a non-ignorable 
missing data mechanism is suspected. These methods can be grouped into three 
general classes: selection models, pattern mixture models, and frailty/shared 
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parameter models. In this dissertation, we focus on pattern mixture models. 
These models stratify the population based on the pattern of dropout and 
separately model each group. The complete data is a mixture of the conditional 
distributions over the dropout patterns [10, 11]. This requires that missingness 
can be categorized into distinct patters and that the number of dropout times is 
small [12]. A model for the dropout mechanism is not explicitly specified, 
meaning that the relationship between missingness and unobserved outcome is 
not explicitly modeled. However, pattern mixture models are underidentified, 
meaning that all parameters cannot be estimated within each pattern unless 
additional restrictions are imposed. Little and others have proposed a variety of 
indentifying restrictions in order to estimate all parameters [11].  
All methods that incorporate the informative dropout process require 
knowledge and assumptions about the missing data process [6, 12]. Previous 
studies comparing various non-ignorable methods have found no uniformly 
superior method: the underlying missing data mechanism affects model 
performance [13]. Much of the previous work in this area has focused on 
diseases with a clear understanding of the association between disease 
progression and subject dropout; it is unclear how these methods will perform 
when little is known about the missing data mechanism.  
In this dissertation, we will evaluate methods for analyzing longitudinal 
data in the presence of heterogeneity and uncertainty in the missing data 
mechanism. In Chapter 2 we will address the accuracy of the estimation of 
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change over time in longitudinal studies with informative dropout. This project will 
examine the implications of the nature of dropout and the variability of the 
outcome measure on the performance of estimators from a linear mixed effect 
model. Our goal is to determine whether there are scenarios where the “simple” 
approach of a linear mixed effects model is adequate and we can avoid the 
potential pitfalls and assumptions associated with more complex models. Under 
conditions where linear mixed models do not perform well, it is necessary to 
incorporate more sophisticated methods to account for missing data to improve 
the accuracy and precision of the estimate. In Chapter 3, we will propose an 
update to the pattern mixture model paradigm to account for uncertainty in the 
missing data mechanism. We will use a simulation study to compare the bias, 
accuracy, and coverage of the estimate of change over time across linear mixed 
effects models and different strategies for defining patterns in pattern mixture 
models, including the proposed update. In Chapter 4 we extend the pattern 
mixture model proposed in Chapter 3 to investigate the effect of interaction 
between dropout and a prognostic factor in estimating prognostic factor-specific 
slopes and the interaction between the prognostic factor and time in a 
longitudinal study. We conclude in Chapter 5 by summarizing the main 
conclusions and proposing areas for future research. Throughout the dissertation 
we will apply these methods to a longitudinal cohort study of the progression of 
knee osteoarthritis.  
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CHAPTER 2: Estimation of Rate of Change in Longitudinal Studies with Varying 
Degrees of Missingness and Informative Dropout 
 
2.1 Introduction  
Longitudinal studies involve a series of measurements over time on the 
same individual or observational unit, allowing for the direct study of change over 
time. Over the course of a longitudinal study it is common for subjects to miss 
visits or to drop out before the scheduled end of follow-up. Missing data may lead 
to biased and imprecise estimates.  
The effect of missing data on the estimation of the rate of change depends 
on the underlying missing data mechanism. Following the terminology of Little 
and Rubin, data is said to be missing completely at random (MCAR) if the 
missing data mechanism is independent of the outcome [1, 14]. For example, if a 
subject moves out of the area and does not complete the study this would be 
judged unrelated to the outcome and the data would be considered MCAR. Data 
is said to be missing at random (MAR) if the missing data mechanism is 
independent of the unobserved outcome, but may depend on the observed 
outcome or covariates. For example, if older subjects are more likely to miss 
visits, but given a subject’s age dropout is completely at random, this data would 
be considered MAR. Finally, data is said to be missing not at random (MNAR) 
when the missing data mechanism depends on the unobserved outcome. For 
example, in a study of the progression of knee osteoarthritis patients may be less 
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likely to complete follow-up visits as their function worsens. If this worsening is 
not observed – for example, a patient completes yearly visit 1 and then 
experiences a dramatic worsening of function and drops out of the study – then 
the data would be considered MNAR. When dropout is MNAR the missing data 
process is said to be informative. In this situation, standard statistical models for 
longitudinal data that fail to take into account the association between dropout 
patterns and the underlying rate of change can lead to biased and inaccurate 
estimators [2, 3, 14].  
Many methods are used to analyze incomplete longitudinal data when the 
missing data are thought to be MAR or MCAR, including last observation carried 
forward (LOCF), complete case, imputation, and linear mixed models. LOCF has 
been widely criticized in the statistical literature.  This method requires very 
strong assumptions including and in addition to MCAR dropout, and in general it 
is recommended that this method be avoided [5, 15-18]. Complete case is valid if 
the missing data are MCAR. In this case, dropout is unrelated to outcome and 
completers are a random sample of the original study sample. However, if the 
data is MAR complete case analysis will yield biased and inefficient estimators 
[5]. While imputation can be a useful strategy, especially when covariates are 
missing, in scenarios when only responses are missing it has been shown to not  
reduce bias or improve precision as compared to the linear mixed model 
approach [6, 19]. Estimates from linear mixed models are valid under MCAR and 
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MAR, provided that the joint distribution of responses is correctly specified [2, 
15]. 
While the estimator from a linear mixed model (SAS PROC MIXED) 
performs well when data is MAR, under MNAR mechanisms it can demonstrate 
substantial bias [3, 6, 9]. As a result, many methods have been proposed to 
account for the informative dropout process when a non-ignorable missing data 
mechanism is suspected. These methods can be grouped into three general 
classes: selection models, pattern mixture models, and frailty/shared parameter 
models.  
Selection models model the hypothetical complete data and then append 
a model for the missing data process [6, 20]. Let y be the outcome, r be the 
missing data process, and x be the set of covariates, the selection model can be 
factored as: 
݂ሺݕ, ݎ|ݔሻ ൌ ݂ሺݕ|ݔሻ݂ሺݎ|ݕ, ݔሻ 
The model for the missing data process can be outcome-dependent, meaning 
that the process depends on observed and unobserved outcome Yi, or random-
effects dependent, meaning that the process depends on underlying random-
effects bi [20-22].  
Pattern mixture models stratify the population based on the pattern of 
dropout and separately model each group. [10, 11, 23]  
݂ሺݕ, ݎ|ݔሻ ൌ ݂ሺݕ|ݎ, ݔሻ݂ሺݎ|ݔሻ 
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The complete data is a mixture of the conditional distributions, f(y|r,x), over the 
dropout patterns. Under the PMM framework, the dropout mechanism, f(r|x) does 
not depend on unobserved outcome; in other words, given the dropout pattern 
the missing data is ignorable. This requires that missingness can be categorized 
into distinct patterns and that the number of dropout times is small [10, 12].  
Frailty models, also called shared parameter models or random-coefficient 
dependent dropout models, assume that there is some latent frailty or random 
effect that is shared between the dropout process and the outcome.  
݂ሺݕ, ݎ|ݔሻ ൌ න݂ሺݕ|ߟ, ݔሻ ݂ሺݎ|ߟ, ݔሻ݀ܨሺߟ|ݔሻ 
Conditional on the frailties, ߟ, the outcome and dropout process are independent 
[2, 7, 8].  
Non-ignorable methods require that assumptions be made about the 
missing data process. These assumptions cannot be formally tested and must 
reflect both clinical and statistical considerations [15, 24]. Previous simulation 
studies comparing various non-ignorable methods have found no uniformly 
superior method: model performance depends on the underlying missing data 
mechanism, and no method is completely robust to misspecification [13].   
Simulation studies evaluating these methods have confirmed that ignoring 
informative dropout can result in biased and imprecise estimators. However, in a 
few scenarios that looked at low overall dropout (under 20%) and small residual 
variance, models that ignored the missing data mechanism tended to perform 
adequately. Schluchter et al. found that under scenarios with low censoring 
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(approximately 15% cumulative dropout) or small residual variance the relative 
bias of the estimator from a mixed effect model that assumed ignorable dropout 
was slight. With a log-normal informative missing data mechanism the relative 
bias was 1.9% in the low censoring scenario and 5.7% in the small residual 
variance scenario. With a non-ignorable threshold missing data mechanism the 
relative biases were 5.8% and 3.9% respectively [7]. In the low censoring 
scenarios the estimator was more efficient (smaller MSE) than the proposed log-
normal informative censoring model (which jointly models outcome and time to 
informative dropout). Li, et al found similar results with a log-normal informative 
missing data mechanism for scenarios with low dropout, but found moderate 
relative bias under small residual variance [8]. While these studies did examine 
scenarios with low overall dropout and small residual variance, these parameters 
were not varied together (e.g., small variance and low dropout).  
The performance of models for longitudinal data that ignore informative 
dropout for estimating time trends in the outcome when overall dropout is 
relatively small or when only a portion of dropout is informative has not been 
examined.  We designed a simulation study to evaluate the effect of different 
parameters on the estimates of the parameter for time trends in outcome from 
linear mixed models, ignoring the dropout mechanism. We examined the effect of 
the percent of dropout, proportion of dropout that is informative, sample size, 
standard deviation of change, and missing data mechanism on relative bias, 
standard error, and coverage of the estimate for change over time.   
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2.1.1 Estimating Disease Progression in Osteoarthritis 
Recent estimates suggest that symptomatic knee osteoarthritis (OA) 
occurs in 6% of adults 30 years of age or older, and in 13% of adults age 60 and 
over [25, 26]. Knee OA is a slowly progressing disease; recent work by Eckstein 
et al. found very modest rates of cartilage loss on MRI-based parameters, with 
the most sensitive parameters showing loss rates of about 2% over a 12 month 
period [27]. In addition, the rates of loss are highly variable. The maximum 
standardized response mean in the Eckstein et al. study was 0.3, indicating that 
the standard deviation of change was approximately three times as large as the 
mean absolute change. Similar rates of changes were shown in both 
radiographic and MRI parameters by Duryea et al [28].  
In studies of OA progression it is conceivable that as a subject’s OA gets 
worse he or she may be more likely to dropout. A study to assess rates of 
cartilage loss in patients with knee OA examined patients clinically and obtained 
magnetic resonance (MR) images at baseline and at two follow-ups 
approximately 1 and 2 years post-baseline. Fourteen of 40 patients dropped out 
by the end of the study. Reasons for dropout included death, knee replacement, 
and difficulty getting to study appointments and patients with more severe OA 
were more likely to dropout [29]. Zhang et al note that selection bias introduced 
by loss to follow-up can be a major problem, especially when follow-up time is 
long [30]. The authors remark that “it is reasonable to assume that subjects who 
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have radiographic OA progression have a higher proportion of lost to follow-up 
than those who did not have radiographic OA progression.”  
 
2.1.2 Motivating Example: Estimating Disease Progression in the Osteoarthritis 
Initiative 
The Osteoarthritis Initiative (OAI) is a multi-center, longitudinal, 
prospective observational study of knee OA [31]. The goal of the OAI is to 
establish and maintain a natural history database for OA that will include clinical 
evaluation data, radiological images and image assessments, and a biospecimen 
repository. Subjects were enrolled into one of three sub-cohorts: the progression 
sub-cohort included patients with symptomatic, radiographic knee OA at 
baseline; the incidence sub-cohort included patients without radiographic knee 
OA at baseline, but with an elevated risk of developing OA (frequent knee 
symptoms, knee injury, etc.); the healthy controls included subjects without 
radiographic knee OA and without any risk factors. Subjects were assessed at 
baseline and then at yearly follow-up visits through four years, with a planned 
extension to follow subjects through eight years. If a subject could not come in to 
be evaluated in person, he or she was given the option to complete the clinical 
assessments over the telephone; image assessment and biospecimen collection 
were missed while patient reported outcomes, such as pain, function, and 
medication use, were collected.  
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We examined the amount of dropout and missing data in the OAI. Our 
analysis sample included subjects with radiographic, symptomatic knee OA at 
baseline (n=1,330). Seventy-one percent of patients completed the final study 
assessment at four years. Six percent of patients had no assessments after 
baseline. In addition to dropouts there were intermittent missing data: a subject 
missed a particular visit but came in for a subsequent visit. Seven percent of 
subjects missed the 12 month visit, but came in for a subsequent visit.  
Table 2.1 Missing data in the Osteoarthritis Initiative (OAI) 
Time point Completed Visit Dropout Missed Visit 
12 Month 1154 (86.8%) 84 (6.3%) 92 (6.9%) 
24 Month 1065 (80.1%) 173 (13.0%) 92 (6.9%) 
36 Month 992 (74.6%) 280 (21.1%) 58 (4.4%) 
48 Month 940 (70.7%) 390 (29.3%) NA 
  
We grouped subjects by dropout time and examined various outcomes to 
determine if there was an association between dropout time and outcome. 
Radiography is used to quantify disease progression by measuring the narrowing 
of the joint space width (JSW) between the adjacent bones of the knee. Figure 1 
shows mean JSW over time stratified by dropout group. On average, all groups 
experience loss of JSW over time. This loss appears to be slightly more severe 
for patients that dropout. For example, subjects not dropping out (black line) lose 
about 0.15mm of JSW on average through the 24 month time point, while 
subjects dropping out after the 24 month visit lose on average about 0.35mm of 
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JSW over this time period. There is a clear association between dropout and 
baseline JSW, with subjects not dropping out (black line) having larger baseline 
JSW as compared to dropouts. 
Figure 2.1 Mean joint space width with standard error by dropout and time in the 
OAI. 
 
We evaluated the WOMAC pain scores of patients by time point and 
dropout group. The WOMAC pain scale is a 5 item survey that measures knee 
pain on a variety of daily tasks [32]. It is scored from 0 to 100 with lower scores 
indicating more severe pain. Figure 2.2 shows mean WOMAC pain over time 
stratified by dropout group. There is a clear relationship between dropout group 
and WOMAC pain score. The mean WOMAC pain at baseline was 65 in the 
group that dropped out after baseline and 74 in the group that completed the 
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study. The mean WOMAC score for patients dropping out after 24 and 36 
months decreased in the visit prior to dropout. If patients are more likely to drop 
out as their pain worsens, we could be underestimating the rate of disease 
progression. 
Figure 2.2 Mean WOMAC pain with standard error by dropout and time in the 
OAI.  
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2.2 Methods 
2.2.1 Overview 
The goal of this study was to evaluate the performance of general linear 
mixed models that ignore informative dropout when estimating time trends in 
outcome in longitudinal studies. Using a simulation study we compared the bias, 
standard error, and coverage of the model under a wide range of scenarios 
including variations in the dropout mechanism, the amount of overall dropout, the 
proportion of dropout that is informative, and a range of sample sizes and 
standard deviations of change. 
 
2.2.2 The Linear Mixed Effect Model  
The linear mixed effect model  
    					 ௜ܻ ൌ ௜ܺߚ ൅ ܼ௜ܾ௜ ൅ ݁௜     (2.1) 
was used to estimate the rate of change over time, where β is a vector of fixed 
effects, bi is a vector of random effects, and Xi and Zi are the corresponding 
matrices of covariates. The sampling error, ei, is independent of bi and E(ei) = 0. 
The covariance of Yi  has the structure 
௜ܻ ൌ 	 ܼ௜ܩܼ௜ᇱ ൅	ߪଶܫ௡௜ 
Where G is the covariance of the random effects 
ܩ ൌ ܥ݋ݒሺܾ௜ሻ ൌ ቀ ଵ݃ଵ ଵ݃ଶ݃ଶଵ ݃ଶଶቁ 
And ߪଶܫ௡௜ is the sampling error for subject i.  
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The linear mixed effect model can easily handle missing data since there 
is no requirement that each subject is measured at the same time points or that 
subjects have the same number of measurements [4]. If the missing data are 
MCAR or MAR then likelihood based methods that correctly specify the entire 
joint distribution of the outcomes will yield valid estimates [5]. However if the 
missing data are MNAR the linear mixed effect model will yield biased estimates 
of the mean response trend [6].  
 
2.2.3 Simulation Study Details 
2.2.3.1 Complete Data Generating Mechanism  
For each subject a continuous response variable was evaluated at 
baseline and at four fixed follow-up time points. A decline in response indicates 
clinical worsening. For each subject a vector of correlated responses, Yi =( Yi0, 
Yi1, Yi2, Yi3, Yi4) was generated. Data were generated under the linear mixed 
effect model (2.1) where: 
ߚ ൌ ൤ߚ଴ߚଵ൨ , 	ܾ௜ ൌ ൤
ܾ଴௜
ܾଵ௜൨ , 	 ௜ܺ ൌ ቎
ݐଵݐଶ…
ݐ ௡
቏ , 	ܼ௜ ൌ ቎
ݐଵݐଶ…
ݐ ௡
቏ 
and 
௜ܻ௝ ൌ ߚ଴ ൅ ߚଵݐ௜௝ ൅ ܾ଴௜ ൅ ܾଵ௜ݐ௜௝ ൅ ݁௜௝ 
Each subject’s baseline value was drawn from a normal distribution with mean 
100 and standard deviation 15: ߚ଴ ൌ 100;	ܾ଴௜~ܰሺ0,15ሻ. 
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Each subject’s slope was drawn from a normal distribution with mean -7.5 and 
fixed standard deviation: 	ߚଵ ൌ െ7.5;	ܾଵ௜~ܰሺ0, ܵܦሻ. ߚଵ was used to estimate the 
rate of change.  
The residual variance was 2: ݁௜௝~ܰሺ0,2ሻ.  
 
2.2.3.2 Missing Data Mechanism  
For missing data mechanism 1 the response and the change in response 
from the previous time point were grouped into quintiles at each time point. An 
ordinal group variable was created for both outcome and change, ranging from 1 
to 5 with 1 indicating the best disposition (highest response/least amount of 
deterioration) and 5 indicating the worst disposition (lowest response/most 
amount of deterioration). Based on our data generating mechanism, it was 
possible for subjects to improve over time. These subjects are by definition 
grouped into the “best” quintile for change. We did observe subjects with 
improving pain and function scores in the OAI.   
qoit = 6 – (quintile of response at time t for subject i) 
qcit = (quintile of change from time t-1 to time t for subject i)  
The probability of dropping out between time point t-1 and t is modeled as: 
  ߨ௜௧ ൌ ߙ଴௧ ൅ ߙଵ௧ݍ݋௜௧ିଵ ൅ ߙଶ௧ݍܿ௜௧ିଵܫሺ௧வଵሻ ൅ ߙଷ௧ݍ݋௜௧ ൅ ߙସ௧ݍܿ௜௧  (2.2) 
α0 is the underlying probability of dropping out at any given time point 
independent of outcome. α1 and α2 are coefficients that correspond to a MAR 
process: the dropout at time t is associated with outcome at time t-1 (α1) or 
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change from time t-2 to t-1 (α2), while α3 and α4 correspond to a MNAR process: 
the dropout at time t is associated with the (possibly unobserved) outcome at 
time t (α3) or with the change from time t-1 to t (α4).  For example, α = (0, 0, 0, 0, 
0.05) is an MNAR process: each quintile decrease in change from time t-1 to t is 
associated with an increase in probability of dropout of 5%. Those in the highest 
quintile group (most change) at time t would have a probability of dropout of 25% 
compared to a probability of 5% in the lowest group. The alpha value α4t = 0.05 
was chosen to create an overall dropout rate of 15%.  
Within this framework we created 3 MNAR mechanisms:  
 
Mechanism 1a: Dropout at time t depends on (possibly unobserved) change from 
time t-1 to t. Equal drop-out across all time points.         
ߙ ൌ ሺߙ଴, 0, 0, 0, ߙସሻ 
ߙ଴ଵ ൌ ߙ଴ଶ ൌ ߙ଴ଷ ൌ ߙ଴ସ ൌ ߙ଴ହ;	ߙସଵ ൌ ߙସଶ ൌ ߙସଷ ൌ ߙସସ ൌ ߙସହ 
 
Mechanism 1b: Dropout at time t depends on (possibly unobserved) change from 
time t-1 to t. Drop-out is twice as likely between baseline and time point 1 than at 
subsequent time points                                       
ߙ ൌ ሺߙ଴, 0, 0, 0, ߙସሻ 
ߙ଴ଵ ൌ 2ߙ଴ଶ ൌ 2ߙ଴ଷ ൌ 2ߙ଴ସ ൌ 2ߙ଴ହ;	ߙସଵ ൌ 2ߙସଶ ൌ 2ߙସଷ ൌ 2ߙସସ ൌ 2ߙସହ 
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Mechanism 1c: Dropout at time t depends on (possibly unobserved) outcome at 
time t. Equal drop-out across all time points.                         
ߙ ൌ ሺߙ଴, 0, 0, ߙଷ, 0ሻ 
ߙ଴ଵ ൌ ߙ଴ଶ ൌ ߙ଴ଷ ൌ ߙ଴ସ ൌ ߙ଴ହ;	ߙଷଵ ൌ ߙଷଶ ൌ ߙଷଷ ൌ ߙଷସ ൌ ߙଷହ 
 
Mechanism 2: As a sensitivity analysis we included a second missing data 
mechanism. We modeled the log odds of dropping out between time t-1 and t as: 
                                         
݈݋݃݅ݐሺߨ௜௧ሻ ൌ ߙ଴௧ ൅ ߙଵ௧݋ݑݐܿ݋݉݁௜௧ିଵ ൅ ߙଶ௧݄ܿܽ݊݃݁௜௧ିଵܫሺ௧வଵሻ ൅ ߙଷ௧݋ݑݐܿ݋݉݁௜௧ ൅
																														ߙସ௧݄ܿܽ݊݃݁௜௧        (2.3) 
The alphas are as described above: α0 corresponds to an MCAR process; α1 and 
α2 correspond to a MAR process; and α3 and α4 correspond to a MNAR process.  
Dropout at time t depends on (possibly unobserved) change from time t-1 to t.  
Equal drop-out across all time points. The alphas were chosen so that the odds 
of dropout increase by 1.5 for each 1 standard deviation increase in changeit.            	
ߙ ൌ ሺߙ଴, 0, 0, 0, ߙସሻ 
ߙ଴ଵ ൌ ߙ଴ଶ ൌ ߙ଴ଷ ൌ ߙ଴ସ ൌ ߙ଴ହ;	ߙସଵ ൌ ߙସଶ ൌ ߙସଷ ൌ ߙସସ ൌ ߙସହ 
 
At each time point, a Bernoulli random variable, ݎ௜௧, was drawn with p 
equal to ߨ௜௧ to determine if subject i dropped out at time t. Once a subject was 
determined to dropout that subject was not observed at any subsequent time 
points, i.e., missing data was only due to dropout.  
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2.2.3.3 Parameters Evaluated 
We examined sample sizes of 50, 100, 200, 500, and 1000. The standard 
deviation of change (b1i ~ N(0,SD)) was examined at one half, one, one and a 
half, two, and three times the rate of change (i.e., 3.75, 7.5,11.25, 15, 22.5). The 
total dropout by end of study ranged from approximately 15% to 70%. 
The nature of the drop-out was varied so that the percent of drop-out that 
was random went from 0% to 100%. This was accomplished by varying the 
alphas in (2.2) and (2.3). The alphas were weighted according to the nature of 
the dropout by parameter r. For example, for mechanism 1: ߨ௜௧ ൌ ݎ ∗ ߙ଴ ൅
ሺ1 െ ݎሻ ∗ ߙସݍܿ௜௧. For r=1 (100% random model): ߨ௜௧ ൌ ߙ଴. For r=0.4 (40% random 
model): ߨ௜௧ ൌ 0.4 ∗ ߙ଴ ൅ ሺ0.6ሻ ∗ ߙସݍܿ௜௧. r varied from 0% to 100% by 20%. We 
implemented this in order to create a heterogeneous dropout mechanism: in a 
clinical study it is likely that there are different reasons for patient dropout, some 
related to outcome and others unrelated.  
 
2.2.3.4 Criteria for Evaluation 
We evaluated absolute bias, relative bias, standard error (SE), coverage 
probability, and length of the 95% confidence interval (CI) for the estimate of 
change over time. The absolute bias is calculated by subtracting the estimated 
progression estimate from the fixed true value and the relative bias is calculated 
by dividing the absolute bias by the fixed true value of the parameter estimate. 
The coverage probability is the proportion of times the 95% confidence interval 
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includes the true progression estimate. Five thousand replicates were run for 
each scenario. All simulations were conducted in R (http://cran.r-project.org/). 
 
2.3 Results  
2.3.1 Missing Data Mechanism 1a 
2.3.1.1 Relative Bias  
Table 2.2 presents relative bias by total dropout, nature of dropout, 
sample size, and standard deviation of change for low (5% year/overall dropout 
18%) moderate (10% year/overall dropout 34%), and severe total dropout (20% 
year/overall dropout 60%) and small (n=50) moderate (n=200) and large 
(n=1000) sample sizes for missing data mechanism 1a (α = (α0, 0, 0, 0, α4); α01 = 
α02= α03= α04= α05). When dropout is completely at random (r=1) the relative bias 
is approximately zero for all combinations of sample size, standard deviation, and 
total dropout. When bias is present it is negative, indicating that the model is 
under-estimating mean change. As expected, bias increases (became more 
negative) with increasing total dropout and as the dropouts go from 100% MCAR 
(r=1) to 0% MCAR (r=0) (Figure 2.3). For example, for overall dropout of 10% per 
year, sample size of 1000, and standard deviation of change at 7.5, relative bias 
was approximately 0.1% when dropout was 100% completely at random, -2.4% 
when dropout was 60% completely at random, and -5.9% when dropout was 0% 
completely at random. 
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Mean relative bias was approximately the same across the different 
sample sizes (Figure 2.4). The variability in observed bias increased as the 
sample size decreased. For example, Figure 2.4 shows that for the 0% MCAR 
model with moderate dropout (10% year/overall dropout 34%) and standard 
deviation of change equal to 1.5 times slope, the interquartile range for observed 
relative bias across all simulations increases from 6.7 for the scenario with a 
sample size of 1,000 to 30.3 for a sample size of 50. There was a strong 
association between bias and standard deviation of change. For overall dropout 
of 10% per year, sample size of 1000, and a 0% random model (r=0) the relative 
bias ranged from -3.8% for a standard deviation of 3.75 (1/2 times change) to -
15.2% for a standard deviation of 22.5 (3 times change) (Figure 2.5). 
 
2.3.1.2 Standard Error 
 There was no difference in SE(ߚመ) across different levels of dropout nature: 
as the mechanism moved from 0% MCAR to 100% MCAR SE(ߚመ) did not change 
considerably (Table 2.3). There was a slight increase in SE(ߚመ) as the overall 
amount of dropout increased: for a 0% MCAR model with a sample size of 200 
and standard deviation of change of 11.25 the standard error increased from 
1.63 to 1.67 to 1.77 as dropout per year increased from 5% to 10% to 20%. 
Sample size and standard deviation of change were both associated with 
SE(ߚመ). As expected, standard error is highest for the smallest sample sizes and 
largest standard deviations of change. For the 0% MCAR model with 10% 
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dropout per year the standard error ranged from 3.3 for a sample size of 50 and 
standard deviation of change 22.5 to 0.15 for a sample size of 1000 and standard 
deviation of change 3.75. (Figures 2.6-2.7) 
 
2.3.1.3 Coverage 
Figure 2.8 shows the coverage of the 95% confidence interval for the 
slope by nature of dropout and overall amount of dropout for the base cases 
where standard deviation of change is 11.25 and sample size is 1000. For the 
100% MCAR model coverage is maintained at 95% for all dropout amounts. 
Coverage is maintained at close to 95% for the overall dropout rate of 2.5% 
across all amounts of informative dropout. As the overall dropout rate increases 
the effect of the MNAR dropout is seen: when dropout is 5% per year coverage 
drops from 94.6% for the 80% MCAR model to 87.2% for the 0% MCAR model. 
There appeared to be a paradoxical relationship between sample size, 
standard deviation and coverage. As sample size decreased and standard 
deviation increased the coverage was closer to the nominal value of 95% (Table 
2.4). In the scenario where total dropout is 10% per year, the dropout is 0% at 
random, and the standard deviation of change is 7.5, coverage is 80% when the 
sample size is 500 and drops to 64% when the sample size increases to 1000. If 
the sample size remains at 500 and standard deviation of change decreases to 
3.75 the coverage drops to 65%. We examined the length of the 95% confidence 
interval and found that the length increases dramatically as the sample size 
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decreases and standard deviation of change increases (Figure 2.9). For a 
sample size of 50 and standard deviation of 22.5 then length of the 95% 
confidence interval is 13. The confidence interval is likely to contain the true 
estimate of the slope simply because the interval is extremely wide.  
 
2.3.2 Other Missing Data Mechanisms 
2.3.2.1 Relative Bias 
The relationship between overall dropout, nature of dropout, sample size 
standard deviation of change, and relative bias was similar to mechanism 1 for 
the other missing data mechanisms: bias increased with increasing standard 
deviation, with increasing overall amount of dropout, and as the nature of dropout 
went from 100% MCAR to 0% MCAR. There was not a strong association with 
sample size. (Table 2.5).  
Mechanism 1b (dropout was twice as likely between baseline and time 
point 1 than at subsequent time points) had the highest bias across all scenarios. 
The bias was slightly lower for Mechanism 1c (dropout depended on outcome at 
time t instead of change from time t-1 to t). Finally, the bias for mechanism 2 was 
close to that for Mechanism 1b (Figure 2.10).  
 
2.3.2.2 Standard Error 
The relationship between overall dropout, nature of dropout, sample size 
standard deviation of change, and standard error was similar to mechanism 1 for 
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the other missing data mechanisms: standard error increases with increasing 
standard deviation and decreasing sample size. There was a slight association 
with amount of dropout: as overall amount of dropout increases standard error 
increases slightly; however there was not a strong association with dropout 
nature. The standard error is similar across all dropout mechanisms, thought 
slightly higher for mechanism 1b (Figure 2.11).  
 
2.3.2.3 Coverage 
The relationship between overall dropout, nature of dropout, sample size 
and coverage was similar to mechanism 1 for the other missing data 
mechanisms: Coverage decreases with increasing total dropout and as the 
percent of dropout that is completely at random decreases. The paradoxical 
relationship with sample size remains across all mechanisms: as sample size 
increases from 50 to 1000 coverage decreases. Coverage was highest for 
mechanism 1c (Figures 2.12 - 2.14). 
Mechanisms 1b and 2 demonstrate the same relationship between 
standard deviation of change and coverage as mechanisms 1a: as the standard 
deviation of change increases the coverage decreases. For mechanism 1b the 
coverage is approximately 20% when standard deviation of change is 3.75 and 
increases to 30% when standard deviation of change increases to 22.5; for 
mechanism 1c the coverage is approximately 33% and increases to 74% when 
standard deviation of change increases to 22.5. This relationship is not seen with 
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mechanism 1c: as the standard deviation of change increases the coverage 
decreases. (Figure 2.15) Examining the estimate of yearly change and length of 
the 95% confidence interval explains this trend: Mechanism 1c has the lowest 
bias across all three mechanisms. Because Mechanisms 1a, 1b, and 2 have 
more bias, the scenarios with smaller standard deviations have poor coverage 
because the length of the 95% confidence interval is short and isn’t able to reach 
the true rate of change of -7.5. Mechanism 1c is less biased, and though the 
length of the interval is short the point estimate of change is close to the true 
value of -7.5, so the 95% confidence interval includes the true value (Figure 
2.16).  
 
2.4 Discussion 
  We evaluated the impact of sample size, standard deviation, missing data 
mechanism, amount of overall dropout, and nature of dropout on estimating the 
rate of change in a longitudinal study using a linear mixed effect model. We 
found that the standard deviation of change, amount of overall dropout and 
nature of the dropout were important factors in the performance of the estimator. 
The missing data mechanism was important in terms of whether the missingness 
depended on change (worsening) over time, or on the actual outcome value, and 
whether the dropouts were concentrated at the beginning of the study.  
For scenarios with small amounts of dropout (approximately <20% 
overall/5% per year over 4 years) the bias of the estimator from the linear mixed 
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model was relatively minor when the standard deviation of change was moderate 
(≤ 1.5 times the rate of change). Even as the standard deviation of change 
increased to 3 times the rate of change, relative bias only surpassed 10% for the 
model 1b, with early dropouts. For scenarios with moderate to large amounts of 
dropout  (>20% overall/5% per year over 4 years) even slight deviations from the 
100% random dropout lead to substantial bias, especially if the standard 
deviation of change is substantial.  For example, for missing data mechanism 1a 
and dropout of 10% per year relative bias increases from 0% for the 100% 
random model to 5% for the 40% random model (standard deviation of change of 
1.5 times the rate of change, sample size=1000).   
 The results of our study are consistent with other results in the literature. 
Schlucter et al found that the bias from a maximum likelihood estimator in the 
presence of informative dropout depends on the amount of censoring [7]. 
Relative bias ranged from -1.9% in a low censoring scenario to -40.9% in a high 
censoring scenario. Bias also increased as the within-subject variance increased. 
The MSE increased dramatically in both cases as well, particularly when the 
amount of censoring increased. Touloumi et al observed modest bias of -10% for 
a non-ignorable missing data mechanism and about -5% for a compound 
ignorable/non-ignorable mechanism when the between subject variance was 
relatively small and overall dropout was approximately 50%, which is consistent 
with our results [33].   
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 We found that the standard deviation of change is an important factor in 
model performance. This makes sense intuitively: as the between-subject 
variance increases subjects become more different from one another. The 
subjects that are doing the worst – and are the most likely to drop out – are doing 
much worse than the population average. If the between-subject variance is 
small then subjects are more similar to each other, and the subjects doing the 
worst generally are not doing that much worse than the population average. 
While the mean relative bias was stable across sample size, we found that the 
variability in observed bias increased as the sample size decreased. This means 
that the chance of a single studying producing biased results increases with 
decreasing sample size.  
 The timing and nature of the dropouts were also important factors. While 
the timing of dropouts is something that is easy to observe and quantify – 
investigators should be especially concerned if dropouts are clustered at the 
beginning of a longitudinal study – the nature of the dropout mechanism is more 
difficult to measure. Whether the probability of dropout depended on the change 
from the last time point (mechanism 1a) or the actual outcome value (mechanism 
1c) made a clear difference in model performance. Both are plausible scenarios:  
a patient might drop out of a study if he/she experiences a sudden substantial 
worsening in symptoms, or a patient might drop out if he/she reaches a threshold 
in symptoms. Model performance worsened as the amount of dropout that was 
informative increased.  It is reasonable to believe that some dropouts will be 
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related to outcome while others will not. If an investigator collects reasons for 
dropout, and can assuredly rule out an informative mechanism in some cases, 
then confidence in the estimator from the linear mixed model should increase, 
especially when the overall amount of dropout is not large to begin with.  
As with any study that utilizes simulations, our study had several 
limitations. Missing data in our study resulted only from dropout; there was no 
intermittent missing data. It is unlikely that a study would have no intermittent 
missing data, and adding additional missingness may increase bias and 
decrease precision even more that what we observed. In addition, we only 
examined four missing data mechanisms. Reasons for dropout in a longitudinal 
study are complex and it is unlikely that the missing data mechanism would be as 
simple as described above. Finally, baseline covariates were not incorporated. It 
is likely that some dropout in a longitudinal study is at least partially dependent 
on other covariates, such as age. Included these in the dropout mechanism and 
in the generalized linear model could have decreased bias and improved 
precision. Data were simulated as multivariate normal with a normal error term. 
In reality, the distribution of the WOMAC score from our motivating example is 
bounded between 0 and 100, and is moderately skewed. We chose our data 
generating mechanism for ease of interpretation, and a different underlying 
distribution or error distribution could lead to different conclusions. This is a topic 
for future work. 
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In designing and carrying out a longitudinal study, investigators should of 
course aim to limit subject dropout. Study design features could include 
incentives for completing each follow-up visit and for completing the study, clear 
protocols for research staff to follow in contacting patients (e.g., make four phone 
calls at least 3 days apart with a final phone call from the principal investigator), 
and reducing the respondent burden by limiting the amount of data 
collected/length of data report forms [34]. Another important consideration in the 
design phase of the study is developing a way to accurately record reason for 
dropout. In our study we found that the nature of the dropout is extremely 
important in model performance. Better understanding of reasons for dropout, 
and hence the dropout mechanism, will allow the investigator to tailor the analytic 
approach accordingly. Detail in this area is crucial; many clinical studies use a 
blanket term “withdrew consent” for dropouts, which tells the investigator nothing 
about the association between dropout and outcome.  
Some dropout is unavoidable; for an investigator to determine the 
potential impact of informative dropout, it is important to quantify the factors that 
we found to have the biggest impact on model performance: amount of dropout, 
nature of dropout, timing of dropout and variability in the outcome. The total 
amount of dropout and nature of dropout (informative vs. non-informative) can be 
considered together to determine the total amount of informative dropout. For 
example, a study with 40% overall dropout of which only 15% is informative may 
be less problematic than a study with 30% overall dropout of which 75% is 
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informative. The timing of the dropouts is important as well: early dropouts, 
especially dropouts occurring before the first follow-up visit, had a larger impact 
on model performance than later dropouts. The relative bias under dropout 
mechanism 1b, with dropout twice as likely to occur at baseline as compared to 
later time points, was approximately 50% higher than the relative bias under 
dropout mechanism 1a, with dropout equal across time points. Finally, 
preliminary models and descriptive statistics can be used to understand 
variability in the outcome measure. Investigators should consider these factors 
together, and refer to the results of the study (Tables 2.3, 2.4, and 2.5) to 
determine an analytic approach.   
In the OAI, approximately 6% of patients dropped out each year. Dropout 
was relatively equal across time points, with slightly more occurring early in the 
study. The sample size was large, with 1,330 subjects in the analysis cohort, and 
variability in change in JSW over time was high, approximately twice the rate of 
change. Based on Table 2.3 we estimate that using a linear mixed effects model 
to estimate annual change could be underestimating change by up to 10%. 
Because the variability is high, there is potential for even greater relative bias, as 
shown by the widths of the boxplots in Figures 2.3 and 2.5. Figure 2.17 presents 
relative bias for scenarios plausible in the OAI: Mechanisms 1a and 1c, dropout 
per year 5% and 10%, standard deviation equal to twice the slope, and sample 
size equal to 1000. While most scenarios demonstrate mean relative bias less 
than 10%, the interquartile range extends to 15%. We may wish to investigate 
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MNAR methods as a sensitivity analysis to understand how our estimates of 
change over time change if we model the informative dropout mechanism. With a 
small number of possible dropout times and uncertainty about the exact nature of 
the missing data mechanism we would use a pattern mixture modeling approach 
to investigate incorporating a possible MNAR dropout mechanism.  
In this paper we evaluated the performance of a general linear mixed 
model for evaluating the rate of change in a longitudinal study under a variety of 
scenarios. We considered the impact of sample size, standard deviation, missing 
data mechanism, amount of overall dropout, and nature of dropout.  We found 
that a number of factors affect model performance in estimating change over 
time, both observable (e.g., sample size, overall amount of dropout), and 
unobservable (e.g., missing data mechanism).  Even when the overall amount of 
dropout is relatively small the model performance can be inadequate depending 
on other factors. Investigators should proceed with caution in the presence of any 
missing data and should work to understand the factors influencing model 
performance  
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Table 2.2 Percent relative bias by sample size, standard deviation of change, 
total dropout, and nature of dropout; missing data mechanism 1. 
  Total dropout 
  5% year 10% year 20% year 
  
Standard deviation 
of change 
Standard deviation 
of change 
Standard deviation 
of change 
r (% 
MCAR) n ½*β1 1* β1 2*β1 3*β1 ½*β1 1*β1 2*β1 3*β1 ½*β1 1*β1 2*β1 3*β1
0 
 
50 -1.9 -2.7 -5.0 -6.8 -3.9 -6.2 -10.0 -15.4 -8.2 -12.8 -23.6 -33.1
200 -1.8 -2.8 -4.8 -6.9 -3.8 -5.7 -10.5 -15.0 -8.3 -13.0 -23.2 -34.1
1000 -1.8 -2.8 -4.9 -7.3 -3.8 -5.9 -10.5 -15.2 -8.3 -13.1 -23.2 -34.2
0.2 
50 -1.3 -1.9 -4.0 -6.0 -3.2 -5.1 -8.5 -12.7 -6.6 -10.5 -19.1 -26.9
200 -1.4 -2.2 -4.0 -5.7 -3.1 -4.8 -8.1 -12.2 -6.7 -10.5 -18.7 -26.9
1000 -1.4 -2.3 -4.0 -5.8 -3.0 -4.7 -8.4 -12.1 -6.6 -10.5 -18.6 -27.3
0.4 
50 -1.3 -2.0 -2.8 -3.7 -2.1 -3.5 -5.9 -8.9 -5.0 -7.8 -14.0 -20.7
200 -1.1 -1.5 -2.9 -4.3 -2.3 -3.5 -6.2 -9.2 -5.0 -7.8 -14.1 -20.4
1000 -1.1 -1.7 -2.9 -4.2 -2.3 -3.6 -6.2 -9.0 -4.9 -7.8 -13.9 -20.5
0.6 
50 -0.6 -0.8 -1.8 -3.4 -1.6 -2.1 -3.8 -5.2 -3.4 -4.9 -9.6 -13.5
200 -0.7 -1.1 -2.0 -3.0 -1.5 -2.6 -4.1 -6.2 -3.4 -5.2 -9.8 -14.2
1000 -0.7 -1.2 -2.0 -2.9 -1.5 -2.4 -4.3 -6.0 -3.3 -5.2 -9.5 -13.5
0.8 
50 -0.4 -0.6 -1.2 -1.8 -0.8 -1.2 -2.4 -3.5 -1.6 -2.5 -4.2 -7.6
200 -0.4 -0.6 -0.8 -1.2 -0.8 -1.2 -2.2 -2.9 -1.7 -2.7 -5.0 -6.5
1000 -0.4 -0.6 -0.9 -1.2 -0.8 -1.1 -2.0 -3.0 -1.7 -2.6 -4.7 -6.7
1 
50 -0.1 0.1 0.1 0.6 0.1 0.0 0.4 -0.1 -0.2 -0.1 -0.1 -0.2
200 0.0 -0.0 0.2 -0.5 -0.0 -0.0 -0.3 -0.1 -0.0 0.0 -0.2 0.0 
1000 0.0 -0.0 -0.1 -0.1 0.0 -0.0 0.1 0.1 -0.0 0.1 0.0 0.1 
Scenarios with relative bias greater than or equal to 10% are shaded 
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Table 2.3 Standard Error by sample size, standard deviation of change, total 
dropout, and nature of dropout; missing data mechanism 1. 
  Total dropout 
  5% year 10% year 20% year 
  
Standard deviation 
of change 
Standard deviation 
of change 
Standard deviation 
of change 
r (% 
MCAR) n ½*β1 1* β1 2*β1 3*β1 ½*β1 1*β1 2*β1 3*β1 ½*β1 1*β1 2*β1 3*β1
0 
 
50 0.55 1.09 2.17 3.26 0.58 1.12 2.23 3.33 0.62 1.19 2.35 3.51
200 0.28 0.55 1.09 1.63 0.29 0.56 1.12 1.67 0.31 0.60 1.18 1.77
1000 0.12 0.25 0.49 0.73 0.13 0.25 0.50 0.75 0.14 0.27 0.53 0.79
0.2 
50 0.55 1.09 2.17 3.24 0.58 1.13 2.23 3.33 0.62 1.19 2.35 3.51
200 0.28 0.55 1.09 1.63 0.29 0.56 1.12 1.68 0.31 0.60 1.19 1.77
1000 0.12 0.24 0.49 0.73 0.13 0.25 0.50 0.75 0.14 0.27 0.53 0.79
0.4 
50 0.55 1.09 2.16 3.26 0.58 1.12 2.23 3.33 0.62 1.19 2.36 3.53
200 0.28 0.55 1.09 1.63 0.29 0.56 1.12 1.68 0.31 0.60 1.19 1.77
1000 0.12 0.25 0.49 0.73 0.13 0.25 0.50 0.75 0.14 0.27 0.53 0.79
0.6 
50 0.56 1.09 2.17 3.25 0.58 1.12 2.23 3.34 0.62 1.19 2.36 3.53
200 0.28 0.55 1.09 1.63 0.29 0.56 1.12 1.68 0.31 0.60 1.19 1.78
1000 0.12 0.25 0.49 0.73 0.13 0.25 0.50 0.75 0.14 0.27 0.53 0.80
0.8 
50 0.56 1.09 2.17 3.26 0.58 1.12 2.23 3.34 0.63 1.20 2.37 3.54
200 0.28 0.55 1.09 1.63 0.29 0.56 1.12 1.68 0.31 0.60 1.19 1.78
1000 0.12 0.25 0.49 0.73 0.13 0.25 0.50 0.75 0.14 0.27 0.53 0.80
1 
50 0.55 1.09 2.17 3.25 0.58 1.12 2.23 3.34 0.62 1.20 2.37 3.55
200 0.28 0.55 1.09 1.63 0.29 0.56 1.12 1.68 0.31 0.60 1.19 1.78
1000 0.12 0.25 0.49 0.73 0.13 0.25 0.50 0.75 0.14 0.27 0.53 0.80
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Table 2.4 Coverage of 95% CI by sample size, standard deviation of change, 
total dropout, and nature of dropout; missing data mechanism 1. 
  Total dropout 
  5% year 10% year 20% year 
  
Standard deviation 
of change 
Standard deviation 
of change 
Standard deviation 
of change 
r (% 
MCAR) n ½*β1 1* β1 2*β1 3*β1 ½*β1 1*β1 2*β1 3*β1 ½*β1 1*β1 2*β1 3*β1
0 
 
50 93.9 94.6 94.4 94.8 91.5 92.7 93.4 92.9 82.4 86.6 87.2 88.0
200 92.4 93.4 93.6 93.8 83.4 88.3 89.1 89.4 48.0 62.7 69.2 70.0
1000 81.0 86.2 88.1 88.1 40.1 58.1 65.0 66.7 0.4 4.2 9.2 10.3
0.2 
50 93.7 94.7 93.9 94.5 92.6 93.0 93.5 93.5 87.6 89.3 90.0 90.5
200 93.1 94.1 93.7 93.8 87.5 89.8 91.8 91.4 63.5 74.1 77.9 79.4
1000 86.1 89.3 90.7 90.9 58.6 71.4 75.8 77.0 5.6 16.4 25.1 26.8
0.4 
50 94.5 94.7 94.2 94.3 93.8 93.5 94.5 93.8 89.8 91.2 91.9 92.6
200 94.0 94.4 94.3 94.6 90.2 92.3 92.4 92.7 77.6 83.7 85.2 85.6
1000 90.1 92.3 92.9 92.5 73.8 81.6 84.7 85.2 24.7 42.1 49.7 51.0
0.6 
50 94.7 94.8 94.1 94.4 94.0 94.6 94.1 94.5 92.3 93.4 93.5 93.8
200 94.6 94.7 94.8 94.7 92.8 93.4 93.6 94.4 87.2 89.6 90.4 90.8
1000 93.0 93.2 94.0 94.1 85.9 89.0 90.0 90.9 57.3 69.9 73.1 74.8
0.8 
50 94.7 94.5 94.3 94.5 94.4 94.3 94.4 94.4 93.4 94.0 94.1 93.9
200 94.9 95.1 94.9 95.0 94.6 94.9 94.8 94.5 93.0 93.7 93.9 94.1
1000 94.3 94.8 95.0 95.0 92.7 93.5 93.7 93.6 85.7 88.5 89.5 90.3
1 
50 94.6 94.0 94.3 94.6 94.6 94.7 94.3 94.8 94.3 94.7 94.0 94.7
200 94.9 94.6 95.2 94.5 95.0 95.0 95.1 95.1 95.0 95.0 94.8 95.1
1000 95.0 94.9 95.1 95.0 94.8 94.5 95.3 94.7 94.9 95.1 95.2 94.7
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Table 2.5 Percent relative bias by mechanism, standard deviation of change, 
total dropout, and nature of dropout; sample size=1000. 
  Total dropout 
  5% year 10% year 20% year 
  
Standard deviation of 
change 
Standard deviation of 
change 
Standard deviation of 
change 
Mech. 
r (% 
MCAR) ½*β1 1.5* β1 3*β1 ½*β1 1.5* β1 3*β1 ½*β1 1.5* β1 3*β1 
1b 
0 -2.3 -6.1 -12.0 -4.9 -13.0 -25.7 -11.9 -32.3 -63.0 
0.2 -1.9 -4.8 -9.4 -3.9 -10.6 -20.4 -9.6 -25.7 -50.9 
0.4 -1.4 -3.6 -6.9 -3.0 -7.9 -15.3 -7.1 -19.2 -37.9 
0.6 -0.9 -2.4 -4.9 -2.0 -5.2 -10.4 -4.8 -12.8 -25.0 
0.8 -0.4 -1.1 -2.3 -1.0 -2.6 -5.3 -2.4 -6.5 -12.5 
1 0.0 0.0 0.1 -0.0 0.0 0.2 0.0 0.1 0.1 
1c 
0 -0.6 -2.3 -6.0 -1.0 -4.8 -12.3 -2.4 -10.9 -28.4 
0.2 -0.4 -1.8 -5.0 -0.9 -3.9 -9.8 -2.0 -8.6 -22.8 
0.4 -0.3 -1.3 -3.7 -0.7 -2.8 -7.7 -1.5 -6.4 -16.8 
0.6 -0.2 -0.9 -2.1 -0.4 -1.9 -4.8 -0.9 -4.3 -10.7 
0.8 -0.1 -0.4 -1.3 -0.3 -0.9 -2.3 -0.5 -2.1 -5.5 
1 0.1 0.0 -0.1 -0.0 0.0 -0.1 -0.0 0.1 0.1 
2 
0 -2.2 -3.7 -6.7 -4.1 -7.2 -13.1 -7.7 -13.7 -25.1 
0.2 -1.7 -2.9 -5.6 -3.3 -5.8 -10.3 -6.1 -10.8 -20.3 
0.4 -1.3 -2.2 -4.2 -2.5 -4.3 -8.1 -4.6 -8.1 -15.1 
0.6 -0.9 -1.5 -2.6 -1.7 -2.7 -5.1 -3.1 -5.4 -9.8 
0.8 -0.4 -0.7 -1.3 -0.8 -1.5 -2.6 -1.5 -2.6 -4.8 
1 0.0 0.1 0.2 0.0 0.0 0.1 0.0 -0.1 0.1 
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Figure 2.3 Relative bias by total dropout and %MCAR (mechanism 1a). 
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Figure 2.4 Relative bias by sample size and %MCAR (mechanism 1a). 
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Figure 2.5 Relative bias by standard deviation and % MCAR (mechanism 1a). 
 
  
40 
 
 
Figure 2.6 Standard error by standard deviation and % MCAR (mechanism 1a). 
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Figure 2.7 Standard error by sample size and % MCAR (mechanism 1a). 
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Figure 2.8 Coverage of 95% CI by standard deviation and sample size 
(mechanism 1a). 
 
Shaded area represents the binomial margin of error based on the number of 
simulations 
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Figure 2.9 Estimate of yearly change with 95% CI by standard deviation and 
sample size (mechanism 1a). 
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Figure 2.10 Relative bias by total dropout and mechanism. 
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Figure 2.11 Standard error by total dropout and mechanism. 
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Figure 2.12 Coverage of 95% CI by total dropout/year and mechanism. 
 
Shaded area represents the binomial margin of error based on the number of 
simulations 
  
47 
 
 
Figure 2.13 Coverage of 95% CI by sample size and mechanism. 
Shaded area represents the binomial margin of error based on the number of 
simulations 
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Figure 2.14 Coverage of 95% CI by nature of dropout and mechanism.  
 
Shaded area represents the binomial margin of error based on the number of 
simulations 
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Figure 2.15 Coverage of 95% CI by standard deviation and mechanism. 
Shaded area represents the binomial margin of error based on the number of 
simulations 
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Figure 2.16 Estimate of yearly change with 95% CI by standard deviation and 
mechanism. 
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Figure 2.17 Relative bias for scenarios plausible in the OAI. 
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CHAPTER 3: Estimation of Rate of Change in Longitudinal Studies with 
Informative Dropout and an Imprecise Anchor Event  
 
3.1. Introduction 
Longitudinal studies involve a series of measurements over time on the 
same individual or observational unit, allowing for the direct study of change over 
time. Over the course of a longitudinal study it is common for subjects to miss 
visits or to drop out before the scheduled end of follow-up.  
The effect of missing data on the estimation of the rate of change depends 
on the underlying missing data mechanism. When data are missing not at 
random (MNAR), standard statistical models for longitudinal data that fail to take 
into account the association between dropout patterns and the underlying rate of 
change can lead to biased and inaccurate estimators. [2, 3] In previous work we 
found that linear mixed models that do not incorporate the dropout mechanism 
performed adequately when the overall amount of dropout was small (<20% 
overall) and the variability in the outcome was low to moderate (≤ 1.5 times the 
rate of change). Under these scenarios, relative bias was modest (<5%) and 
coverage of the 95% confidence interval was greater than 80%. For scenarios 
with moderate to large amounts of missing data or with highly variable outcomes, 
even small amounts of MNAR dropout can lead to substantial bias in the 
parameter estimates from a linear mixed effects model, as demonstrated in 
Chapter 2. Under conditions where linear mixed models do not perform well, it is 
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necessary to incorporate more sophisticated methods to account for missing data 
to improve the accuracy and precision of the estimate.  
 
3.1.1 Defining Anchor Event 
There has been a good deal of work to develop models for longitudinal 
data when MNAR dropout is suspected. These include pattern mixture, selection, 
and frailty models, among others. [1, 3, 14, 35, 36] These methods attempt to 
improve estimates of change over time by incorporating the informative dropout 
process. This can be done by explicitly modeling the informative dropout process 
and incorporating this into the model for longitudinal change (e.g., selection 
models) or by stratifying based on pattern of informative dropout (e.g., pattern 
mixture). While no universally superior method has been found for all scenarios 
where MNAR is suspected, these methods generally have been shown improve 
the estimate of change over time in longitudinal data, in terms of bias and 
efficiency, when model assumptions are met. [13]  
In a longitudinal study it is not uncommon for multiple types of dropout to 
be present – both related to and unrelated to outcome. For example, in a study of 
renal disease, investigators classified patients dropping out due to death, kidney 
transplant, and initiation of dialysis as potentially related to unobserved outcome 
(informative), while dropouts due to other reasons (e.g., moving away, no longer 
interested) were classified as not related to study outcome (non-informative). [7]. 
In analyzing these data, the informative dropout process was incorporated by first 
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modeling time to informative dropout, and then jointly modeling the longitudinal 
data with this time-to-event variable. Non-informative dropouts were not included 
in the time-to-event analysis as this was solely to model the informative dropout 
process.  
We define Anchor Event as an event or dropout reason that informs the 
researcher as to whether or not the dropout was related to study outcome. In the 
example above, death, kidney transplant, and initiation of dialysis were the 
anchor events. Dropouts not experiencing these anchor events were not 
considered informative, and were not included in the time-to-event analysis for 
the informative dropout process. Death is often used as an anchor event; for 
example, studies of advanced colorectal cancer and end-stage heart failure both 
looked at quality of life over time and both studies modeled deaths separately 
from other dropouts, since death is clearly associated with quality of life. [37, 38] 
In these examples – renal disease, advanced colorectal cancer, and end-stage 
heart failure –there is a clear relationship between anchor event and outcome. 
Investigators could be confident that patients initiating dialysis, for example, had 
progressed to end-stage renal disease. In fact, there is a specific threshold of 
kidney function (glomerular filtration rate of 7 to 8 ml/min) where either dialysis or 
kidney transplant is medically required. [7] Many methods of modeling 
informative dropout have been developed in diseases where a clear anchor 
event exists.  
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A complication arises when the anchor event is imprecise, that is, the 
anchor does not perfectly separate the informative and non-informative dropouts.  
In knee osteoarthritis (OA), total knee replacement (TKR) is a treatment that has 
historically been offered to patients with end stage disease. If this held true, we 
could be confident that patients dropping out of a longitudinal study of knee OA 
to undergo TKR had progressed to end stage OA, if not already there by the last 
study visit. The TKR would inform us about subjects’ disease progression since 
the last study visit. This is especially important in knee OA since it is a slowly 
progressing disease and study visits in longitudinal studies of OA are often 
spaced a year or more apart. [27, 31] However, there are concerns about both 
the sensitivity and specificity of TKR as an anchor event: TKR is an elective 
surgery, and not everyone with end stage disease is willing or able to undergo 
TKR; also, indications for TKR appear to be changing and some subjects with 
mild to moderate disease that is not end stage undergo the procedure. [39] 
Therefore indications and acceptance of TKR for end stage knee OA may relax 
the conditions critical for definition of an anchor event. For this reason, TKR is 
likely to be an imperfect anchor. The question of whether the use of an imperfect 
anchor leads to improved model performance had not been studied. If we 
incorporate TKR into the models of disease progression in knee osteoarthritis, 
even though we know that it’s not a perfect marker of progression, will this 
improve the estimates? Could it actually make them worse?  
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3.1.2 Objectives 
This project has two objectives. First, we will propose an update for the 
pattern mixture modeling (PMM) paradigm to better handle uncertainty in the 
anchor event. Then we will evaluate the effect of an imprecise anchor event in 
evaluating disease progression in longitudinal studies with informative dropouts 
with PMMs.  
 
3.1.3 Motivating Example: Estimating Change in Joint Space Width in the 
Osteoarthritis Initiative 
Our clinical motivation is to investigate the utility of incorporating TKR as a 
method of adjusting for informative dropout. TKR is an elective surgery and 
multiple variables affect a subject’s decision to undergo the operation. One study 
of knee and hip replacement showed that willingness to consider surgery was a 
key predictor of knee replacement in two years of follow-up. [40] Another 
longitudinal study of knee OA found that only 10% of subjects (22 of 227) with 
end stage radiographic knee OA underwent TKR during 2 year follow-up. [41] 
TKR captures both clinical necessity and subject preference and may be an 
imperfect measure of disease progression. [39]  
The Osteoarthritis Initiative (OAI) is a multi-center, longitudinal, prospective 
observational study of knee OA. The goal of the OAI is to establish and maintain 
a natural history database for knee OA that will include clinical evaluation data, 
radiological images and image assessments, and a biospecimen repository. 
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Subjects were assessed at baseline and then at yearly follow-up visits through 6 
years, with a planned extension to follow patients through 8 years. We 
investigated the relationship between TKR and OA progression in OAI patients 
with radiographic knee OA. We assessed structural OA progression using joint 
space width (JSW). Radiography is used to quantify disease progression by 
measuring the narrowing of the joint space width (JSW) between the adjacent 
bones of the knee. Twenty-nine percent of the cohort dropped out of the study. 
Approximately one-third of these dropouts had TKR, and two-thirds did not. 
Figure 3.1 displays JSW over time by TKR status. Each line is the average JSW 
(with standard error bars) for a particular TKR group. Participants with early 
TKRs tended to start with less JSW at baseline, and on average participants with 
TKRs tended to experience a greater loss of JSW over time compared to patients 
not undergoing TKR. When we further split the groups by anchor event, we see 
that the trajectory of non-TKR dropouts is much more similar to the completers 
than the TKRs (Figure 3.2).  
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Figure 3.1 Mean joint space width with standard error by total knee replacement 
status and visit  
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Figure 3.2 Mean joint space width with standard error by total knee replacement 
and completion status and visit  
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define our dropout groups improves or worsens our estimates of disease 
progression.  
 
3.2. Methods 
3.2.1 Overview 
The goal of this study is to investigate the utility of incorporating an 
imprecise anchor event in PMMs to investigate disease progression over time in 
longitudinal studies. We propose a modification to the pattern mixture modeling 
approach to better account for imprecision in the anchor event. Using a 
simulation study we will compare the relative bias, standard error, and coverage 
of three different ways of incorporating the anchor event in the pattern mixture 
modeling framework. We will evaluate the performance of the models under a 
wide range of scenarios including variations in the percent of dropout, the 
precision of the anchor event, and variability of the outcome measure.  
 
3.2.2 Notation 
Let ௜ܻ be a set of longitudinal measurements on subject i (i=1,2,...N) and let ௜ܻ௝ be 
the measurement taken at the jth time point (j=1,2,...T). Let ܴ௜ be the vector of 
observed data indicators, where ܴ௜௝ ൌ 1 if ௜ܻ௝ is observed and ܴ௜௝ ൌ 0 otherwise. 
We can partition ௜ܻ into two components: let ௜ܻ௢ be the matrix of observed data, 
௜ܻ௠ be the matrix of missing data. ௜ܺ is the set of observed covariates. Let ܦ௜ be 
the vector of dropout indictors, where ܦ௜௝ ൌ 1 if subject i drops out of the study 
61 
 
 
between time j and time j+1. Finally, let ܣ௜ be the vector of anchor indictors, 
where ܣ௜௝ ൌ 1 if subject i drops out of the study between time j and time j+1 and 
has the anchor event. Note that ܦ௜்  and ܣ௜்  are always equal to zero, since a 
subject cannot dropout of the study after study completion. 
  
3.2.3 Pattern Mixture Models 
Pattern mixture models stratify the study population based on the pattern 
of dropout and separately model each group. The overall estimate is the 
weighted average of the group-specific estimates, with the weights equal to the 
proportion of subjects in each group. [11] The joint distribution of the outcome 
and missingness is factored as: 
   ݂ሺ ௜ܻ௢, ௜ܻ௠, ܴ௜	| ௜ܺ	ሻ ൌ ݂ሺ ௜ܻ௢, ௜ܻ௠	|ܴ௜, ௜ܺ	ሻ݂ሺܴ௜| ௜ܺሻ     (3.1) 
The distribution of the responses is conditional on the missing data 
pattern. This implies a unique distribution for each dropout group. If we assume a 
normal distribution for the outcome ௜ܻ,: 
    ௜ܻ|ܴ௜, ௜ܺ 	~	ܰሺߤሺܴ௜ሻ, Σሺܴ௜ሻሻ       (3.2) 
The parameter of interest ߚመ, is obtained by averaging over the P missing data 
patterns:  
ߚመ ൌ ෍ߨොሼ௉ሽߚመሼ௉ሽ
௉
 
where ߨሼ௣ሽ is the proportion of subjects and ߚሼ௣ሽis the conditional parameter 
estimate in the pth pattern.  
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In a study with T assessments there are 2T possible patterns, so subjects are 
often combined into groups based on time of last assessment. This strategy 
results in T groups: a group for each possible dropout time and a group of 
completers. [24]  
 
3.2.3.1 Strategies for Defining Patterns  
3.2.3.1.1 Pattern Mixture Model 1 (PMM1) 
Subjects are grouped together based on time of dropout, with no 
accommodation for dropout reason. Completers are grouped together in a final 
pattern. Again assuming a normal distribution for the outcome ௜ܻ, we have a 
different distribution for each dropout group: 
       ௜ܻ|ܦ௜, ௜ܺ 	~	ܰሺߤሺܦ௜ሻ, Σሺܦ௜ሻሻ      (3.3) 
We will refer to this strategy as Pattern Mixture Model 1 (PMM1). This strategy is 
appropriate when all dropouts are assumed to be not at random, for example a 
study that follows all subjects until disease progression or death. This approach 
is often used in end stages of terminal diseases where it is unlikely that a subject 
would simply move away or lose interest in participating in the study. [42] 
 
3.2.3.1.2 Pattern Mixture Model 2 (PMM2) 
 The second approach uses an anchor event (e.g., death, relapse, 
hospitalization) to determine which dropouts are informative and assumes that all 
other dropouts are MAR or MCAR. The patterns are defined based on time of 
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dropout for those subjects with an anchor event; completers and MAR/MCAR 
dropouts are grouped together in a final pattern. The outcome ௜ܻ is normally 
distributed conditional on an anchor event time and covariates.  
       ௜ܻ|ܣ௜, ௜ܺ 	~	ܰሺߤሺܣ௜ሻ, Σሺܣ௜ሻሻ      (3.4) 
We will refer to this approach as Pattern Mixture Model 2 (PMM2). This strategy 
is appropriate when there is a mixture of informative and non-informative 
dropouts and the anchor event is unambiguous.  
The key assumption of PMMs is that, conditional on dropout pattern, 
missing data are MAR. The estimates for each pattern will be valid, assuming 
that the joint distribution is correctly specified. If the MAR assumption is satisfied, 
then within each pattern, the future values for a subject that drops out can be 
predicted from that subject’s past history and the specified joint distribution of 
outcome. [5, 6] Two subjects with the same pattern of observed data will have 
the same predicted values:  
ܧሾ ௜ܻ௠| ௜ܻ௢ሿ ൌ ௜ܺ௠ߚ ൅	Σ௠,௢ሺΣ௢,௢ሻିଵሺ ௜ܻ௢ െ	 ௜ܺ௢ߚሻ 
If informative dropouts are not clearly defined, and some patterns have a 
mixture of informative and non-informative dropouts, then for both PMM1 and 
PMM2, the assumption that the missing data are MAR given the dropout pattern 
is not met. For example, under PMM1, all dropouts are grouped together. If the 
dropout mechanism is heterogeneous, that is, a mixture of non-informative and 
informative dropouts, then the MAR assumption within each pattern will not hold. 
Similarly, for PMM2, if the anchor event does not delineate informative and non-
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informative dropouts, then these different types of dropout will be grouped 
together in the same pattern and the MAR assumption again will not hold. For 
example, in the OA example subjects that drop out of a study due to disease 
progression may not undergo TKR. These subjects would be an informative 
dropout, but would not have the anchor event. Under PMM2 these subjects 
would be put in the group ܣ௜ ൌ ܶ. While we continue to model this group based 
on the assumption in equation 3.1 above, the actual distribution is a mixture of 
two groups: informative dropouts without anchor and everyone else without 
anchor 
ሺ ௜ܻ|ܣ௜ ൌ ܶ, ௜ܺሻ	~	ܰ ൬ߤሺܣ௜ ൌ ܶ0ሻ Σሺܣ௜ ൌ ܶ0ሻߤሺܣ௜ ൌ ܶ1ሻ Σሺܣ௜ ൌ ܶ1ሻ൰	 
Due to the model’s inability to partition the informative and non-informative 
dropouts in this group the estimate ߚመሼ்ሽwill be biased.  
 
3.2.3.1.3 Pattern Mixture Model 3 (PMM3) 
We propose a third strategy for grouping dropouts. If the anchor event is 
imprecise it is possible that some MNAR dropouts will not have the anchor event. 
For example, a subject in an OA study could experience disease worsening 
resulting in increased functional impairment and drop out of the study due to 
difficulty traveling to study appointments, but he or she may not be willing to 
undergo TKR. In this strategy, dropouts with an anchor event are grouped based 
on the time of dropout. Another group contains all other non-anchor dropouts, 
and a final group contains all completers. This ensures that there is at least one 
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pattern with an unbiased estimate of ߚመሼ௣ሽ, the completers. The bias of the 
estimates for the other patterns will depend on the precision of the anchor event, 
as it does for the PMM2 approach.  
Let dropout group for subject i be denoted by ܦ௜ as in (3.3) and anchor 
event be denoted by ܣ௜ as in (3.4). Equation 3.1 above can be re-written 
݂ሺ ௜ܻ௢, ௜ܻ௠, ܴ௜	| ௜ܺ	ሻ ൌ ݂ሺ ௜ܻ௢, ௜ܻ௠, ܣ௜, ܦ௜| ௜ܺ	ሻ ൌ ݂ሺ ௜ܻ௢, ௜ܻ௠	|ܣ௜, ܦ௜, ௜ܺ	ሻ݂ሺܣ௜, ܦ௜| ௜ܺሻ 
 Conditional on both dropout group and anchor event, missing data are 
assumed to be MAR. 
 
3.2.4 Simulation Study Details 
3.2.4.1 Complete Data Generating Mechanism  
For each subject a continuous response variable was evaluated at 
baseline and at four fixed follow-up time points. A decline in response indicates 
clinical worsening. For each subject we generated a vector of correlated 
responses, Yi =( Yi0, Yi1, Yi2, Yi3, Yi4) under the linear mixed effect model: 
௜ܻ ൌ ௜ܺߚ ൅ ܼ௜ܾ௜ ൅ ݁௜ 
 where 
ߚ ൌ ൤ߚ଴ߚଵ൨ , 	ܾ௜ ൌ ൤
ܾ଴௜
ܾଵ௜൨ , 	 ௜ܺ ൌ ቎
ݐଵݐଶ…
ݐ ௡
቏ , 	ܼ௜ ൌ ቎
ݐଵݐଶ…
ݐ ௡
቏ 
and 
௜ܻ௝ ൌ ߚ଴ ൅ ߚଵݐ௜௝ ൅ ܾ଴௜ ൅ ܾଵ௜ݐ௜௝ ൅ ݁௜௝ 
The fixed effects (population average) for intercept and slope were  
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ߚ ൌ ൤ߚ଴ߚଵ൨ ൌ 	 ቒ
100
െ7.5ቓ 
Variability was added with random effects for intercept and slope 
	ܾ௜ ൌ ൤ܾ଴௜ܾଵ௜൨	~	ܰሺ0, ቈ
ߪ଴ଶ 0.25 ∗ ߪ଴ߪଵ
0.25 ∗ ߪ଴ߪଵ ߪଵଶ ቉ሻ 
The standard deviation of the random effect for slope, ߪଵ was varied at 0.25, 0.5, 
1, 1.5, and 2 times the slope. The standard deviation of the random effect for 
intercept, ߪ଴ଶ, was 15.  
Finally, residual variance was generated with an AR(1) correlation structure with 
correlation ߩ=0.75 and ߪ௘ varied at 0.25, 0.5, 1, 1.5, and 2 times the slope:  
݁௜௝ ൌ
ۏێ
ێێ
ۍ݁௜଴݁௜ଵ݁௜ଶ݁௜ଷ݁௜ସے
ۑۑ
ۑې ~ܰ
ۏ
ێێ
ێێ
ۍ ߪ௘ଶ ߩߪ௘ଶ ߩଶߪ௘ଶ ߩଷߪ௘ଶ ߩସߪ௘ଶߩߪ௘ଶ ߪ௘ଶ ߩߪ௘ଶ ߩଶߪ௘ଶ ߩଷߪ௘ଶ
ߩଶߪ௘ଶ ߩߪ௘ଶ ߪ௘ଶ ߩߪ௘ଶ ߩଶߪ௘ଶ
ߩଷߪ௘ଶ ߩଶߪ௘ଶ ߩߪ௘ଶ ߪ௘ଶ ߩߪ௘ଶ
ߩସߪ௘ଶ ߩଷߪ௘ଶ ߩଶߪ௘ଶ ߩߪ௘ଶ ߪ௘ଶ ے
ۑۑ
ۑۑ
ې
 
 
3.2.4.2 Missing Data Mechanism  
We created a random-effects dependent heterogeneous missing data 
mechanism, with dropout the result of MNAR, MAR, and MCAR mechanisms. 
Approximately 60% of the dropouts were not at random, i.e., related to the 
underlying random effect for slope. First, for each subject we computed the z-
score for the random effect for slope, ݖܾ௜ଵ. This indicates how many standard 
deviations the subject is above or below the population slope. Then, for each 
subject we computed the log odds of dropping out as a function of the z-score of 
the random effect for slope, ݖܾ௜ଵ:  
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݈݋݃݅ݐሺߨ௜௧ሻ ൌ ߙ଴௧ ൅ ߙଵ௧ݖܾ௜ଵ 
ߙ଴௧	 and ߙଵ௧ were defined based on the total amount of dropout, which ranged 
from 20% to 80% of the cohort, and so that each increase in 1 standard deviation 
of slope (increase in 1 unit in ݖܾ௜ଵ) was associated with an increased of odds of 
dropout of 2.5. 50% of the MNAR dropouts occurred after baseline, 15% after the 
first time point, 15% after the second time point, and 20% after the third time 
point.  
Approximately 25% of the dropouts were at random, i.e., related to 
observed outcome, in this case, baseline value. To create a MAR mechanism, 
we first computed the z-score for the random effect for intercept, ݖܾ௜ଵ. This z-
score indicates how many standard deviations the subject is above or below the 
population baseline value. Then, for each subject log odds of dropping out was 
modeled as a function of the z-score of the random effect for intercept, ݖܾ௜଴: 
݈݋݃݅ݐሺߨ௜௧ሻ ൌ ߙଶ௧ ൅ ߙଷ௧ݖܾ௜଴ 
ߙଶ௧	 and ߙଷ௧ were defined based on the total amount of dropout, which ranged 
from 20% to 80% of the cohort, and so that each increase in 1 standard deviation 
of intercept (increase in 1 unit in ݖܾ௜଴) was associated with an increased of odds 
of dropout of 1.5. 25% of the MAR dropouts occurred after baseline, 25% after 
the first time point, 25% after the second time point, and 25% after the third time 
point.  
Finally, approximately 15% of the dropouts were MCAR, i.e., not related to 
outcome. The probability of dropping out was modeled as a Bernoulli random 
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variable with p=0.15. 25% of the MCAR dropouts occurred after baseline, 25% 
after the first time point, 25% after the second time point, and 25% after the third 
time point. 
 
3.2.4.3 Anchor Event 
A “perfect” anchor event perfectly separates MNAR and non-MNAR 
dropouts. For example, in the renal disease example presented above, death, 
receipt of a kidney transplant or initiation of dialysis were considered anchor 
events indicating informative dropout.  
P(anchor | MNAR Dropout) = 1; Subjects with MNAR dropout must have 
anchor event. A subject would not dropout of the study to initiate dialysis unless 
he/she experienced significant disease worsening.  
P (anchor | non-MNAR Dropout) = 0; Subjects without MNAR dropout 
cannot have anchor event. A subject that drops out of the study because he/she 
is too busy would not undergo kidney transplant. 
 We began with a “perfect” anchor and then deviated from this by allowing 
some non-MNAR dropouts to have the anchor and allowing some MNAR 
dropouts to not have an anchor, i.e.,  
P(anchor | MNAR Dropout) < 1; Subjects with MNAR dropout may not 
have anchor event. A subject may drop out of a study of knee OA progression 
due to increased pain and functional impairment, but may not be willing to 
undergo TKR. 
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P (anchor | non-MNAR Dropout) > 0; Subjects without MNAR dropout 
cannot have anchor event. A patient may drop out of a study of knee OA 
progression without significant worsening of the disease, but may opt to undergo 
TKR.  
We generated the probabilities guiding the anchor events in two different ways in 
order to examine the properties of an event that make it a useful anchor :  
1. Anchor1: For MNAR Dropouts we modeled the log odds of having an 
anchor event as a function of the z-score of the random effect for slope, 
ݖܾ௜ଵ: 
݈݋݃݅ݐሺߨ௜௧ሻ ൌ ߛ଴௧ ൅ ߛଵ௧ݖܾ௜ଵ 
 ߛ଴௧	 and ߛଵ௧ were defined based on the total percent of MNAR 
dropouts with anchor, which ranged from 25% to 100% of the cohort, and 
so that each increase in 1 standard deviation of slope (increase in 1 unit in 
ݖܾ௜ଵ) was associated with an increased of odds of anchor of 2.0. For MAR 
dropouts the probability of having an anchor was modeled as a Bernoulli 
random variable with ߨ௜௧ ൌ ߣ, ߣ ranging from 0% to 100%. The probability 
of having an anchor event for MCAR dropouts was set to zero. 
2. Anchor2: For MNAR dropouts the probability of having an anchor event 
was modeled as a Bernoulli random variable with ߨ௜௧ ൌ ߛ. ߛ ranged from 
25% to 100%. For MAR dropouts the probability of having an anchor was 
modeled as a Bernoulli random variable with ߨ௜௧ ൌ ߣ. ߣ ranged from 0% to 
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100%. The probability of having an anchor event for MCAR dropouts was 
set to zero. 
 
3.2.4.4 Models considered 
We compared the performance of four models for longitudinal data.  
 
3.2.4.4.1 Linear Mixed Effects Model 
We considered a linear mixed model (LME) with no accommodation for 
informative dropout:  
௜ܻ ൌ ௜ܺߚ ൅ ܼ௜ܾ௜ ൅ ݁௜ 
 
3.2.4.4.2 Pattern Mixture Models 
This section will describe the additional conditions and restrictions necessary for 
PMM specification and will describe the three PMMs evaluated. 
 
3.2.4.4.2.1 Identifying Restrictions 
Additional restrictions are necessary in order to estimate all parameters in the 
PMMs. We assumed a linear trajectory in each pattern: 
௜ܻ ሼ௣ሽ ൌ ௜ܺሼ௣ሽߚሼ௣ሽ ൅ ܼ௜ሼ௣ሽܾ௜ሼ௣ሽ ൅ ݁௜ሼ௣ሽ 
Slope can only be estimated in patterns with at least two observations per 
subject, thus we combined subjects dropping out after baseline with subjects 
dropping out after the first time point.  
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3.2.4.4.2.2 Models 
We considered three different PMMs as described in section 2.3.1:  
1. PMM1 – ignore the anchor event and group all dropouts together at 
each time point. Based on the data generating mechanism with five 
time points (baseline and four yearly follow-ups), this produces four 
total groups.  
 ܦ௜௝ ൌ ሾ1	0	0	0	0ሿ்݋ݎ	ܦ௜௝ ൌ ሾ0	1	0	0	0ሿ் (dropout between 
baseline and year 1, or between year 1 and year 2) 
 ܦ௜௝ ൌ ሾ0	0	1	0	0ሿ்  (dropout between year 2 and year 3) 
 ܦ௜௝ ൌ ሾ0	0	0	1	0ሿ்   (dropout between year 3 and year 4) 
 ܦ௜௝ ൌ ሾ0	0	0	0	0ሿ்  (completers) 
 
2. PMM2 – First separate dropouts based on the anchor event. All 
completers and dropouts without an anchor will be one group. All 
remaining dropouts are grouped by time point. Based on the data 
generating mechanism with five time points (baseline and four 
yearly follow-ups), this produces four total groups. 
 ܣ௜௝ ൌ ሾ1	0	0	0	0ሿ்݋ݎ	ܣ௜௝ ൌ ሾ0	1	0	0	0ሿ்  (dropout between 
baseline and year 1, or between year 1 and year 2 and 
anchor) 
 ܣ௜௝ ൌ ሾ0	0	1	0	0ሿ்  (dropout between year 2 and year 3 and 
anchor) 
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 ܣ௜௝ ൌ ሾ0	0	0	1	0ሿ்   (dropout between year 3 and year 4 and 
anchor) 
 ܣ௜௝ ൌ ሾ0	0	0	0	0ሿ்  (no anchor) 
 
3. PMM3 – First separate dropouts based on the anchor event. All 
completers are grouped together, all dropouts without an anchor 
event are grouped together, all dropouts with an anchor event are 
grouped together by time point. Based on the data generating 
mechanism with five time points (baseline and four yearly follow-
ups), this produces five total groups. 
 ܣ௜௝ ൌ ሾ1	0	0	0	0ሿ்݋ݎ	ܣ௜௝ ൌ ሾ0	1	0	0	0ሿ்  (dropout between 
baseline and year 1, or between year 1 and year 2 and 
anchor) 
 ܣ௜௝ ൌ ሾ0	0	1	0	0ሿ்  (dropout between year 2 and year 3 and 
anchor) 
 ܣ௜௝ ൌ ሾ0	0	0	1	0ሿ்   (dropout between year 3 and year 4 and 
anchor) 
 ܣ௜௝ ൌ ሾ0	0	0	0	0ሿ்	ܽ݊݀	ܦ௜௝	݊݋ݐ	݁ݍݑ݈ܽ	ݐ݋	ሾ0	0	0	0	0ሿ்  (dropout, 
no anchor) 
 ܣ௜௝ ൌ ሾ0	0	0	0	0ሿ்	ܽ݊݀	ܦ௜௝	 ൌ 	 ሾ0	0	0	0	0ሿ் (completers) 
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3.2.4.5 Parameters Evaluated 
The standard deviation of change, denoted as Sb (b1i ~ N(0,	ߪଵ)), and 
residual standard deviation, denoted as Se (eij ~ N(0,	ߪ௘)), were examined at one 
quarter, one half, one, one and a half, and two times the rate of change (i.e., 
1.875, 3.75, 7.5,11.25, 15). The total dropout by end of study was varied at 20%, 
40%, 60%, and 80%. The precision of the anchor event was investigated by 
varying the sensitivity and specificity of the anchor.  
 
3.2.4.6 Criteria for Evaluation 
We evaluated relative bias, standard error, coverage probability, and 
length of the 95% confidence interval. The absolute bias is calculated by 
subtracting the estimated progression estimate from the fixed true value and the 
relative bias is calculated by dividing the absolute bias by the fixed true value of 
the parameter estimate. The coverage probability is the proportion of times the 
95% confidence interval includes the true progression estimate. We report the 
number of times that we were unable to compute a progression estimate due to 
not having enough subjects in each group. Five thousand replicates were run for 
each scenario. All simulations were conducted in SAS version 9.3 (SAS Institute, 
Cary, NC).  
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3.3 Results 
3.3.1 Perfect Anchor 
3.3.1.1 Relative Bias 
We first present results for models with a perfect anchor event, that is, an 
event that classifies MNAR dropouts with 100% sensitivity and specificity. 
Holding Sb fixed at 1 times the rate of change and Se fixed at one half times the 
rate of change, we examine relative bias by model and total dropout by the end 
of the study (Figure 3.3). Relative bias increases as dropout increases, and is 
largest for the LME model, ranging from approximately -6% for 20% total dropout 
to -11% for 80% total dropout, indicating that the model is moderately 
underestimating mean change. Relative bias from PMM1 is the next largest and 
offers an improvement of the LME model with values at approximately half the 
bias for the LME model. Finally, relative bias from models PMM2 and PMM3 is 
quite low with all values under 0.5%.    
Relative bias increases for the LME and PMM1 models as we increase the 
variability to Sb of two times change and Se to 1 times change, reaching 
approximately -23% for the LME model and -12% for the PMM1 model when 
dropout is 80%. Relative bias for the PMM2 and PMM3 models remains very 
small, with the relative bias under -1.5% for both models when dropout is 80% 
(Figure 3.4). 
As we increase Sb, holding total dropout fixed and Se equal to ½ times 
slope, relative bias increases for the LME and PMM1 models, while the PMM2 
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and PMM3 models continue to perform well (Figure 3.5). The variability around 
the estimates of relative bias increases substantially as Sb increases. 
Likewise, if we hold Sb constant at 1 times slope and total dropout constant at 
60%, there is an increase in relative bias for the LME and PMM1 models as we 
increase Se. PMM2 and PMM3 continue to perform well even under large 
amounts of variability (Figure 3.6).  
 
3.3.1.2 Standard Error 
Standard error is lowest for the LME model and similar for the 3 PMMs. 
Holding Sb constant at 1 times slope and Se constant at ½ times slope, the 
standard error of the estimate increases as we increase total dropout from 20% 
to 80% (Figure 3.7). As expected, standard error increases as Sb and Se 
increase. It remains lowest for the LME model and similar for models PMM1, 
PMM2, and PMM3 (Figures 3.8-3.9).  
 
3.3.1.3 Coverage 
Holding Sb and Se constant at 1 and ½ times slope respectively, the 
PMM2 and PMM3 models are able to maintain coverage at 95% across all 
amounts of dropout. The coverage for the PMM2 model is approximately 92% for 
total dropout of 20% and dropped to 80% when total dropout increases to 80%. 
The coverage is lowest for the LME, ranging from 60% for total dropout of 20% to 
20% for total dropout of 80%. These levels of coverage are maintained for 
PMM1, PMM2, and PMM3, even under increasing variability (Figures 3.10-3.11).  
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3.3.2 Imperfect Anchor: Impact of Precision  
We changed the precision of the anchor event by decreasing the percent 
of informative dropouts with anchor event and increasing the amount of random 
dropouts with anchor event and evaluated the performance of the PMM2 and 
PMM3 models. The LME and PMM1 models do not incorporate the anchor event 
and therefore the performance will not change with changing precision of the 
anchor. Results for the LME and PMM1 models are presented for the selected 
combination of Sb, Se and total dropout for comparison.  
 
3.3.2.1 Anchor 1: Anchor Associated with Underlying Rate of Change 
3.3.2.1.1 Relative Bias 
For both the PMM2 and PMM3 models, relative bias increases with 
decreasing precision of the anchor event. Holding Se constant at 0.5*β1 and total 
dropout constant at 60%, relative bias increases both as the percent of MNAR 
dropouts with anchor decreased and as the percent of MAR dropouts with anchor 
increased. The first column of Table 3.1 displays the perfect anchor scenario – 
100% of MNAR dropouts with anchor and 0% of MAR dropouts with anchor. As 
we increase the percent of MAR dropouts with anchor the relative bias increases, 
but across all values of Sb the relative bias never reaches that of the LME or 
PMM1 models. As we decrease the percent of MNAR dropouts with the anchor 
event the bias for both the PMM2 and PMM3 models increases. Changing the 
percent of MNAR dropouts with anchor (sensitivity) has a greater effect than 
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changing the amount of MAR dropouts with anchor (specificity); For 100% 
MNAR/100% MAR the bias is -3.1% for both the PMM2 and PMM3 models. For 
25% MNAR/0% MAR the bias for the PMM2 models is -6.0% and for the PMM3 
model is -2.5%. 
Figure 3.12 contains all combinations of sensitivity and specificity for the 
scenario where Sb is 1*β1 and Se is 0.5*β1. The first column displays the relative 
bias of PMM2 and the second column displays the relative bias of PMM3. As the 
quality of the anchor deteriorates, the relative bias for the PMM2 model 
eventually surpasses that for the PMM1 model and approaches that for the LME 
model. The relative bias for the PMM3 model approaches that for the PMM1 
model but never surpasses it. In figure 3.13 the variability is increased to Sb 
equal to 2*β1 and Se equal to 1*β1. The same patterns are evident, with the 
relative bias for PMM2 surpassing that for PMM1 as the quality of the anchor 
deteriorates. 
 
3.3.2.1.2 Standard Error 
For both the PMM2 and PMM3 models, standard error decreases with 
decreasing precision of the anchor event. Allowing MAR dropouts to have the 
anchor event does not greatly affect standard error, while allowing MNAR 
dropouts to not have the anchor resulted in lower standard errors. For Sb of 1*β1, 
Se of 0.5*β1, total dropout of 60%, and 0% of MAR dropouts with anchor, the 
standard error for the PMM2 model is 0.22 when 100% of MNAR dropouts have 
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the anchor event and 0.18 when 25% of MNAR dropouts have the anchor event. 
A similar trend is seen for the PMM3 model (Table 3.2).  
 
3.3.2.1.3 Coverage 
Coverage of the 95% confidence interval decreases with decreasing 
precision of the anchor event for both the PMM2 and PMM3 models. For the 
PMM2 model the decrease in coverage is larger as the percent of MNAR 
dropouts with anchor decreased than as the percent of MAR dropouts with 
anchor increased. For Sb of 1*β1, Se of 0.5*β1, total dropout of 60%, coverage is 
94.6% for a perfect anchor event, 86.9% when 100% of both MNAR and MAR 
dropouts have the anchor, and 67.5% when 25% of MNAR and 0% of MAR 
dropouts have the anchor (Table 3.3). As the percent of MNAR dropouts with 
anchor approaches 50%, the PMM1 model begins to outperform the PMM2 
model. The PMM3 model is able to maintain coverage close to 90% as long as 
0% of MAR dropouts have the anchor event. Coverage begins to drop as more 
MAR dropouts are allowed to have the anchor. When 50% or less of the MNAR 
dropouts have the anchor and 100% of MAR dropouts have the anchor event the 
coverage from the PMM3 model is comparable to that of the PMM1 model. 
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3.3.2.2 Anchor 2: Anchor Randomly Assigned to MNAR Dropouts 
3.3.2.2.1 Relative Bias 
The PMM2 and PMM3 models display more relative bias when the anchor 
event is randomly assigned to subjects with MNAR dropout (Anchor 2) than when 
the probability of having anchor is related to underlying change (Anchor 1). In 
scenarios where only 25% of MNAR dropouts have the anchor event, the relative 
bias from the PMM2 models with Anchor 2 approaches the relative bias from the 
LME model and surpasses the bias from the PMM1 model. Table 3.4 displays 
relative bias for scenarios with Se equal to 0.5*ߚଵ and with 25% of MAR dropouts 
having an anchor event. With Anchor 1, the relative bias from the PMM2 model 
approaches that from the PMM1 model when about 50% of the MNAR dropouts 
have an anchor event; with Anchor 2 this happens when 75% of the dropouts 
have an anchor event. When the anchor event is not associated with underlying 
change even small decreases in precision of the anchor can lead to substantial 
bias under PMM2. The PMM3 model maintains relative bias less than or 
comparable to the bias from the PMM1 model under both Anchor 1 and Anchor 
2, under varying levels of anchor precision.  
 
3.3.2.2.2 Standard Error 
The standard error for both the PMM2 and PMM3 models is similar for 
scenarios with Anchor 1 and Anchor 2 (Table 3.5).  
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3.3.2.2.3 Coverage 
Coverage for both the PMM2 and PMM3 models decreases for scenarios 
with Anchor 2 vs. Anchor 1. When the anchor event is related to underlying 
change (Anchor 1), the PMM2 model performs better than the PMM1 model, in 
terms of coverage, when at least 50% of MNAR dropouts have the anchor event. 
If the anchor event is not related to underlying change, then at least 75% of the 
MNAR dropouts must have the anchor event for PMM2 to outperform PMM1. 
Under Anchor 2, when only 25% of MNAR dropouts have the anchor event the 
performance of PMM2 is close to that of the LME. The PMM3 model outperforms 
the LME model under all scenarios. PMM3 outperforms PMM2 under all 
scenarios with Anchor 1. Under Anchor 2, the coverage of PMM3 is close to, and 
sometimes less than, the coverage of the PMM1 model when less than 50% of 
the MNAR dropouts have the anchor event (Table 3.6).  
 
3.4. Discussion 
 We evaluated the impact of an imprecise anchor event in evaluating the 
rate of change in longitudinal studies with informative dropouts using PMMs. We 
showed that PMMs that incorporate an anchor event perform well when the 
anchor event is precise, but the performance deteriorates as the anchor event 
becomes less precise, especially when the sensitivity of the anchor is poor. Our 
proposed update to the grouping of dropout patterns had the best performance 
across all four models evaluated.  
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 We evaluated four methods for estimating the rate of change in 
longitudinal studies. The first method was a linear mixed model that did not 
incorporate the dropout mechanism (LME). We have shown previously that this 
method performs adequately when the overall amount of dropout and the 
variability in the outcome are small. The second method was a PMM with 
separate patterns for each dropout group (PMM1). This model did not 
incorporate the anchor event and assumed that every dropout was informative. 
The third method was a PMM with separate patterns for each dropout group, with 
only dropouts with an anchor event counted in each dropout group (PMM2). All 
completers and dropouts without an anchor event were grouped together. The 
fourth model was a PMM using the same patterns as the third model, except 
completers and dropouts without an anchor event were grouped separately 
(PMM3). When the amount of variability was large or the total amount of dropout 
was large, the LME and PMM1 models demonstrated large relative bias and low 
coverage. The PMM2 and PMM3 models performed well under these scenarios, 
as long as the anchor event was precise. As the anchor event became less 
precise the performance of the PMM2 model deteriorated quickly, falling behind 
that of the PMM1 model. This deterioration was even more rapid when the 
anchor event was randomly assigned to MNAR dropouts, instead of being 
associated with underlying change.  
The PMM3 model is a new approach with respect to the grouping of the 
dropouts. When the anchor event is imprecise it may be possible that some 
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subjects drop out of the study but do not have the anchor (e.g., a subject with OA 
drops out of a study because of functional impairment and the associated 
difficulty getting to study visits, but does not undergo TKR). The PMM3 model 
demonstrated the lowest bias and highest coverage across all scenarios 
examined. The model was able to handle imprecision in the anchor event better 
than the PMM2 model, but nevertheless for some scenarios still demonstrated 
substantial bias and low coverage.  
 Advantages to using the PMM3 approach include that it is easy to 
implement, and the performance was equal to or better than that from the LME 
and PMM1 models, which disregarded the anchor event completely. A 
disadvantage is that it requires T+1 groups, where T is the total number of 
measurements. In studies with small sample size or many time points it may not 
be possible to estimate parameters for T+1 groups. Hogan et al. propose 
examining the covariate effects of each group graphically to determine if any can 
be combined. [12] To use the PMM3 approach it is essential that there are 
enough drop outs without an anchor event to form a separate group, and this 
may not always be practical.  
Investigators should work to understand the association between anchor 
event and informative dropout. Sensitivity of the anchor should be assessed: we 
can review reason for dropout among subjects that dropout and do not have 
anchor and approximate how many of these are potential informative dropouts. 
This may involve review of medical records to determine if any procedures took 
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place after study discontinuation. Expert opinion from a clinician can also provide 
valuable information about this relationship. For example, in the OA study we 
would review reasons for dropout among subjects that did not have TKR and 
look for things such as difficulty getting to study appointments. We would also 
review medical records to see if any of these subjects went on to have TKR in 
year after dropout. We may also ask surgeons to estimate how many of their 
patients qualify for a TKR based on pain/functional impairment but are unwilling 
or unable to undergo the procedure. We know, for example, that there are racial 
disparities in utilization of TKR, with African-Americans less willing to consider 
the surgery when it is clinically recommended. [39] Specificity of the anchor can 
also be assessed. Examining the association between anchor and outcome will 
give some indication of the specificity of the anchor, though it is important to keep 
in mind that with an MNAR missing data mechanism we may not observe this 
association. The amount of dropout and variability in outcome are also important 
factors and these can be easily quantified; more dropout and more variability in 
outcome led to worse performance of all four models and would imply that extra 
attention should be paid to the quality of the anchor event.  
 As with any study that utilizes simulations, our study had several 
limitations. Missing data in our study resulted only from dropout; there was no 
intermittent missing data. In addition, we examined only one missing data 
mechanism where 60% of the dropouts were not at random, and many subjects 
dropped out after the baseline visit. Decreasing the amount of not at random 
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dropouts and having dropout later in the study would likely improve the 
performance of all four methods, while increasing the amount of not at random 
dropouts would likely cause the performance to worsen. We attempted to model 
the heterogeneity in dropout reason by including three types of dropout: MNAR, 
MAR, and MCAR. Reasons for dropout in a longitudinal study are complex and it 
is unlikely that the underlying missing data mechanism would as simple as 
described above. Data were simulated as multivariate normal with a normal error 
term. In reality, the distribution of the WOMAC score from the motivating example 
is bounded between 0 and 100, and is moderately skewed. We chose the data 
generating mechanism for ease of interpretation, and a different underlying 
distribution or error distribution could lead to different conclusions. This is a topic 
for future work. Finally, we only examined scenarios with 1000 subjects and 5 
time points. The PMM described required at least one dropout group per time 
point. Decisions about how to group sparse dropout patterns were not examined 
in this analysis.     
 In this paper we compared the performance of four different models for 
evaluating the rate of change in longitudinal studies when there is a 
heterogeneous informative dropout mechanism and imprecision in the anchor 
event. The proposed approach, which separates completers from dropouts that 
do not have an anchor event, had the superior performance across the 4 models. 
The model had good performance even under scenarios with high variability in 
the outcome and large amounts of dropout and was able to maintain this 
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performance even as the anchor event became less precise; however, the 
performance began to deteriorate as the anchor event became very imprecise.  
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Figure 3.3 Relative bias by model and total dropout, perfect anchor (Sb=1*β1; 
Se=0.5*β1). 
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Figure 3.4 Relative bias by model and total dropout, perfect anchor (Sb=2*β1; 
Se=1*β1). 
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Figure 3.5 Relative bias by model and Sb, perfect anchor. 
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Figure 3.6 Relative bias by model and Se, perfect anchor. 
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Figure 3.7 Standard error by model and total dropout, perfect anchor. 
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Figure 3.8 Standard error by model and Sb, perfect anchor. 
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Figure 3.9 Standard error by model and Se, perfect anchor. 
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Figure 3.10 Coverage of 95% CI by model and total dropout, perfect anchor. 
 
Shaded area represents the binomial margin of error based on the number of 
simulations 
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Figure 3.11 Coverage of 95% CI by model and Sb, perfect anchor. 
 
Shaded area represents the binomial margin of error based on the number of 
simulations 
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Figure 3.12 Relative bias by precision of anchor, model, and total dropout 
(Sb=1*β1; Se=0.5*β1).  
 
   
   
Dashed line indicates bias for PMM1; Dotted line indicates bias for LME 
Sb=1*β1 and Se=0.5*β1 
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Figure 3.13 Relative bias by precision of anchor, model, and total dropout 
(Sb=2*β1; Se=1*β1). 
 
   
   
Dashed line indicates bias for PMM1; Dotted line indicates bias for LME 
Sb=2*β1 and Se=1*β1 
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Table 3.1 Percent relative bias by precision of anchor, Sb, and model.  
Sb Model 
100% MNAR 75% MNAR 
0% 
MAR 
25% 
MAR 
50% 
MAR
75% 
MAR 
100% 
MAR 
0% 
MAR 
25% 
MAR 
50% 
MAR 
75% 
MAR 
100% 
MAR 
0.25* 
β1 
LME -3.8 
PMM1 -1.2 
PMM2 -0.3 -0.1 -0.1 -0.5 -0.6 -0.4 -0.5 -0.9 -1.0 -1.6 
PMM3 -0.3 -0.1 -0.1 -0.4 -0.7 -0.0 -0.3 -0.6 -0.6 -1.3 
0.5* 
β1 
LME -6.2 
PMM1 -2.5 
PMM2 -0.1 -0.6 -1.2 -1.5 -1.6 -0.8 -1.4 -2.0 -2.1 -2.5 
PMM3 -0.1 -0.6 -1.2 -1.5 -1.6 -0.4 -0.9 -1.6 -1.6 -2.0 
1* β1 
LME -10.7 
PMM1 -4.9 
PMM2 0.1 -0.9 -2.1 -2.7 -3.1 -1.7 -2.6 -3.1 -4.5 -5.3 
PMM3 0.1 -0.9 -2.1 -2.7 -3.1 -1.1 -1.9 -2.4 -3.8 -4.6 
1.5* 
β1 
LME -15.5 
PMM1 -7.5 
PMM2 -0.4 -1.3 -3.2 -4.5 -4.8 -1.7 -3.9 -5.3 -6.4 -7.4 
PMM3 -0.4 -1.3 -3.3 -4.6 -4.8 -0.9 -3.1 -4.4 -5.5 -6.3 
2*β1 
LME -20.2 
PMM1 -9.7 
PMM2 -0.2 -2.3 -3.4 -5.1 -7.3 -2.2 -5.5 -6.5 -8.6 -9.3 
PMM3 -0.2 -2.3 -3.4 -5.0 -7.3 -1.2 -4.3 -5.3 -7.4 -8.0 
Se=0.5*β1 and total dropout=60% 
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Table 3.1 Percent relative bias by precision of anchor, Sb, and model (continued).  
Sb Model 
50% MNAR 25% MNAR 
0% 
MAR 
25% 
MAR 
50% 
MAR 
75% 
MAR 
100% 
MAR 
0% 
MAR
25% 
MAR
50% 
MAR 
75% 
MAR
100% 
MAR 
0.25* 
β1 
LME -3.8 
PMM1 -1.2 
PMM2 -1.3 -1.5 -1.5 -2.0 -2.2 -2.3 -2.5 -2.8 -2.9 -2.6 
PMM3 -0.5 -0.7 -0.7 -1.2 -1.3 -0.8 -0.9 -1.2 -1.2 -0.7 
0.5* 
β1 
LME -6.2 
PMM1 -2.5 
PMM2 -2.1 -2.5 -3.0 -3.4 -3.6 -3.5 -4.0 -4.4 -5.0 -5.4 
PMM3 -1.0 -1.4 -1.7 -2.1 -2.1 -1.2 -1.6 -1.8 -2.4 -2.6 
1* β1 
LME -10.7 
PMM1 -4.9 
PMM2 -3.2 -4.5 -5.4 -6.5 -6.9 -6.0 -7.5 -8.5 -9.0 -9.2 
PMM3 -1.5 -2.7 -3.5 -4.3 -4.5 -2.5 -3.8 -4.7 -4.8 -4.5 
1.5* 
β1 
LME -15.5 
PMM1 -7.5 
PMM2 -4.6 -7.5 -8.6 -9.3 -10.4 -9.1 -11.3 -12.3 -13.5 -13.6 
PMM3 -2.2 -5.0 -6.0 -6.4 -7.2 -4.4 -6.2 -6.8 -7.5 -7.1 
2*β1 
LME -20.2 
PMM1 -9.7 
PMM2 -6.4 -8.9 -10.8 -12.6 -13.4 -11.8 -14.4 -16.1 -16.8 -18.1 
PMM3 -3.4 -5.7 -7.4 -8.8 -9.1 -5.5 -7.8 -9.1 -9.1 -9.7 
Se=0.5*β1 and total dropout=60% 
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Table 3.2 Standard error by precision of anchor, Sb, and model. 
Sb Model 
100% MNAR 75% MNAR 
0% 
MAR 
25% 
MAR 
50% 
MAR 
75% 
MAR 
100% 
MAR 
0% 
MAR
25% 
MAR
50% 
MAR 
75% 
MAR
100% 
MAR 
0.25* 
β1 
LME 0.09 
PMM1 0.16 
PMM2 0.16 0.16 0.16 0.16 0.16 0.15 0.15 0.15 0.15 0.15 
PMM3 0.16 0.16 0.16 0.16 0.16 0.15 0.15 0.15 0.15 0.15 
0.5* 
β1 
LME 0.15 
PMM1 0.21 
PMM2 0.22 0.21 0.21 0.21 0.21 0.20 0.20 0.20 0.20 0.20 
PMM3 0.22 0.22 0.21 0.21 0.21 0.21 0.21 0.20 0.20 0.20 
1* β1 
LME 0.28 
PMM1 0.34 
PMM2 0.35 0.35 0.35 0.35 0.35 0.34 0.33 0.33 0.33 0.33 
PMM3 0.35 0.35 0.35 0.35 0.35 0.34 0.34 0.34 0.33 0.33 
1.5* 
β1 
LME 0.41 
PMM1 0.49 
PMM2 0.50 0.50 0.49 0.49 0.49 0.48 0.48 0.48 0.47 0.47 
PMM3 0.50 0.50 0.49 0.49 0.49 0.49 0.48 0.48 0.48 0.48 
2*β1 
LME 0.55 
PMM1 0.64 
PMM2 0.66 0.65 0.65 0.64 0.64 0.63 0.63 0.63 0.62 0.62 
PMM3 0.66 0.65 0.65 0.64 0.64 0.64 0.63 0.63 0.63 0.63 
Se=0.5*β1 and total dropout=60% 
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Table 3.2 Standard error by precision of anchor, Sb, and model (continued). 
Sb Model 
50% MNAR 25% MNAR 
0% 
MAR 
25% 
MAR 
50% 
MAR 
75% 
MAR 
100% 
MAR 
0% 
MAR
25% 
MAR 
50% 
MAR 
75% 
MAR
100% 
MAR 
0.25* 
β1 
LME 0.09 
PMM1 0.16 
PMM2 0.14 0.14 0.14 0.14 0.14 0.12 0.12 0.12 0.12 0.12 
PMM3 0.14 0.14 0.14 0.14 0.14 0.13 0.13 0.13 0.13 0.13 
0.5* 
β1 
LME 0.15 
PMM1 0.21 
PMM2 0.19 0.19 0.19 0.19 0.19 0.18 0.17 0.17 0.17 0.17 
PMM3 0.20 0.19 0.19 0.19 0.19 0.18 0.18 0.18 0.18 0.18 
1* β1 
LME 0.28 
PMM1 0.34 
PMM2 0.32 0.32 0.32 0.32 0.32 0.31 0.30 0.30 0.30 0.30 
PMM3 0.33 0.33 0.32 0.32 0.32 0.31 0.31 0.31 0.31 0.31 
1.5* 
β1 
LME 0.41 
PMM1 0.49 
PMM2 0.47 0.46 0.46 0.46 0.46 0.45 0.44 0.44 0.44 0.44 
PMM3 0.47 0.47 0.47 0.47 0.46 0.46 0.45 0.45 0.45 0.45 
2*β1 
LME 0.55 
PMM1 0.64 
PMM2 0.61 0.61 0.60 0.60 0.60 0.59 0.58 0.58 0.58 0.58 
PMM3 0.62 0.61 0.61 0.61 0.61 0.60 0.59 0.59 0.59 0.59 
Se=0.5*β1 and total dropout=60%  
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Table 3.3 Coverage of 95% CI by precision of anchor, Sb, and model. 
Sb Model 
100% MNAR 75% MNAR 
0% 
MAR 
25% 
MAR 
50% 
MAR 
75% 
MAR 
100% 
MAR 
0% 
MAR
25% 
MAR
50% 
MAR 
75% 
MAR 
100% 
MAR 
0.25* 
β1 
LME 14.9 
PMM1 91.9 
PMM2 93.7 93.8 97.6 92.0 94.0 94.7 94.7 90.7 93.3 85.0 
PMM3 94.3 94.7 97.6 94.0 94.0 95.3 96.0 89.3 96.0 92.0 
0.5* 
β1 
LME 13.7 
PMM1 85.5 
PMM2 95.5 97.7 91.8 93.6 89.6 94.8 93.9 88.2 88.6 84.5 
PMM3 93.9 96.8 91.8 93.6 90.1 95.8 95.2 91.6 92.3 89.6 
1* β1 
LME 18.2 
PMM1 80.9 
PMM2 94.6 93.9 92.6 92.5 86.9 92.0 90.9 90.1 82.3 76.0 
PMM3 94.4 94.1 92.4 93.6 87.5 94.4 93.7 92.4 86.0 79.5 
1.5* 
β1 
LME 19.6 
PMM1 79.2 
PMM2 95.3 93.5 91.3 89.4 86.4 95.6 89.9 85.5 82.3 77.6 
PMM3 95.4 93.5 91.0 88.7 86.1 96.1 93.0 88.6 86.0 82.6 
2*β1 
LME 21.0 
PMM1 78.9 
PMM2 95.2 93.5 91.7 90.4 87.6 95.1 90.4 89.3 80.5 80.0 
PMM3 95.2 93.6 91.2 90.2 88.0 94.5 92.7 91.3 85.4 85.3 
Se=0.5*β1 and total dropout=60% 
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Table 3.3 Coverage of 95% CI by precision of anchor, Sb, and model (continued). 
Sb Model 
50% MNAR 25% MNAR 
0% 
MAR 
25% 
MAR 
50% 
MAR 
75% 
MAR 
100% 
MAR 
0% 
MAR
25% 
MAR 
50% 
MAR 
75% 
MAR
100% 
MAR 
0.25* 
β1 
LME 14.9 
PMM1 91.9 
PMM2 88.0 89.3 85.3 77.3 68.0 74.0 66.7 61.3 56.0 58.7 
PMM3 94.0 92.0 93.3 90.7 87.0 92.7 96.0 94.7 92.0 97.3 
0.5* 
β1 
LME 13.7 
PMM1 85.5 
PMM2 85.4 81.7 75.8 70.1 70.1 67.1 57.1 52.6 42.8 35.1 
PMM3 94.3 90.3 90.0 88.9 86.7 92.5 88.4 85.5 83.1 82.0 
1* β1 
LME 18.2 
PMM1 80.9 
PMM2 89.2 83.6 76.4 64.2 62.4 67.5 56.4 42.9 38.6 38.6 
PMM3 95.3 91.2 87.2 78.4 82.1 89.2 82.7 77.9 80.7 79.1 
1.5* 
β1 
LME 19.6 
PMM1 79.2 
PMM2 89.2 76.5 70.7 65.5 59.3 65.0 53.0 43.2 37.7 33.8 
PMM3 93.8 88.6 83.8 80.6 78.1 89.0 79.4 80.0 76.6 79.5 
2*β1 
LME 21.0 
PMM1 78.9 
PMM2 87.1 79.5 72.9 63.0 62.9 68.0 55.3 46.0 41.0 35.1 
PMM3 93.8 89.3 84.3 77.4 78.7 87.8 83.3 79.8 77.2 75.8 
Se=0.5*β1 and total dropout=60% 
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Table 3.4 Percent relative bias by anchor, precision of anchor, Sb, total dropout 
and model. 
   Anchor 1 Anchor 2 
Sb 
% 
drop 
out 
Model 100% MNAR 
75% 
MNAR 
50% 
MNAR 
25% 
MNAR
100% 
MNAR 
75% 
MNAR 
50% 
MNAR 
25% 
MNAR
1*β1 
20% LME -6.0 
20% PMM1 -2.3 
20% PMM2 -0.4 -1.2 -1.9 -3.3 -0.2 -2.4 -4.1 -6.4 
20% PMM3 -0.4 -1.0 -1.0 -1.4 -0.1 -1.5 -2.3 -3.5 
40% LME -9.2 
40% PMM1 -3.8 
40% PMM2 -1.1 -1.5 -3.6 -6.4 -1.1 -3.5 -6.0 -7.7 
40% PMM3 -1.1 -1.0 -2.2 -3.3 -1.2 -2.1 -3.1 -3.3 
80% LME -11.1 
80% PMM1 -5.5 
80% PMM2 -1.3 -3.2 -5.4 -8.6 -1.5 -5.0 -8.0 -9.8 
80% PMM3 -1.3 -2.4 -3.4 -4.8 -1.5 -3.2 -4.4 -4.4 
2*β1 
20% LME -11.4 
20% PMM1 -4.6 
20% PMM2 -1.0 -2.1 -4.1 -6.5 -1.6 -4.3 -7.5 -9.0 
20% PMM3 -1.0 -1.7 -2.6 -3.1 -1.6 -2.8 -3.9 -2.8 
40% LME -17.3 
40% PMM1 -7.7 
40% PMM2 -1.1 -4.4 -6.8 -11.4 -1.3 -6.5 -10.7 -15.0 
40% PMM3 -1.1 -3.5 -4.3 -6.0 -1.4 -4.2 -5.5 -7.0 
80% LME -21.2 
80% PMM1 -11.1 
80% PMM2 -3.0 -6.8 -10.5 -15.3 -3.1 -8.2 -15.8 -19.7 
80% PMM3 -3.1 -5.4 -6.9 -8.3 -3.1 -5.2 -9.0 -10.0 
Se=0.5*β1 and %MAR with Anchor=25% 
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Table 3.5 Standard error by anchor, precision of anchor, Sb, total dropout and 
model. 
   Anchor 1 Anchor 2 
Sb 
% 
drop 
out 
Model 100% MNAR 
75% 
MNAR 
50% 
MNAR 
25% 
MNAR
100% 
MNAR 
75% 
MNAR 
50% 
MNAR 
25% 
MNAR
1*β1 
20% LME 0.25 
20% PMM1 0.29 
20% PMM2 0.29 0.28 0.28 0.27 0.29 0.28 0.27 0.26 
20% PMM3 0.29 0.29 0.28 0.27 0.29 0.29 0.28 0.27 
40% LME 0.27 
40% PMM1 0.32 
40% PMM2 0.32 0.31 0.30 0.29 0.32 0.31 0.30 0.28 
40% PMM3 0.32 0.32 0.31 0.29 0.32 0.31 0.30 0.29 
80% LME 0.30 
80% PMM1 0.37 
80% PMM2 0.37 0.35 0.34 0.32 0.37 0.36 0.33 0.32 
80% PMM3 0.37 0.36 0.34 0.33 0.37 0.36 0.34 0.32 
2*β1 
20% LME 0.50 
20% PMM1 0.55 
20% PMM2 0.56 0.55 0.54 0.52 0.56 0.54 0.53 0.50 
20% PMM3 0.56 0.55 0.54 0.53 0.56 0.55 0.54 0.52 
40% LME 0.52 
40% PMM1 0.63 
40% PMM2 0.61 0.59 0.57 0.55 0.61 0.59 0.57 0.54 
40% PMM3 0.61 0.60 0.58 0.56 0.61 0.59 0.57 0.56 
80% LME 0.57 
80% PMM1 0.68 
80% PMM2 0.69 0.66 0.64 0.61 0.69 0.67 0.64 0.60 
80% PMM3 0.69 0.67 0.64 0.62 0.69 0.67 0.65 0.61 
Se=0.5*β1 and %MAR with Anchor=25% 
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Table 3.6 Coverage of the 95% CI by anchor, precision of anchor, Sb, total 
dropout and model. 
   Anchor 1 Anchor 2 
Sb 
% 
drop 
out 
Model 100% MNAR 
75% 
MNAR 
50% 
MNAR 
25% 
MNAR
100% 
MNAR 
75% 
MNAR 
50% 
MNAR 
25% 
MNAR
1*β1 
20% LME 56.8 
20% PMM1 90.9 
20% PMM2 95.0 94.3 91.6 69.7 97.6 93.6 76.3 51.7 
20% PMM3 95.0 94.5 93.4 93.0 97.6 95.2 85.9 74.1 
40% LME 27.0 
40% PMM1 83.9 
40% PMM2 94.3 92.8 86.3 61.3 92.0 82.4 62.7 43.4 
40% PMM3 94.8 92.8 93.0 87.0 92.0 86.4 84.0 86.0 
80% LME 19.8 
80% PMM1 80.2 
80% PMM2 94.0 88.0 76.3 47.5 95.2 82.4 54.0 40.7 
80% PMM3 94.2 90.0 88.5 83.3 95.2 90.4 86.7 81.3 
2*β1 
20% LME 59.1 
20% PMM1 90.0 
20% PMM2 94.5 94.3 88.5 71.6 92.0 92.0 80.6 50.0 
20% PMM3 94.1 94.9 91.5 92.0 92.0 95.2 91.4 60.0 
40% LME 29.9 
40% PMM1 83.2 
40% PMM2 96.0 89.3 88.0 66.9 94.4 85.6 74.7 42.4 
40% PMM3 96.4 91.6 92.6 86.9 93.6 94.4 90.0 82.6 
80% LME 20.3 
80% PMM1 76.8 
80% PMM2 94.1 87.6 78.3 51.4 92.8 82.4 53.3 32.0 
80% PMM3 93.7 91.4 86.9 81.3 93.6 89.6 86.7 75.3 
Se=0.5*β1 and %MAR with Anchor=25% 
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CHAPTER 4: Impact of Interaction Between Informative Dropout and a 
Prognostic Factor on Estimating Change Over Time in Longitudinal Studies 
 
4.1 Introduction 
Longitudinal studies involve a series of measurements over time on the 
same individual or observational unit, allowing for the direct study of change over 
time. Over the course of a longitudinal study it is common for subjects to miss 
visits or to drop out before the scheduled end of follow-up. The effect of missing 
data on the estimate of the rate of change depends on the underlying missing 
data mechanism. [6, 13] Informative dropout is used to describe the scenario 
where dropout depends on the unobserved outcomes. In this case, the analysis 
must consider both the longitudinal nature of the data and the missing data 
mechanism.  
Many methods have been developed to analyze longitudinal data when 
informative dropout is suspected, but few have examined scenarios with a 
heterogeneous missing data mechanism, that is, when the relationship between 
outcome and dropout is not the same for all subjects.  Ten Have et al. proposed 
a selection model to analyze ordinal outcome data when the data are subject to 
multiple sources of informative dropout (death and unknown loss-to-follow up), 
assuming that reasons for dropout are fully understood. [43] Selection models 
explicitly specify the informative dropout process and incorporate it into the 
model for longitudinal change. [22]The authors specify separate models for 
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dropout for each of the sources of dropout. Crawford et al. proposed a test for 
detecting multiple sources of informative dropout. The test is based on a random-
effects model relating dropout time and change in outcome, and accommodates 
the situation where reasons for dropout are not fully known. However, they do not 
provide a method to estimate change over time in the presence of multiple 
sources of informative dropout. [44] A number of models have been proposed to 
jointly model longitudinal and survival data in the presence of competing causes 
of dropout. [45-49] Such an approach is useful when the time to event is of 
primary interest, particularly the effect of longitudinal measurements on the 
binary outcome, and when the causes of dropout are well defined. 
It is unclear how to estimate change over time with multiple sources of 
dropout and unclear or unknown dropout reasons. In Chapter 3, we investigated 
the use of an anchor event to improve the estimate of change over time. We 
define Anchor Event as an event or dropout reason that informs the researcher 
as to whether or not the dropout was related to study outcome. This event will aid 
the researcher in categorizing dropouts in order to separately model different 
dropout mechanisms. In the motivating example we examined the effect of using 
total knee replacement (TKR) as an anchor event to improve the estimate of 
progression of knee osteoarthritis (OA). Heterogeneity in the dropout mechanism 
may arise from an underlying relationship between a prognostic factor and 
dropout, for example, younger subjects may drop out from a clinical study as 
their outcome improves and they feel the intervention is no longer necessary, 
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while older subjects may drop out as outcome worsens and they are unable to 
get back and forth to study visits. Thus, there is a heterogeneous missing data 
mechanism that is different for different levels of a prognostic factor. The 
interaction could be qualitative, patients in one group are likely to dropout as 
outcome improves while patients in another group are likely to dropout as 
outcome deteriorates, or quantitative, both groups drop out as outcome 
deteriorates, but the association between deterioration and dropout is not the 
same in both groups. In Chapter 3 we proposed an update to the pattern mixture 
modeling approach to handle uncertainty in the anchor event. We will extend the 
use of this method to account for interaction between the prognostic factor of the 
outcome and dropout mechanism. We chose pattern mixture models vs. 
selection or shared parameter models for two reasons: 1) The analysis of interest 
is in estimating longitudinal change over time. Informative dropouts are a 
nuisance parameter, not a primary outcome. 2) There is uncertainty in the 
dropout mechanism. Selection and shared parameter models require explicit 
modeling of the dropout process, while pattern mixture models do not. Instead, in 
pattern mixture models the piece of the model specifying the missing data 
mechanism does not depend on the unobserved outcome. [24] 
The objective of this project is to examine the impact of interaction 
between a prognostic factor of the outcome and dropout in estimating the 
prognostic factor-specific slopes and the interaction between the prognostic 
factor and time in a longitudinal study. We will compare four methods for 
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analyzing change: the linear mixed effects model, and 3 pattern mixture models, 
each with a different strategy for defining patterns.  
 
4.2 Methods 
4.2.1 Overview 
Using a simulation study we will compare the relative bias, standard error, 
and coverage of a linear mixed effects model and three different ways of 
incorporating the anchor event in the pattern mixture modeling framework. We 
will evaluate the performance of the models, in terms of relative bias, standard 
error, and coverage, under a wide range of scenarios including variations in the 
percent of dropout, the prevalence of the prognostic factor, and variability of the 
outcome measure.  
 
4.2.2 Notation 
Notation was established in Chapter 3, Section 3.2.2 .An additional 
parameter describes the prognostic factor: let PFi = 0 if subject i does not have 
the prognostic factor and PFi = 1 if subject i does have the prognostic factor. 
 
4.2.3 Pattern Mixture Models 
Pattern mixture models stratify the study population based on the pattern 
of dropout and separately model each group. The models were described in 
detail in Chapter 3, Section 3.2.3. Briefly, in pattern mixture modeling the overall 
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estimate is the weighted average of the group-specific estimates, with the 
weights equal to the proportion of subjects in each group. [11] The joint 
distribution of the outcome and missingness is factored as: 
݂ሺ ௜ܻ௢, ௜ܻ௠, ܴ௜	| ௜ܺ	ሻ ൌ ݂ሺ ௜ܻ௢, ௜ܻ௠	|ܴ௜, ௜ܺ	ሻ݂ሺܴ௜| ௜ܺሻ 
The distribution of the responses is conditional on the missing data pattern. This 
implies a unique distribution for each dropout group. If we assume a normal 
distribution for the outcome ௜ܻ,: 
      ௜ܻ|ܴ௜, ௜ܺ 	~	ܰሺߤሺܴ௜ሻ, Σሺܴ௜ሻሻ                  (4.1) 
The parameter of interest ߚመ, is obtained by averaging over the P missing data 
patterns:  
     ߚመ ൌ ∑ ߨොሼ௉ሽߚመሼ௉ሽ௉         (4.2) 
where ߨሼ௣ሽ is the proportion of subjects and ߚሼ௣ሽis the conditional parameter 
estimate in the pth pattern.  
 
4.2.3.1 Strategies for Defining Patterns  
Strategies for defining patterns were described in detail in Chapter 3, Section 
3.2.3.1. They are reviewed briefly below.  
4.2.3.1.1 Pattern Mixture Model 1 (PMM1) 
Subjects are grouped together based on time of dropout, with no 
accommodation for dropout reason. Completers are grouped together in a final 
pattern. Again assuming a normal distribution for the outcome ௜ܻ, we have a 
different distribution for each dropout group:    
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௜ܻ|ܦ௜, ௜ܺ 	~	ܰሺߤሺܦ௜ሻ, Σሺܦ௜ሻሻ 
 
4.2.3.1.2 Pattern Mixture Model 2 (PMM2) 
 The second approach uses an anchor event (e.g., death, relapse, 
hospitalization) to determine which dropouts are informative and assumes that all 
other dropouts are missing completely at random (MCAR), that is, independent of 
outcome, or missing at random (MAR), that is independent of unobserved 
outcome, but may depended on observed outcome or covariates. The patterns 
are defined based on time of dropout for those subjects with an anchor event; 
completers and MAR/MCAR dropouts are grouped together in a final pattern. 
The outcome ௜ܻ is normally distributed conditional on an anchor event time and 
covariates.  
௜ܻ|ܣ௜, ௜ܺ 	~	ܰሺߤሺܣ௜ሻ, Σሺܣ௜ሻሻ 
 
4.2.3.1.3 Pattern Mixture Model 3 (PMM3) 
We propose a third strategy for grouping dropouts. In this strategy, 
dropouts with an anchor event are grouped based on the time of dropout. 
Another group contains all other non-anchor dropouts, and a final group contains 
all completers. This ensures that there is at least one pattern with an unbiased 
estimate of ߚመሼ௣ሽ, the completers. The bias of the estimates for the other patterns 
will depend on the precision of the anchor event, as it does for the PMM2 
approach.  
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4.2.3.2 Incorporating Prognostic Factor 
We allowed the dropout distribution to be a function of the prognostic 
factor, allowing for each pattern to have different intercepts and slopes 
depending on prognostic factor. [11, 50] Following from equation (4.1) above 
௜ܻ|ܴ௜, ௜ܺ~ ଶܰ ቀߤ௉ி೔ሺܴ௜ሻ, Σ୔୊౟ሺܴ௜ሻቁ 
݌ሺܴ௜ ൌ ݎ|ܲܨ௜ሻ ൌ ߨ௉ி೔ 
The estimates of parameters of interest are obtained by averaging over the P 
missing data patterns, as in equation (4.2), within each level of the prognostic 
factor:  
ߚመ௉ிୀ଴ ൌ ෍ߨො௉ிୀ଴ሼ௉ሽߚመ௉ிୀ଴ሼ௉ሽ
௉
 
ߚመ௉ிୀଵ ൌ ෍ߨො௉ிୀଵሼ௉ሽߚመ௉ிୀଵሼ௉ሽ
௉
 
ߚመ௉ிଵି௉ி଴ ൌ ෍ሺߨො௉ிୀଵሼ௉ሽߚመ௉ிୀଵሼ௉ሽ െ ߨො௉ிୀ଴ሼ௉ሽߚመ௉ிୀ଴ሼ௉ሽ ሻ
௉
 
 
4.2.4 Simulation Study Details 
4.2.4.1 Complete Data Generating Mechanism  
For each subject a dichotomous prognostic factor was generating using 
the Bernoulli distribution, a continuous response variable was generated at 
baseline and at four fixed follow-up time points. A decline in response indicates 
clinical worsening. Separately for each level of the prognostic factor, we 
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generated a vector of correlated responses, Yi =( Yi0, Yi1, Yi2, Yi3, Yi4) for each 
subject under the linear mixed effect model: 
௜ܻ ൌ ௜ܺߚ ൅ ܼ௜ܾ௜ ൅ ݁௜ 
 where 
ߚ ൌ ൤ߚ଴ߚଵ൨ , 	ܾ௜ ൌ ൤
ܾ଴௜
ܾଵ௜൨ , 	 ௜ܺ ൌ ቎
1	ݐଵ1	ݐଶ…
1	ݐ௡
቏ , 	ܼ௜ ൌ ቎
1	ݐଵ1	ݐଶ…
1	ݐ௡
቏ 
and 
௜ܻ௝ ൌ ߚ଴ ൅ ߚଵݐ௜௝ ൅ ܾ଴௜ ൅ ܾଵ௜ݐ௜௝ ൅ ݁௜௝ 
The fixed effect for intercept was 100. This was chosen to avoid a floor effect. 
This was modeled after the Osteoarthritis Initiative (OAI), a longitudinal 
observational study of patients with or at high risk for developing knee OA, where 
patients that were unlikely to demonstrate measureable loss of joint space during 
the study, defined as having advanced radiographic OA in both knees, were 
excluded. [31] The fixed effects (population average) for intercept and slope were  
ߚ ൌ ൤ߚ଴ߚଵ൨ ൌ 	 ቒ
100
െ5 ቓ 	݂݋ݎ	ܲܨ ൌ 0 
	ߚ ൌ ൤ߚ଴ߚଵ൨ ൌ 	 ቒ
100
െ10ቓ 	݂݋ݎ	ܲܨ ൌ 1	 
The interaction effect was the difference in change over time between levels of 
the prognostic factor: 
ߜ ൌ ߤ௉ி଴ െ	ߤ௉ிଵ ൌ ሺെ5ሻ െ	ሺെ10ሻ ൌ 5 
In other words, subjects with the prognostic factor decline at twice the rate of 
subjects without the prognostic factor. In a study of cartilage loss in patients with 
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knee osteoarthritis (OA), Wirth et al. found that subjects in a high risk sample, 
defined as subjects with moderate radiographic OA and obesity, lost cartilage at 
twice the rate as a non-high risk sample over 1 year of follow-up. [51]  
Variability was added with random effects for intercept and slope 
	ܾ௜ ൌ ൤ܾ଴௜ܾଵ௜൨	~	ܰሺ0, ቈ
ߪ଴ଶ ܿܿ ∗ ߪ଴ߪଵ
ܿܿ ∗ ߪ଴ߪଵ ߪଵଶ ቉ሻ 
The standard deviation of the random effect for slope, ߪଵ was varied at 0.5, 1, 
and 2 times the average slope and the standard deviation of the random effect 
for intercept, ߪ଴ଶ, was 15. We chose these parameters to examine the range of 
change over time that has been reported in the OA literature. For example, in the 
Wirth et al. study, investigators found rates of cartilage loss ranging from one 
third to one half of a standard deviation (standardized response mean 0.3 – 0.5). 
The correlation between b0i and b1i was varied at 0, 0.25, and 0.5 to correspond 
to small, moderate, and large correlation. In some outcomes of interest in OA, 
such as joint space width, it is likely that there exists a strong correlation between 
baseline and slope – patients with low baseline values that have already lost 
most of the joint space will not have much change over time, simply because 
they do not have much room to change. In other outcomes, such as pain and 
function, the relationship between baseline and slope is less clear. We chose 
these 3 values to examine a range of plausible associations.  
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Finally, residual variance was generated with an AR(1) correlation 
structure with correlation ߩ=0.5 to create a moderate AR structure, and ߪ௘ varied 
equal to one half of the standard deviation of the random effect for slope:  
݁௜௝ ൌ
ۏێ
ێێ
ۍ݁௜଴݁௜ଵ݁௜ଶ݁௜ଷ݁௜ସے
ۑۑ
ۑې ~ܰ
ۏ
ێێ
ێێ
ۍ ߪ௘ଶ ߩߪ௘ଶ ߩଶߪ௘ଶ ߩଷߪ௘ଶ ߩସߪ௘ଶߩߪ௘ଶ ߪ௘ଶ ߩߪ௘ଶ ߩଶߪ௘ଶ ߩଷߪ௘ଶ
ߩଶߪ௘ଶ ߩߪ௘ଶ ߪ௘ଶ ߩߪ௘ଶ ߩଶߪ௘ଶ
ߩଷߪ௘ଶ ߩଶߪ௘ଶ ߩߪ௘ଶ ߪ௘ଶ ߩߪ௘ଶ
ߩସߪ௘ଶ ߩଷߪ௘ଶ ߩଶߪ௘ଶ ߩߪ௘ଶ ߪ௘ଶ ے
ۑۑ
ۑۑ
ې
 
 
4.2.4.2 Missing Data Mechanism  
For each level of the prognostic factor we created a random-effects 
dependent heterogeneous missing data mechanism, with dropout the result of 
MNAR and MAR mechanisms. Approximately 70% of the dropouts were not at 
random, i.e., related to the underlying random effect for slope. We chose this 
value based on our evaluation of dropouts in the OAI. Approximately 40% of the 
dropouts underwent TKR. We assumed that in addition to this, some subjects 
drop out due to an MNAR mechanism and do not have the anchor event, and 
some subjects dropout due to a different missing data mechanism. We generated 
the missing data mechanism as follows. First, we created an MNAR mechanism 
where dropout depends on the underlying random effect for slope. We did this 
separately for each level of the prognostic factor in order to create a prognostic 
factor level specific missing data mechanism. First, for each subject we 
computed the z-score for the random effect for slope, ݖܾ௜ଵ. This indicates how 
many standard deviations the subject is above or below the population slope. 
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Then, for each subject we computed the log odds of dropping out at any point in 
the study as a function of the z-score of the random effect for slope, ݖܾ௜ଵ:  
݈݋݃݅ݐሺߨ௜ሻ ൌ ߙ଴௧ ൅ ߙଵ௧ݖܾ௜ଵ 
ߙ଴௧	 and ߙଵ௧ were defined based on the total amount of dropout, which ranged 
from 25% to 75% of the cohort, and so that each increase in 1 standard deviation 
of slope (increase in 1 unit in ݖܾ௜ଵ) was associated with dropout. For subjects 
without the prognostic factor, each increase in 1 standard deviation of slope was 
associated with an odds of dropout of 0.5, i.e., as a subject’s slope worsened 
he/she is less likely to dropout, or as a subject’s slope improves, he/she is more 
likely to dropout. For subjects with the prognostic factor, each increase in 1 
standard deviation of slope was associated with an increased of odds of dropout 
of 2, i.e., as a subject’s slope worsened he/she was more likely to dropout. 
Approximately 30% of the dropouts were at random, i.e., related to 
observed outcome, in this case, baseline value. To create a MAR mechanism, 
we first computed the z-score for the random effect for intercept, ݖܾ௜ଵ. This z-
score indicates how many standard deviations the subject is above or below the 
population baseline value. Then, for each subject log odds of dropping out at any 
point in the study was modeled as a function of the z-score of the random effect 
for intercept, ݖܾ௜଴: 
݈݋݃݅ݐሺߨ௜ሻ ൌ ߙଶ௧ ൅ ߙଷ௧ݖܾ௜଴ 
ߙଶ௧	 and ߙଷ௧ were defined based on the total amount of dropout, which ranged 
from 25% to 75% of the cohort, and so that each increase in 1 standard deviation 
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of intercept (increase in 1 unit in ݖܾ௜଴) was associated with an increased of odds 
of dropout of 1.5.  
The preceding steps described how we determined which subjects dropped 
out. Following this, we determined at which time point subjects dropped out. We 
did this in two ways: 
1. Dropout time was associated with the dropout mechanism and with the 
random effect for change: subjects with MNAR dropout and with greater 
worsening were more likely to drop out early, while subjects with MAR 
dropout were more likely to drop out late.  
2. Subjects were randomly assigned a dropout time using the multinomial 
distribution, with equal dropout at all four time points. 
 
4.2.4.3 Anchor Event 
We modeled the anchor event after the non-ignorable threshold model 
described by Schluchter, et al. [7] We assume that there is a fixed but unknown 
threshold, and when a subject’s outcome first drops below this threshold the 
subject has the anchor event. Based on the data generating mechanism 
described above, the mean outcome at time point 4, if no subjects dropped out, 
would be 70. We chose the threshold to be 1 standard deviation below this (e.g., 
if Sb=7.5 then the threshold was 62.5). Both subjects with and without the 
prognostic factor are eligible to have the anchor event. Under the definition of a 
“perfect” anchor given in Chapter 3, Section 3.2.4.3, this anchor is imperfect; 
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some subjects dropping out due to the MNAR mechanism may never drop below 
the threshold and will not have the anchor, and some subjects dropping out due 
to the MAR mechanism may drop below the threshold and have the anchor. 
However, the anchor event supplies additional information about the dropouts, 
beyond what we already know by knowing the level of the prognostic factor. The 
anchor will give us some additional insight into a subject’s disease progression, 
regardless of level of prognostic factor.  
The model makes sense in the context of the OA example – for example, 
men may generally be more likely to dropout as they get better, and women may 
generally be more likely to dropout as they get worse, but regardless of sex, 
subjects that reach some threshold of disease worsening will choose to undergo 
TKR. This threshold may be reached after a long slow decline, or after a short 
fast decline.  
 
4.2.3.4 Models considered 
We compared the performance of four models for longitudinal data in 
terms of relative bias, standard error, and coverage of the 95% confidence 
interval. These four models were described in Chapter 3, Section 3.2.4.4 and 
were modified to include the prognostic factor.  
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4.2.3.4.1 Linear Mixed Effects Model 
We considered a linear mixed model (LME) to estimate prognostic-factor 
specific slopes and the interaction between prognostic factor and time. The LME 
has no accommodation for informative dropout:  
௜ܻ ൌ ௜ܺߚ ൅ ܼ௜ܾ௜ ൅ ݁௜ 
Where 
	 ௜ܺ ൌ
ۏ
ێێ
ێ
ۍ1 ݐଵ ܲܨ ܲܨ ∗ ݐଵ1 ݐଶ ܲܨ ܲܨ ∗ ݐଶ1 ݐଷ ܲܨ ܲܨ ∗ ݐଷ… … … …
1 ݐ௡ ܲܨ ܲܨ ∗ ݐ௡ے
ۑۑ
ۑ
ې
, ߚ ൌ ൦
ߚ଴
ߚଵ
ߚଶ
ߚଷ
൪ , 		ܼ௜ ൌ
ۏ
ێێ
ێ
ۍ1 ݐଵ1 ݐଶ1 ݐଷ… …
1 ݐ௡ے
ۑۑ
ۑ
ې
, ܾ௜ ൌ ൤ܾ଴௜ܾଵ௜൨ 
 
and 
௜ܻ௝ ൌ ߚ଴ ൅ ߚଵݐ௜௝ ൅ ߚଶܲܨ௜ ൅ ߚଷݐ௜௝ ∗ ܲܨ௜ ൅ ܾ଴௜ ൅ ܾଵ௜ݐ௜௝ ൅ ݁௜௝ 
 
4.2.3.4.2 Pattern Mixture Models 
This section will describe the additional conditions and restrictions 
necessary for PMM specification and will describe the three PMMs evaluated. 
 
4.2.3.4.2.1 Identifying Restrictions 
Additional restrictions are necessary in order to estimate all parameters in 
the PMMs. We assumed a linear trajectory in each pattern: 
௜ܻ ሼ௣ሽ ൌ ௜ܺሼ௣ሽߚሼ௣ሽ ൅ ܼ௜ሼ௣ሽܾ௜ሼ௣ሽ ൅ ݁௜ሼ௣ሽ 
120 
 
 
Slope can only be estimated in patterns with at least two observations per 
subject, thus we combined subjects dropping out after baseline with subjects 
dropping out after the first time point.  
 
4.2.3.4.2.2 Models 
In addition to the LME model, we considered three different PMMs as 
described in section 3.2.3:  
1. PMM1 – ignore the anchor event and group all dropouts together at 
each time point. Based on the data generating mechanism with five 
time points (baseline and four yearly follow-ups), this produces four 
total groups.  
 ܦ௜௝ ൌ ሾ1	0	0	0	0ሿ்݋ݎ	ܦ௜௝ ൌ ሾ0	1	0	0	0ሿ் (dropout between 
baseline and year 1, or between year 1 and year 2) 
 ܦ௜௝ ൌ ሾ0	0	1	0	0ሿ்  (dropout between year 2 and year 3) 
 ܦ௜௝ ൌ ሾ0	0	0	1	0ሿ்   (dropout between year 3 and year 4) 
 ܦ௜௝ ൌ ሾ0	0	0	0	0ሿ்  (completers) 
 
2. PMM2 – First separate dropouts based on the anchor event. All 
completers and dropouts without an anchor will be one group. All 
remaining dropouts are grouped by time point. Based on the data 
generating mechanism with five time points (baseline and four 
yearly follow-ups), this produces four total groups. 
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 ܣ௜௝ ൌ ሾ1	0	0	0	0ሿ்݋ݎ	ܣ௜௝ ൌ ሾ0	1	0	0	0ሿ்  (dropout between 
baseline and year 1, or between year 1 and year 2 and 
anchor) 
 ܣ௜௝ ൌ ሾ0	0	1	0	0ሿ்  (dropout between year 2 and year 3 and 
anchor) 
 ܣ௜௝ ൌ ሾ0	0	0	1	0ሿ்   (dropout between year 3 and year four and 
anchor) 
 ܣ௜௝ ൌ ሾ0	0	0	0	0ሿ்  (no anchor) 
 
 
3. PMM3 – First separate dropouts based on the anchor event. All 
completers are grouped together, all dropouts without an anchor 
event are grouped together, all dropouts with an anchor event are 
grouped together by time point. Based on the data generating 
mechanism with five time points (baseline and four yearly follow-
ups), this results in 5 total groups. 
 ܣ௜௝ ൌ ሾ1	0	0	0	0ሿ்݋ݎ	ܣ௜௝ ൌ ሾ0	1	0	0	0ሿ்  (dropout between 
baseline and year 1, or between year 1 and year 2 and 
anchor) 
 ܣ௜௝ ൌ ሾ0	0	1	0	0ሿ்  (dropout between year 2 and year 3 and 
anchor) 
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 ܣ௜௝ ൌ ሾ0	0	0	1	0ሿ்   (dropout between year 3 and year four and 
anchor) 
 ܣ௜௝ ൌ ሾ0	0	0	0	0ሿ்	ܽ݊݀	ܦ௜௝	݊݋ݐ	݁ݍݑ݈ܽ	ݐ݋	ሾ0	0	0	0	0ሿ்  (dropout, 
no anchor) 
 ܣ௜௝ ൌ ሾ0	0	0	0	0ሿ்	ܽ݊݀	ܦ௜௝	 ൌ 	 ሾ0	0	0	0	0ሿ் (completers) 
 
4.2.4.5 Parameters Evaluated 
The standard deviation of change, denoted as Sb (b1i ~ N(0,	ߪଵ)), was 
examined at one half, one and two times the rate of change (i.e., 3.75, 7.5, 15) 
and the residual standard deviation, denoted as Se (eij ~ N(0,	ߪ௘)), was equal to 
one half of Sb. The total dropout by end of study was varied at 25%, 50%, and 
75%. The prevalence of the prognostic factor was varied at 25%, 50%, and 75%. 
The correlation between b0i and b1i (denoted as CC) was varied at 0, 0.25, and 
0.5. Finally, two missing data mechanism were implemented as described above. 
 
4.2.4.6 Criteria for Evaluation 
We evaluated relative bias, standard error, coverage probability, and 
length of the 95% confidence interval for the estimate of change over time within 
each level of the prognostic factor and for the estimate of time by prognostic 
factor interaction. The absolute bias is calculated by subtracting the estimated 
progression estimate from the fixed true value and the relative bias is calculated 
by dividing the absolute bias by the fixed true value of the parameter estimate. 
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The coverage probability is the proportion of times the 95% confidence interval 
includes the true progression estimate. We report the number of times that we 
were unable to compute a progression estimate due to not having enough 
subjects in each group. Five thousand replicates were run for each scenario. All 
simulations were conducted in SAS version 9.3 (SAS Institute, Cary, NC).  
 
4.3. Results 
4.3.1 Missing Data Mechanism 1 (Association between outcome and dropout 
time) 
4.3.1.1 Relative Bias  
4.3.1.1.1 Prognostic Factor by Time Interaction 
We first present results for missing data mechanism 1, the scenario with 
dropout time associated with the dropout mechanism and with the random effect 
for change. Figure 4.1 displays relative bias by model and total dropout, holding 
Sb, the standard deviation of change (b1i ~ N(0,	ܾܵ)), fixed at the average slope, 
the prevalence of the prognostic factor at 50%, and the correlation between b0i 
and b1i at 0.25. Relative bias increases as the amount of dropout increases, and 
is largest for the LME model. Relative bias for the PMM1 and PMM2 models 
ranges between -5 and -12%, while relative bias for the PMM3 model stays close 
to -5%.The interquartile range (IQR) of observed relative bias is similar across all 
four models, approximately 12%. 
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As we increase the variability in outcome by increasing Sb and Se, relative 
bias increases for all four models (Figure 4.2). As Sb is increased from 0.5*β1 to 
2*β1 (and Se correspondingly increased from 0.25*β1 to 1*β1), relative bias 
increases from approximately -12% to -50% for the LME model, and -3% to -5% 
for PMM3. As demonstrated by the widths of the box plots, the variability around 
the relative bias estimate increases substantially as well, with the IWR increasing 
from approximately 6% to 25% for all models. 
There did not appear to be an association between mean relative bias and 
prevalence of the prognostic factor (Figure 4.3). Finally, mean relative biased 
decreases slightly with increasing correlation between b0 and b1 (Figure 4.4). 
 
4.3.1.1.2 Relative Bias of Prognostic Factor-Specific Slopes 
Figure 4.5 displays relative bias of the prognostic factor-specific slopes, by 
model and total dropout, holding Sb fixed at the average slope, the prevalence of 
the prognostic factor at 50%, and the correlation between b0i and b1i at 0.25. In 
general, the slope for PF=0 overestimated (positive relative bias) while the slope 
for PF=1 is underestimated (negative relative bias). The PMM1 and PMM3 
models have the least relative bias in estimating the slope for PF=0, while the 
PMM2 and PMM3 models have the least relative bias in estimating the slope for 
PF=1.  
Within each level of the prognostic factor, there is less variability in the 
estimate of mean relative bias as the percent of subjects in each group increases 
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(Figure 4.6). For PF=0, the width of the boxplots increases as more subjects 
have the prognostic factor (and there are fewer subjects in the PF=0 group), with 
for PF=1 the width of the boxplots increases as there are fewer subjects with the 
prognostic factor.  
 
4.3.1.2 Standard Error  
4.3.1.2.1 Prognostic Factor by Time Interaction 
Standard error is lowest for the LME model and similar for the 3 PMMs, 
with slightly higher standard error for PMM1. Holding Sb fixed at the average 
slope, the prevalence of the prognostic factor at 50%, and the correlation 
between b0i and b1i at 0.25, the standard error of the estimate increases as we 
increase total dropout from 25% to 75% (Figure 4.7).  
As expected, standard error increases as Sb and Se increase, and as the 
prevalence of the prognostic factor changes from 50% (Figures 4.8-4.9).  
 
4.3.1.2.2 Standard Error of Prognostic Factor-Specific Slopes 
There is slightly higher mean standard error and more variability around 
the standard error estimate in estimating the slope for PF=1 vs. PF=0 (Figure 
4.10). Within each level of the prognostic factor, there is larger standard error as 
the percent of subjects in that group decreases (Figure 4.11) 
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4.3.1.3 Coverage  
4.3.1.3.1 Prognostic Factor by Time Interaction 
PMM3 maintains coverage close to 95% across all amounts of dropout, in 
the scenario with Sb fixed at the average slope, the prevalence of the prognostic 
factor at 50%, and the correlation between b0i and b1i at 0.25 (Figure 4.12). The 
coverage of PMM1 and PMM2 decreases with increasing dropout, though 
coverage is maintained above 80%. Coverage was the lowest for the LME 
model, dropping from approximately 50% at 25% total dropout to 15% at 75% 
total dropout. 
 
4.3.1.3.2 Prognostic Factor-Specific Slopes 
Paralleling the mean relative bias for prognostic factor-specific slopes, the 
PMM1 and PMM3 models have the highest coverage in estimating the slope for 
PF=0, maintaining coverage close to 95%, while the PMM2 and PMM3 models 
have the highest coverage in estimating the slope for PF=1. This result holds 
across all levels of dropout and prevalence of the prognostic factor (Figures 4.13-
4.14). 
4.3.2 Impact of Missing Data Mechanism 
The relative bias in estimating the prognostic factor by time interaction 
was substantially smaller for the LME, PMM1, and PMM3 models under missing 
data mechanism 2 vs. missing data mechanism 1 (Table 4.1). In fact, under 
missing data mechanism 2 relative bias was under 2% for both the PMM1 and 
PMM3 models, for all scenarios examined. Relative bias ranged as high as -11% 
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for PMM3 and -27% for PMM1 under missing data mechanism 1. While the 
relative bias for PMM2 was smaller under missing data mechanism 2, it was not 
substantially smaller. Under missing data mechanism 2, the PMM1 and PMM3 
models clearly outperform PMM2 in terms of relative bias. The variability around 
the relative bias estimates was similar for both mechanisms (Figure 4.15). Figure 
4.16 displays the prognostic-factor specific slopes for each missing data 
mechanism. The LME and PMM2 models overestimate the slope for PF=0, while 
the PMM1 and PMM3 models have mean bias close to 0%. Under missing data 
mechanism 1, all models underestimate the slope for PF=1, with the LME and 
PMM1 models displaying the most bias. Under missing data mechanism 2, all 
three pattern mixture models have relative bias close to 0%. Standard error was 
approximately the same between the missing data mechanisms while coverage 
mirrored relative bias and was smaller for the LME, PMM1, and PMM3 models 
under missing data mechanism 2 vs. missing data mechanism 1 (Tables 4.2-4.3). 
 
4.4 Discussion 
We evaluated the impact of an interaction between the missing data 
mechanism and a prognostic factor in evaluating the rate of change in 
longitudinal studies with informative dropouts using PMMs. In estimating the 
prognostic factor by time interaction, mean relative bias increased and coverage 
decreased with increasing variability in outcome and total dropout, while the 
prevalence of the prognostic factor did not have an impact on mean relative bias 
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or coverage. Our proposed update to the grouping of dropout patterns had the 
lowest relative bias across all four models evaluated, while the estimated 
standard error was larger than that estimated from the LME model. In estimating 
prognostic-factor specific slopes, the SE was higher for the PMM3 model than 
the LME model, and higher than the PMM2 model under certain conditions. 
We evaluated four methods for estimating the rate of change in 
longitudinal studies. In Chapter 3 we demonstrated that the PMM3 model had the 
best performance, in terms of relative bias and coverage, in estimating change 
over time in a scenario with a heterogeneous missing data mechanism and 
imprecise anchor event. When the amount of variability was large or the total 
amount of dropout was large, the LME and PMM1 models demonstrated large 
relative bias and low coverage, while the performance of the PMM2 model 
depended on the precision of the anchor event. In this analysis, we found that the 
PMM3 performed best in terms of bias and coverage, while the standard error 
was large under certain conditions, particularly in estimating the prognostic 
factor-specific slopes.  
The performance of PMM1 and PMM2 depended on the underlying 
missing data mechanism and the parameter of interest. Under missing data 
mechanism 1, the scenario with time of dropout associated with underlying 
change, the PMM1 model had less bias and higher coverage than the PMM2 
model in estimating the slope for the subgroup without the prognostic factor. In 
our scenarios, subjects with the prognostic factor were more likely to dropout as 
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outcome worsened, and were therefore more likely to reach the anchor event 
threshold. The PMM2 model does better than the PMM1 model for patients with 
the prognostic factor because it incorporates the anchor event. In estimating the 
prognostic factor by time interaction, the PMM2 model had lower relative bias 
and higher coverage than the PMM1 model under missing data mechanism 1 but 
had higher relative bias and lower coverage under missing data mechanism 2. 
Under mechanism 1, patients with more rapid decline in outcome (larger random 
effect for slope) were more likely to dropout out of the study early. The 
assumption we made in our identifying restrictions, that the subjects dropping out 
after baseline had the same slope and could be combined with subjects dropping 
out after the first time point, does not hold. The anchor event provides some 
additional information about which dropouts have the worst outcome and should 
be modeled together and helps us overcome the violation of this assumption. 
Under mechanism 2, on the other hand, all dropouts were equally likely to 
dropout at each time point, regardless of mechanism. The assumption that 
subjects dropping out after baseline can be combined with subjects dropping out 
after the first time point holds. Here, simply knowing the prognostic factor tells us 
everything we need to know in order to model the different dropout mechanisms.  
This paper examined the situation where multiple sources of informative 
dropout are present, and these sources are different for different levels of a 
baseline prognostic factor. Of particular concern is the case of qualitative 
interaction, where the different directions of informativeness (some subjects 
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dropping out as outcome improves, others dropping out as outcome worsens) 
may mask the informativeness of the missing data mechanism and increase the 
chance that this informative dropout is not detected in standard tests for MCAR 
or MAR dropout. The test proposed by Crawford et al. can be used to investigate 
whether there are multiple, heterogenous, sources of informative dropout. [44] 
Investigators can also look at the association between anchor event and baseline 
prognostic factors – if some subgroup is more likely or less likely to undergo 
anchor event, then it may be a indication that the dropout mechanism is different 
for that subgroup.  
As with any study that utilizes simulations, our study had several 
limitations. Missing data in our study resulted only from dropout; there were no 
intermittent missing data. We examined only two missing data mechanisms and 
did not vary the percent of dropouts that were due to the MNAR vs. MAR 
mechanism. We only examined scenarios with 1000 subjects and 5 time points. 
The PMM described required at least one dropout group per time point per level 
of the PF. With a smaller sample it is possible that groups would be too small to 
estimate pattern and PF specific slopes. Even with the large sample size that we 
examined, the standard error for the PMMs was higher than the LME. Decisions 
about how to group sparse dropout patterns were not examined in this analysis. 
 In this paper we compared the performance of four different models for 
evaluating the rate of change in longitudinal studies when there is a 
heterogeneous informative dropout mechanism and interaction between the 
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dropout mechanism and prognostic factor. The approach proposed in Chapter 3, 
which separates completers from dropouts that do not have an anchor event, had 
the superior performance across the four models in terms of relative bias and 
coverage. However, estimating pattern-specific slopes for many patterns comes 
with a drawback in terms of the large standard error. There is more uncertainty 
when the model estimating many parameters. The model had good performance 
across varying degrees of dropout and prevalence of the prognostic factor and 
performed especially well when the dropout time was not associated with 
outcome.   
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Figure 4.1 Relative bias by model and total dropout. 
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Figure 4.2 Relative bias by model and variability. 
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Figure 4.3 Relative bias by model and prevalence of PF. 
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Figure 4.4 Relative bias by model and correlation between b0 and b1 (CC). 
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Figure 4.5 Relative bias of PF-specific slopes by model and total dropout.  
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Figure 4.6 Relative bias of PF-specific slopes by model and prevalence of PF. 
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Figure 4.7 Standard error by model and total dropout. 
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Figure 4.8 Standard error by model and variability. 
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Figure 4.9 Standard error by model and prevalence of PF. 
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Figure 4.10 Standard error of PF-specific slopes by model and total dropout. 
 
 
 
 
  
142 
 
 
Figure 4.11 Standard error of PF-specific slopes by model and prevalence of PF. 
 
 
  
143 
 
 
Figure 4.12 Coverage of 95% CI by model and total dropout. 
 
Shaded area represents the binomial margin of error based on the number of 
simulations 
 
  
144 
 
 
Figure 4.13 Coverage of 95% CI for PF-specific slopes by model and total 
dropout. 
 
Shaded area represents the binomial margin of error based on the number of 
simulations 
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Figure 4.14 Coverage of 95% CI for PF-specific slopes by model and prevalence 
of PF. 
 
Shaded area represents the binomial margin of error based on the number of 
simulations 
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Figure 4.15 Relative bias by model and missing data mechanism.  
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Figure 4.16 Relative bias of PF-specific slopes by model and missing data 
mechanism. 
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Table 4.1 Percent relative bias by model, missing data mechanism, variability, 
total dropout and prevalence of PF. 
Parameters 50% Total dropout 75% Total Dropout 
Mech. %PF Sb LME PMM
1 
PMM
2 
PMM
3 
LME PMM
1 
PMM
2 
PMM
3 
1 0.25 3.75 -12.0 -4.3 -5.4 -2.4 -13.3 -5.7 -6.1 -3.6
1 0.25 7.5 -24.6 -9.2 -9.5 -3.8 -27.4 -12.3 -10.6 -5.7
1 0.25 15 -49.7 -18.8 -16.8 -5.7 -57.1 -26.3 -19.2 -9.3
1 0.5 3.75 -12.2 -4.6 -5.5 -2.6 -13.6 -6.0 -6.4 -3.8
1 0.5 7.5 -23.9 -8.5 -8.9 -3.1 -27.6 -12.2 -10.7 -5.6
1 0.5 15 -50.0 -18.7 -16.6 -4.9 -57.8 -26.0 -19.7 -9.3
1 0.75 3.75 -12.0 -4.2 -8.4 -5.5 -13.4 -5.7 -6.4 -3.7
1 0.75 7.5 -24.6 -8.9 -12.7 -6.8 -27.7 -12.2 -10.8 -5.5
1 0.75 15 -50.4 -18.2 -20.1 -8.2 -58.9 -27.2 -21.6 -10.7
2 0.25 3.75 -6.6 0.0 -3.9 0.1 -5.3 -0.0 -3.6 -0.1
2 0.25 7.5 -13.2 0.0 -7.6 0.2 -11.1 -0.7 -7.9 -0.6
2 0.25 15 -28.0 -1.2 -16.5 -0.7 -20.0 2.2 -13.1 1.8
2 0.5 3.75 -6.5 0.0 -3.9 0.1 -5.3 -0.2 -3.8 -0.2
2 0.5 7.5 -13.2 0.1 -7.7 0.1 -10.8 -0.2 -7.5 -0.2
2 0.5 15 -28.1 -0.6 -17.0 -0.7 -20.5 0.7 -14.2 1.0
2 0.75 3.75 -6.5 0.1 -7.7 -3.6 -5.3 -0.1 -4.1 -0.4
2 0.75 7.5 -13.7 -0.3 -12.6 -4.5 -11.0 -0.7 -8.1 -0.5
2 0.75 15 -26.2 0.3 -17.9 -1.6 -20.7 1.6 -15.0 1.1
correlation between b0i and b1i (CC)=0.25 
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Table 4.2 Standard error by model, missing data mechanism, variability, total 
dropout and prevalence of PF. 
Parameters 50% Total dropout 75% Total Dropout 
Mech. %PF Sb LME PMM
1 
PMM
2 
PMM
3 
LME PMM
1 
PMM
2 
PMM
3 
1 0.25 3.75 0.25 0.29 0.30 0.30 0.27 0.32 0.32 0.32
1 0.25 7.5 0.51 0.59 0.60 0.59 0.55 0.65 0.64 0.63
1 0.25 15 1.02 1.20 1.21 1.19 1.10 1.31 1.30 1.26
1 0.5 3.75 0.22 0.24 0.24 0.24 0.23 0.26 0.25 0.25
1 0.5 7.5 0.43 0.49 0.48 0.48 0.46 0.53 0.51 0.51
1 0.5 15 0.86 0.98 0.97 0.98 0.92 1.06 1.03 1.02
1 0.75 3.75 0.24 0.27 0.25 0.26 0.26 0.28 0.27 0.27
1 0.75 7.5 0.49 0.54 0.51 0.53 0.51 0.57 0.53 0.55
1 0.75 15 0.97 1.08 1.02 1.06 1.03 1.14 1.07 1.10
2 0.25 3.75 0.25 0.27 0.27 0.27 0.26 0.29 0.28 0.28
2 0.25 7.5 0.50 0.55 0.55 0.54 0.52 0.58 0.57 0.56
2 0.25 15 1.00 1.11 1.10 1.09 1.05 1.17 1.15 1.12
2 0.5 3.75 0.21 0.24 0.22 0.23 0.23 0.25 0.23 0.24
2 0.5 7.5 0.43 0.47 0.45 0.46 0.45 0.50 0.47 0.47
2 0.5 15 0.86 0.95 0.90 0.92 0.91 1.01 0.94 0.94
2 0.75 3.75 0.25 0.27 0.25 0.26 0.26 0.29 0.26 0.27
2 0.75 7.5 0.50 0.55 0.50 0.52 0.52 0.58 0.51 0.53
2 0.75 15 1.00 1.10 0.99 1.04 1.05 1.17 1.03 1.07
correlation between b0i and b1i (CC)=0.25 
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Table 4.3 Coverage of 95% CI by model, missing data mechanism, variability, 
total dropout and prevalence of PF. 
Parameters 50% Total dropout 75% Total Dropout 
Mech. %PF Sb LME PMM
1 
PMM
2 
PMM
3 
LME PMM
1 
PMM
2 
PMM
3 
1 0.25 3.75 40.0 86.0 80.0 88.1 31.3 84.0 81.3 90.3 
1 0.25 7.5 31.2 88.0 75.6 90.2 28.0 77.6 84.0 92.8 
1 0.25 15 32.0 84.8 82.5 99.0 22.4 80.8 89.6 94.4 
1 0.5 3.75 24.7 82.0 81.3 91.7 18.7 77.3 77.3 88.7 
1 0.5 7.5 29.6 86.4 88.8 92.0 18.4 81.6 84.0 91.2 
1 0.5 15 16.0 82.4 90.4 96.8 8.8 76.8 91.2 96.0 
1 0.75 3.75 38.7 84.0 87.3 94.0 34.7 82.7 86.7 91.3 
1 0.75 7.5 32.0 80.8 88.8 94.4 28.8 81.6 88.0 93.6 
1 0.75 15 39.2 91.2 93.5 96.7 24.0 81.6 89.6 94.4 
2 0.25 3.75 79.0 94.0 82.0 97.0 84.3 94.7 88.8 95.0 
2 0.25 7.5 74.7 95.0 79.5 96.2 84.0 95.0 87.7 95.3 
2 0.25 15 81.3 97.3 88.7 97.2 87.7 97.0 90.0 96.7 
2 0.5 3.75 74.3 95.0 91.2 95.6 83.0 94.3 91.7 95.0 
2 0.5 7.5 71.0 95.0 88.3 96.0 82.7 95.3 90.3 96.7 
2 0.5 15 69.7 95.0 89.3 95.7 81.7 95.7 91.3 96.3 
2 0.75 3.75 79.7 96.0 93.3 95.7 85.0 94.3 94.0 96.7 
2 0.75 7.5 78.7 95.7 93.7 97.0 81.3 95.3 91.0 96.7 
2 0.75 15 74.0 96.0 89.0 96.0 86.3 95.3 94.3 95.0 
correlation between b0i and b1i (CC)=0.25 
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CHAPTER 5: Summary 
 
 In this dissertation, we evaluated methods for analyzing longitudinal data 
in the presence of heterogeneity and uncertainty in the missing data mechanism. 
In the presence of informative censoring there is potential for bias, increased SE, 
and decreased coverage, even with moderate dropout. Careful consideration 
should be given to understanding the missing data mechanism, in terms of 
whether the dropout is MNAR vs. MCAR/MAR and the nature of the association 
between dropout and (potentially unobserved) outcome. Careful thought must 
also be given to a potential anchor event. 
 In Chapter 2 we evaluated the performance of a general linear mixed 
model (LME) when estimating rate of change in longitudinal studies, when the 
dropout was result of a combination of MNAR and MCAR mechanisms. We 
found that mean relative bias was associated with all factors with the exception of 
sample size. Bias increased with increasing total dropout, increasing informative 
dropout, and increasing standard deviation of change. While the mean relative 
bias across all simulations did not change as we varied sample size, the variation 
around the estimate of relative bias was much larger for smaller sample sizes. 
Bias was higher under a mechanism with more early dropouts, and was lower 
when dropout depended on the outcome value rather than change. Standard 
error increased with increasing standard deviation of change and decreasing 
sample size, but was not highly associated with dropout mechanism or 
informative dropout. Coverage probability was associated with both dropout 
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mechanism and the amount of informative dropout. When the overall amount of 
dropout was very small (<20% overall), the performance of the linear mixed 
model was adequate in terms of relative bias, standard error, and coverage, 
under most scenarios with relative bias less than 7.5% and coverage greater 
than 80%. However, when the amount of dropout was moderate to large (≥20% 
overall) the potential for relative bias greater than 10% increases, especially 
when the standard deviation of change is large, and even under scenarios where 
only a portion of dropout informative. 
 In the motivating example we sought to describe the progression of knee 
Osteoarthritis (OA) in the Osteoarthritis Initiative (OAI). Based on the results from 
Chapter 2 we are hesitant to use LME models for this analysis, since dropout is 
approximately 30% and variability in the outcome, joint space width (JSW), is 
high at approximately twice the rate of change. When we considered scenarios 
similar to what we observed in the OAI, we found that while most scenarios 
demonstrate mean relative bias less than 10%, the interquartile range extends to 
15% in some scenarios. In other words, the estimate from a linear mixed effects 
model to analyze change in JSW over time in the OAI has a non-trivial chance of 
being biased by greater than 15%. Total knee replacement (TKR) provides some 
additional information about disease progression. In Chapter 3 we sought to 
understand if incorporating this additional information would lead to improved 
estimates of change over time. We proposed an update to the pattern mixture 
modeling approach to account for uncertainty in the anchor event. This method 
153 
 
 
separates the data into patterns based both on time of dropout and whether or 
not a subject experienced the anchor event. We showed that with no uncertainty 
in the anchor event this method performed as well as the traditional PMM 
approaches of creating patterns based only on dropout or only on anchor event 
in terms of bias and coverage. In scenarios with uncertainty in the anchor event, 
that is, some MNAR dropouts do not have the anchor and some MAR dropouts 
do have the anchor, the proposed method has lower bias and higher coverage 
than all other methods evaluated. We also found that the relationship between 
the anchor event and outcome of interest is important – the performance of the 
models that incorporate the anchor deteriorated when the anchor was randomly 
assigned to informative dropouts instead of assigned to the dropouts with the 
most disease progression. 
 We implemented each of the four approaches examined in Chapter 3 to 
analyze change in JSW over time in the OAI. We used TKR as the anchor event. 
Overall, 34% of dropouts in the OAI underwent TKR. The PMM3 approached 
yielded the highest estimate of change over time, though all three PMM 
approaches were quite close (Table 5.1). Using the estimate of yearly change, 
we estimated total change over 4 years.  
  
154 
 
 
Table 5.1 Estimate of yearly change in joint space width in the OAI. 
Model Estimate Standard Error p-value 
4-year 
change 
LME -0.1035 0.0058 <0.001 -0.4140 
PMM1 (dropout time) -0.1127 0.0123 <0.001 -0.4508 
PMM2 (TKR time) -0.1170 0.0069 <0.001 -0.4680 
PMM3 (dropout + TKR time) -0.1208 0.0075 <0.001 -0.4832 
 
To further investigate change over time, we calculated the group-specific 
slopes for each dropout pattern (Table 5.2). The groups undergoing TKR have 
demonstrate much greater change than those groups not undergoing TKR; the 
slopes in these groups are approximately three times the slopes in the non-TKR 
groups. This suggests that TKR may in fact be quite a good anchor event. 
However, because overall dropout is relatively modest and only approximately 
one-third of dropouts undergo TKR, this dramatic difference in the change over 
time in the TKR groups doesn’t translate to a substantial difference in the overall 
estimate of change over time across the entire cohort.  
Table 5.2 Group-specific estimates of yearly change in joint space width in the 
OAI. 
Group Estimate % of cohort 
No dropout/no TKR -0.09232 72.0% 
Dropout/no TKR -0.1238 19.9% 
TKR after 36 months -0.3288 2.8% 
TKR after 24 months -0.4423 2.9% 
TKR between baseline and 24 months -0.3237 2.4% 
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In the OAI, in addition to data on TKR we also had information on obesity. 
Obesity has been shown to be a risk factor for OA progression and could 
potentially provide additional information about the dropout mechanism. [51] In 
the OAI, obese subjects were more likely to undergo TKR compared to non-
obese subjects, though the dropout rate was similar for the two groups. This 
suggests that there may be different missing data mechanisms for obese and 
non-obese subjects. In Chapter 4 we extended the PMM proposed in Chapter 3 
to incorporate a baseline prognostic factor.  We evaluated the performance of 
this PMM, in terms of bias, standard error, and coverage, and compared it to the 
methods evaluated in Chapter 3. The proposed PMM approach had the lowest 
relative bias and highest coverage among the methods evaluated, both for 
estimating PF-specific slopes and for estimating the interaction effect. However, 
the standard error for this method was higher than that for the LME, and under 
certain conditions was higher than that for the other PMM approaches, reflecting 
the uncertainty in estimating a large number of parameters.  
We once again implemented each of the four approaches – LME, PMM1, 
PMM2, and PMM3 – and incorporated information on baseline obesity status to 
analyze change in JSW over time in the OAI. The four approaches were similar 
in the estimate of yearly change for the non-obese subjects, while for the obese 
subjects the PMM2 and PMM3 approaches yielded higher estimates of yearly 
change. This translated to a larger interaction effect estimate in the PMMs, with 
the LME model estimating an interaction effect of 0.038 millimeters per year 
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compared to the largest interaction effect estimate of 0.068 using the PMM3 
approach.  
Table 5.3 Estimate of yearly change in joint space width with standard error by 
obesity status in the OAI 
Model Estimate: Non-Obese 
Estimate: 
Obese 
Estimate: 
Interaction 
Effect 
LME -0.086 (0.0078) -0.124 (0.0084) 0.038 (0.0115) 
PMM1 (dropout time) -0.084 (0.0145) -0.138 (0.0152) 0.054 (0.0210) 
PMM2 (TKR time) -0.089 (0.0085) -0.150 (0.0106) 0.061 (0.0136) 
PMM3 (dropout + 
TKR time) -0.090 (0.0096) -0.158 (0.0114) 0.068 (0.0149) 
 
The OAI analysis sample included 1,330 subjects with radiographic, 
symptomatic knee OA at baseline. Consequently, we did not consider the issue 
of sample size in defining patterns for the pattern mixture models. This is an 
interesting topic for future research, particularly the question of when it is 
necessary to separate by time of dropout vs. dichotomous completer/dropout – is 
it possible to improve standard error without sacrificing bias? Subjects in the OAI 
who were unable to attend in-clinic assessments were given the option to 
complete patient-reported outcome questionnaires over the phone. Some 
patients dropped out of in-clinic assessments, and therefore did not have JSW 
measured, but did complete questionnaires over the phone. Whether this 
ancillary information could be incorporated in a meaningful way to better define 
the patterns is a topic for future research.  
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We suggest that investigators should work to understand and quantify the 
association between any potential anchor event and informative dropout. Both 
sensitivity and specific of the anchor are important – how many patients dropping 
out due to disease progression and not having the anchor event, and how many 
patients that are not experiencing disease progression but are having the anchor 
event. As demonstrated in Chapter 3, choosing a “bad” anchor – that is, an 
anchor that does a poor job of differentiating informative and non-informative 
dropouts – can lead to estimates that have more relative bias and lower 
coverage than simply utilizing a linear mixed effects model. Other important 
factors, including variability in outcome, amount of dropout, and timing of dropout 
are easily quantified and should be evaluated. In general, the performance of the 
proposed PMM model was superior, in terms of bias and coverage, to the other 
models evaluated. However, a price was paid in higher SE. The proposed PMM 
is recommended when there is uncertainty around the anchor event and missing 
data mechanism. 
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