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Frequency monitoring network (FNET) is a GPS-synchronized distribution-level 
phasor measurement system. It is a powerful synchronized monitoring network 
for large-area power systems that provides significant information and data for 
power system situational awareness, real time and post-event analysis, and 
other important aspects of bulk systems. This work explored FNET 
measurements and utilized them for different applications and power system 
analysis. 
An island system was built and validated with FNET measurements to study the 
stability of the OTEC integration. FNET measurements were also used to 
validate a large system model like the U.S. Eastern Interconnection. It tries to 
match the simulation result and frequency measurement of a real event by 
adjusting the simulation model. The system model is tuned with the combination 
of different impact factors for different confirmed actual events, and some general 
rules and specific tuning quantities were concluded from the model validation 
process.  
This work also investigated the behavior of the power system frequency during 
large-scale, synchronous societal events, like the World Cup, Super Bowl and 
Royal Wedding. It is apparent that large groups of people engaging in the same 
event at roughly the same time can have significant impacts on the power grid 
frequency. The systematic analysis of the accumulating and statistical FNET 
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frequency data presents an incisive point of view on the power grid frequency 
behavior during such events. 
To better understanding of system events recorded by FNET, a visualization tool 
was developed to visualize major events that occurred in the North American 
power grid. The measurement plot combined with the geographical contour map 
provides intuitive visualization of the event. 
Finally, the EI system was simplified and clustered into four groups based on 
FNET measurements and simulation results of generator trip cases. The 
generation and load capacity of each cluster was calculated based on the 
clustering result and simulation model, and a flow diagram of this simplified EI 
system was demonstrated with clusters and power flow between them. 
 
 vi 
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1.1  Frequency Monitoring Network (FNET) 
 
FNET is a Global Positioning System (GPS)-synchronized distribution-level 
phasor measurement system [1-3]. It is a powerful synchronized monitoring 
network for large-area power systems that provides significant information and 
data for power system situational awareness, real time and post-event analysis, 
and other important aspects of bulk systems [4-8]. The fundamental architecture 
of FNET is shown in Figure 1-1 and consists of two major components. One is a 
GPS-based synchronized sensor known as a Frequency Disturbance Recorder 
(FDR), and the other is an Information Management System (IMS), which can 
also be thought of as a Phasor Data Concentrator, or PDC. 
 
Figure 1-1 FNET Architecture 
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The FDR is a low-cost, quickly deployable frequency measurement device. Its 
price is much less than that of a commercial Phasor Measurement Unit (PMU), 
and it requires no installation design or fee [1, 9]. It can be plugged directly into 
any 120 V, 60 Hz (or 240 V, 50 Hz in Europe) electrical outlets to obtain the 
signal and power. Figure 1-2 displays the second generation of the device that 
was originally developed by the Virginia Tech Power IT Laboratory. Basically, the 
FDR measures the voltage signals out of the electrical connection and reduces 
the voltage signals to a reasonable level using a transformer. The voltage signals 
are then filtered by a low-pass filter and sampled by an analog-to-digital 
converter. Next, the digital signals are analyzed by the microcontroller with GPS 
timing. Since the FDR has a sampling rate of 1440 Hz and its frequency 
calculation uses algorithms of phasor analysis and signal resampling techniques, 
the resulting frequency accuracy is ±0.0005 Hz or better [1]. Finally, the 
synchronized voltage phasor and frequency data are transmitted back to the 
centralized IMS via the Internet  [10]. 
 
Figure 1-2 Second Generation FDR 
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The IMS performs data-related services like data collection, data communication 
and database operation. It also executes data-associated real-time applications 
such as a dynamic-frequency web display, event-location estimation, and other 
web services. 
Currently, there are more than 100 FDRs spread throughout North America; and 
12 units installed in Europe, Asia, and Africa. Figure 1-3 presents the current 
FDR locations in North America. The network is continuously expanding as new 
hosts are being added. 
 
Figure 1-3 FDR Location Map (as of October, 2011) 
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1.2  FNET Applications 
 
FNET, which is scattered across the North American power grid, forms a 
distribution-level Wide-Area Measurement System (WAMS). It offers several 
applications, both online and offline. These applications utilize the measurements 
from this system in various ways. As mentioned in Section 1.1, the IMS mainly 
executes the online applications; and various tools are used to perform the offline 
analyses. 
 
Figure 1-4 Online Visualization on the FNET Web Display 
Figure 1-4 shows a screenshot of a real-time visualization on the FNET Web 
Display [11]. The real-time frequency data of all available FDRs are displayed on 
the web and grouped by interconnection as shown on the top of Figure 1-4. 
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There are also an angle contour map and a frequency gradient map at the 
bottom of Figure 1-4 that show the real-time phase angle and frequency data 
with the U.S. map. Different colors denote different phase angles or frequency 
values, and any obvious changes in the color trend can reflect changes within 
interconnections. Hence, this real-time display can provide general perception 
with regard to the overall system performance. 
There are also some other real-time applications concerning specific event or 
phenomena within the power system. The IMS continuously examines the 
incoming data. Once quantity-changing rates, like frequency deviation over a 
specific time, exceed an empirical threshold, the related analysis module will be 
triggered. For a system event like a generator trip or a load shedding, an event-
alert email is sent out with the event plot, as well as the estimated event type, 
size and location [4, 12]. For oscillation cases, an-oscillation alert email is also 
delivered with the oscillation plot and the calculated oscillation mode and 
damping. 
In addition, various offline applications can be conducted to serve research 
purposes; event plots, event replay movies, and other visualizations are 
performed to analyze particular events after their occurrences [13]. Offline 
applications also provide disturbance analysis [6, 14] and inter-area oscillation 








2.1 Introduction to Ocean Thermal Energy Conversion (OTEC) 
 
Ocean Thermal Energy Conversion (OTEC) is a technology which uses the 
temperature difference between deep and shallow sea water to generate electric 
power. Typically, a water temperature difference of about 20°C (36°F) can 
produce a significant amount of power [16]. Figure 2-1shows the average 
temperature difference between surface and deep sea water in the world’s 
oceans. As can be seen from the figure, extensive tropical and subtropical ocean 
areas have temperature differences high enough to benefit from OTEC 
technology. Hence, a large megawatt-size OTEC plant is planned for Oahu 
Island, Hawaii. The development of this renewable energy source has led to the 
hope that the island’s electrical power system can become more independent of 
oil imports and contribute partially to achieving the objectives of the Hawaii Clean 
Energy Initiative [17]. 
 
Figure 2-1 Temperature Gradient in Ocean [Courtesy of Lockheed Martin] 
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In 1974, the Natural Energy Laboratory of Hawaii Authority (NELHA) was 
founded in Keahole Point, Hawaii for the study of OTEC and its related 
technologies. It formally initiated OTEC research in the United States and 
became a primary testing facility for OTEC technology. This laboratory and 
associated facilities also provided a platform and open resources for unaffiliated 
academic and commercial research groups [18]. Generally, there are two basic 
proposed configurations for the OTEC system: open-cycle and closed-cycle.  
Figure 2-2 shows structures of both OTEC systems. 
 
Figure 2-2 Open-cycle and Closed-cycle OTEC System Structures [Courtesy of 
Lockheed Martin] 
Both systems exploit working fluid vapor to drive a turbo-generator, but differ in 
their working fluid types and physical cycles [19]. The open-cycle OTEC system, 
which was invented by Georges Claude, uses warm water as its working fluid. 
The surface warm water is boiled in a low-pressure container and the resulting 
vapor is then condensed by deep-sea cold water. However, the closed-cycle 
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OTEC system, which was developed by Jacques-Arsène d'Arsonval, makes use 
of low-boiling point fluid like ammonia as working fluid. It uses warm sea-water to 
boil the working fluid and then cold deep sea-water to condense the vapor. 
Unlike the open-cycle system, working fluid in the closed-cycle system is 
recycled through a pump, which draws the working fluid back into the evaporator. 
The working fluid is contained within a closed circulation loop, which is why this is 
called a closed-cycle system. 
The first closed-cycle OTEC plant in the U.S. was moored offshore in Kona, 
Hawaii in 1979. It was designed in a joint effort by the State of Hawaii, Lockheed 
Martin and the Dillingham [20]. This plant was a demonstration OTEC system on 
a floating platform and had a gross output of 50 kW. Because of its limited power 
output, this plant is also referred to as Mini-OTEC. In 1993, another open-cycle 
OTEC plant was installed in the land-based experimental facility by the Pacific 
International Center for High Technology Research (PICHTR) in Hawaii. The 
experimental plant was designed with an output of 210 kW and succeeded in 
operating for six years [21]. 
In these early years, the scale of the OTEC power plant was too small for 
commercialization due to large construction costs and immature offshore 
technology at required scales. Currently, with new composite materials and 
improved construction techniques, the manufacturing costs of cold water pipes 
and heat exchangers (HX) are reduced. Thanks also to the gradual maturation of 
offshore technology at requisite scales in deep sea water, a 10-MW pilot OTEC 
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plant was proposed by Lockheed Martin in 2008. This closed-cycle pilot plant is 
scheduled to be launched at Kahe, Oahu, Hawaii in 2013 and scaled to 100 MW 
by 2015 [22]. 
Previous research in OTEC technology has mainly focused on such aspects as 
mechanisms, cold water pipes, heater exchanger designs and materials, and 
environmental impacts [23-25]. However, few investigations have been 
conducted on the electrical facet of OTEC systems. It will be of interest to 
analyze a large megawatt-size OTEC plant operating as part of a dynamic 
electric grid, particularly the ability of the OTEC plant to maintain stable power 
output from changes in the electric grid and from disturbances involving the plant 
itself. 
This chapter discusses the electrical parts of OTEC systems 1 . In order to 
investigate the planned integration of large scale OTEC generation into the Oahu 
power grid, the island system model was first built. Then static and dynamic 
models of the OTEC system were established. The stability and interaction study 
of OTEC and the island system were analyzed using these established models. 
The organization of this chapter is as follows: Section 2.2 describes the 
construction of the Oahu Island power system model where the OTEC power 
plant is designed to operate. Section 2.3 discusses the validation of the Oahu 
grid model using FDR phasor measurements. Section 2.4 provides the OTEC 
power plant modeling and parameter tuning. Section 2.5 presents the stability 
                                                 
1 This study is supported by Lockheed Martin for the OTEC Power System Stability Study. 
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study of OTEC integration with the Oahu system, and the conclusion is given in 
Section 2.6. 
2.2 Power Grid Model of Oahu Island 
 
As noted in Section 2.1, the OTEC power plant is designed to operate on Oahu 
Island, which belongs to the Hawaiian Electric Company (HECO) system. In 
order to analyze the OTEC system stability, it is necessary to represent this 
island system properly. PSS/E is used to build the power flow and dynamic 
model of the island system. 
2.2.1 Oahu System Power Flow Model 
 
Power-flow (load-flow) analysis is an indispensable tool for power system steady-
state and dynamic analysis. It involves power flow and voltage phasor calculation 
of a transmission network. All the buses in the system are categorized as four 
types: voltage-controlled (PV) bus, load (PQ) bus, device bus and slack (swing) 
bus. The transmission network is represented by a node admittance matrix [26]. 
Therefore, in order to establish a basic power flow model, parameters of the 
generator capacity, transmission lines, and loads must be known.  
As for the Oahu power system, the voltage level of the main transmission system 
is 138 kV [27]. The island generation system contains 23 units located in five 
major power plants: Kahe, Waiau, Honolulu, Kalaeloa and AES, along with some 
other small distributed generators [28]. Since detailed data is not available for the 
distributed generators on the island, and given that their capacity is rather small 
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(about 1.6 MW), only these five major power plants were built into the system 
model. The generator capacity and type for all the major power plants were 
obtained (from HECO’s website) and are listed in Table 2-1.  
Table 2-1 Existing Generation in the Oahu Island System (Total: 1672.2 MW) 
 
Unit Type Normal 
Capability 
(Net MW) 
Unit Type Normal 
Capability 
(Net MW) 
Kahe 1 Reheat Stm.2 88.2 Honolulu 8 Non RH2 Stm. 52.9 
Kahe 2 Reheat Stm. 86.3 Honolulu 9 Non RH Stm. 54.4 
Kahe 3 Reheat Stm. 88.2 Waiau 3 Non RH Stm. 46.2 
Kahe 4 Reheat Stm. 89.2 Waiau 4 Non RH Stm. 46.4 
Kahe 5 Reheat Stm. 134.7 Waiau 5 Non RH Stm. 54.6 
Kahe 6 Reheat Stm. 133.9 Waiau 6 Non RH Stm. 55.6 
Waiau 7 Reheat Stm. 88.1 Total Cycling Units: 310.1 MW   
Waiau 8 Reheat Stm. 88.1  
Total Baseload Unit: 796.7 MW 
Unit Type Normal 
Capability 
(Net MW) 
Unit Type Normal 
Capability 
(Net MW) 
Waiau 9 Comb. Turb.2 51.9 H-Power Non RH Stm. 46 
Waiau 10 Comb. Turb. 49.9 KPLP Comb. Cycle 208 
Total Peaking Units: 101.8 MW AES Hawaii Reheat Stm. 180 
Total Distributed Generation: 29.6 MW Total Independent Power Plant : 434 MW 
 
The main transmission structure of the island system is shown in Figure 2-3. The 
transmission lines and load data of Kahe, Waiau and Honolulu areas can be 
found in [29]. However, these data are from 1980s, so several transmission lines 
have been altered and the entire load level has increased. Hence, the 
                                                 




corresponding transmission-line change was updated according to Figure 2-3; 
and the load level was assumed to have increased by 20% respectively. The 
Kalaeloa and AES areas are newer than other places, so there is little 
information about the plants and power line connections. The transmission-line 
values of both areas were calculated from the typical parameters and estimated 
from the geographic distance between power plants and substations. Loads in 
both areas are approximated from the power flow data shown in Figure 2-3 along 
with empirical assumptions. 
 
Figure 2-3 Transmission Structure of Oahu Island System [30] 
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The power flow model of the island system was then built in PSS/E based on the 
above information. The detailed model data is listed in Appendix A. Figure 2-4 
shows the schematic of the power flow model. This model includes all the 
generators and buses in Figure 2-3 and combines information from [29]. The 
components marked in black in the figure denote the true value according to [29], 
and the purple ones are estimated values used for this study. The orange dashed 
rectangles are generation plants. As indicated in PSS/E simulation, the power 
flow of the island system converges within several iterations. 
 
Figure 2-4 Island System Power Flow Model in PSS/E 
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To test the robustness of the island system, an N-1 contingency analysis was 
conducted on the power flow model. This analysis aims to identify the network 
elements that will be required to maintain system operation within planning 
criteria. In the test, except for the elements connecting with the swing bus and 
single line buses, all the generators, double-line branches, and loads were 
disconnected from the system one at a time. The results of the contingency 
analysis show that the system converges in each case where the system 
mismatch is 5 MW or less. 
2.2.2 Oahu System Dynamic Model 
 
Compared to the power flow model, the dynamic model parameters are far more 
difficult to obtain and estimate. The generator, exciter, and turbine-governor 
models for any single generator should be consistent and initialized within the 
specific limits. Furthermore, all dynamic models in the same system are required 
for the simulation to be coherent. Inconsistency in the models prevents the 
system from being properly initialized in the steady-state; therefore, any further 
analysis will be incorrect. 
The inertia and transient impedance values of generators in the Kahe, Waiau and 
Honolulu areas are presented in [29]. For other impedance and time constant 
data, parameters from other existing generator models with similar generator 
capacity and inertia value were adopted. These data were used for establishing 
dynamic generator models. In the case of the Kalaeloa and AES power plants, 
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the only confirmed parameter is the capacity. The generator models were 
assumed to be the same as other existing models with identical capacity. 
The 1968 IEEE Type 1 Excitation System Model (IEEET1) was used in PSS/E to 
represent the excitation system. This model represents the majority of systems in 
that time, including most of the continuously acting systems with rotating exciters 
such as these by Allis Chalmers, General Electric and Westinghouse [31]. 
According to [29], the generators in the island system were mainly produced by 
two manufactures: General Electric and Westinghouse, so two sets of excitation 
data were applied in the excitation system model. Parameters of the excitation 
system are specified in Table 2-2. 
Table 2-2 Excitation System Parameters  
 
 TR KA TA VAMAX VAMIN KE TE 
W3 0.0 400 0.05 3.5 -3.5 -0.17 0.95 
GE3 0.0 25 0.2 1.0 -1.0 -0.05 0.561 
 KF TF Switch E1 SE(E1) E2 SE(E2) 
W 0.04 1.0 0 3.38  0.221 4.50 0.948 
GE 0.8995 0.35 0 3.38  0.221 4.50 0.948 
 
The turbine-governor model of the generator was built according to the turbine 
type given in Table 2-1. The Steam Turbine-Governor model (TGVO1) in PSS/E 
represents a reheat steam turbine, the IEEE Type 1 Speed-Governing model 
(IEEEG1) represents a non-reheat steam turbine, and the Gas Turbine-Governor 
model (GAST) represents a combustion turbine. The typical values of these 
                                                 
3 W for Westinghouse, GE for General Electric. 
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models from [32] were used in the dynamic model. Table 2-3 lists the parameters 
of the three models above. 
Table 2-3 Turbine-Governor Model Parameters 
 
TGVO1 
R T1 VMAX VMIN T2 T3 Dt 
0.05 0.5 1.03 0.3 2.1 7.0 0.0 
IEEEG1 
K T1 T2 T3 Uo UC PMAX 
20 0.083 0.0 0.2 0.1 -0.1 1.0 
PMIN T4 K1 K2 ~ K8 T5 ~ T7   
0.0 0.05 1.0 0.0 0.0   
GAST 
R T1 T2 T3 AT   
0.05 0.4 0.1 3.0 1.0   
KT VMAX VMIN Dt    
2.0 1.0 -0.05 0.0    
2.2.3 Oahu System Dynamic Simulation 
 
The dynamic initialization succeeded with the established power flow and 
dynamic models of the island system. In order to demonstrate the resilience of 
the island system model, some dynamic scenarios were performed on the 
system. Figure 2-5 shows the locations of each dynamic event (generator trip, 
bus fault, load shedding and line trip). 
The simulation results are shown in Figure 2-6.  The frequency and voltage of all 
buses were monitored and are displayed in the figure. Frequency plots are 
shown on the left and voltage graphs are on the right. From the simulation 
results, it is apparent that the entire system is quite stable and responds 




Figure 2-5 Dynamic Simulation Scenarios Demonstration 
Generator Trip 
Bus Fault 





Figure 2-6 Island Model Dynamic Simulation Results 
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2.3 Oahu Island FDR and System Model Validation 
 
Although the island system has a stable response under many dynamic 
scenarios according to Section 2.2.3, dynamic simulation results cannot be 
treated as the true dynamic response of the actual system, because the island 
system model discussed in Section 2.2 was built by extrapolating from reported 
data presented in secondary sources. Only authentic measurement data from the 
actual system can represent the true system dynamics. Thus, measurement data 
from the system is required to validate the island model. 
2.3.1 Oahu FDR Measurement 
 
Three FDRs have been deployed on the Oahu Island to derive the island system 
dynamics. Figure 2-7 shows the geographic location of FDRs on Oahu Island, 
which are marked by the red circle with an uppercase ‘A’. These FDRs have 
been measuring the frequency and voltage phasor of the island grid since May, 
2010. 
 
Figure 2-7 FDR Geographic Location on Oahu Island [Courtesy of Google Maps] 
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FDRs have obtained abundant information regarding island system dynamics. 
Their measurement data, stored in the central server, have been retrieved for the 
study, as were the event data. The event data is generated by the event trigger 
module of the central server. Besides receiving the FDR data, the central server 
is continuously analyzing the incoming data stream. Once the frequency change 
rate exceeds an empirical threshold, an event alert email is sent out and the 
event metadata is stored in the event database. This embedded module aims to 
detect dynamic events such as generator trips, oscillations or load shedding in 
the system. It has demonstrated good performance in the three interconnections 
of the U.S. power grid during the past four years. Figure 2-8 shows one load 
shedding and one generator trip event from the island system detected by the 
central server. 
 
Figure 2-8 Load Shedding and Generator Trip Event of Island System 
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Generally, the standard deviation of daily frequency in the island system is 
around 15 mHz. From May 2010 to mid-January 2011, the server has captured 
275 triggered events in the database. Among them, 45 were generator trips, 204 
were load shedding, and 26 were oscillation cases. Far more load shedding 
cases are recorded than generator trips. The event distribution by hour is shown 
in Figure 2-9. As can be seen from the figure below, no events were recorded 
between four and five A.M., and most of the events happened during the early 
morning and late night, which conforms to daily activity patterns. 
 
Figure 2-9 Island System Events Distribution by Hour  (HAST: Hawaii-Aleutian 
Standard Time) 
2.3.2 Oahu Island Model Verification 
 
With this actual frequency measurement data, the developed model can be 
verified. The model correction here is unlike the traditional method of using 
measurement data to adjust model parameters; in comparison, it uses a 
simulation model to match measurement data from the real system. In other 
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words, the island model is trained to duplicate the frequency measurements 
through various simulations. Under this condition, the simulation results can be 
trusted as the dynamic response of the true system. Here, two detected events 
shown in Figure 2-8 are selected as examples for the measurement and 
simulation-result matching. 
Since this is a small system, the frequency propagation was not considered. Two 
arbitrary buses other than the bus closest to the FDRs’ location are selected to 
compare with the frequency measurements. Many generator trip and load 
shedding cases have been studied in order to reproduce the frequency 
responses seen in the measurements. Figure 2-10 shows matched simulation 
results and the FDR measurement of both cases. The blue line is the frequency 
measurement data from the FDR. The red line is the bus frequency data from the 
simulation. 
 
Figure 2-10 Event Duplication with Island System Model 
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As can be seen from the two previous figures, the simulation response is quite 
close to the frequency measurements. The minor differences between 
simulations and FDR measurements are a result of the fact that the simulation 
response is smoother than the true measurements, since actual measurements 
have captured the real-time fluctuation and system noise. The root mean square 
(RMS) is calculated in order to quantify the mismatch error. The RMS value is 
0.1051 Hz for the generator trip and 0.0026 Hz for the load shedding. In regard to 
each data point, the frequency mismatch is less than 0.3 mHz. 
The matching process also established the frequency-active power relation 
between the simulation model and the actual frequency measurements. Usually, 
the frequency deviation is proportional to the active power change of the entire 
system according to the swing equation. The frequency deviation of the 
measurements divided by the active-power difference from the simulation 
produces the coefficient β (Hz/MW). Accordingly, the corresponding active-power 
change of the island system can be estimated from the frequency measurements 
and β value. Thus, when there is an event detected by the server, the equivalent 
active-power variation can be calculated. 
The dynamics of the island system, e.g., the shape and size of the general 
events, can be summarized from the frequency measurement data. Any dynamic 
scenario of the system model can reflect an event in the true system. Hence, the 
model validation is valuable for the study of interaction and integration. 
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2.4 OTEC Power Plant Model 
 
2.4.1 OTEC Plant Power Flow Model 
 
The basic structure of the OTEC power plant is relative simple. It has a set of 
generators connected to a 13.8 kV bus. The net power is transferred through an 
underwater cable to the Oahu 138 kV transmission line. In addition, the cold and 
warm water pumps have been treated as a fixed power load in the system. The 
power flow model built in PSS/E is shown in Figure 2-11. The detailed data is 
listed in Appendix B. The OTEC power plant is connected to the Kahe power 
plant as shown in Figure 2-11, which is bus 140 in the island model. 
 
Figure 2-11 OTEC System Power Flow Model 
2.4.2 OTEC Plant Generator Model 
 
The OTEC dynamic model was built based on the datasheet obtained from 
Lockheed Martin and system dynamic analysis. The manufacture datasheet of 
the OTEC generator is presented in Appendix C. As shown in the datasheet 
table, this is a salient pole generator. There are two models in PSS/E that can be 
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used for this type of generator: GENSAE and GENSAL. Both models are suitable 
for the salient pole generator; the only difference between them is the saturation 
method. The GENSAE is exponential saturation on both axes and the GENSAL 
is quadratic saturation on the d-axis. However, the parameters needed for both 
models are exactly the same. The Time Constants (T’d0, T”d0, T”q0) are 
accordingly the d-axis transient open circuit, the d-axis sub-transient open circuit, 
and the q-axis sub-transient open-circuit time constant in the data sheet. The H 
and D are the inertia constant and damping factor, respectively. The reactances 
(Xd, Xq, X’d, X”d, Xl) are also provided by the data sheet reactance column. As for 
the saturation functions (S(1.0), S(2.0)), the PSS/E definition is shown on the left 
of Figure 2-12. They are calculated from the generator no-load air-gap line and 
saturation line. The saturation curve of the OTEC generator is displayed on the 
right of Figure 2-12. 
 
Figure 2-12 PSS/E Saturation Definition and OTEC Generator Saturation Curve 
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The intersections of the red lines with the x-axis are the corresponding values of 
air-gap line, which are A1.0 and A1.2 in the formula (2-1) and (2-2), and the 
intersections of the green lines and the x-axis are the corresponding values of 
the saturation line, which are B1.0 and B1.2 in the formula. The saturation function 






















BAS       (2-2) 
The generator model data for the OTEC plant are listed in Table 2-4. 













8.8 0.05 0.12 1.53 2.5 2.08 
Xq Xd' Xd'' = Xq'' Xl S(1.0) S(1.2) 
1.06 0.28 0.18 0.12 0.0547 0.2016 
 
2.4.3 OTEC Plant Excitation System Model 
 
The excitation system datasheet, provided by Lockheed Martin, is given in 
Appendix D. The IEEE 421.5 AC7B excitation system (AC7B) model in PSS/E 





Figure 2-13 AC7B Excitation System of OTEC Generator 
The exact exciter parameters were provided by the manufacturer. Some 
Automatic Voltage Regulator (AVR) parameters were provided with typical 
settings and can be adjusted to suit the applications. Table 2-5 displays the 
excitation system model data in PSS/E. The adjustable AVR parameters are 
presented with typical values and the variable range in bold.  
Table 2-5 Excitation Model (AC7B) Data in PSS/E 
 
TR (sec) KPR (pu) KIR (pu) KDR (pu) TDR (sec) VRMAX (pu) VRMIN (pu) 
0.0 18 [1,80] 2.25 [1,150] 0.0 0.0 2.3 -3.2 
KPA (pu) KIA (pu) VAMAX (pu) VAMIN (pu) KP (pu) KL (pu) KF1 (pu) 
4 [1,15] 0.0 14.9 -33.0 0.0 10.0 0.0 
KF2 (pu) KF3 (pu) TF3 (sec) KC (pu) KD (pu) KE (pu) TE (pu) 
0.14 0.1 [0.01,5] 1.5 [0.1,5] 0.35 1.2 1.0 0.3 
VFEMAX (pu) VEMIN (pu) E1 S(E1) E2 S(E2)  




As can be seen from Table 2-5, five parameters (KPR, KIR, KPA, KF3 and TF3) need 
to be tuned. Sensitivity analysis was first performed to determine the tuning 
sequence. According to [33], there are three main settings for different Sensitivity 
Analysis (SA) methods, which are local SA, global SA and factor screening. 
Local SA usually computes partial derivatives of the outputs with respect to the 
input factors. The input-output relationship is assumed to be linear and the input 
factors are varied within the same range around a nominal value. Global SA aims 
at apportioning the output uncertainty to the uncertainty in each input factor. It 
combines the impact of the whole range of variation and the form of the 
probability density function of the input. Factor screening is used for estimating 
the effects of each factor on the response, which is the case here. 
The most basic screening design is one-at-a-time (OAT) experiment. In this 
method, one factor is varied repeatedly while holding the others fixed at certain 
value. However, this method cannot include mutual interactions within input 
factors, so the factorial design was used for the sensitivity study. In factorial 
design, all factors are assigned to one discrete possible values or “levels”, and all 
the possible combinations of these levels are included.  
Two-level factorial designs were applied for the sensitivity study of the AVR 
parameters [34]. In this design, there are five quantitative input variables: KPR, 
KIR, KPA, KF3 and TF3. The output is the terminal-voltage (Vtrm) of the generator. 
Each input variable takes two levels, which are denoted as ‘1’ or ‘0’. ‘1’ 
represents the maximal value of input variable; whereas, ‘0’ represents the 
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minimal value. The design runs through all possible combinations of factor 
values. These combinations are usually displayed in a matrix called the design 
matrix. The overall computation cost is 25 = 32 runs.  
The open-circuit step response tests were performed in PSS/E based on the 
design matrix. This step-change test provides information on the correctness of 
the voltage regulator gains and time constants [35]. The criterion of parameter 
correctness is by checking voltage response of excitation system. The correct 
parameter sets can ensure that the excitation system has stable and effective 
control of the generator terminal voltage. The test result is shown on Figure 2-14. 

























Figure 2-14 Terminal Voltage of Sensitivity Test 
As can be seen from the figure above, it is difficult to obtain a fixed output value 
for some outputs, such as the blue line at the bottom and the goldenrod line with 
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sawtooth on the top. These output values are dependent on the simulation time. 
However, it is obvious that there are three categories of all outputs, which are 
stable, stable with lower voltage, and unstable cases. Therefore, outputs were 
represented with three status indexes based on the value at t=30 seconds. 
Stable case with voltage value around 1.05 p.u. was assigned 0. Stable case 
with lower value around 0.8 p.u. was assigned 1. For the unstable cases, the 
output value is around 0.3 p.u. The output difference between 0.8 p.u. and 0.3 
p.u. is twice of that between 1.05 p.u. and 0.8 p.u., so the unstable cases were 
assigned 3. One sawtooth case was also categorized as an unstable case with a 
value of 3. The design matrix along with the output status index is listed in Table 
2-6. 
Table 2-6 Design Matrix with Simulation Results 
 
Run KPR KIR KPA KF3 TF3 Output 
1 0 0 0 0 0 1 
2 0 0 0 0 1 1 
3 0 0 0 1 0 1 
4 0 0 0 1 1 1 
5 0 0 1 0 0 0 
6 0 0 1 0 1 0 
7 0 0 1 1 0 3 
8 0 0 1 1 1 0 
9 0 1 0 0 0 1 
10 0 1 0 0 1 1 
11 0 1 0 1 0 1 
12 0 1 0 1 1 1 
13 0 1 1 0 0 0 
14 0 1 1 0 1 3 
15 0 1 1 1 0 3 
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Table 2-6 Design Matrix with Simulation Results (Cont’d) 
 
Run KPR KIR KPA KF3 TF3 Output 
16 0 1 1 1 1 0 
17 1 0 0 0 0 1 
18 1 0 0 0 1 1 
19 1 0 0 1 0 1 
20 1 0 0 1 1 1 
21 1 0 1 0 0 0 
22 1 0 1 0 1 0 
23 1 0 1 1 0 3 
24 1 0 1 1 1 1 
25 1 1 0 0 0 1 
26 1 1 0 0 1 1 
27 1 1 0 1 0 1 
28 1 1 0 1 1 1 
29 1 1 1 0 0 0 
30 1 1 1 0 1 0 
31 1 1 1 1 0 3 
32 1 1 1 1 1 1 
 
The main effect of a variable is defined as the average effect of that variable over 
all conditions of other factors [33]. For example, the main effect of KPR is 








∑∑ == −=       (2-3) 
The main effects of all five parameters are displayed in Table 2-7. Hence, the 
influential order from high to low is as follows: KF3 – TF3 – KIR – KPA (KPR). 
Table 2-7 Factorial Design Main Effect Result 
 
Parameter KPR KIR KPA KF3 TF3 




With the sensitivity analysis result, the model parameters can be tuned 
sequentially. The most influential parameter KF3 was adjusted first. The open-
circuit step response tests were again applied to tune the AVR parameters. 
When one parameter is tested, other parameters which have been tuned are 
assigned a new value; and the remaining parameters are fixed at the 
recommended values in Table 2-5. The tuning process is shown from Figure 
2-15 to Figure 2-19 according to the sensitivity analysis results. For each figure, 
the overall result of all tested values is displayed on the left and the magnified 
figure is shown on the right. 
 
Figure 2-15 Step Response Tests of Tuning KF3  
As can be seen from the figure above, when KF3 is higher than 1, the terminal 
voltage is relatively low and some responses are even unstable. KF3 values from 
0.01 to 0.1 can maintain terminal voltage around 1.05 p.u. after the initial 
response. The only difference among them is the initial response. The middle 




Figure 2-16 Step Response Tests of Tuning TF3 
From Figure 2-16, it can be seen that when TF3 is 0.1, the terminal voltage 
decreases during the simulation. TF3 values from 0.3 to 5 can maintain stable 
voltages at the end of the simulation. As for the initial response, lower values 
have slower response and larger overshot, whereas higher values have a quicker 
response and smaller bump. A value of 2.5 was selected for TF3 due to its flat, 
quick response. 
 
Figure 2-17 Step Response Tests of Tuning KIR 
It can be seen from Figure 2-17 that almost all values of KIR yield nominal 
terminal-voltage after the step-change. Higher values have large overshot. A 




Figure 2-18 Step Response Tests of Tuning KPR 
As shown in Figure 2-18, terminal voltages all reach to a nominal value at the 
end of the simulation. Lower values of KPR have a swing at the beginning. Thus, 
20 was chosen for its flat and quick response. 
 
Figure 2-19 Step Response Tests of Tuning KPA 
From Figure 2-19, a KPA value of 1 has a relatively lower terminal-voltage 
response, which is around 0.84 p.u. Other values of KPA have the ability of 
maintaining terminal-voltage around 1.05 p.u. in the end. Values from 3 to 15 
have a similar voltage response, which is quick and flat. Therefore, the middle 
value of 10 was chosen for KPA. 
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2.4.4 OTEC Plant Turbine-Generator Model 
 
Closed-cycle OTEC utilizes a Rankine cycle, which is the same as a 
conventional steam power plant [36]. Hence, the IEEE Type 1 Speed-governor 
model (IEEEG1) in PSS/E was applied. This model is the IEEE-recommended 
general model for a steam turbine-governor system. It can represent variety of 
steam turbine systems including nonreheat, tandem compound, and cross-
compound by proper selection of parameters [35]. Figure 2-20 shows the 
IEEEG1 model structure. 
 
Figure 2-20 IEEEG1 Turbine-governor Model 
Typically, the governor droop is set to 5%, and time constants T1 and T2 are 
ignored, so T1 = T2 = 0 and K = 20. The servomotor time constant T3 is 0.2 
seconds. The gate opening and closing rate values, Uo and Uc, are set to -0.1 
and 0.1 respectively. The minimum and maximum gate opening values are set to 
0 and 1.0, which are Po = 1, Pc = 0 [26]. The turbine time constant T4 is 
calculated from the data provided by Lockheed Martin, and the equation 




















W: weight of steam in the vessel (kg) t: time (s) 
V: volume of vessel (m3) P: pressure of steam in the vessel (kPa) 
ρ: density of steam (kg/ m3) P0: rated pressure 



























































Since the turbine of OTEC system is a tandem-compound steam turbine, the 
coefficients K2, K4, K6 and K8 for a cross-compound turbine are set to zero. In 
addition, the OTEC turbine doesn’t contain a reheater procedure; therefore, the 
reheat time constants T5, T6 and T7 are also set to zero. K1 is set to one in order 
to output the entire mechanical power, and K3, K5 and K7 are set to zero 
accordingly.  
2.4.5 OTEC Plant Dynamic Model and Simulation 
 
The generator, excitation system and turbine-governor model of the OTEC power 
plant is summarized in Table 2-8. 
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Table 2-8 OTEC Plant Dynamic Model 







H, Inertia D, Speed 
damping 
Xd 
8.8 0.05 0.12 1.53 2.5 2.08 
Xq Xd' Xd'' = Xq'' Xl S(1.0) S(1.2) 
1.06 0.28 0.18 0.12 0.0547 0.2016 
AC7B (Excitation System Model) 
TR (sec) KPR (pu) KIR (pu) KDR (pu) TDR (sec) VRMAX (pu) VRMIN (pu) 
0.0 20 8.0 0.0 0.0 2.3 -3.2 
KPA (pu) KIA (pu) VAMAX (pu) VAMIN (pu) KP (pu) KL (pu) KF1 (pu) 
10.0 0.0 14.9 -33.0 0.0 10.0 0.0 
KF2 (pu) KF3 (pu) TF3 (sec) KC (pu) KD (pu) KE (pu) TE (pu) 





E1 S(E1) E2 S(E2)  
10.0 0.0 4.7 0.0 6.2 0.0  
IEEEG1 (Turbine-governor Model) 
K T1 T2 T3 UO UC PMAX 
20 0 0 0.2 0.1 -0.1 1.0 
PMIN T4 K1 K2 T5 K3 K4 
0.0 0.206 1.0 0.0 0.0 0.0 0.0 
T6 K5 K6 T7 K7 K8  
0.0 0.0 0.0 0.0 0.0 0.0  
 
The OTEC system under normal and fault conditions is shown in Figure 2-21. As 
shown in the figure, the system is quite stable and capable of returning to normal 
operation with a reasonable delay. The established power flow and dynamic 
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models of the OTEC power plant were then connected to the Oahu island system 
to perform stability analysis. 
 
 
Figure 2-21 OTEC Power Plant Simulations 
2.5 OTEC & OAHU Island System Stability Study 
 
2.5.1 The Impact of OTEC Plant on Oahu Island System 
 
With the validated Oahu Island model in Section 2.3 and established OTEC 
model in Section 2.4, several simulation scenarios were performed to observe 
the influence of this power plant on the existing island system. The island system 
 
 39 
is simulated with and without the OTEC power plant connected in the same 
scenarios, and the same bus is monitored in all simulations for comparison. 
Figure 2-22 and Figure 2-23 show the comparison results. The blue line denotes 
that the OTEC power plant is connected to the island system, and the red line is 
the island system running alone. The frequency response is on the left of the 
figure and the voltage response is on the right. 
 
Figure 2-22 Comparison of Island System With and Without OTEC System 
As can be seen from Figure 2-22, there is no obvious difference in the frequency 
and voltage response of the Oahu system running with and without OTEC 
system. The system is capable of recovering to the pre-fault level quickly and 
remaining stable. As for the generator trip and load shedding cases shown in 
Figure 2-23, there is little gap in responses between the system with and without 
OTEC system connection. The frequency change is slightly less when OTEC is 
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connected to the Oahu system, since the system has more active power support 
from the OTEC generator output. The voltage trend is similar for the two lines; 
however the voltage of the monitored bus is higher with OTEC connected.  
 
Figure 2-23 Comparison of Island System With and Without OTEC System 
2.5.2 OTEC Plant Stability Study 
 
To explore the influence of island system dynamics on OTEC plant, different 
dynamic scenarios were ran on the entire system. The same scenarios as in 
Section 2.3.22 were applied to the system. Both scenarios represent actual 
dynamics of the island system. Figure 2-24 shows the simulation results. 
Frequency responses of one island bus and the OTEC generator bus are 
displayed on the left of the figure. Voltage, active power and speed of the OTEC 
generator bus are provided on the right. As can be seen from figure below, the 
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OTEC power plant reacts smoothly to common system dynamics like generator 
trips and load shedding. 
 
 
Figure 2-24 Island System Dynamic Simulation 
Two more dynamic scenarios (a bus fault and a line fault) are conducted on the 
system. Both faults are assumed to be cleared after 3 cycles due to correct 
reaction of the protection system. Figure 2-25 shows the simulation results. The 
same quantities are plotted as in Figure 2-24. As shown in the following figure, 
the frequency response of the OTEC plant has a large pulse right after faults are 
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Figure 2-25 Island System Bus Fault and Line Fault Simulation 
In order to investigate the stability of the OTEC system from internal faults, the 
underwater cable fault and the cable-end bus fault were applied to the OTEC 
system. Figure 2-26 shows the results, a frequency overshot are observed for 
both fault cases. This is likely caused by the generator load being removed 
during these fault scenarios. This will result in a frequency imbalance in the plant 





Figure 2-26 OTEC Internal Fault Simulation 
2.6 Conclusion  
 
An island system was built and validated with synchrophasor data to study the 
stability of the OTEC integration. Partial excitation system parameters of the new 
plant were fine tuned through sensitivity analyses and open-circuit step response 
tests. The turbine-governor model was developed based on its thermodynamics, 
and its parameters were calculated with specified data and typical values. As 
shown in the above simulation results, the new plant has no obvious impact on 
the island system. Both the island system and the new plant are quite stable 
under different system dynamics and actual system scenarios. 
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CHAPTER 3 WIDE-AREA DYNAMIC MODEL VALIDATION 
BASED ON FNET MEASUREMENTS 
 
 
3.1 Power System Model Validation 
 
A power system model is a mathematical representation or simplification of 
actual system components, schemes or structures. Steady-state behavior of a 
power system is represented by a combination of generators, transmission lines 
and loads to form a complete system model. This model is known as a power-
flow or load-flow model [37]. Power system dynamics are reflected through 
dynamic models of active devices such as generators and their control systems, 
certain part of loads, power electronic devices, etc. [38]. These models are 
indispensible for critical studies of power systems, such as system planning, 
operating limit calculation, and protection scheme determination. Therefore, 
realistic and valid models are essential for ensuring reliable and economic power 
system operation. 
On August 10, 1996, a major disturbance occurred in the Western Systems 
Coordinating Council (WSCC) system. Original attempts at reproducing this 
outage event in simulation failed, since the simulations and the actual 
disturbance recordings were totally different [39, 40]. The actual recordings 
showed that the system was oscillating and unstable, whereas the simulation 
results displayed a normal and stable system status. A good agreement between 
the simulated and recorded quantities can only be obtained through modifications 
of the Pacific HVDC Intertie (PDCI) model, Automatic Generation Control (AGC) 
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control action, turbine-speed controls on large steam-turbine generators, voltage 
controls on lower Columbia generators and load characteristics [39, 41, 42]. 
More realistic system operation limits were acquired through the model validation 
studies. This is the most well-known case of model validation that demonstrates 
the importance of an accurate system model. 
Practically, model validation also needs to be periodically performed to ensure 
that system models are updated along with system changes. It is expected that a 
system model can reasonably predict event consequences. The most common 
approach of model validation is to verify individual components, such as loads, 
generators and their controllers, using the manufacturer’s data [43]. Typically, 
field or experiment data is collected for individual elements. In some cases, this 
data is used to identify a specific model, such as the load modeling practice 
referred to in [44]. The validation process ensures that outputs of the established 
model agree with measured data as closely as possible. In other cases, 
individual models, such as generators and their controllers, have been built from 
the knowledge of the mechanism in mathematical form. Testing data is used to 
determine or fine tune the parameters of these models [45]. It also aims at 
matching model output with measured data.  
With the development of synchronized phasor measurement systems, it is 
possible to acquire synchronized measurements from the power system at 
different locations. Wide-area measurements, e.g. power, frequency, voltage, 
etc., from system faults or perturbations can be used for system-wide model 
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validation. In [46], Decker et al. use a Wide Area Measurement System (WAMS) 
to validate a system model. The results showed a similar qualitative behavior in 
the time window considered for the simulation and measurement data, and 
several of the variables were also quantitatively very close.  
In this chapter, FNET measurements from system disturbances are utilized for 
system-wide model validation. As discussed in Section 2.3.2, different simulation 
scenarios are run on the Oahu system to match the FDR measurements, and the 
matching result is rather promising. Therefore, the same methodology is 
expected to apply to a larger system to validate a large-scale system model. 
Here, FNET measurements from the U.S. Eastern Interconnection (EI) are used 
to validate the EI system model. 
3.2 System-Wide Model Validation Based on FNET 
Measurements 
 
3.2.1 Introduce to FNET-based Model Validation 
 
There are three quantities that the FDR measures from the power grid: 
frequency, voltage, and the voltage phase angle. As discussed in [47], voltage is 
a localized quantity. A sizable fault can only be observed locally and cannot be 
detected throughout the entire system. In addition, the FDR is connected to 120 
V outlets, so it is impractical to find the corresponding bus of the same voltage 
level in the system model. Hence, voltage is not suitable for serving as a system-
wide monitoring variable. On the contrary, frequency and phase angle are 
system-wide quantities. When there is a sizable generator-load mismatch, 
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frequency and relative angle change can be observed in the entire system along 
with the propagation of the electromechanical wave. However, angle data from 
the FDR are distribution-level measurements; they inevitably have phase shifts 
from the transmission level to the distribution level because of transformers. In 
addition, it is difficult to determine the phase supplying an FDR. Therefore, only 
frequency measurements are considered for model validation here. 
FNET-based model validation is an attempt to correct frequency response from 
simulations so that the simulation output is close to frequency measurement 
obtained from system events. Three examples are presented in order to exhibit 
the pre-validation frequency gap between actual measurements and simulation 
results. The first example is a 660 MW generator trip that occurred on June 18th, 
2010 near Mystic, Connecticut. For the simulation, the corresponding generator 
in the EI model was tripped, and an adjacent bus was monitored and compared 
with a nearby FDR’s measurements. Figure 3-1 shows the comparison results. 
The red line is the simulation frequency, while the blue line shows actual FDR-
measurements for this event.  
It can be seen from the figure below that there is a large gap between simulation 
results and real measurements in the post-event time period. Another event is 
also compared in order to demonstrate that this gap exists elsewhere. On 
October 16th, 2010, there was an 1186 MW generator trip that occurred in Salem 
power plant, New Jersey. Frequency response comparison is shown in Figure 
3-2. The simulation result is shown in red, while the real measured data are 
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shown in blue. There is not only a frequency gap during the post-event period as 
in Case I, it also has a gap on the frequency response of first swing. 
 
Figure 3-1 Frequency Response Comparison Case I 
 
Figure 3-2 Frequency Response Comparison Case II 
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One more event is shown in Figure 3-3. This is a 400 MW generator trip at the 
Brayton power plant, Massachusetts on March 5th, 2011. Except for the post-
event gap, the frequency oscillates more in the simulation model than the actual 
response as displayed in the green box of the figure. 
 
Figure 3-3 Frequency Response Comparison Case III 
As shown in previous example cases, it is obvious that the simulation model is 
not accurate enough to match the actual FDR measurements. The study of 
model validation tries to adjust system models and parameters so that the 
simulation response can match FDR measurements. The same simulation 
scenario of an actual event is repeated using the simulation model and FDR 
measurements serve as the validation object. It is expected that the same 
adjusting methodology can be applied to most of the cases. 
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3.2.2 Frequency Impact Factors 
 
The power system frequency is an important indicator of system wellness. It is 
tightly related to the balance of active power in a system. In North America, the 
frequency is expected to remain constant around 60 Hz. However, system 
behaviors, like load fluctuations, system disturbances, and generator dispatch 
changes, lead to an imbalance of active power, which results in frequency 
variations. As discussed in Section 3.2.1, frequency is the main parameter used 
in FNET-based model validation, so it is necessary to investigate which factors 
cause frequency change. 
The swing equations (3-1) and (3-2) of a synchronous machine provide insight 
into machine quantities and their relationships with the mechanics of motion [37]. 
The derivative of angular velocity of the rotor is related to the imbalance of 








         (3-1) 
rrdt
d ωωωδ ∆=−= 0          (3-2) 
Where: δ: rotor position, rad 
  H: inertia constant in s 
  Tm: mechanical torque in N⋅m 
  Te: electromagnetic torque in N⋅m 
  ω: angular velocity of the rotor in rad/s 
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If both sides of (3-1) are multiplied by ωm, this equation can be expressed in 
terms of power as shown in (3-3). The rated angular velocity of the rotor is 










πδ          (3-3) 
Where: Pm: mechanical power in MW 
   Pe: electrical power in MW 
As can be seen in (3-3), the power imbalance would cause acceleration or 
deceleration of the machine’s rotor angle. The turbine-governor system of an 
individual machine detects this change and tries to adjust the mechanical power 
output. This adjustment helps maintain machine balance as well as the system 
frequency. Thus, the turbine-governor is a critical factor that affects system 
frequency through changing mechanical power. 
Equation (3-3) also implies that changes in electrical power affect system 
frequency. Since the majority of electrical power consumption comes from 
system load, it is also a factor that must be considered. In PSS/E, loads in power 
flow calculations are converted into a combination of constant current, constant 









SS pyY +=          (3-5) 
)1(* baSS pP −−=          (3-6) 
Where:  
Sp: original constant MVA load Si: original constant current load 
Sy: original constant shunt admittance load 
SP: final constant MVA load on bus SI: final constant current load on bus 
SY: final constant shunt admittance load on bus 
a,b: load transfer fractions, (a+b)<1 V: magnitude of bus voltage 
In the case of the EI model simulation, loads are represented as the constant 
MVA type. The active power is converted to 100% constant current, and the 
reactive power is converted as 100% constant admittance. Thus, if the load 
composition for dynamic simulation changes, total system load represented in 
the system would also change. In this system, total active power is 583,576 MW, 
and total reactive power is 220,909 MVAr. Various compositions of load 
conversion are simulated in order to observe the load differences. The voltage is 
assumed to be fixed at 0.99 p.u. Figure 3-4 and Figure 3-5 show the testing 
results. The blue circle is the load composition used when simulating the EI, and 




Figure 3-4 Active Power Conversion of Various Load Composition 
 
Figure 3-5 Reactive Power Conversion of Various Load Composition 
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The active power difference from various compositions is 1184.9 MW, which is 
0.2% of the total. The reactive power difference is 448.5 MVar, which is also 
0.2%. This number is based on the assumption that the voltage is only 0.01 p.u. 
from unity. In reality, voltage normally ranges from 0.95 p.u. to 1.05 p.u., so the 
load difference would increase with a change in voltage. 
Another quantity in (3-3) that affects frequency response is the inertia constant, H. 
For the same amount of power change, systems with higher inertia would have 
lower frequency deviation. These three factors, turbine-governor system, load 
composition and inertia, are the major tuning parameters of model validation. 
3.3 Examples of FNET-Based Model Validation 
 
Two examples are presented here to illustrate how these three factors affect 
frequency response in simulation. The same scenarios of actual events are 
simulated in the EI model. Measurements taken from an FDR near the event 
location are compared with a nearby bus in the model. The FDR measurements 
are shown as a red dotted line for the figures in this section. 
For each case, the influence of the turbine-governor on frequency response is 
investigated by setting them as either operating or blocked. In real system 
operation, a portion of turbine-governors are blocked and do not respond to 
system frequency deviation. As mentioned in [48], only 30% of system turbine-
governors respond to frequency changes in the WECC system. Here, we 
compare the frequency responses of different percentages of turbine-governor 
 
 55 
participation. Different combinations of constant MVA, constant current and 
constant admittance are also compared for each case. Inertia constant values of 
all the generators are uniformly changed to different percentages of their original 
values, and comparison results are also shown for both cases. 
3.3.1 06/18/2010 Mystic 660 MW Generator Trip 
 
The scenario tested is an actual event that occurred in the EI system, on June 
18, 2010, where a 660 MW generator tripped near Mystic Connecticut. The 
corresponding generator (71063 1 MYSTG7) in the EI model is tripped for model 
validation study. Bus 71995 is monitored and compared with FDR 
measurements. Figure 3-6 shows the frequency response of different turbine-
governor percentages and Figure 3-7 shows a more detailed figure with turbine-
governor operation percentage. Only post-event frequency response is shown in 
this figure. 
 




Figure 3-7 Detailed Frequency Response of Different Turbine Percentages 
As can be seen from the figure above, even though all of the turbine-governors 
are turned off, there is still a frequency gap between the simulation results and 
the actual measurements. Hence, different load compositions are simulated with 
all turbine-governors blocked. For simplification, three load compositions, which 
are constant power-current load, constant power-impedance load and constant 
current-impedance load, are used to analyze the load composition impact. 
Simulation results are shown in Figure 3-8. It is revealed in the figure that the 
post-event frequency response can approach the measured value for some load 
compositions with all turbine-governors blocked. As indicated in the simulation 
results, load compositions with high constant power percentages have lower 
post-event frequency responses. With the same constant power percentage, the 
constant power-current combination has a lower post-event frequency response 
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than the constant power-impedance combination. Unlike the constant current and 
impedance load, the constant power load does not change along with the system 
situation. With a higher constant power percentage in the load, the power 
imbalance cannot be compensated for by the load as much as higher constant 
impedance or current percentage in the load. 
 
Figure 3-8 Frequency response of different load compositions with all turbine-
governor blocked 
The two previous experiments show that both turbine-governor operation 
participation ratios and different load compositions do not largely affect the first 
swing of the overall frequency response. This is because the turbine-governor 
has a dead-band and regulation time constant, and also because load changes 
along with voltage variation. As analyzed in Section 3.2.2, the inertia constant 
reflects the resistance of a generator to a change in motion, which can influence 
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the frequency swing. Figure 3-9 shows the frequency response resulting from 
different inertia values. Since the first swing in the simulation is narrower than the 
real measurement, the inertia is increased for all generators in different 
percentages. It is shown in the figure that along with inertia increasing, the first 
swing is expanded, but the frequency response is more fluctuating. Thus, a 
relatively small increase of inertia is recommended. 
 
Figure 3-9 Frequency response of different inertia constant values with no 
turbine-governors blocked 
3.3.2 03/05/2011 Brayton 400 MW Generator Trip 
 
This is another event that occurred in the EI system. Corresponding generator 
(72372  Z BP #1 GN - 400) in the EI model is tripped for model validation study. 
Bus 71995 is monitored and compared with measurement data. The same 
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methods are used in this event, and Figure 3-10 to Figure 3-12 show the results. 
As shown in Figure 3-10, the post-event frequency response of the FDR ranges 
between 0% and 14% turbine-governor operation. With different load 
compositions, measurement is close to the simulation with 14% turbine-governor 
operation as indicated in Figure 3-11. Through inertia change in Figure 3-12, the 
first swing band can be changed. 
 




Figure 3-11 Frequency response of different load compositions with all turbine-
governor blocked 
 




3.4 Combined Factors in Model Validation  
 
3.4.1 FNET-based Model Validation Practice: Single Event 
 
As shown in Section 3.3, all three factors affect frequency response to different 
degrees. The FNET-based model validation presented here optimizes these 
factors and obtains the best combination so that the simulation result is similar to 
FDR measurements. 
Based on the results from Section 3.3, it appears that a lower turbine-governor 
operation percentage, combined with a larger constant power load component 
and a small increase in inertia provide the best results. Different combinations of 
all three factors are simulated in PSS/E for the same event. Figure 3-13 shows 
the frequency response of some typical situations. The red dotted line shows the 
FDR measurements. The purple line on the top is the original simulation 
response from the EI model. The green and blue lines are the simulation results 
from changes in these three factors. The inertia for both cases is increased to 
130%, and the load combination is 20% constant current and 80% constant 
power load. The only difference is the turbine-governor operation percentage. 
For the green line, this value is 20%, while it is 0% for the blue line. 
It can be seen from the figure below that the simulation result approaches the 
real measurement for the green and blue cases. The reason for presenting both 
lines in the figure is that there is a certain percentage of turbine-governors 
operating in the actual system. Besides achieving validation object through pure 
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theory, the validation practice also desires to include real system operating 
conditions. Similarly, for the load composition, even through with 100% constant 
power conversion for the load can make the frequency response closer to the 
measurement, 80% conversion gives a margin for load changing along with 
system conditions. 
 
Figure 3-13 Frequency response of model validation 
As the results show, a more accurate model can be obtained using only the 
frequency response correction with real measurements. This methodology can 
be applied to preliminarily validate the system model before further studies. The 
validated system model can have a more realistic response, and it can yield 
more accurate results for studies based upon it. 
Some general rules can be concluded from this model validation process: 




• Large percentages of turbine-governors need to be blocked to obtain 
simulation responses that are close to actual measurements. 
• Load can affect simulation response through different combinations of 
constant current, constant power and constant impedance loads. A higher 
percentage of constant power components in the load causes the simulation 
response to better agree with actual measurements. 
• Moderate inertia increases can result in a closer match between simulation 
results and measurements. 
3.4.2 FNET-based Model Validation Practice: Multiple Events 
 
In this section, the general rules summarized from Section 3.4.1 were applied to 
different cases. The same combination of three impact factors as in Section 3.4.1 
was used. It aims to test if the same validation process is applicable to general 
cases.  
Four confirmed generator trip cases of the Turkey Point power plant, Florida 
were presented to demonstrate the validity. For all cases, the overall inertia is 
increased to 130%, the load combination is 20% constant current and 80% 
constant power load and the turbine-governor operation percentage is 20% and 
0%. The tuning results are shown from Figure 3-14 to Figure 3-17. For all the 
following figures, the red dotted line is the FDR measurement, the golden line is 
the original simulation result, the green line is the tuned response with 20% 
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turbine-governor operation, and the blue line is the tuned response with 0% 
turbine-governor operation. 
1) 09/08/2010 Turkey Point Unit 4 Trip 








     















Figure 3-14 Frequency response comparison I 
2) 09/22/2010 Turkey Point Unit 4 Trip 








     















Figure 3-15 Frequency response comparison II 
 
 65 
3) 09/23/2010 Turkey Point Unit 3 Trip 








     
















Figure 3-16 Frequency response comparison III 
4) 11/15/2010 Turkey Point Unit 3 Trip 





     
















Figure 3-17 Frequency response comparison IV 
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It can be seen from the above figures that the tuned frequency response is much 
closer to the FDR measurement for each case, especially the response with 
none of the turbine-governors operating. The first swing response was largely 
improved with the regulation of overall inertia. As shown in these confirmed 
events, the tuning process successfully modified the results of the simulation 
model and the simulation response is more reasonably close to the actual 
system response. 
3.4.3 FNET-based Model Validation Practice: Multiple FDRs 
 
So far, only the FDR measurement near the event location was compared with a 
nearby bus in the simulation model. It is also desirable that the frequency 
response of other locations can approach the corresponding FDR measurement 
by the same tuning process. Therefore, other FDRs around the EI system were 
also compared with nearby buses in the model. 
Case 1 in Section 3.4.2 was used to demonstrate the comparison of different 
locations. One FDR in each available state was compared with a nearby bus and 
complete comparison results of all FDRs are listed in APPENDIX E. Since the 
Florida FDR (southeast area) was studied in last section, four FDRs from the 
northeast, northwest, southwest and central parts of the EI system were selected 
and shown in Figure 3-18 to Figure 3-21. As in the previous cases, the red dot 
line is the FDR measurement, the golden line is the original simulation result, the 
green line is the tuned response with 20% turbine-governor operation, and the 
blue line is the tuned response with 0% turbine-governor operation. 
 
 67 












Frequency Response Comparison [FDR622 Bangor,ME]
















Figure 3-18 Frequency Response Comparison of Northeast Area 












Frequency Response Comparison [FDR619 Misostpaul,MN]















Figure 3-19 Frequency Response Comparison of Northwest Area 
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Frequency Response Comparison [FDR692 Knoxville,TN]
















Figure 3-20 Frequency Response Comparison of Central Area 












Frequency Response Comparison [FDR683 Lubbock,TX]
















Figure 3-21 Frequency Response Comparison of Southwest Area 
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As can be seen from these figures, the frequency response of other parts of the 
same interconnection is also well-tuned and similar to nearby FDR 
measurements. The frequency response of the post-event as well as the first few 
swings is appropriately coherent with the measurement, and these responses are 
close to the 0% turbine-governor operation condition for this case. 
3.5 Conclusion 
 
This chapter presents a method of using FNET measurements to validate a large 
system model like the U.S. Eastern Interconnection. It analyzes characteristics of 
FNET measurements and uses frequency measurements to validate the system 
model. It tries to match the simulation result and frequency measurement of a 
real event by adjusting the simulation model. Different frequency response 
impact factors are investigated based on theoretical equations and model 
definitions used in PSS/E, and specific examples are given to illustrate these 
influences. The system model is then tuned with the combination of all impact 
factors for different confirmed actual events, and some general rules and specific 
tuning quantities are concluded from the model validation process. As shown in 
the validation results, the simulation model obtains a more realistic frequency 
response after adjustment for all the compared FDR locations. In the future, with 
more confirmed events available, the validation practice can be repeated and 
updated according to FNET measurements. Many future research works and 
simulation studies can be done based on this fine-tuned simulation model. 
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CHAPTER 4 ANALYSIS OF SOCIETAL EVENT IMPACTS ON 
POWER SYSTEM FREQUENCY USING FNET MEASUREMENTS 
 
 
Much research has been done with respect to technical analysis of power 
systems. However, comparatively little research has looked closely at the impact 
of large-scale societal events on power system performance. Reference [7] 
presents a thorough observation of power system frequency variation during 
Super Bowl XLII. It demonstrates how a large group of people engaging in a 
synchronous, energy-intensive activity can affect the power system as a whole. 
This chapter explicitly analyzes the impact of such large-scale societal events on 
the grid using FNET measurement data.  
4.1 Sports Events’ Impact on the Power Grid 
 
4.1.1 2010 FIFA World Cup and FNET Measurements 
 
The International Federation of Association Football (FIFA) World Cup is an 
international men’s soccer competition held every four years. In 2010, the FIFA 
World Cup took place in South Africa from June 11 to July 11. The TV audience 
was estimated to have exceeded a total of 26 billion people with an average of 
approximately 400 million viewers per match worldwide [49]. 
Since soccer is more popular in Europe than in the United States, FDR 
measurements taken from the German power grid are chosen for investigating 
frequency behavior during the game. The semi-final match between Germany 
and Spain was held on July 7, 2010 from 18:30 to 20:30 UTC. According to [50], 
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31.1 million Germans watched the game on television, the highest TV rating on 
record for that country. In order to illustrate the distinctiveness of the game day 
frequency, the frequency data of the 15 days before and after the game day were 
retrieved for comparison. Figure 4-1 shows the histogram of each day’s 
frequency distribution during the game time. 
 
Figure 4-1 Frequency distribution histograms for 16 days 
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The frequency standard deviation (Std) is calculated for each day’s frequency 
data and shown at the top of each histogram. All the histograms are within the 
same frequency range (49.9 to 50.1 Hz) and sorted by standard deviation in 
descending order. 
The top-left corner histogram with the red label is the game day’s frequency data. 
Its frequency clearly has a wider distribution range than any of the other days. 
Also, the highest counting of different frequencies is noticeably much lower than 
that of the other fifteen days. The frequency’s standard deviation value also 
reflects this broader distribution range. 
For the other 15 days, the standard deviation value during the game period 
ranged from 0.011 to 0.024 Hz compared to the game day standard deviation of 
0.034 Hz. This value is almost one and a half times the maximum value of any 
other day. The recorded German FDR measurement data is plotted in Figure 4-2, 
where three days’ frequency data are plotted in the figure from 18:30 to 20:30 
UTC. The red line is the semi-final game day frequency data; the blue and red 
lines are the frequency data of local maximum and minimum standard deviation, 
respectively. The halftime break is represented by the two black lines in the 
middle of the plot. 
As shown in Figure 4-2, the game day frequency is much more variable than the 
other two days. The largest frequency difference within this two-hour period 
reached 0.18 Hz. The highest frequency value appeared around fifteen minutes 
before the game finished (Spain scored the game’s only goal in the 73rd minute 
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[51]), and the lowest value occurred during the halftime break. The most obvious 
impact of the game on the system frequency is reflected in the 15-minute 
halftime break; the frequency experienced a rapid decrease immediately after the 
beginning of halftime and dropped to its lowest point in this two-hour period. 
Then, the frequency gradually rose and stopped increasing until the second half 
of the game began. 
 
Figure 4-2 Frequency plot:  game day (red), local max (blue) and min day (green) 
Usually, a frequency drop in a power system indicates a power shortage. It can 
either be interpreted as a loss of power generation or an increase in the energy 
demand. During the half-time break, the most probable activities for people 
watching the game may include things like: going to the bathroom, using a 
personal computer, opening the refrigerator, using microwave or oven, etc., all of 
which are activities involving electricity consumption. Considering the high 
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viewership of the game, the energy consumed by home electrical appliances 
during the halftime break is quite significant. These large-scale, synchronous 
group activities dramatically increase the system load. Consequently, the system 
frequency sharply decreased after the end of the first half. Once the second half 
of the game began, the audience generally goes back to watching the game 
again, which is reflected in the gradual frequency recovery. 
4.1.2 Super Bowl and System Events 
 
The Super Bowl is the National Football League (NFL) championship game, 
which is held annually. This event is usually the most-watched television program 
of the year in the U.S. In particular, Super Bowl XLIV in 2010 was the most-
watched television program in American history, which had an average of 106.5 
million viewers. Table 4-1 lists the audience ratings of the last three Super Bowls 
as measured by Nielsen Company [52]. 
Table 4-1 Super Bowl Audience Rating 
 
Super Bowl Date Teams  Avg.# of Viewers(000) 
XLIV Feb 7, 2010 New Orleans-Indianapolis 106,480 
XLIII Feb 1, 2009 Arizona-Pittsburgh 98,732 
XLII Feb 3, 2008 NY Giants-New England 97,448 
 
Our analysis work has paid particular attention to monitored power system 
dynamics during the Super Bowl for the past three years, though our database 
has stored information of power grid performance since 2004. In the FNET 
system, the IMS is continuously analyzing the incoming frequency data. Once the 
rates of frequency change in several FDRs exceed an empirical threshold, a 
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power system event is declared. Then, the frequency deviation of the disturbance 
is converted into the equivalent active power amount by using the empirical 
coefficient β [47]. This estimation has proven accurate after verifying with many 
confirmed EI system events. 
The number of triggered events with magnitudes higher than 400 MW of Super 
Bowl XLII, XLIII and XLIV are 30, 14 and 37 in the U.S. EI system, respectively. 
The events with magnitudes lower than 400 MW are considered as minor events, 
and are not included in the study. The statistical result of corresponding active 
power changes in MW and quantity of the triggered events is shown in Figure 
4-3.  
 
Figure 4-3 Series Super Bowl events histogram 
Large numbers of frequency disturbances were detected during the game. These 
events all involved hundreds of megawatts of power system variation. Most 
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events ranged between 600-900 MW. Figure 4-4 shows the histogram of daily 
event numbers for the EI system from May 30, 2006 to Nov 16, 2010 excluding 
the Super Bowl. Typically, the EI has no more than 11 events per day. No four-
hour period in the recorded days experiences as many events as there are 
during the Super Bowl. It is evident that the high density of power system events 
during this time is tied to the behavior of the large number of people watching the 
game. 
 
Figure 4-4 EI Daily Events Histogram 
For a better understanding of the power system frequency dynamics, the 
frequency measurements of three Super Bowl games are displayed in Figure 4-5 
- Figure 4-10. One EI FDR’s measurements are exhibited for each year’s Super 
Bowl. The duration of each plot is two hours and fifteen minutes, which covers 
two quarters of the game and part of halftime. The figures describe the event 
distribution and frequency fluctuation during the game. The solid green dots (•) in 
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the frequency plots denote that the event occurred during the regular game time; 
while the red triangles (Δ) indicate that the event occurred during commercial 
breaks and halftime. 
 
Figure 4-5 Frequency measurements during the 1st half of Super Bowl XLII, 2008 
 




Figure 4-7 Frequency measurements during the 1st half of Super Bowl XLIII, 
2009 
 





Figure 4-9 Frequency measurements during the 1st half of Super Bowl XLIV, 
2010 
 




As displayed in Figure 4-9 and Figure 4-10, the frequency largely drops at the 
end of each plot, which are at halftime and the end of the game. It can also be 
observed from the number of green dots and red triangles that the majority of the 
events occurred during the commercial breaks. This group of events all began 
with the Super Bowl kickoff and ended with the championship ceremony. 
Successive events occurred as the game proceeded. In order to fully understand 
the pattern and usage of home electrical appliances during Super Bowl XLIV, an 
online survey was conducted immediately following the game. The survey was 
designed to examine the possible viewer activities during commercial breaks, 
halftime, and following a touchdown. Participants were asked to identify all the 
possible activities during the game with multiple choices. There were 675 
participants and 502 fully completed the survey. Figure 4-11 and Figure 4-12 
indicate the results of participants’ activities during the regular commercial, 
touchdown, and halftime breaks separately. 
 




Figure 4-12 Activities during touchdowns of Super Bowl XLIV 
Each figure shows the popularity of different activities in descending order. Since 
this survey allowed multiple choices to be selected, the total rate of all the 
activities does not equal to 100%. As shown in Figure 4-11 and Figure 4-12, the 
percentage of participants choosing ‘Watch TV’ is not significantly different 
between regular commercials and touchdowns. However, other activities 
associated with touchdowns are relatively less popular compared to regular 
commercial breaks. The audience was more apt to watch the game following a 
touchdown than during the commercial break. This can be explained as follows. 
During regular commercial breaks, the viewers are engaged in other activities 
besides watching TV, such as using the restroom, getting food or beverages from 
the refrigerator, using a computer, stove, microwave, clothes dryer and washer, 
and other home appliances. Most of these activities involve the use of electricity. 
Clearly, most people are distracted from the game during the commercials, and 
this survey validates that assumption. Although the survey sample size is rather 
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small compared to the number of people watching the game, the results are 
consistent with the frequency dynamics. The increasing energy consumption 
during the commercials explains that multiple grid frequency events occurred 
during that period of time. Consider that on average, over 90 million people 
watch these games. Assume the power of the home electrical appliance is 
around 500 W. If only 1% of viewers use an appliance, the load level would 
increase by 450 MW. This has a measurable impact on the power system 
frequency. 
Figure 4-13 shows the participants’ activities during the halftime break. The 
distribution is similar to the commercial breaks, but the general impact on the 
system is relatively larger due to the longer length of the halftime. It seems 
reasonable that the audience would participate in other activities right after the 
halftime break, which would explain the drastic increases in electricity 
consumption and the resulting frequency drops. 
 
Figure 4-13 Activities during the halftime break of Super Bowl XLIV 
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4.1.3 Super Bowl FNET Measurement Analysis 
 
The frequency response is tightly associated with the individual game progress 
and audience activities, so there is no uniform pattern that can be observed from 
year to year. However, there are some characteristics common to all Super Bowl 
games. For example, the power system frequency drops dramatically during the 
halftime break and increases once the third quarter begins. Figure 4-14 shows 
the halftime break frequency data of the three Super Bowl games. Each plot in 
the figure shows six minutes of the measured frequency starting at the beginning 
of halftime. The slope of the frequency drop is marked with a black line. 
 
Figure 4-14 Combined Super Bowl halftime frequency plot 
This halftime frequency response is quite similar to the World Cup frequency 
measurements from the German power grid in that the frequency of both power 
systems decreased sharply. Using the same methodology as in Section 4.1.1, a 
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30-minute segment of frequency data from Super Bowl XLIII’s halftime is 
compared with the historical data from the same time period. This was done by 
comparing the frequency measurements from the same weekday of three 
consecutive weeks before and after the game, as well as that of the days 
immediately before and after the game. Figure 4-14 shows histograms of the 
results. 
 
Figure 4-15 Histograms of historic frequency comparison for Super Bowl XLIII 
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The standard deviation is calculated for each day’s data and shown at the top of 
each individual graph. As can be seen from the figure below, the frequency has a 
broader distribution during the game day than for others. Non-game day 
frequency deviations range from 0.009 to 0.018 Hz, whereas the game day’s 
variation is 0.028 Hz. Thus, the standard deviation of the halftime frequency 
during game days is one and a half times more than that of the same time period 
during the non-game days. This result is similar to what was observed in the 
German system during the World Cup. 
The frequency data for Super Bowl XLIII and the non-game days listed above are 
plotted in Fig. 18. The purple line represents the game day frequency data. The 
frequency decreased sharply at the end of the second quarter, dipping as much 
as 0.12 Hz. This value is a significant change in frequency for the EI system 
within such a short period of time. 
 
Figure 4-16 Historic frequency data comparison for Super Bowl XLIII 
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There are also several other prominent events which occurred during the game. 
These kinds of frequency variations are seldom seen in the grid at other times. 
Figure 4-17 and Figure 4-18 present two events with large frequency swings.  
 
Figure 4-17 Frequency swing event I from Super Bowl XLIV 
 
Figure 4-18 Frequency swing event II from Super Bowl XLIV 
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The duration of both plots is 30 seconds. For a normal event such as a generator 
trip or load shedding, the frequency would simply drop or rise within about thirty 
seconds and then gradually recover to the normal value due to the governor and 
automatic generator control (AGC). Large or rapid frequency swings like the ones 
shown above are quite unusual for a large or tightly coupled power system such 
as the EI. This kind of event demonstrates the intense frequency dynamics in the 
EI during the Super Bowl. 
The frequency swing can also be observed in the West Electricity Coordinating 
Council (WECC) and Electric Reliability Council of Texas (ERCOT) 
Interconnection at the same time. Figure 4-19 shows the frequency 
measurements of all three interconnections with frequency swings at the same 
time. It can be seen that the impacts of nation-wide events are also reflected in 
interconnections other than the EI. 
 
Figure 4-19 Frequency swing in three U.S. interconnections from Super Bowl 
XLIV [Image Courtesy of NERC] 
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Figure 4-20 and Figure 4-21 show two cascading events recorded by the FNET 
system over a period of 30 seconds. The black line is the general frequency 
trend of the event. Both scenarios are triggered at the beginning of the plot, and 
other events are consecutively triggered after the first one. Since there is a short 
period where the frequency does not change much between the events, those 
cases cannot be treated as single event. Such cascading events are occasionally 
seen within the EI, but it is highly unusual to have several cases in a 4 hour time 
span. 
 




Figure 4-21 Cascading frequency event II from Super Bowl XLIV 
4.2 Impact of Social Events on Power Grid 
 
The analysis in section 4.1 mainly focuses on influential sports events, such as 
the World Cup and the Super Bowl, around the world. It is also of the interest to 
investigate the impact of social events, like holidays and important events, on a 
power grid. The most recent social sensation was the royal wedding of Prince 
William and Kate Middle, which was held on April 29th, 2011. According to the 
Nielsen statistics, 23 million U.S. audiences watched the royal wedding [53]. This 
is an extremely high audience rating for a weekday morning. 
FDR measurements of the wedding day and the 13 days before and after the 
wedding are shown in Figure 4-22. As can be seen from the figure below, there is 
only one obvious frequency spike in the middle of the frequency plot – the blue 
line, during which the first and the second kiss occurred. The frequency 
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measurements of all other periods are similar, and the frequency deviation is 
within the same band. Although it is hard to determine the exact reason for this 
frequency spike, it is rather interesting to notice that this romantic expression can 
be reflected through the frequency of the power grid. 
 
Figure 4-22 14 Days Frequency Plot 
4.3 Social Event Impact Conclusion and Discussion 
 
This chapter has investigated the behavior of the power system frequency during 
large-scale, synchronous societal events like the World Cup, Super Bowl and 
Royal Wedding. It is apparent that large groups of people engaging in the same 
event at roughly the same time can have significant impacts on the power grid 
frequency. One common characteristic drawn from the system frequency 
recordings during both sporting events is the dramatic frequency drop during the 
halftime breaks. The relatively longer commercial and entertainment 
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broadcasting time allows people to participate in other electric energy-related 
activities; hence, the introduction of greater frequency variability during this time. 
Comparison of the Super Bowl data with non-game day data shows that there 
are far more power system events occurring in the former case. As shown in the 
frequency plots, most of the events occurred during the commercial breaks. The 
multiple events appear to be caused by viewers’ activities at those times, a 
finding that is consistent with the results of the survey from the Super Bowl 
viewers.  
Clearly, the impacts of societal events on power grid frequency in this chapter 
provide valuable information regarding the system dynamics of such popular 
events. The accumulating and statistical FNET frequency data present an 
incisive point of view on the power grid frequency behavior during such events. 
Understanding the relationship between large-scale societal events and power 
frequency has important implications for the power system. With the 
development of smart grid technology, similar large-scale, synchronous activities 
would be observed. For example, individuals could plug in a hybrid vehicle when 
they go to work or get back home at roughly the same time. Individual consumer 
may decide to switch on their home electrical appliances when the electricity 
price is low. Such activities would have notable impact on the system frequency 
like the societal events discussed here. It is evident that the societal effects could 
play a very significant role in future smart grid implementation. 
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CHAPTER 5 POWER SYSTEM MAJOR EVENTS 
VISUALIZATION BASED ON FNET MEASUREMENTS 
 
 
5.1 System Event Visualization Based on FNET Measurement 
 
When a major event occurs in a power system, it is of great interest to quickly 
obtain a general vision of the event and its impact. Besides plain plots of different 
data, system measurements combined with their geographical information can 
provide a more intuitive visualization. Figure 5-1 shows an example of this kind. 
The frequency plot is on the left, and it only presents the range and pattern of the 
frequency. In contrast, the geographical visualization on the right gives more 
direct information about the event. The vertical line on the plot indicates the data 
points of the current visualization frame. It can be seen that the frequency drop 
was first shown in the Tennessee/Alabama area. With more data frames, 
system-wide influence of the event can be displayed. 
 
Figure 5-1 Event Visualization 
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FNET, due to its wide coverage and instant data availability, can provide a quick 
overview of major events by visualizing its synchronized frequency 
measurements. As analyzed in Section 3.2.1, frequency is a system-wide 
quantity. Any major power mismatch in one location can be reflected on the 
entire interconnection through the propagation of the electromechanical wave, 
and the frequency response of different locations differs according to their 
electrical distance to the event as well as the system inertia. Therefore, an 
animated frequency contour map was developed to present the major system 
events based on FNET measurements. 
5.2 Power System Visualization Tool 
 
The visualization tool developed generates an event-replay movie. It collects 
frequency measurements to form contours over a geographical area; hence, the 
generated replay movie provides a thorough perception of the electromechanical 
wave propagation for major events. This tool was originally developed for 
visualizing major events in the U.S. Eastern Interconnection (EI) by Matthew 
Gardner [47], and has been updated and extended to show Western Electricity 
Coordinating Council (WECC) events in this chapter. 
Since MATLAB has many built-in visualization functions and its mapping toolbox 
provides complete geographic information of the U.S., MATLAB and its mapping 




1) FNET measurement processing 
FNET measurements are stored in an Access database on the central server, 
which must be extracted and converted into typical MATLAB file format. 
Therefore, the first step of the data processing is to extract data from the 
Access database and create a text file for each FDR’s measurements. Then 
the text files of the measurements are converted into MAT format which is 
MATLAB’s binary data format [55]. Although MATLAB has its own toolbox 
which can extract and process data from Access databases [56], a data-
extraction program was developed in C# to improve the extraction speed [57]. 
Figure 5-1 shows the interface of the tool. This tool allows users to select a 
particular Access database and specify the start and end time of the data. It 
can also extract data for a specific unit. Experience has shown that this 
program is approximately 80% faster than direct MATLAB conversion. 
 
Figure 5-2 FNET Data Extraction Tool 
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In the MAT file, all the FDR measurements are stored in one structure and 
each FDR is a field. Each field contains date, frequency, voltage phase angle, 
voltage magnitude, and latitude and longitude information. The missing data 
interpolation, angle data unwrapping and modification of duplicated time tags 
are conducted during the data conversion. Finally, the converted MAT file is 
ready to be loaded for producing the event-replay movie. 
2) Visualization framework 
The size of the visualization frame was fixed at 1280x720, which is the size of 
a standard 720p YouTube high resolution video [58]. As shown in Figure 5-1, 
the display has two parts: a data plot and a geographical contour map. The 
left-side plot shows the measurements, and the vertical red-line in the plot is 
for tracking the data points for the contour display. The measurement data 
combined with geographic information are color-coded and displayed as 
contours on the right. The mapping toolbox in MATLAB was used to show the 
U.S. 
3) Event-replay movie  
Movie and animation functions in MATLAB are used to capture each data 
frame and save them in an AVI file. In order to retain high video quality, the 
movie file is not compressed during production; hence, the original 
uncompressed movie is relatively large and can reach several gigabytes, for 
only a few minutes’ data. Many type of encoder software can be used to 
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compress the file afterward [59]. For some specific software, the compression 
rate can reach as high as 90% without a significant loss in quality. With 
smaller file size, the compressed event movie is much more convenient for 
uploading and sharing.  
5.3 Major Event Visualization Based on FNET Measurement 
 
Several major events that occurred in the recent year have been visualized 
through this tool and presented to the public. Two blackout events from the EI 
and WECC systems are presented here as example cases. 
1) EI: 2/26/2008 Florida Blackout  
The 2008 Florida Blackout influenced the lower two-thirds of the State of 
Florida. According to [60], this event led to the loss of 22 transmission lines, 
4,300 MW of generation, and 3,650 MW of customer service or load. FNET 
and PMU measurements of this event were used to produce an event replay 
movie using the developed tool. Four screen shots of the movie are shown in 
Figure 5-2. Blue dots indicate the location of PMUs, and red dots indicate the 
location of FDRs. It can be clearly noticed that the event originated from the 
Florida area, and then propagated through the entire interconnection. The 
oscillation can also be observed from the contour map, which was Florida 

















2) WECC: 9/8/2011 Southwest Blackout 
The Southwest Blackout was a widespread power outage that affected large 
areas of Southern California as well as western Arizona and northern Baja 
California and Sonora [61]. This blackout affected nearly seven million 
people, including 1.4 million customers in San Diego County [62]. Figure 5-3 
shows four screen shots of the event replay movie. The red dots are the FDR 
locations. As can be seen from these figures, the event originated from the 
San Diego area, and then spread through the entire WECC interconnection. 
The system frequency sharply increased right after the beginning, and then 
fell back to a lower value due to the system controls. 
 











Figure 5-4 San Diego Blackout Event-replay movie screen shots (IV) 
5.4 Conclusion 
 
A visualization tool was developed in this chapter to visualize major events that 
occurred in the North American power grid. Both FNET and PMU data can be 
used to produce event movies. Due to its wide coverage and instant data 
availability, FNET system measurements are usually used to make event replay 
movies shortly after major events. The measurement plot combined with the 
geographical contour map provides intuitive visualization of the event. These 
movies are widely distributed to utility and industry partners as well as to help the 
general public understand these power system phenomena. 
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CHAPTER 6 U.S. EASTERN INTERCONNECTION (EI) 





In the next few decades, the infrastructure of the power grid will experience 
dramatic change along with more renewable resources and plug-in hybrids or all-
electric vehicles added. According to [63], the clean energy vision specified by 
President Obama has the goal that the U.S. economy can be independent of oil 
and become the first nation in the world to have 1 million electric cars on the road 
by 2015, and by 2035, 80% of electricity consumption will come from clean 
energy. The power grid will also be developed along with the road map to reduce 
its reliance on traditional fossil fuels, which will contribute to a more 
environmentally friendly and sustainable development of energy. 
Changes in energy composition and system infrastructures inevitably require new 
technologies to improve transparency, controllability and reliability of the 
traditional power grid. There is a clear need to have a simulation model for 
analyzing and testing such technologies. However, it is impractical to obtain 
updated system models at all times. Therefore, a scaled software-based testbed 
will be developed to conceptually emulate the entire North American power grid 
by a few interconnected generation sources and loads. In this testbed, each 
source and load represents a regional dynamic cluster, and the entire North 
American network will be represented by eight clusters, with three in WECC, four 
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in EI, and one in ERCOT. Figure 6-1 shows the conceptual testbed for emulation 
of North American grid. 
 
Figure 6-1 Conceptual testbed for emulation of North America grids 
The work in this chapter is to develop a cluster representation of the Eastern 
Interconnection (EI). A large-scale EI model (~16,000 buses) was simplified and 
grouped into four clusters. The future North American software testbed will be 
developed based on the clustering and used to analyze and test new 
technologies. 
6.2 EI Simulation Model Clustering Basis 
 
The U.S. EI model in PSS/E has a total capacity of 592,569 MW. Around 16,000 
buses and 3,000 generators are represented in the system, and it has detailed 
representation of the high-voltage transmission system. This model has been 
validated by comparing the simulation results with FNET measurements in 
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Chapter 3, and the corrected model is used in this chapter to perform the 
clustering study. 
As analyzed in Section 3.2.1, frequency is a system-wide influential quantity. 
Sizable power mismatch in one location can affect the entire interconnection 
through the propagation of the electromechanical wave. The frequency response 
of different locations differs according to their electrical distance to the event as 
well as the system inertia. An electrically close bus can detect the mismatch 
quicker than one far away. Therefore, generators in different locations are 
clustered by the frequency response of monitored locations from system events. 
For this study, all the generators with power output higher than 400 MW are 
tripped from the system one at a time. The frequency at 82 buses that 
correspond to FDR locations in the EI is monitored. In this way, simulation results 
and clustering algorithms can also be used for the future study, which is related 
to the EI system and FNET measurements. A Python script was written to 
automatically identify each generator’s capacity and run generator-trip cases [64, 
65]. There are 439 total cases and the simulation results were converted into 
MATLAB MAT files for the clustering study. 
The oscillation analysis of FNET measurements provides approximate cluster 
information. According to [66-68], the northwest, northeast and southeast parts of 
the EI are the main areas involved in inter-area oscillations. This may be caused 
by the geographically long distance and relatively weak electrical connections 
among these three regions. The case studies display various combinations of 
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those three areas oscillating against each other. From this, it can be seen that 
there are six major patterns (here vs. indicate oscillating against): northwest vs. 
southeast, northwest vs. southeast and northeast, northwest and northeast vs. 
southeast, northwest and southeast vs. northeast, southeast vs. northeast, 
northwest vs. southeast vs. northeast. Figure 6-1 shows some of these typical 
oscillation patterns. Hence, four clusters-northwest, northeast, southeast and 
central areas- are used to represent the EI system. 
 
 
Figure 6-2 EI Ocillation Pattern Examples 
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6.3 EI System Clustering 
 
Cluster analysis is applied to perform the generator clustering study. It aims at 
assigning the simulation results into four groups so that generators within the 
same group can be clustered together to represent the EI system. K-means 
clustering is used for this application. This clustering method partitions n 
observations into k clusters where each observation belongs to the cluster with 
the nearest mean [69]. It first randomly defines k centroids, one for each cluster. 
Then it assigns each observation to the closest mean. The next step is to re-
calculate k new centroids of the observations from the previous step. This is an 
iterative loop to minimize the squared error function. Figure 1-1 shows the flow 
chart of the k-means clustering algorithm [70]. 
 
Figure 6-3 k-means clustering algorithm flow chart 
 
 107 
In this study, 82 frequency responses of each generator-trip case are clustered 
into 4 groups, and the center of the cluster can be obtained from the oscillation 
study in Section 6.1.2. As shown in Figure 6-2, four buses of the northeast, 
northwest, southeast and central area regions are circled in green as the center 
of each cluster.  
 
Figure 6-4 k-means algorithm cluster centers 
Given that the center of clusters has already been fixed, there is no need to 
iteratively optimize centroids of the observations in the k-means clustering. The 
distance between each observation and the centroids is calculated, and the 
observation is assigned to the nearest centroid according to (6-1).  
)},...,1(:{ klmxmxxS ljijji =−≤−=       (6-1) 
Where: xj is the frequency response 
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  ml is the cluster 
  Si is the overall distance 
For all 439 generator trip cases, the frequency responses of each case are 
clustered into four groups, and Figure 6-3 shows one clustering result. Each 
observation is assigned to the nearest centroid, which has a similar frequency 
response. The dots on the map denote monitoring locations, and different colors 
and shapes represent different clusters.  
 
Figure 6-5 Generator Clustering Example 
For some boundary buses, they do not constantly belong to one area; therefore, 
all the clustering results are used to determine the cluster of these buses. These 
buses are categorized into the cluster which has highest participation frequency. 
Figure 6-4 shows the clustering result based on all 439 cases, and different 
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colors and shapes denote different clusters. The boundary lines are drawn based 
on the clustering analysis.  
 
Figure 6-6 Generator Clustering Results 
For each clustered area, the overall generation capacity and load capacity are 
summed to represent each cluster. Table 6-1 shows the calculation result. The 
total generation capacity and equivalent load are summed and listed in the table.  
Table 6-1 EI Cluster Specification (Unit: MW) 
 
Area Generation Load Others Mismatch 
Area 1 (Green) 35,083 34,909 244 -70 
Area 2 (Red) 434,275 424,535 7,226 2,512 
Area 3 (Blue) 39,542 41,009 781 -2,249 
Area 4 (Black) 81,892 83,121 -1,073 -155 
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Therefore, the entire EI can be represented by these four clusters with 
specifications as shown in Table 6-1. Figure 6-5 shows the equivalent diagram. 
Each cluster is represented with one color, and the arrow denotes the flow 
direction between different clusters. 
 
Figure 6-7 EI System Equivalent Clusters 
6.4 Conclusion and Future Work 
 
In this chapter, the EI system was simplified and clustered into four groups. The 
actual system measurements from FNET were applied to determine the number 
of clusters and their centroids, and the simulation results of generator trip cases 
were used to finalize the cluster boundary. The generation and load capacity of 
each cluster was calculated based on the clustering result and simulation model, 
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and a flow diagram of this simplified EI system was demonstrated with clusters 
and power flow between them. 
This system was developed as a basis for future large-scale renewable energy 
penetration studies as well as for research into other new technologies. It also 
provides a software basis for building the hardware testbed. In the future, a more 
specific mathematical model needs to be developed to represent the clusters 
with the calculated generation, load and inter-area flow. This will allow faster 
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APPENDIX A OAHU SYSTEM POWER FLOW DATA 
 
APPENDIX A specifies the Oahu system power flow data. All the data listed in 
the following tables are exported from the PSS/E spreadsheet. 
Table A-1 Oahu System Generator Data (23 Generators)  
Bus Bus Name Id Pgen (MW) Bus Bus Name Id 
Pgen 
(MW) 
1401 KAHE1       46.000 1 80.00 2008 WAIAU8      46.000 8 70.40 
1402 KAHE2       46.000 2 80.00 2009 WAIAU9      46.000 9 15.00 
1403 KAHE3       46.000 3 82.30 3101 KALAE1      46.000 1 68.00 
1404 KAHE4       46.000 4 89.00 3102 KALAE2      46.000 2 68.00 
1415 KAHE5       46.000 5 130.00 3103 KALAE3      46.000 3 48.00 
1416 KAHE6       46.000 6 101.22 3201 HRRV        46.000 1 46.00 
2000 WAIAU10     46.000 0 15.00 3202 AES1        46.000 1 201.00 
2003 WAIAU3      11.000 3 26.10 3203 CTS1        46.000 1 25.00 
2004 WAIAU4      11.000 4 25.00 3204 CTS2        46.000 2 25.00 
2005 WAIAU5      45.000 5 25.00 4008 HONO8       11.000 8 50.00 
2006 WAIAU6      46.000 6 37.20 4009 HONO9       11.000 9 30.00 
2007 WAIAU7      46.000 7 86.60     
 
Table A-2 Oahu System Branch Data 
From 
Bus  From Bus Name 
To 







100 ARCHER      138.00 130 IWILEI      138.00 1 0.0034 0.0086 0.0012 
100 ARCHER      138.00 180 SCHOOL      138.00 1 0.0015 0.0038 0.0005 
100 ARCHER      138.00 240 KEWALO      138.00 1 0.0013 0.0033 0.0005 
100 ARCHER      138.00 240 KEWALO      138.00 2 0.0013 0.0033 0.0005 
110 CEIP        138.00 141 KAHECD      138.00 1 0.0006 0.0060 0.0021 
110 CEIP        138.00 141 KAHECD      138.00 2 0.0006 0.0060 0.0021 
110 CEIP        138.00 330 AES         138.00 1 0.0010 0.0100 0.0025 
110 CEIP        138.00 330 AES         138.00 2 0.0010 0.0100 0.0025 
110 CEIP        138.00 340 EWA         138.00 1 0.0022 0.0164 0.0030 




Bus  From Bus Name 
To 







120 HALAWA      138.00 140 KAHEAB      138.00 1 0.0100 0.0594 0.0124 
120 HALAWA      138.00 140 KAHEAB      138.00 2 0.0102 0.0608 0.0121 
120 HALAWA      138.00 150 KOOLAU      138.00 1 0.0048 0.0303 0.0058 
120 HALAWA      138.00 160 MAKALAPA    138.00 1 0.0018 0.0135 0.0025 
120 HALAWA      138.00 180 SCHOOL      138.00 1 0.0022 0.0164 0.0029 
130 IWILEI      138.00 180 SCHOOL      138.00 1 0.0002 0.0021 0.0004 
130 IWILEI      138.00 220 AIRPORT     138.00 1 0.0055 0.0137 0.0019 
140 KAHEAB      138.00 141 KAHECD      138.00 1 0.0000 0.0001 0.0000 
140 KAHEAB      138.00 190 WAHIAWA     138.00 1 0.0088 0.0051 0.0105 
140 KAHEAB      138.00 200 WAIAU       138.00 1 0.0094 0.0542 0.0112 
140 KAHEAB      138.00 1407 KAHELOAD    138.00 1 0.0000 0.0001 0.0000 
150 KOOLAU      138.00 170 PUKELE      138.00 1 0.0030 0.0183 0.0038 
150 KOOLAU      138.00 170 PUKELE      138.00 2 0.0030 0.0183 0.0038 
150 KOOLAU      138.00 200 WAIAU       138.00 1 0.0065 0.0401 0.0078 
150 KOOLAU      138.00 200 WAIAU       138.00 2 0.0065 0.0403 0.0078 
160 MAKALAPA    138.00 200 WAIAU       138.00 1 0.0016 0.0147 0.0025 
160 MAKALAPA    138.00 200 WAIAU       138.00 2 0.0071 0.0176 0.0025 
160 MAKALAPA    138.00 220 AIRPORT     138.00 1 0.0029 0.0073 0.0010 
190 WAHIAWA     138.00 200 WAIAU       138.00 1 0.0061 0.0542 0.0072 
200 WAIAU       138.00 340 EWA         138.00 1 0.0048 0.0303 0.0058 
200 WAIAU       138.00 340 EWA         138.00 2 0.0048 0.0303 0.0058 
200 WAIAU       138.00 2011 WAIAULOAD   138.00 1 0.0000 0.0001 0.0000 
230 KAMOKU      138.00 240 KEWALO      138.00 1 0.0026 0.0064 0.1000 
310 KALAE       138.00 330 AES         138.00 1 0.0016 0.0114 0.0022 
310 KALAE       138.00 340 EWA         138.00 1 0.0025 0.0180 0.0031 
320 HRRP        138.00 330 AES         138.00 1 0.0000 0.0001 0.0000 
4001 HONO462     46.000 4002 HONO463     46.000 1 0.0063 0.0089 0.0000 
4001 HONO462     46.000 4006 HONO461     46.000 1 0.0047 0.0066 0.0000 
4002 HONO463     46.000 4006 HONO461     46.000 1 0.0030 0.0043 0.0000 
4003 EMMA1       11.000 4004 EMMA        11.000 1 0.0352 0.0551 0.0000 
4004 EMMA        11.000 4007 HONO111     11.000 1 0.0135 0.1262 0.0000 
4005 EMMA2       11.000 4007 HONO111     11.000 1 0.0240 0.1050 0.0000 
4007 HONO111     11.000 4009 HONO9       11.000 1 0.0000 0.1333 0.0000 
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Table A-3 Oahu System Two Winding Transformer Data 
From 
Bus  From Bus Name 
To 
Bus To Bus Name Id 
Specified R 
(pu or watts) 
Specified X 
(pu) 
130 IWILEI      138.00 4002 HONO463     46.000 1 0 0.2203 
130 IWILEI      138.00 4002 HONO463     46.000 2 0 0.2251 
140 KAHEAB      138.00 1401 KAHE1       46.000 1 0 0.0945 
140 KAHEAB      138.00 1402 KAHE2       46.000 1 0 0.1071 
140 KAHEAB      138.00 1403 KAHE3       46.000 1 0 0.0957 
140 KAHEAB      138.00 1404 KAHE4       46.000 1 0 0.1049 
141 KAHECD      138.00 1415 KAHE5       46.000 1 0 0.0619 
141 KAHECD      138.00 1416 KAHE6       46.000 1 0 0.0194 
180 SCHOOL      138.00 4001 HONO462     46.000 1 0 0.2540 
180 SCHOOL      138.00 4001 HONO462     46.000 2 0 0.2540 
200 WAIAU       138.00 2000 WAIAU10     46.000 1 0 0.2020 
200 WAIAU       138.00 2001 WAIAU14     46.000 1 0 0.2382 
200 WAIAU       138.00 2001 WAIAU14     46.000 2 0 0.2650 
200 WAIAU       138.00 2005 WAIAU5      45.000 1 0 0.1580 
200 WAIAU       138.00 2006 WAIAU6      46.000 1 0 0.1580 
200 WAIAU       138.00 2007 WAIAU7      46.000 1 0 0.1040 
200 WAIAU       138.00 2008 WAIAU8      46.000 1 0 0.1040 
200 WAIAU       138.00 2009 WAIAU9      46.000 1 0 0.2070 
310 KALAE       138.00 3101 KALAE1      46.000 1 0 0.1380 
310 KALAE       138.00 3102 KALAE2      46.000 1 0 0.1380 
310 KALAE       138.00 3103 KALAE3      46.000 1 0 0.1700 
320 HRRP        138.00 3201 HRRV        46.000 1 0 0.1824 
330 AES         138.00 3202 AES1        46.000 1 0 0.0418 
330 AES         138.00 3203 CTS1        46.000 1 0 0.1780 
330 AES         138.00 3204 CTS2        46.000 1 0 0.1780 
2001 WAIAU14     46.000 2003 WAIAU3      11.000 1 0 0.1740 
2001 WAIAU14     46.000 2004 WAIAU4      11.000 1 0 0.1780 
4001 HONO462     46.000 4003 EMMA1       11.000 1 0.0285 0.5010 
4002 HONO463     46.000 4005 EMMA2       11.000 1 0.0232 0.4490 
4006 HONO461     46.000 4008 HONO8       11.000 1 0 0.1824 




Table A-4 Oahu System Load Data 
Bus 











100 ARCHER 138.00 52.560 21.240 190 WAHIAWA 138.00 128.640 49.980 
110 CEIP 138.00 74.412 26.604 220 AIRPORT 138.00 6.072 3.000 
120 HALAWA 138.00 70.884 33.360 230 KAMOKU 138.00 72.468 14.784 
130 IWILEI 138.00 114.468 42.504 240 KEWALO 138.00 0.888 0.240 
150 KOOLAU 138.00 219.480 10.968 340 EWA 138.00 31.968 11.880 
160 
MAKALAPA 
138.00 98.148 57.996 2011 
WAIAULOAD 
138.00 132.900 49.956 
170 PUKELE 138.00 223.344 45.552 1407 KAHELOAD 138.00 55.788 18.924 
180 SCHOOL 138.00 120.000 48.000     
 
APPENDIX B OTEC PLANT POWER FLOW DATA 
 
APPENDIX B specifies the OTEC system power flow data and underwater cable 
parameter calculations. 
Table B-1 OTEC Power Flow Generator and Load Data 
Generator 
Bus Number Bus Name Id Pgen (MW) 
110 OTECGEN 11.00 1 27 
110 OTECGEN 11.00 2 27 
Load 
Bus Number Bus Name Pload (MW) Qload (Mvar) 
102 WATERPUMP 4.16 3.24 1.568 
103 AUX 0.46 0.629 0.384 
 
The underwater cable data is provided by Lockheed Martin. The parameters for 
an RLC “Pie Equivalent” circuit are: 
R = 0.4 ohm L = 5.7 mH C = 2.02 uF 
The RLC parameters were calculated from the following properties of the cable. 
Voltage: 138 kV L-L  Insulation: XLPE 
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Power: 125 MW @ .8 PF Copper Cross-Section: 630 mm² 
Cable Length: 15 km Insulation Thickness: 21.6 mm 
Conductor: Aluminum  
Per unit data is calculated based on above information and used in PSS/E. 
Ω=== 8816.121)8.0/125/(138/ 22 SUZbase  
Ω=== − 1488.210*7.5*60**2 3piLX L ω  spiCBC µω 5221.76102.2*60**2 ===  
0176.00033.08816.121/)1488.24.0(/)( jjZjXRZ baseLpu +=+=+=  
0928.08816.121*10*5221.761/ 6 === −baseCpu YBB  
APPENDIX C OTEC GENERATOR DATA 
 
APPENDIX C presents the generator data used in OTEC generator model. 
 




Figure C-2 OTEC Generator No-load and Short-circuit Characteristic 
APPENDIX D OTEC EXCITATION SYSTEM DATA 
 
APPENDIX D specifies excitation system data used in OTEC excitation model. 
 




Figure D-2 Excitation System Parameters 
APPENDIX E FREQUENCY RESPONSE COMPARISON OF ALL 
FDRS 
 
APPENDIX F presents the frequency response comparison of all FDRs in 
Section 3.4.3. The FDR location is shown in the title of the figure. The red dot line 
is FDR measurement, the golden line is original simulation result, the green line 
is the tuned response with 20% turbine-governor operation, and the blue line is 
the tuned response with 0% turbine-governor operation. 
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Frequency Response Comparison [FDR616 Kansas City,MO]

























Frequency Response Comparison [FDR620 Chicago,IL]




























Frequency Response Comparison [FDR619 Misostpaul,MN]



























Frequency Response Comparison [FDR621 Detroit,MI]




























Frequency Response Comparison [FDR622 Bangor,ME]


























Frequency Response Comparison [FDR649 Madison,WI]


























Frequency Response Comparison [FDR623 PlantCity,FL]

























Frequency Response Comparison [FDR662 Starkville,MS]




























Frequency Response Comparison [FDR665 Winnipeg,MB]




























Frequency Response Comparison [FDR666 Danbury,CT]

























Frequency Response Comparison [FDR667 Leroy,NT]

























Frequency Response Comparison [FDR669 Simpsonville,SC]



























Frequency Response Comparison [FDR692 Knoxville,TN]
























Frequency Response Comparison [FDR670 Gahanna,OH]

























Frequency Response Comparison [FDR678 Princeton,NJ]




























Frequency Response Comparison [FDR682 Holyoke,MA]




























Frequency Response Comparison [FDR683 Lubbock,TX]

























Frequency Response Comparison [FDR601 Richmond,VA]



























Frequency Response Comparison [FDR675 Atlanta,GA]
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