The calculation of the analytical second derivative matrix (Hessian) is the bottleneck for vibrational analysis in QM/MM systems when an electrostatic embedding scheme is employed. Even with a small number of QM atoms in the system, the presence of MM atoms increases the computational cost dramatically: the long-range Coulomb interactions require that additional coupled perturbed self-consistent field (CPSCF) equations need to be solved for each MM atom displacement. This paper presents an extension to the Mobile Block Hessian (MBH) formalism for QM/MM calculations with blocks in the MM region and its implementation in a parallel version of the Q-Chem/CHARMM interface. MBH reduces both the CPU time and the memory requirements compared to the standard full Hessian QM/MM analysis, without the need to use a cutoff distance for the electrostatic interactions. Special attention is given to the treatment of link atoms which are usually present when the QM/MM border cuts through a covalent bond. Computational efficiency improvements are highlighted using a reduced chorismate mutase enzyme system, consisting of 24 QM atoms and 306 MM atoms, as a test example. In addition, the drug bortezomib, used for cancer treatment of myeloma, has been studied as a test case with multiple MBH block choices and both a QM and QM/MM description. The accuracy of the calculated Hessians is quantified by imposing Eckart constraints, which allows for the assessment of numerical errors in second derivative procedures. The results show that MBH within the QM/MM description not only is a computationally attractive method but also produces accurate results.
I. Introduction
Normal mode analysis (NMA) is a well-known technique which estimates the intrinsic vibrational frequencies of chemical systems by assuming a harmonic shape for the potential energy surface. Despite its simplicity, it is still a popular and effective approach for predicting vibrational IR and Raman spectra, 1 for identifying chemical groups, 2 or for studying the large-amplitude collective motions involved in conformational changes of biomolecules. 3 This method is based on the diagonalization of the Hessian matrix, which contains the second derivatives of the potential energy with respect to the nuclear coordinates. The calculation of this 3N AT × 3N AT Hessian, where N AT is the number of atoms, is computationally expensive when a quantum mechanical (QM) description is used, because a set of 3N AT coupled perturbed self-consistent field (CPSCF) equations needs to be solved. [4] [5] [6] [7] [8] [9] [10] [11] In contrast, the computational load of the second derivative calculation is in comparison extremely cheap in the molecular mechanics (MM) description, but force fields cannot, in general, be used to investigate chemical reactions where the change in electron density (i.e., bond making/breaking, radical processes, etc.) is a purely quantum mechanical phenomenon.
Hybrid QM/MM models aim at combining the best features of the QM and MM models: the quantum descriptions necessary for chemistry and the computational advantages of force fields. The QM/MM approach partitions the system into a QM region for the chemically interesting site and an MM region for the surrounding chemical environment. [12] [13] [14] [15] The effective cost of a QM/MM Hessian calculation depends heavily on the treatment of the electrostatics between the QM and MM region, for which two schemes have been developed.
In a subtractive scheme like the original version of ONIOM, the potential energy is the sum of the MM energy of the whole system, plus the QM energy of the QM region, minus the MM energy of the QM region as a correction for double counting. 16, 17 During the QM part of the calculation, the QM atoms are unaware of the existence of the MM atoms, and thus the electron cloud in the QM region is not influenced by the MM partial charges, i.e., mechanical embedding. As a consequence, the displacement of an MM atom does not cause a change in the QM wave function, such that the corresponding derivatives are simply equal to zero, and there is no need to solve CPSCF equations for MM atom displacements.
In an additive scheme, however, as implemented in the Q-Chem/CHARMM interface [18] [19] [20] and in many other interfaces, the potential energy consists of the QM energy of the QM atoms, the MM energy of the MM atoms, and the Coulomb and van der Waals interaction energy between QM and MM atoms. 12, 21, 22 Such a description provides a more accurate treatment of the long-range electrostatics, which is invaluable when studying, for example, reactions and molecular configurations. This idea has also been applied to the original ONIOM scheme to account for the polarization effects from the MM region. 23 In the additive scheme, every displacement of an MM atom leads to an additional CPSCF equation. 24 Even when the number of QM atoms is low, the QM/MM interaction term in the Hamiltonian makes the Hessian determination too costly for systems with a large number of MM atoms.
Recently, the mobile block Hessian approach was developed [25] [26] [27] to calculate frequencies in a partially optimized structure. The method groups atoms into blocks which are restricted to rigid motions during the vibrational analysis. The internal geometry is fixed, but each block is still allowed to translate or rotate as a whole. Consequently, block motions replace the individual atom motions in the CPSCF equations, thus reducing the number of CPSCF equations. Until now, no implementation was available that exploits the computational advantage offered by solving CPSCF equations of reduced dimension. In this paper, we present such an implementation for the specific case of blocks chosen in the MM region.
An alternative approach to economize on the number of CPSCF equations is the use of a cutoff distance r c beyond which electrostatics between QM and MM atoms are neglected. Figure 1 illustrates the influence of a cutoff: the electrons in the QM region do not interact (Coulomb) with MM partial charges outside the gray cutoff zone. The MBH has the advantage that it does not neglect electrostatic interactions but rather restricts motions: the gray zone for MBH encompasses the whole MM region in Figure 1 . Restricting the motion of distant blocks may change the overall vibrational free energy, but such effects are expected to largely cancel out when treated consistently in a thermodynamic cycle. It is the aim of this paper to show that the combination of MBH with the QM/MM description is a highly accurate and efficient approach. It therefore becomes the ideal alternative to the standard full Hessian calculation when the latter is no longer feasible. The Q-Chem/ CHARMM interface now has a working parallel version for both the full QM/MM Hessian and mobile block QM/MM Hessian calculation. 28 The following section presents the theoretical background on which the idea of MBH in a QM/MM description is based. First, the NMA equations, the frequency calculation in QM/MM, and the MBH equations are reviewed. Second, the adaptation needed for an efficient mobile block Hessian computation is outlined. Moreover, the treatment of multiple link atoms is clarified when the QM/MM border cuts through covalent bonds. It is also pointed out that MBH preserves the long-range electrostatic interactions, in contrast to the alternative approach with a cutoff distance r c which induces an error decaying as slowly as 1/r c 3 . The third section presents computational results of the chorismate mutase enzyme. This test case illustrates how MBH and parallellization reduce the memory requirements and CPU timings. In the fourth section, the oxidation of the bortezomib molecule is treated as a test case for the newly implemented method. This drug is used in cancer treatment since it inhibits the function of proteasomes upon binding, ultimately leading to cell death. 29, 30 By imposing the Eckart constraints, the accuracy of the calculated Hessians is estimated. This accuracy is then compared with the influence of various frequency treatments on the vibrational free energy differences: QM versus QM/MM and full Hessian versus MBH.
II. Theory and Implementation

II.A. Normal Mode Analysis.
Assume that the positions of the N AT atoms are described by Cartesian displacement coordinates, labeled x ) 1, ..., 3N AT , all with respect to a reference structure. A second order approximation of the potential energy surface around the reference structure is then equal to where the reference energy V(0) can be set to be zero. The 3N AT dimensional gradient vector G contains the first derivatives, and the Hessian H is the 3N AT × 3N AT matrix containing the second derivatives evaluated at the reference point. When calculating normal modes, the reference structure should be a stationary point on the potential energy surface, i.e. G ) 0. Introducing the diagonal mass matrix M with the atomic masses on the diagonal, the normal-mode analysis (NMA) equations read Solving the NMA equations yields the eigenvalues ω 2 (frequency is ν ) ω/2π) corresponding to the eigenvectors V.
Six frequencies should be zero because of the translational and rotational invariance of an isolated gas molecule (five for linear molecules). The corresponding normal modes represent global translations and rotations of the complete molecular system. It is possible to project out those zero frequency vectors before diagonalization, since their exact format is known. This projection amounts to imposing the Eckart constraints 26, 31 and guarantees the presence of six frequencies that are identically zero even when the system is not perfectly at the stationary point on the energy surface or when the Hessian elements are inaccurate. The effect of the Eckart constraints on the frequencies is studied for the bortezomib example in section IV.
II.B. The QM/MM Full Hessian. In the additive scheme with electrostatic embedding, the system is separated into a QM and an MM region. 15 The QM region consists of N QM nuclei and N e electrons, described quantum mechanically in the Born-Oppenheimer approximation. The MM region contains N MM partial charges, described classically, with N QM + N MM ) N AT . The Hamiltonian of the system of interacting QM and MM particles is written as where Ĥ QM represents the Hamiltonian describing the QM region, i.e., the electronic kinetic energy and all electrostatic potentials generated by the electrons and QM nuclei. The QM/MM interaction Hamiltonian is with q k being the partial charge of the MM atom at position R k , Z n the nuclear charge of the QM atom at position R n , r i the electron positions, and A n,k and B n,k the van der Waals parameters. The QM/MM interaction Hamiltonian consists of the Coulomb interaction between MM charges and QM electrons, the Coulomb interaction between MM charges and QM nuclei, and the van der Waals interaction between MM atoms and QM atoms. The total energy of the system is thus given by where |Φ〉 is the electronic wave function for the QM atoms. The two electronic terms are calculated quantum mechanically and are referred to as the quantum part (denoted "quant"). The remaining three terms in this expression are classical (denoted "class"). This defines our decomposition of the total energy in a quantum and classical part:
The Cartesian Hessian H expresses the response of the total energy to 3N AT Cartesian displacements. A general Hessian element is denoted as H xy ) E tot xy ) ∂ 2 E tot /∂x∂y (x, y ) 1, ..., 3N AT ), with the superscripts referring to derivatives. The Hessian can be divided into submatrices as shown in Figure 2 , depending on whether the x, y indices correspond to the QM-QM, MM-MM, or mixed QM-MM displacements. Not all terms in eq 5 contribute to each subblock of the Hessian: the derivatives of E el, QM and E MM only contribute to the QM or MM subblock, respectively. However, the QM/ MM interaction terms contribute to all subblocks of the Hessian. While the derivatives of the classical terms E nuc, QM/MM and E vdW, QM/MM are relatively easy to evaluate, the E el, QM/MM derivatives dominate the cost of the Hessian evaluation. Even if the number of QM atoms is low, the cost of the calculation still scales with N AT . The main reason is that each MM atom adds three perturbations to the CPSCF equations, because the displacement of an external charge (an MM atom) leads to a change in the electronic wave function and the charge distribution. Section II.F shows how the number of perturbations can be reduced by the introduction of mobile blocks.
Methods based on the variational principle, such as Hartree-Fock or Kohn-Sham DFT, have the advantage that the (2n + 1)th derivative of the energy can be constructed from the nth derivative of the variational parameters (Wigner's 2n + 1 theorem 32 ). The variational (6) parameters are the elements of Θ that describe a unitary rotation among the molecular orbitals. 33 The parameters Θ are updated iteratively until the corresponding molecular orbitals are eigenfunctions of, e.g., the Fock operator in the case of Hartree-Fock-based methods. In accordance with Wigner's 2n + 1 theorem, only the first derivatives of the Θ are needed for the construction of the second derivatives of the energy.
The specific discussion below applies to the Q-Chem/ CHARMM interface, but in principle each QM and MM package with a suitable interface can be used for the construction of the full QM/MM Hessian. One should be aware that the implementation details may differ slightly depending on the choice of the QM and MM code. The implementation of the full QM/MM Hessian starts with the construction of the quantum contribution by the QM code. Using a compact notation, 34, 35 where 〈...〉 denotes the trace of a matrix, the Hartree-Fock energy E (corresponding to the first two terms in eq 5) calculated by the QM code reads where P () P(Θ, S)) is the density matrix, H core is the core Hamiltonian matrix (including the Coulomb potential due to the MM partial charges, which corresponds to the first term in eq 4), Π represents the antisymmetrized two-electron integrals over spin orbitals, S is the overlap matrix, and γ is the nuclear repulsion energy of the QM atoms. The Fock operator is then defined as and the standard self-consistent field (SCF) convergence criterion E Θ ) 0 reads
The second derivatives with respect to atomic displacements are given by 11, 33, 34, 36 and require the density matrix response P x , which is obtained by solving the coupled perturbated self-consistent field (CPSCF) equations for Θ x . Since the energy is obtained by a variational method, the CPSCF equations can be derived from the identity E Θ ≡ 0:
The calculation of the derivatives takes five steps:
xy according to eq 10. As a result of the explicit QM/MM polarization effects, the CPSCF equations include perturbations for each MM atom, which makes step 2 and step 4 the most demanding. One should also pay attention to the memory requirements, which peak in step 2 and 4 because they scale as 6N MM n b 2 , where n b is the number of basis functions in the basis set. To make the calculation more efficient, we have parallellized the quantum mechanical part (contribution from E el QM and E el QM/MM ) of the full Hessian calculation. Section III discusses the timings and memory estimates in more detail using the chorismate mutase enzyme as a test system.
In the practical implementation, the next step involves passing the quantum mechanical information from QChem back to CHARMM where the remaining classical terms are constructed and added to the Hessian at a relatively insignificant cost. The full QM/MM Hessian is then mass-weighted and diagonalized to obtain the frequencies and modes. The above discussion holds for Hartree-Fock calculations. The implementation for DFT is similar. The main difference is that for DFT one more term should be added to steps 1, 4, and 5 to account for the derivatives involving the exchange-correlation functional.
II.C. MBH Theory. The MBH method partitions the system into blocks of atoms. 25, 26 During the geometry optimization, the position and orientation of each block are optimized, while the internal geometry of the blocks is not necessarily optimized. As a result of this partial optimization, there might be residual forces between the atoms within a block. Whereas in the subsequent vibrational analysis spurious imaginary frequencies might appear when applying the standard full Hessian NMA, the MBH is capable of reproducing physical frequencies. 25, 26 The internal coordinates within multi-atom blocks are kept fixed, such that the 
MBH model considers only a subset of the degrees of freedom (d The position of a single-atom block only needs the parameters that describe translation. In the following, we refer to the new set of dynamical variables with indices p ) 1, ..., d. Useful quantities are the first (Jacobian) and second derivatives of the transformation between the Cartesian displacement coordinates and the block parameters, evaluated at the reference geometry:
The explicit expressions for the transformation matrices The decomposition in the classical and quantum terms of the total energy (see eq 6) leads to a similar decomposition of the gradient and the Hessian:
where, for instance, G class, x ) ∂E class /∂x and similar expressions hold for G quant , H class , and H quant . To obtain the mobile block Hessian from the standard Cartesian Hessian calculation, the same decomposition is applied to eq 16:
As already mentioned, the classical part of the Hessian is computationally less demanding, but the quantum part of the Hessian is expensive. Instead of constructing the full quantum Hessian H quant and then projecting it to the smaller mobile block Hessian dimension (eq 16), a substantial reduction in CPU time is obtained by directly constructing the mobile block Hessian for the quantum part, H quant mb . The elements are similar to those in eq 10, with block displacements p as perturbations instead of Cartesian displacements x. The density matrix response P p is obtained by solving adapted
Similar to the full Hessian calculation, the construction of the derivatives occurs in five steps. However, at the end of step 1, the terms are projected with the T transform of eq 14, such that Θ p can be solved from the adapted CPSCF:
When the p index denotes a parameter of a block in the MM region, the summation over x is reduced to the Cartesian displacements of the MM atoms within the block only, such that the right-hand side of the transform greatly simplifies to After the transform to p variables, the rest of the steps are all very similar with x replaced by p.
In the remainder of this section, it is discussed how the QM code interacts with the MM code; it is, for instance, essential to add and project the matrices in the correct order.
The QM code returns a matrix of dimension d × d, with d the total number of perturbations. When assembling the Hessian in step 5, the outcome is not the MB Hessian H quant mb as in eq 20, but only the bilinear part is obtained by construction. The gradient correction is still lacking but will be added at the end (see further, eq 26). To add the QM code contribution correctly to the MM code contribution, the Q-Chem Hessian H quant mb, bil is first transformed to a matrix of the standard size 3N AT × 3N AT by a linear
Here, Q is the pseudoinverse of the rectangular transform matrix T, such that QT ) 1 and
The final expression for the mobile block Hessian reads where the QM code (Q-Chem) calculates H quant mb, bil and G quant and performs the Q transform, while the MM code (CHARMM) calculates H class and G class , assembles classical and quantum parts, and performs the T transform and the gradient correction. In practice, the E nuc QM/MM of eq 5 is calculated by Q-Chem, but in general, this is a purely classical term which could be calculated by either the MM or QM code.
The set of linear equations to be solved in step 2 (see eq 21) now counts d equations instead of 3N AT , leading to a computational profit especially on the level of memory requirements. Moreover, the code implemented in Q-Chem also works in parallel. Using N P processors, the peak memory for MBH is equal to 2d MM n b 2 /N P , where d MM ) 6N BL + 3N MM, free is the number of MM perturbations, compared to the peak memory 6N MM n b 2 /N P for a full QM/MM Hessian calculation. The main difference with respect to the full Hessian calculation is that the factor 3N MM is reduced to d MM , which will generally be significantly smaller. The MBH also reduces the CPU time since fewer CPSCF equations need to be constructed and solved. This means that MBH allows vibrational analysis to be performed on larger systems than is feasible with the full Hessian. In section III, concrete timings and memory estimates are discussed for the chorismate mutase test system.
II.E. Treatment of Link Atoms.
It is a common practice to introduce at least one link atom when cutting a bond across the QM/MM boundaries in the electrostatical embedding scheme. 15, 38 To make the MBH available for a broader range of applications, our implementation has been extended to be able to treat link atoms correctly. The introduction of a link atom generates three additional degrees of freedom, leading to an extended potential energy surface Ṽ (R, R LK ). Therefore, the full Hessian H of a system with N LK link atoms has 3N LK extra rows/columns. Diagonalization of this extended Hessian yields 3N LK extra frequencies, which are in essence an artifact of the QM/MM border description and are not inherent to the real physical system. Moreover, the link atoms are usually not completely optimized during the energy minimization process, and unphysical imaginary frequencies might appear as a system with constrained link atoms in a nonequilibrium state.
Hence, one has to project out the 3N LK link atom degrees of freedom to construct a Hessian H of the dimension 3N AT . A straightforward and simple solution is to omit the rows/ columns in the Hessian that correspond to the link atoms. 39 This approach coincides with the Partial Hessian Vibrational Analysis (PHVA), which can be interpreted as associating an infinite mass to the link atoms. [39] [40] [41] [42] [43] [44] [45] This procedure not only disturbs the global translational and rotational symmetry of the system, reflected by the destruction of the six zero eigenvalues of the Hessian, but also the lower frequency spectrum is affected in an unpredictable manner. Cui and Karplus propose to project out the link atom motions after making them orthogonal to the global translation/rotation vectors. 24 This method could only be applied to a system containing a single link atom which is left unconstrained during the geometry optimization. This is often not the case, because preferably constraints on the link atom's position are used to locate it between the QM host and MM host. Such constraints ensure that one of the orbitals of the QM host is effectively pointed toward the MM host, thus providing a better description of the covalent bond.
Here, we focus on a different optimization procedure, which has also been investigated in the framework of ONIOM by Dapprich et al. 17, 46 A similar methodology is now extended to the framework of QM/MM where explicit QM/MM polarization effects are included. Instead of a full geometry optimization, the position of the link atom is constrained and can be written as a function of the other QM and MM atom positions: R LK ) R LK (R). Respecting the following notation, where x stands for the 3N AT displacements of the QM and MM atoms and x′′ for the 3N LK link atom displacements, we can express the constraints as x′′ ) x′′(x). They reduce the dimensionality of the potential energy surface Ṽ to a new potential energy function in 3N AT space Using the chain rule, the 3N AT -dimensional gradient G and 3N AT × 3N AT Hessian H of the new function V(x) can be written as with G being the original (3N AT + 3N LK )-dimensional gradient vector of Ṽ (x, x′′) and H the (3N AT + 3N LK ) × (3N AT + 3N LK ) matrix containing the second derivatives of Ṽ (x, x′′), 
all evaluated at the reference point. The equations for the Hessian elements (eq 29) indicate that the elimination of the link atom involves both projections of the original Hessian H (first four terms on the right-hand side) as well as a term depending on the original forces G on the link atom (last term on the right-hand side). The main point is that the constraints imposed during the geometry optimization are also imposed during the vibrational analysis, which is the key condition for consistent and meaningful frequencies. 26 Typically, the constraints x′′(x) only depend on the position of the neighboring QM host (x QMH ) and MM host (x MMH ). The constraint derivatives of type ∂x′′/∂x or ∂ 2 x′′/∂x∂y evaluated at the reference geometry are then only nonzero if x, y corresponds to host atom displacements. Consequently, only the rows/columns in the Hessian that involve host atoms are affected by the projection, while other gradient and Hessian elements remain unchanged, i.e., G x ) G x and H xy ) H xy if x, y do not involve host atom displacements. In our QM/MM procedure, the link atom is forced to stay colinear with the QM and MM hosts during the energy minimization, and at a fixed, scaled distance. This completely determines the positions of the link atoms. In the subsequent vibrational analysis, one can either perform a numerical or an analytical second derivative calculation. For second derivatives obtained with numerical differentiation of slightly displaced geometries, the displaced geometries are such that they respect the constraints. Since the link atom degrees of freedom are thus never sampled, the numerical Hessian yields 3N LK zero eigenvalues. For analytical second derivatives, the Hessian H must be reduced in size with the above projection. Specifically, the functional form of the constraints is from which one can readily derive the relevant quantities for the projection in eqs 28-29. For instance, the scaling factor R is chosen to be 0.7261 for a link atom replacing a covalent single C(sp 3 )-C(sp 3 ) bond, it being the ratio of the equilibrium C-H and C-C distances in the CHARMM force field. 47 Note that the gradient correction in the last term of eq 29 drops out because of the linear relationship between x′′ and x, i.e., ∂ 2 x′′/∂x∂y ) 0 for x, y in {x QMH , x MMH }. It is clear that this projection affects only the Hessian elements of the host atoms and the link atom itself but no other Hessian elements. The projection can be performed within the QM code, since the derivatives of the classical parts vanish for these specific Hessian elements (e.g., H class x′′y ) 0). As a last point, we mention a potential pitfall concerning the definition of the total energy of the QM/MM system with link atoms. The degree to which a link atom contributes to the total energy of the system is reason for discussion (see, e.g., refs 17, 48, and 49). As for normal-mode analysis, it is essential that both gradients and second derivatives conform to the chosen definition of the potential energy surface, that is, with the same constraints as in the energy minimization. This is readily satisfied in the Q-Chem/CHARMM interface. The user can specify the degree to which the link atom contributes to the total energy, and all derivatives are calculated accordingly. The subsequent elimination of the link atom coordinates, as in eqs 28-29, does not depend on the specific definition of the total energy of the system.
II.F. Long-Range Electrostatics.
A common strategy, implemented in e.g. CP2K, 50 to reduce the computational cost of QM/MM electrostatic calculations is the introduction of a cutoff distance r c . The Coulomb interaction between MM atoms and the QM region is neglected if the distance in between exceeds r c . As a consequence, the number of perturbations decreases in the CPSCF equations of a QM/MM calculation, because a displacement of an MM atom which is too far away from the QM region will not affect the electronic cloud of the QM region. The full QM/MM Hessian still has its full 3N AT × 3N AT dimension, but the reduced number of CPSCF equations facilitates its computation. In addition, the Hessian becomes more sparse, since Hessian elements H A, B between an MM atom A and a QM atom B are zero if they are beyond the cutoff.
Regardless of the tempting computational advantages, a cutoff strategy potentially introduces serious errors in the description of the molecular system. Electrostatics are longrange interactions with a 1/r AB decay, leading to a 1/r AB 3 decay of the Hessian elements. A cutoff for the electrostatics leads to a shift of the potential energy and to modified vibrational frequencies with respect to the fully interacting system. It is to be anticipated that a cutoff distance r c introduces errors on the order of 1/r c 3 in the Hessian elements.
The introduction of mobile blocks into the vibrational analysis has the advantage that the long-range electrostatics are not influenced. While the motion within a block is constrained, the description of the interatomic interactions is in se not altered. This is a major strength of the MBH approach with respect to coarse-graining methods: the MBH approach entails a correct description of long-range electrostatics and makes frequency calculations of large QM/MM systems feasible without invoking a cutoff technique.
III. Illustration of Computational Efficiency
The parallel implementation of MBH provides an efficient way to calculate vibrational frequencies of QM/MM systems. The reduced number of CPSCF equations results in computational profit on the level of both memory requirements and CPU time.
Formulas for the memory estimates of each step of sections II.B and II.D are included in Table 1 for a restricted closedshell calculation, where n o (n v ) denotes the number of occupied (virtual) orbitals and n b denotes the number of basis functions. For open-shell calculations, the memory requirements double. In order to avoid load balance problems, the current implementation first solves the CPSCF equations for the QM atomic displacements followed by the MM atomic displacements. 51 Therefore, the peak memory requirement is 6N MM n b 2 (reasonably assuming a larger number of MM atoms than QM atoms), whereas the needed disk storage still scales with 6N AT n b 2 . Parallellization over N P processors reduces the memory by roughly a factor of N P . The right column of Table 1 estimates the required memory per processor (besides the static work memory) for the calculation of the mobile block derivatives with N P processors. The
peak memory is now equal to 2d MM n b 2 /N P , where d MM ) 6N BL + 3N MM, free is the number of MM perturbations.
To illustrate the efficiency, a small part (330 atoms) of the chorismate mutase enzyme (1COM in the Protein Data Bank) is taken as a test example. 52 At the B3LYP/6-31+G* level of theory, the number of occupied orbitals is n o ) 59, and the number of virtual orbitals is n v ) 261, totalling n b ) 320 basis functions. The full QM calculation would need roughly 1.5 TB of memory, which is not feasible at present. Now consider a QM/MM calculation where the system is divided into a 24 QM atoms and 306 MM atoms. The same level of theory, B3LYP/6-31+G*, is used for QM atoms while the MM atoms are described by the PARAM27 force field of CHARMM. 53, 54 This QM/MM Hessian calculation only requires about 2.5 GB, a drastic reduction with respect to the full QM calculation.
In the next step, the system is divided into mobile blocks. By dividing the 306 MM atoms into 20 blocks, with one residue per block, a mere 0.5 GB is sufficient for the MBH calculation on one processor. This illustrates that MBH allows for vibrational analysis on larger systems than is feasible with the full Hessian. For example, the largest system in which the full Hessian calculation fits on a single processor with a typical 8 GB of memory consists of roughly 24 QM atoms and 600 MM partial charges. The largest system for the approximate MBH calculation has 24 QM atoms and 4500 MM atoms, assuming an average of 15 atoms per block.
Thus, MBH increases the size of the QM/MM systems that can be addressed by 7.5 times. Even larger system sizes are feasible when grouping multiple residues per block. In addition, parallellization of the code further reduces the required memory per processor. Figure 3 shows the CPU times of the frequency calculation for the chorismate mutase test system, described with the same QM/MM description of 24 QM atoms and 306 MM atoms. The timings of the full Hessian calculation are compared to those of the MBH, where again the 306 MM atoms are divided into 20 blocks. The MBH CPU time on one processor (20 220 s) reduces to 54% of the full Hessian CPU time on one processor (37 230 s). The CPU times of steps 3 and 4 are affected the most, while the CPU time of step 2 remains unaltered or might even increase. The latter is due to the use of an iterative subspace algorithm for solving the CPSCF equations. The number of trial vectors in the CPSCF solution subspace is largely unaffected by blocking the MM atoms. In our particular example, the number of basis vectors is actually slightly increased because of the mixing of different atomic displacements in the blocks. This leads to a subsequent small increase in the execution time for the CPSCF step, which is almost strictly proportional to the number of basis vectors. For the full Hessian calculation, a speedup of a factor of 5.5 is realized when using eight processors instead of one processor. For the MBH calculation, the speedup is 2.6 when using four processors instead of one processor. This shows that MBH indeed reduces the computational efficiency, and the parallel implementation even more. Of course, the effective speedup depends on the block choice, where larger blocks lead to more impressive speedups. 2 ) play an important role in a variety of medical applications due to the ability of boron to mimic the tetrahedral transition state of an sp 3 hybridized carbon. A particularly interesting example is the drug bortezomib (originally codenamed PS-341, marketed as Velcade), 29, 30 which is 
IV. Application: The Bortezomib Drug
IV.A. Oxidative Deboronation of Bortezomib. Boronic acids (R-B(OH)
a NP is the number of processors, nb the number of basis functions, and n o (nv) the number of occupied (virtual) orbitals. The symbol , means that the actual number is, in practice, much lower than the theoretical estimate. ∝ indicates the scaling, where the prefactor is independent of the system size. > means that the actual number is higher than the theoretical estimate due to overhead such as the book keeping of variables. In the case of MBH, d MM is the number of MM perturbations: dMM ) 6NBL + 3NMM, free, while the total number of perturbations is d ) d MM + 3NAT. used to treat multiple myeloma and mantle cell lymphoma, two types of hematologic cancer. Bortezomib is a boronic acid analog of a Phe-Leu dipeptide coupled to a 2-carboxyl-pyrazine group (Figure 4 ) that binds to the catalytic site of the 26S proteasome with high specificity. 55, 56 The proteasome, a large multicatalyic protease complex, regulates protein expression and degradation of ubiquitinylated proteins, cleaning abnormal or misfolded proteins from the cell. Inhibition of this cellular pathway by bortezomib ultimately results in apoptosis due to an accumulation of damaged or misfolded proteins in the cell through a number of possible mechanisms. 57 The chemical activity of bortezomib is largely due to the boronic acid moiety, which appears to bind with the active site N-terminal threonine residue of the proteasome. [58] [59] [60] In a recent article, Larkin et al. reported the results of a computational study of the model system boroglycine (H 2 N-CH 2 -B(OH) 2 ), using H 2 O 2 and H 2 O as reactive oxygen species. 61 The oxidative deboronation, which is suggested as the principal pathway for the metabolism of bortezomib, is found to be exothermic and endothermic for the reactions with H 2 O 2 and H 2 O, respectively. With the computational improvements in Q-Chem/CHARMM, we can now systematically study the full bortezomib molecule (53 atoms) instead of the smaller model system (11 atoms). Figure 5 illustrates the oxidative deboronation reaction, where an oxygen cleaves the boron acid and takes the position of the boron. The vibrational free energy difference ∆G vib of the reaction is studied since this quantity is calculated with the vibrational frequencies. Two reactive oxygen reagents are considered: H 2 O 2 and H 3 C-OH. Methanol is chosen as the second reagent because it better describesscompared to water in ref 61s the alcohol group of the threonine residue of the 26S proteasome on which the bortezomib molecule is believed to bind. The respective products are an alcohol and an ether:
where R designates the Phe-Leu moieties coupled to the pyrazine. The bortezomib reactant will be referred to as REA and the alcohol and ether product as PROD1 and PROD2, respectively.
With this application, we aim at presenting a workable model for the computation of vibrational frequencies in a QM/MM approach with the inclusion of mobile blocks in the MM region. We restrict ourselves to the thermochemistry of the reactants versus the products, as the reaction path leads along several intermediate transition states. 61 A profound assessment can only be done if we dispose of a high-level benchmark study involving accurate optimized geometries for the bortezomib structure. Therefore, section IV.B is devoted to the creation of the QM and QM/MM geometries. 
R-B-(OH
) 2 + H 2 O 2 f R-OH + B-(OH) 3
R-B-(OH) 2 + H 3 C-OH f R-O-CH 3 + H-B-(OH) 2
Section IV.C focuses on the calculation of the QM and QM/MM frequencies, either derived from full Hessians or from MBH. Section IV.D compares the QM/MM difference in the vibrational Gibbs free energy with the benchmark full QM value. Moreover, we discuss the influence of the introduction of mobile blocks in the MM region.
IV.B. Creating QM and QM/MM Geometries. The benchmark geometries are generated by performing a full QM calculation with Q-Chem. The input geometry is taken from the Protein Data Bank (2F16 in the Protein Data Bank) where the proteasome 26S and water are removed to select the relevant conformation. The geometry of each structure is first optimized in order to calculate frequencies subsequently using analytical second derivatives. Since it is not required that the gradient within a given block be zero in order to apply MBH, the geometry optimization could also be done with rigid blocks, where the rigidity is imposed via the SHAPES facility in CHARMM. To increase the accuracy, the convergence criteria and numerical accuracy options are set slightly tighter than is typical for a plain geometry optimization: the tolerance for the gradient is reduced to 0.00015 hartree/Bohr, and the tighter (75 302) atomic integration grid is chosen with 75 radial points and 302 Lebedev angular points for each atom. The B3LYP 62, 63 and PBE ()PBE1PBE) 64-66 levels of theory are used for this example with the 6-311++G(d,p) basis set, as well as the B3LYP-D and PBE-D functionals where an empirical correction term is added to account for dispersion effects. 67 In addition, the structure is optimized at the more expensive RI-MP2/cc-pVTZ 68, 69 level to validate the accuracy of the B3LYP(-D) and PBE(-D) geometries. A frequency calculation is however currently not practical at the RI-MP2 level of theory because its second derivatives implementation is based on the numerical differentiation of the analytical gradient. Table 2 lists the mass-weighted root-mean-square distances (RMSD) between the QM geometries optimized at different levels of theory, which are calculated on the basis of the non-hydrogen atoms after aligning the structures. Structures with an RMSD below 0.25 Å are considered to have close-lying geometries; when the RMSD is higher, the structures are considered less similar. The RMSD between B3LYP and PBE structures is low, except in the isolated case of the PROD1 product. Similarly, the B3LYP-D and PBE-D geometries lie close to each other, but they differ from the geometries without dispersion. In all cases, the B3LYP-D and PBE-D geometries lie closer to the RI-MP2 geometries than B3LYP and PBE, and preference should be given to DFT methods including dispersion. Visualization of the structures shows that the distance between the Leu and Phe moieties decreases under the influence of the dispersion forces. Apparently, the dispersion in this rather large molecular system plays a more important role on the geometry than the level of theory.
For the QM/MM calculation, the REA, PROD1, and PROD2 molecules are divided into a QM and MM region, whereas the small H 2 O 2 and CH 3 -OH reactants and the B-(OH) 3 and H-B-(OH) 2 products are still described completely on the QM level. The MM region consists of 42 atoms: the phenyl group (Phe), the iso-butyl group (Leu), the pyrazine (ring with nitrogens), and some neighboring atoms, as shown in Figure 5 . The reactive site is made part of the QM region, colored red in Figure 5 . In addition, the amide bond is chosen to belong entirely to the QM region, since preliminary tests in which the QM/MM border crosses the amide bond turned out to break the partially delocalized nature of the amide bond with even a nonplanar geometry in some cases. This brings the number of QM atoms to 11, 8, and 11 for the REA, PROD1, and PROD2 molecules, respectively. Each structure has two link atoms where the QM/MM border cuts through covalent C-C bonds, as indicated in Figure 5 . The combination of the LONEPAIR and SHAKE commands 70 of CHARMM keeps each link atom colinear with its MM and QM host at a relative distance of 0.7261 (see eq 30) during the geometry optimization.
In this QM/MM calculation, the same QM functionals are used as in the full QM case (the B3LYP, PBE, B3LYP-D, or PBE-D level with the 6-311++G(d,p) basis set), while the MM force field is based on the PARAM27 parameter set 53, 54 of CHARMM. The root-mean-square distances (RMSD) between the QM/MM geometries optimized at these four levels of theory are summarized in Table 3 . As in the QM calculations, the B3LYP and PBE structures are similar, and the B3LYP-D and PBE-D structures also lie close to each other. Contrary to the full QM calculations, the comparison of B3LYP and PBE with B3LYP-D and PBE-D shows that the inclusion of dispersion interactions only has a minor influence on the geometry. The reason is that the dispersion contribution is limited to the small subset of QM atoms; hence it barely affects the relative orientation between the Leu and Phe moieties. This behavior is confirmed by comparing the QM/MM structure with its respective QM structure, of which the RMSD is also included in Table 3 . Indeed, QM/MM structures calculated in the absence of dispersion lie closer to their QM counterpart than structures including dispersion. For instance, the RMSD between the The basis set is 6-311++G(d,p) except for RI-MP2. REA refers to the reactant bortezomib, while PROD1 and PROD2 refer to the alcohol and ether products formed after oxidative deboronation, as indicated in Figure 5 .
QM/MM and QM structure is 0.18 Å with the B3LYP functional, while it is 0.43 Å with the B3LYP-D functional.
IV.C. Frequency Calculations. Hessians and gradients are calculated analytically at the same level of theory as the geometry optimization. The Hessian is diagonalized after mass-weighting to obtain the frequencies and vibrational modes. In this paper, we used simultaneously the program TAMkin 71 to derive frequencies, modes, and thermodynamic properties. With its batch processing features, it provides a handy interface to extract the relevant molecular information from the large number of Q-Chem/CHARMM output files, to compute the frequencies, to write mode trajectory files for visualization of the vibrational eigenmodes, and to derive the Gibbs free energy differences. and in TAMkin. 71 But the direct method to attain MBH frequencies is case C, where frequencies evolve directly from the diagonalization of the mobile block Hessian itself, without prior construction of the full Hessian. This is the new implementation which is the subject of this paper and which is now available via Q-Chem/CHARMM.
The calculations are performed on four processors with the parallel version of Q-Chem and Q-Chem/CHARMM. The QM Hessian computation in case A is the most timeconsuming one (∼3 days). The QM/MM Hessian calculations in cases B and C are considerably faster, taking approximately 0.5% of the time for a full QM calculation (∼30 min). The speedup realized by the reduced CPSCF implementation versus a full CPSCF QM/MM implementation is moderate since the number of MM atoms and blocks is rather small in the system under study compared to the chorismate mutase test system of section III.
In the current implementation, the mobile blocks should be part of the MM region and should not contain any MM host atom of the link atoms. Figure 5 proposes three plausible blocks, of which the internal motions are suspected not to matter when estimating the vibrational free energy difference: the phenyl group (Ph), the iso-propyl group (iP), and the pyrazine (py). Frequencies are calculated with one block or with multiple blocks simultaneously. For instance, the method MBH Ph indicates that the vibrational analysis is performed assuming that the atoms of block Ph vibrate coherently as a whole. In the method labeled MBH Ph, iP, py , the system contains three blocks (Ph, iP, py), while the remaining atoms can vibrate individually. The introduction of blocks reduces the number of frequencies; for instance, 87 frequencies remain for the bortezomib reactant with three blocks, which is 55% of the original 159 frequencies.
The accuracy of the vibrational frequencies is largely influenced by the geometry convergence criteria and the quality of the Hessian elements, which mainly depends on the numerical integration grid for calculating the electron integrals in the CPSCF equations. A good assessment of the accuracy is the value of the lowest six eigenvalues of the Cartesian Hessian. In principle, those should be zero at a minimum or maximum energy point because of the invariance of the potential energy surface of a gas phase molecule under global translations and rotations. 26, 72, 73 Global rotations with a nonzero frequency are caused by a poor geometry convergence, such that the Eckart conditions are not fulfilled at the reference point and the global rotations may mix up with the internal vibrations. Global translations with a nonzero frequency signal inaccurate Hessian elements. The influence of the inaccuracies is validated by first projecting out the global translations/rotations from the full Hessian before diagonalization, thus creating six "hard" zero eigenfrequencies and removing any translational/rotational contribution in the low lying eigenmodes. This approach is equivalent to imposing Eckart constraints on the vibrational motions 1 and will therefore be denoted with the superscript "Eck". The Eckart projection is performed by TAMkin or by the RAISE option in CHARMM. Each standard method, FHVA or MBH, thus has a corresponding method FHVA Eck a In addition, each QM/MM geometry is compared with its respective QM geometry calculated at the same level of theory. REA refers to the reactant bortezomib, while PROD1 and PROD2 refer to the alcohol and ether products formed after oxidative deboronation, as indicated in Figure 5 .
or MBH Eck where the six lowest frequencies are hard zeros. The Eckart projection mainly affects the low frequency spectrum. The difference between the standard method and these Eckart methods is a measure of the Hessian's accuracy.
IV.D. Discussion. A first point of interest is the influence of MBH on the individual frequencies and modes. Such detailed studies have been performed recently in, e.g., refs 25, 27, 37, 74, and 75. It was found that the block choice determines which local modes and/or global modes are well described by MBH. For the bortezomib system under study, all atoms of the reactive site are considered completely mobile free atoms. The spectator groups are fairly rigid during the reaction, and their internal geometry can be kept fixed. With this plausible block choice, a reasonable similarity is to be expected between MBH modes and frequencies and the benchmark full Hessian results. This can be verified by calculating the overlap between the modes, a number lying between 0 and 100%, defined as where |ν i MBH 〉 is the ith mass-weighted MBH mode with frequency ν i MBH and |ν j 〉 is the jth mass-weighted FHVA mode with frequency ν j . The overlap data of REA are plotted in Figure 6 , where the QM/MM MBH is derived from the full QM/MM Hessian by projection (case B of ssection IV.C). A dark dot indicates a high overlap between the modes, and a dot located close to the diagonal of the plot indicates that the corresponding frequencies are almost equal. The plot shows good agreement between the FHVA modes of REA with the MBH Ph and MBH Ph, iP, py modes, and an excellent agreement between FHVA and MBH for frequencies below 250 cm -1 . A second point of interest is the thermodynamic quantities derived from the frequencies. The frequencies serve directly as input quantities for the vibrational free energy G vib , which makes it an interesting parameter for studying the influence of the MBH model. The MBH however reduces the number of frequencies; hence a better quantity is the difference in vibrational free energy ∆G vib between the products and the reactants, calculated as
In the harmonic oscillator approximation, the vibrational free energy G vib is derived from the vibrational partition function Q vib by the well-known relation G vib ) -k B T ln Q vib , where k B is the Boltzmann constant and T the temperature. The vibrational partition function is built from the individual contributions of the harmonic frequencies. [76] [77] [78] [79] The entropic part of the vibrational free energy, -T∆S vib , is also reported, which is derived from the relation S vib ) k B (∂ln Q vib )/(∂T). When the harmonic oscillators are treated classically (high temperature limit) instead of quantum mechanically, the free energy difference is purely entropic.
The alternative would be to derive the free energy differences from a molecular dynamics (MD) simulation, which performs a more realistic sampling of the reaction coordinate. In this paper, only the harmonic limit is considered, which amounts to sampling a local harmonic approximation of the potential energy surface. Even in cases where the harmonic limit is insufficient to accurately describe the reaction process, one can still learn from the harmonic limit result by comparing it to explicit MD sampling. Since MD basically solves Newton's classical equations of motion and not the time-dependent Schrodinger equation, MD results should be compared with the results derived from the classical oscillators instead of the quantum oscillators partition function. For completeness, we have therefore calculated some classical oscillator results besides the quantum oscillator results.
Tables 4-7 list the vibrational free energies and the vibrational entropic contributions, calculated with quantum/ classical oscillators, and without/with Eckart projection. The three parts in each table correspond to the three different cases of Hessians as explained above. Variations δ∆G vib in a particular column in the table are due to the description level (QM versus QM/MM) and the NMA models (FHVA versus MBH). Table 8 summarizes these variations δ∆G as well as deviations caused by the functional and the application of the Eckart conditions. The deviations will now be discussed in detail on the basis of the results obtained from quantum oscillators. Classical oscillator results, indicated with a superscript "cl" in Tables 4-7 , lead to conclusions effect on the reaction kinetics in the QM description is therefore unclear for this reaction when comparing the four QM functionals. The internal energy difference of the quantum oscillators is always negative, but the entropic part depends heavily on the choice of the potential. The QM/ MM description is more consistent: the vibrational free energy contribution is systematically unfavorable for the reaction (∆G vib > 0), with the internal energy difference being negative and the entropic part positive. As mentioned in the previous subsection, the effect of imposing the Eckart constraints on the absolute free energy values is a good measure for the accuracy of the Hessian. The differences between the values G vib and G vib Eck are taken up in Table S1 of the Supporting Information and the average deviations in Table 8 . It is found that QM Hessians are very sensitive to the Eckart constraints with an average shift in G vib of 0.18 kcal/mol, while the sensitivity of QM/MM Hessians is noticeably better with an average shift of 0.02 kcal/mol. Note that these average deviations are based on the rather large REA, PROD1, and PROD2 molecules, since those have floppy modes with low-lying frequencies, which are absent in the smaller species. The different effect on QM and QM/MM Hessians can be explained, on one hand, by the geometry convergence of a QM system being delicatessince it depends on QM gradients which are sensitive to numerical integration errors themselves as well. On the other hand, the analytical QM second derivatives are particularly sensitive to the numerical integration accuracy of two electron integrals and convergence criteria of iterative loops (e.g., SCF loop, CPSCF loop). With 50 or more QM atoms in the QM description and only 11 or less atoms in the QM region of the QM/MM description, the QM/MM calculations are thus more accurate. These average deviations should be considered as errors inherent to the calculated data, originating from the present computational settings, just like experimental data having a limited accuracy imposed by the experimental setup.
The effect of the Eckart conditions on the reaction free energy can be seen in Tables 4-7 . This significant cancellation of errors is in agreement with an earlier study on the reproduction of reaction rate constants with MBH by Ghysels et al., 74 where errors canceled out in the difference G(ts) -G(rea) between the transition state and the reactants. In the present study, the cancellation implies that the internal motions of the proposed blocks Ph, iP, and py are not crucial for the reactive behavior of the chemically active boron center, as expected. Indeed, the use of MBH has as much effect as have the Eckart constraints, which is a measure of the best accuracy that can be obtained with the given data (i.e., the Hessians).
When applied to transition state geometries, our approach can be used to estimate tunneling corrections, kinetic isotope effects, and local free energy estimates in the harmonic limit, without the cost of explicit conformational sampling. Indeed, for the estimates to be meaningful, only the frequency and the character of the lowest modes need be accurate. For instance, the kinetic isotope effect is closely related to the ratio of partition functions, which are governed by the low frequency modes. The studies in refs 25, 27, 37, 71, 74, and 75 have shown that MBH errors in partition functions, in free energy differences, and in reaction rates indeed cancel out when comparing two conformations if the same block choice is applied. Also, the application in the present paper supports the idea of the cancellation of errors. This makes MBH a promising method when it is applied on transition states, in particular for examining enzymatic reactions employing the QM/MM description.
The direct calculation of the QM/MM mobile block Hessian (case C, bottom part of tables) should yield the exact same frequencies as those based on the projection of the QM/MM full Hessian (case B, middle part of tables). The difference of 0.03 kcal/mol on average is indeed minimal and should be explained by numerical inaccuracies such as the finite convergence criteria in the CPSCF routine in Q-Chem and the numerical integration. In conclusion, the new MBH implementation in the parallel Q-Chem/CHARMM interface is capable of reproducing the reference (FHVA) ∆G with satisfying accuracy. Moreover, close inspection of the MBH values corresponding to one, two, or three blocks confirms the product rule as established in ref 74 . In this paper, the correction in reaction rate due to the introduction of multiple blocks was found to be the product of the corrections due to the presence of each block individually. Similarly, the small deviations in free energy ∆∆G due to the introduction of single blocks approximately add up to the deviation in free energy due to multiple blocks, e.g., ∆∆G(MBH Ph ) + ∆∆G(MBH py ) + ∆∆G(MBH iP ) ≈ ∆∆G(MBH Ph, py, iP ).
The variations in ∆G vib induced by the choice of NMA model, more specifically the MBH, are negated by different errors. Indeed, the choice of a QM versus a QM/MM treatment shifts the FHVA values by 0.62 kcal/mol on average. The choice of the functional, on the other hand, is responsible for an average shift of 0.53 and 0.20 kcal/mol in the QM and QM/MM cases, respectively. These values lie higher than the typical errors encountered by MBH (0.10 for QM, 0.04 for QM/MM) such that MBH can be considered a minor source of deviations of the vibrational free energy difference, on the same order as the inherent accuracy of the data (0.10 for QM, 0.03 for QM/MM). Table 8 displays the hierarchy of the errors. The introduction of mobile blocks in the vibrational analysis has a significantly lower effect on ∆G compared to other computation parameters such as the functional and the QM versus QM/MM treatment. Therefore, the MBH approach not only is favorable because of the reduction in computational cost and memory requirements but is also capable of reproducing the full Hessian results with satisfactory to excellent accuracy.
V. Conclusion
The computation of vibrational frequencies from the analytical second derivatives matrix is a bottleneck in the hybrid QM/MM description due to the long-range Coulomb interactions when the electrostatic embedding scheme is employed. This is even the case for a small number of QM atoms, since additional CPSCF equations need to be solved for each MM atom displacement. Instead of using a cutoff technique that neglects interactions beyond a certain cutoff distance r c , we introduce mobile blocks in the MM region. These blocks can translate/rotate as a whole, but their internal degrees of freedom are frozen in the vibrational analysis. Consequently, fewer CPSCF equations need to be solved, leading to a reduction in both computation time and memory requirements. In the chorismate mutase example, MBH decreases the CPU time to 54% of the full Hessian calculation, and the memory is reduced by a factor of roughly 5, when using mobile blocks of 15 atoms each. The computational profit further increases with increasing block size.
In this paper, the MBH formalism is established in view of the QM/MM interface between Q-Chem and CHARMM. A parallel version of MBH in the Q-Chem/CHARMM interface is now implemented in the latest version. Moreover, special attention is paid to the treatment of link atoms. The presence of link atoms creates artificial degrees of freedom which should be projected out of the Hessian in accordance with the definition of the total energy and the constraints imposed during the geometry optimization. Our suggestion is to impose the link atom to be located at a fixed scaled distance collinearly with the QM host atom and MM host atom. Formulas for the corresponding projection have been developed, and this projection is now available in the Q-Chem/CHARMM interface.
As an illustrative example, the vibrational free energy of bortezomib and the products after oxidative deboronation with the reagents H 2 O 2 and methanol have been studied extensively, with four different levels of theory and a series of MBH block choices. Our results for this particular test system show an inherent error of 0.10 kcal/mol for the QM and 0.03 kcal/mol for the QM/MM vibrational free energy differences, which is quantified by imposing Eckart constraints. The introduction of mobile blocks introduces an error at a similar order of magnitude: 0.10 kcal/mol for QM and 0.04 kcal/mol for QM/MM vibrational free energy differences. Therefore, the considered block choices are reasonable approximations, especially given that much larger deviations are caused by the choice of functional (0.53 to 0.20 kcal/ mol) or by the QM versus QM/MM description (0.62 kcal/ mol). MBH is thus not only a computationally attractive method but also an adequate approximate approach for the calculation of thermodynamic quantities such as vibrational free energy differences.
