We develop general model-free adjustment procedures for the calculation of unbiased volatility loss functions based on practically feasible realized volatility benchmarks. The procedures, which exploit the recent non-parametric asymptotic distributional results in Shephard (2002a, 2003a) along with new results explicitly allowing for leverage effects, are both easy-to-implement and highly accurate in empirically realistic situations. On properly accounting for the measurement errors in the volatility forecast evaluations reported in Andersen, Bollerslev, Diebold and Labys (2003) , the adjustments result in markedly higher estimates for the true degree of return-volatility predictability.
Introduction
The burgeoning literature on time-varying financial market volatility is abound with empirical studies in which competing models are evaluated and compared on the basis of their forecast performance. Contrary to the typical setting for economic forecast evaluation, the variable of interest in that context -the volatility -is not directly observable but rather inherently latent. Consequently, any ex-post assessment of forecast precision must contend with a fundamental errors-in-variable problem associated with the measurement of the realization of the forecasted variable. Growing recognition of the importance of this issue has led a number of recent studies to advocate the use of so-called realized volatilities, constructed from the summation of finely sampled squared high-frequency returns, as a practical method for improving the ex-post volatility measures.
The use of realized volatility as the practical benchmark may be justified by standard continuous-time arguments. Assuming that the sampling frequency of the squared returns utilized in the realized volatility computations approaches zero, the realized volatility consistently estimates the true (latent) integrated volatility under quite general conditions, where importantly, the latter concept corresponds to the realization of the (cumulative) instantaneous variance process over the relevant horizon (see, e.g., Andersen and Bollerslev, 1998; Andersen, Bollerslev, Diebold and Labys, 2001; Shephard, 2001, 2002a,b; Comte and Renault, 1998 ; along with the recent survey by . Unfortunately, market microstructure frictions distort the measurement of returns at the highest frequencies so that, e.g., tick-by-tick return processes blatantly violate the theoretical semi-martingale restrictions implied by the no-arbitrage assumptions in continuous-time asset pricing models. These same features also bias empirical realized volatility measures constructed directly from the ultra high-frequency returns, so in practice the measures are instead typically constructed from intraday returns sampled at an intermediate frequency.
1 As such, the integrated volatility is invariably measured with error (see, e.g., the numerical calculations in Andreou and Ghysels, 2002, and Bai, Russell, and Tiao, 2000) . The exact form of the measurement error will, of course, depend on the assumed model structure (see, e.g., Meddahi, 2002, and Shephard, 2002a) , but it will generally result in a downward bias in the estimated degree of predictability obtained through any forecast evaluation criterion that simply uses the realized volatility in place of the true (latent) integrated volatility. Although this bias may be large (Andersen and Bollerslev, 1998) , it is almost always ignored in empirical applications.
This note addresses that issue by developing general model-free adjustment procedures that allow for the calculation of simple unbiased loss functions in realistic forecast situations. Moreover, the adjustments are simple to implement in practice. The derivation exploits the recent asymptotic (for increasing sampling frequency) distributional results in Barndorff-Nielsen and Shephard (2002a) . While these results explicitly rules out so-called leverage effects, we show that the same approximate adjustment procedures apply in the context of the general eigenfunction stochastic volatility class of models pioneered by Meddahi (2001) explicitly allowing for non-zero contemporaneous correlations between the separate shocks in the return and volatility processes. Following Andersen and Bollerslev (1998) and ABDL (2003), we focus our forecast comparisons on the value of the coefficient of multiple correlation, or R 2 , in the Mincer-Zarnowitz style regressions of the ex-post realized volatility on the corresponding model forecasts, 2 but our procedures are general and could be applied in the adjustment of other loss functions used in the evaluation of any arbitrary set of volatility forecasts. On applying the procedures in the context of ABDL (2003), we obtain markedly higher estimates for the true degree of return-volatility predictability, with the adjusted R 2 's exceeding their unadjusted counterparts by up to forty-percent.
We proceed as follows. The first subsection below introduces the notions of integrated and realized volatility, along with the (feasible) asymptotic distribution theory due to BarndorffNielsen and Shephard (2002a) . The development of the practical and easy-to-implement adjustment procedures based on this theory is then presented in the next subsection, followed by our new theoretical results explicitly allowing for leverage effects. Utilizing these results, the last section provides a reassessment of the empirical evidence in ABDL (2003) related to the fit of the Mincer-Zarnowitz style volatility regressions. The accuracy of the asymptotic approximations -which form the basis for our approach -is confirmed through Monte Carlo simulations for models calibrated to reflect empirically relevant and challenging specifications. The details of the simulations and all of the technical proofs are deferred to two Appendixes.
Theory
We focus on a single asset traded in a liquid financial market. Assuming that the sample-path of the logarithmic price process, {log(S t ), 0 ≤ t}, is continuous, the class of continuous-time stochastic volatility models employed in the finance literature is then conveniently expressed in terms of the following generic stochastic differential equation (sde),
where W t denotes a standard Brownian motion, the drift term µ t is (locally) predictable and of finite variation, and σ t is a càd-làg process such that t 0 σ 2 u du < ∞ a.s. for any t > 0. Consequently, σ t dW t is a local martingale and log(S t ) a semi-martingale (see, for instance, Protter, 1995) .
Integrated and Realized Volatility
Although the sde in equation (1) is very convenient from a theoretical arbitrage-free pricing perspective, practical return calculations and volatility measurements are invariably restricted to discrete time intervals. In particular, focusing on the unit time interval, the one-period continuously compounded return for the price process in equation (1) is formally given by,
with the corresponding integrated volatility,
affording a natural measure of the inherent, or notional, return variability (see, e.g., , for further discussion of the integrated and notional volatility concepts).
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Of course, integrated volatility is not directly observable. However, by the theory of quadratic variation (see, e.g., Protter, 1995 , for a general discussion), the corresponding realized volatility defined by the summation of the 1/h intra-period squared returns, r
where 1/h is assumed to be an integer, converges uniformly in probability to IV t as h → 0. The consistency of the realized volatility rely on the (conceptual) idea of an ever increasing number of finer sampled high-frequency returns, or h → 0. However, as previously noted, the requisite semi-martingale property of returns invariably breaks down at ultra-high frequencies, so that in actual applications market microstructure frictions in effect put a limit on the number of return observations per unit time interval that may be used productively in the computation of the realized volatility measures. As such, the realized volatility will necessarily be subject to a finite-sample (non-zero h) measurement error vis-a-vis the true (latent) integrated volatility, say
This observation was the original motivation for the development of the Barndorff-Nielsen and Shephard (2002a) asymptotic theory, which gives us a tool with which to study the errors for finite h.
Specifically, assuming that the mean, {µ u , u ≥ 0}, and volatility, {σ u , u ≥ 0}, processes are jointly independent of {W u , u ≥ 0}, it follows from Shephard (2002a, 2003b ) that,
where the integrated quarticity, IQ t , is defined by
Moreover, under these same assumptions the integrated quarticity may be consistently estimated by the (standardized) realized quarticity
This remarkable set of asymptotic results allows for general model-free approximations to the distribution of the realized volatility error. In particular no parametric or finite moment assumptions are made on the {µ u , u ≥ 0} and {σ u , u ≥ 0} processes to derive this result.
Importantly, however, the volatility process is assumed to be independent of the {W u , u ≥ 0} process. This assumption formally rules out so-called leverage effects corresponding to a negative contemporaneous correlation between the volatility and the Brownian innovation process. While that is a reasonable assumption for the exchange rate data in ABDL (2003) discussed below, equity index returns, in particular, are often found to be negatively correlated with future volatility (e.g., Black, 1976; and Nelson, 1991) . Nonetheless, the simulations reported in Barndorff-Nielsen and Shephard (2003b) suggests that the same 5 The proof in Barndorff-Nielsen and Shephard (2003b) also requires that the volatility process, {σ u , u ≥ 0}, is (pathwise) locally bounded away from 0, with the property that, lim h→0 h
ξi |= 0, for some r > 0 and any two sequences η i ≡ η i (h) and
Moreover, the mean process {µ u , u ≥ 0} must satisfy (pathwise) the condition that lim sup h→0 max 1≤i≤1
(approximate) arguments underlying the Central Limit Theorem in (6) carry over to the case of a non-zero correlation. We further support this contention through new theoretical results along with additional simulation based evidence pertaining directly to the measurement error adjustment procedures developed in the next section.
Practical Measurement Error Adjustments
The results discussed in the previous section implies that the time t + 1 realized volatility error is (approximately) serially uncorrelated and orthogonal to any variables (volatility forecasts) in the time t information set. This justifies the common use of realized volatility as a convenient simple and unbiased, albeit potentially noisy, benchmark in ex-post volatility forecast evaluations and model comparisons.
Specifically, consider the Mincer-Zarnowitz style regressions of the realized volatility on a set of predetermined regressors (volatility forecasts) employed in ABDL (2003) among others.
6 Assuming that the underlying continuous time process satisfies a weak uniform integrability condition so that the consistency of RQ t (h) for IQ t also guarantees convergence in mean (see, e.g., Billingsley, 1994, and Hoffmann-Jørgensen, 1994) , it follows directly from equation (6), that for small values of h,
Thus, any MSE type forecast evaluation criteria based on a comparison of the volatility forecasts with the ex-post RV t (h) in place of IV t will on average overstate the true variability of the forecast errors by 2hE[RQ t (h)]. In particular, ignoring the o(h) term, it follows that the (feasible) R 2 from the commonly employed Mincer-Zarnowitz regression will underestimate the true predictability as measured by the (infeasible) R 2 from the regression of the future (latent) integrated volatility on the same set of predetermined regressors (volatility forecasts) by the multiplicative factor:
Meanwhile, the predictive regressions and related loss functions reported in the extant volatility literature are often formulated in terms of the realized standard deviation, RV t (h) 1/2 , or the logarithmic standard deviation, log RV t (h) 1/2 . To properly gauge the true predictability in those situations the sample variances of the transformed realized 6 Although this is not required for the Shephard (2002a, 2003b) asymptotic theory discussed in the previous section, the Mincer-Zarnowitz regression implicitly assumes that the variable of interest, i.e., the integrated and realized volatility processes, have finite second order moments. This in turn requires that the fourth moment of σ t is finite. This holds for any affine and log-normal diffusion, and is also satisfied for the GARCH diffusions considered in the Monte Carlo experiment discussed in the Appendix.
7 As previously noticed by Meddahi (2002) , the approximation in (9) also allows for the construction of more efficient (in the sense of MSE) model-free integrated volatility estimates, by downweighting the realized volatility by the multiplicative factor {V ar [RV t 
volatilities may be similarly replaced by (feasible) expressions for the true (latent) variances, V ar[IV 
Thus, subject to the necessary uniform integrability conditions on the underlying continuoustime process ensuring convergence in mean of the relevant quantities (see also BarndorffNielsen and Shephard, 2003b) ,
The variance of the square-root of the realized volatility, as used in a number of previous empirical studies, obviously exceeds the expression in (11) by the absence of the second (positive) term in the last squared bracket. This in turn will result in a downward bias in the R 2 's from the (feasible) Mincer-Zarnowitz predictive regressions formulated in terms of
By similar arguments (see the Appendix),
and,
so that again subject to the necessary integrability conditions,
The accuracy of the distributional assumption and second-order Taylor series expansions underlying the (feasible) expressions for the latent variances in equations (9), (11), and (14) 8 Any transformed unbiased forecast for IV t+1 will generally not be unbiased for IV 1/2 t+1 or log IV 1/2 t+1 . However, allowing for a non-zero intercept and a slope coefficient different from unity in the Mincer-Zarnowitz regression of the future transformed realized volatilities on the transformed forecasts explicitly corrects this (unconditional) bias in the forecasts; see also the discussion in Andersen, Bollerslev and Meddahi (2003) .
9 Interestingly, the Monte Carlo evidence in Barndorff-Nielsen and Shephard (2003b) also suggests that the asymptotic approximation obtained by equating z 2 t to one in (12), i.e., [log RV t (h) − log IV t + hIV
, is closer to a standard normal than the approximation obtained by applying the ∆-method directly to (6), i.e., [log
are underscored by the simulation results for the baseline models reported in are extremely close to the simulated sampling distributions for the true variances (labelled h = 1/∞) as long as the frequency of the returns used in the calculation of the realized volatility and quarticity measures, RV t (h) and RQ t (h), respectively, exceeds half-an-hour,
Similar arguments could, of course, be applied for any other twice continuously differentiable function of integrated volatility in order to obtain an approximate value for V ar[f (IV t )], in turn allowing for simple model-free approximations to the true (infeasible) R 2 's that would obtain in the hypothetical regressions of f (IV t ) on any forecasts by scaling the (feasible) R 2 's from the corresponding regressions based on f (RV t (h)) by the
Leverage Effects
The assumptions underlying the distributional results and adjustment procedures discussed in the previous section formally rule out leverage effects. In order to assess the potential biases in the various volatility measurements caused by a violation of that assumption, this section presents analytical results pertaining to the eigenfunction stochastic volatility (ESV) class of models introduced by Meddahi (2001) , explicitly allowing for leverage effects.
11
The ESV class of models is very general, encompassing all of the models most commonly employed in the literature, including the GARCH diffusion model of Nelson (1990) , the log-normal diffusion model popularized by Hull and White (1987) and Wiggins (1987) , and the square-root diffusion model of Heston (1993) , along with multi-factor extensions of all these models.
For expositional purposes, we concentrate on the two-factor ESV model. This remains the empirically most relevant case. However, all of the analytic results could be extended to the case of three or more factors without too many technical difficulties, at the cost of considerable notational complications. The two-factor ESV model is formally defined by the 10 The accuracy of (6) and the corresponding CLT for RV t (h) 1/2 and log(RV t (h)) based on the ∆-method has also previously been investigated by Barndorff-Nielsen and Shephard (2003b) .
11 The use of eigenfunctions in modelling Markovian time series was pioneered by Chen, Hansen and Scheinkman (2000) .
following three equations,
where W 1,t , W 2,t and W 3,t denote three independent standard Brownian motions; p denotes an integer (possible infinite); the a i,j 's are real numbers; and theP n,i (f n,t )'s denote the eigenfunctions of the infinitesimal generator, A n , associated with the n = 1, 2 stationary and time reversible (latent) volatility factors, f n,t , where for notational simplicity and without loss of generality we impose the normalization thatP n,0 (f n,t ) = 1 and V ar[P n,i (f n,t )] = 1 for i = 0; see Meddahi (2001) for further discussion of the general ESV class of models.
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Fixing ρ 1 = ρ 2 = 0, the Brownian motion in (15), {W u , u ≥ 0}, collapses to {W 3,u , u ≥ 0}, which by assumption is independent of the Brownian motions driving the (latent) volatility factors, and in turn therefore also independent of {σ u , u ≥ 0}, as formally assumed in the previous section. However, for all other values of ρ 1 and ρ 2 , the Brownian motion driving the price process, {W u , u ≥ 0}, and the volatility process, {σ u , u ≥ 0}, will be correlated.
The expression for σ 2 t in equation (16) may appear somewhat arbitrary. However, any square-integrable function of the latent volatility factors, f t , may be written as a (possibly infinite) linear combination of the corresponding eigenfunctions. Importantly, this ESV representation greatly facilitates the calculation of conditional expectations of the volatilities and/or squared returns due to some convenient properties of the eigenfunctions.
In particular, the eigenfunctions associated with different eigenvalues are orthogonal and (for any nonconstant eigenfunction) centered at zero, that is E[P i,j (f t )P k,l (f t )] = 0 and E[P i,j (f t )] = 0, for (i, j) = (0, 0) and (i, j) = (k, l). In addition, the dynamics of the eigenfunctions follow first order autoregressive processes, so that
12 The infinitesimal generator, A n , associated with f n,t is formally defined by
for any square-integrable and twice differentiable function, φ(f n,t ). The corresponding eigenfunctions, P n,i (f n,t ), and eigenvalues,λ n,i , satisfy
Importantly, as shown in Meddahi (2001) , the eigenfunctions of the infinitesimal generator associated with f t ≡ (f 1,t , f 2,t ) are simply given by P i,j (f t ) ≡P 1,i (f 1,t )P 2,j (f 2,t ) with corresponding eigenvalues λ i,j ≡ λ 1,iλ2,j . For a more detailed discussion of the properties of infinitesimal generators see, e.g., Hansen and Scheinkman (1995) and Aït-Sahalia, Hansen and Scheinkman (2003) .
Utilizing these properties of the ESV representation, it is possible to show that for h → 0 (see the Appendix for details),
and
Moreover, the expected integrated quarticity may be estimated by the expected realized
This latter results would, of course, be implied by the aforementioned consistency of RQ t (h) for IQ t under appropriate uniform integrability conditions. However, the corresponding proof of consistency in Barndorff-Nielsen and Shephard (2003a) again rules out leverage effects.
13 Now, combining the results in (18), (19), and (20), it follows readily that
Hence, relative to (9) 
] and
13 Related general results are available in Lepingle (1976) and the thesis by Becker (1998) in an abstract setting; see also Barndorff-Nielsen, Graversen and Shephard (2003) .
14 The data has previously been analyzed in Andersen, Bollerslev, Diebold and Vega (2003) from a very different perspective. We refer the reader to that study for a more detailed description of the data source and return construction.
V ar[log(IV 1/2 t )] in equations (9), (11), and (14), respectively, derived under the assumption of no leverage are all right-on the true medians (labelled h = 1/∞). Moreover, as long as the frequency of the returns used in the calculation of the realized volatility and quarticity measures exceeds half-an-hour, or h ≤ 1/48, the simulated distributions for the leverage models are indistinguishable from the corresponding distributions for the same models without leverage reported in Table A1 . In short, the realized volatility measurement error adjustment procedures developed in the preceding section remain highly accurate in empirically realistic situations allowing for both leverage and time-varying drift. We next turn to a re-interpretation of the empirical evidence related to the Mincer-Zarnowitz volatility regressions reported in ABDL (2003) based on an application of these procedures.
ABDL (2003) Revisited
The forecast comparisons in ABDL (2003) are based on daily realized volatilities constructed from high-frequency half-hourly, or h=1/48, spot exchange rates for the U.S. dollar, the Deutschemark and the Japanese yen spanning twelve-and-a-half years.
15 Separate forecast evaluation regressions are reported for the "in-sample" period comprised of the 2,449
"regular" trading days from December 1, 1986 through December 1, 1996, and the shorter "out-of-sample" forecast period consisting of the 596 days from December 2, 1996 through June 30, 1999. Separate results are also reported for one-day-ahead and ten-days-ahead forecasts. However, for all series and both sample periods and forecast horizons, a simple AR(5) model estimated directly from the realized volatilities generally performs as well or better than any of the many alternative models considered, including several GARCH type models estimated directly to the high-frequency data (both with and without corrections for the pronounced intradaily seasonal pattern in volatility). By failing to account for the measurement errors in the future realized volatilities, these R 2 's understate the true degree of predictability in the (latent) integrated volatilities. This problem is rectified by the main entries in Table 1 , which report the adjusted R 2 's obtained 15 The high-frequency data were generously provided by Olsen & Associates in Zürich, Switzerland; see Dacorogna, Gencay, Müller, Olsen and Pictet (2001) for further discussion of the data capture, filtering, and return construction.
16 The out-of-sample period contains a "once-in-a-generation" move in the Japanese Yen on October 8, 1998. Somewhat higher R 2 's, but qualitatively similar results, were obtained by excluding this and the neighboring two days; see ABDL (2003) and the accompanying appendix for further discussion and sensitivity analysis along these lines.
by applying the (feasible) asymptotic approximations in equations (9), (11), and (14), along with the relevant multiplicative adjustment factors.
17 The results are quite striking. For some of the forecasts horizons and rates, the "true" R 2 's exceed the standard predictive R 2 's, as reported in ABDL (2003) , by up to forty percent. For instance, the in-sample, one-day-ahead R 2 for the DM/$ series given in the very first entry in the table equals 0.219, whereas the true (albeit estimated) R 2 is substantially higher at 0.314. As such, the results clearly highlight the importance of appropriately adjusting for measurement error when assessing the quality of volatility forecasts in practical empirical applications. (2003), along with the corresponding unadjusted R 2 's (in square brackets). The realized volatility measures are constructed from highfrequency half-hour returns. The "in-sample" period covers December 1, 1986 through December 1, 1996, while the "out-sample" period spans December 2, 1996 through June 30, 1999.
Interestingly, the numerical values for the adjusted R 2 's for the DM-dollar series in Table 1 are quite close to the exact theoretical R 2 's implied by the specific two-factor affine diffusion discussed in Andersen, Bollerslev and Meddahi (2003) . This is especially noteworthy in so far the parameter values for this model are based on the identical DM-dollar sample underlying the results reported on in Table 1 . This suggests that the simple AR(5) models for the realized volatilities estimated in ABDL (2003) 
Appendix 1: Monte Carlo Simulations
In order to assess the accuracy of the distributional assumptions and second-order Taylor series expansions underlying the asymptotic approximations in (9), (11), and (14) in empirically relevant specifications and sample sizes compatible with those of ABDL (2003), Tables A1-A3 report the simulated medians and ninetypercent confidence intervals (in square brackets) across 1,000 replications, each consisting of 2,500 "days." We report the results for a total of nine different continuous-time models along with 1/h = 288, 96, 48, and 1, corresponding to the use of "5-minute," "15-minute," "half-hourly," and "daily" returns.
The first three models reported in Table A1 fix the mean returns at zero, and assume that the volatility and the Brownian motion driving the price process are independent, i.e., no leverage effects. In the notation of equation (15)
The numbers in the first panel refer to the GARCH(1,1) diffusion analyzed in Andersen and Bollerslev (1998) , dσ All of the models in Table A1 satisfy the Shephard (2002a, 2003b ) regularity conditions discussed in Sections 2.1 and 2.2.
The results reported in Table A2 are based on the same three volatility specifications, but incorporate a positive drift and strong leverage effects. For the one-factor GARCH and log-normal diffusions,
where the values for the drift and leverage parameters are taken from Andersen, Benzoni and Lund (2002) . For the two-factor affine model the instantaneous return dynamic is governed by, d log(S t ) = 0.0314 dt + σ t [0.9 dW 1,t − 0.4 dW 2,t + 1 − 0.9 2 − 0.4 2 dW 3,t ] , with the two leverage parameters adapted from the estimates reported in Chernov, Gallant, Ghysels and Tauchen (2003) .
In addition to the contemporaneous correlation between the return and volatility for the leverage models in Table A2 , the last set of models in Table A3 also include a volatility feedback, or ARCH-in-mean, effect in the drift component. Specifically, for the two one-factor models, d log(S t ) = (0.0314 + 0.3σ
while for the two-factor model, d log(S t ) = (0.0314 + 0.3σ Note: The table reports the simulated medians and ninety-percent confidence intervals (in square brackets) for the asymptotic approximations in equations (9), (11), and (14) across 1,000 replications, each consisting of 2,500 "days." 
Appendix 2: Technical Proofs
Proof of equations (10), (11), (12), (13), and (14). Let f (·) be a twice-differentiable function. By (6) and a second order Taylor approximation of f (·) at the point RV t (h) around IV t , it follows that
Consequently,
Equations (10), (12), and (13) follows by applying (A.1) to the functions f 1 (x) = x 1/2 , f 2 (x) = log(x), and f 3 (x) = log(x) 2 , where f 1 (x) = 2
, and f 3 (x) = 2x −2 (1 − log(x)). By applying (A.2) to the function f 1 (·), one gets (11). Similarly, by applying (A.2) to the functions f 2 (·) and f 3 (·), one gets (14).
Proof of equation (18). By definition,
By similar arguments to Meddahi (2002) , Proposition 4.2, it follows that the u (h) t−1+ih 's are uncorrelated, so that
Hence, by Ito's Lemma, u
where
h ) In the sequel, we will show that for h → 0,
and thus
By formulas (4.2) and (4.5) in Andersen, Bollerslev and Meddahi (2003) , E[σ
with (7), achieves the proof of (18). Proof of (A.3): By definition of ε (A.6) given that E[P i,j (f u )] = 0 when i = 0 or j = 0, which implies (A.3). Proof of (A.4): Note that
Denoting λ i,j =λ 1,iλ2,j , it follows from (4.2) and (4.8) in Andersen, Bollerslev and Meddahi (2003) that
and therefore
Thus, in order to prove (A.4), it suffice to show that
Applying (A2) in Meddahi (2002) to the factors f n,t , n = 1, 2, it follows that
However, by Ito's Lemma,
Thus,
i.e., the first, fourth and fifth terms on the right-hand side of (A.8) do not contribute to E[Z (u)
. Now define the reals n i,j , e i,j,k,l , m i,j , and d i,j,k,l by the expansions in mean-square:
Then,
Moreover,
Hence,
which implies (A.7) and therefore (A.4). Proof of (A.5): Since E[ε
(A.11) Lastly, by (A.9),
which implies (A.5), and achieves the proof of (18).
Proof of equation (20). By definition,
Thus, it suffice to show that
Note that by (A.6), r
In addition, by using Ito's Lemma for k = 1, ..., 1/h,
kh where iv
(A.14)
In the sequel, we will show that
Combining (A.13) and (A.14), along with (A.4), (A.5), (A.15), (A.16), and (A.17), achieves the proof of (A.12). Proof of (A.15): By (4.5) in Andersen, Bollerslev and Meddahi (2003) it follows that
Proof of (A.16): The quadratic covariation of iv
is zero. Hence, by Ito's Lemma
which implies (A.16) since
Cov(iv
where the last equality holds by (A.7). Proof of (A.17): By similar arguments to the ones above, the quadratic covariation between iv (h) h and ε (h) h equals zero. Hence, using Ito's Lemma
where the last equality holds by the first equality in (A.11), so that (A.5) implies (A.17).
Proof of equation (19) . Note that ε 
1 ).
In the sequel, we will show that 
1 ) = Cov(RV 1 (h), ε
1 ) + o(1), (A.19) which achieve the proof of (19). Proof of (A.18): Since E[Z 
1 ) = Cov(IV 1 , ε
1 ) + Cov(U 1 (h), ε Thus, by (A.5), Cov(U 1 (h), ε
1 ) = 2µhV ar[ε
1 ] + 2h −1 o(h) = o(1),
i.e., (A.19) and in turn (19).
