the phenotype. One says that there is phenotypic plasticity when the phenotype constructed on the basis of the instructions encoded in the genotype is not completely specified in the genotype but there is an influence of the external environment which is visible in the observed phenotype. Given a particular genotype two or more different phenotypes can result from the genotype as a function of the particular environment in which the mapping happens to take place, i.e. in which the inlvidual is developing.
However, the environmental influences on development are not arbitrary but they are constrained (in terms of timing, nature, effects, etc.) by the genotype and by the succession of developing phenotypic forms. To describe the relation between genes and environment the notion of a reaction norm can be used. A reaction norm is a genetically inherited constraint that specifies the range of possible developmental reactions of the individual to the environmental influences. If a trait of the individual can be described quantitatively on a single dimension, the genetically inherited reaction norm specifies the maximum and minimum values of the trait but it is the particular environment in which the individual happens to develop that determines the actual value. The notion of a reaction norm is perhaps too simple for dealing with the more complex cases of gene/environment interaction but it appears to be useful to indicate in general terms the type of interaction between genes and environment that cause the emergence of a particular phenotype.
In this paper we propose a simulation model of phenotypic plasticity. Organisms are modeled by neural networks. The evolution of populations of such networks is modeled using the genetic algorithm [Holland, 19751. Individual networks reproduce as a function of their fitness. An 'offspring' network inherits some genetically transmitted information from its parent(s) but this information interacts with information from the extemal environment to determine the phenotype.
Evolving populations of neural networks have already been used to model the interaction between genetically inherited and environmental mformation. One example is Todd, Miller, & Hedge's [ 19891 simulation of the evolution of network architecture. Individual networks inherit their network architecture from their parents. They leam some task during their life using the backpropagation procedure and starting from initial connection weights which are randomly assigned to the inherited architecture at birth. The final performance on the task determines the reproductive chances of each individual (fitness). Appropriate (adaptive) architectures for learning the task evolve at the population level because architectures vary from one inlvidual to another and are genetically transmitted with mutations and crossover. However, the extemal environment has also a role in determining the final shape of the phenotype (and its fitness) because the inlvidual learns on the basis of the input and teaching input which originate in the external environment. Therefore, the changes in the connection weights that take place during an individual's life are caused by the external environment together with the inherited network archtecture. In other simulations what evolves and is genetically transmitted is not the network architecture but the initial weights for leaming the task or the leaming parameters (leaming rate, momentum) [Belew, McInerney, & Schraudolph, 1991) . In all cases the phenotypic network and how it changes during life are dependent on both inherited and environmental information.
In the simulation on phenotypic plasticity that will be described in the present paper we are looking for a more intimate interaction between genes and environment in neural networks. To this purpose we use a more complex model of what is genetically inherited and of how it maps into the phenotypic individual. In the work just referred to the genotype maps directly and linearly, i.e. one-to-one, into the phenotype. For example, the genotype explicitly says which units will be contained in the phenotypic network's architecture and which unit will be connected with whch other unit [Miller, Todd and Hegde, 19891 . Furthermore, the mapping of the genotype into the phenotype is viewed as an instantaneous event, not as a temporal process which develops during the course of an individual's life. Therefore, the genotype determines the initial phenotype but has no role in the successive changes that occur in the phenotype, The environment, i.e. the input and teaching input arriving to the network from outside and causing the network to learn, is the sole determinant of the changes that occur in the individual during the individual's life.
In the model to be described the mapping from genotype to phenotype is indirect and nonlinear, i.e. many-to-many. A single property of the genotype may have a role in determining many different traits of the phenotypic network and, conversely, each phenotypic trait may depend on many properties of the genotype. Furthermore, the genotype-to-phenotype mapping is not abstractly conceived as taking place in a single instant but is a temporal process that takes a substantial portion of an individual's lifetime to complete. Hence, during the life of an individual there occur changes that are under the control of the inherited genetic material.
We have already described some simulations using such a model of development for neural networks [Nolfi and Parisi, in press] . However, in that work the environment had no role in the developmental changes that occurred in the indwidual under genetic control. In the present model the genetic material is plastic, i.e. it is sensitive to the particular environment in which the individual happens to develop. Furthermore, the respective roles of the genetic and the environmental information are not fixed and are not decided a priori by the researcher, as in the literature referred to above. It is not the case, for example, that the network architecture or the initial weights or the learning parameters are genetically inherited whle to the environment is assigned the role of changing the connection weights of the neural network using the backpropagation procedure. In the simulations to be presented the boundary between the influence of the genes and the influence of the environment on the developing phenotype is variable and is itself an adaptive trait which is subject to evolution.
An organism is modeled as a neural network living in a physical environment [Parisi, Cecconi, and Nolfi, 19901 . The organism's network receives sensory information about the environment in its input units and it generates motor actions in its output units. The organism belongs to a population of nonidentical indlviduals that reproduce as a function of their fitness, i.e. of how well they behave in the environment (given a particular criterion of fitness). At any given instant each indwidual contains both a genotype and a phenotype. The genotype is a set of instructions for constructing a network. The phenotype is the neural network of the indwidual at the current stage of construction. Therefore, for purely genetic reasons an organism changes during its life because its phenotype (neural network) changes. The genotype, of course, remains identical and it is transmitted to the individual's offspring if the indwidual happens to reproduce. Reproduction is agamic, i.e. a single reproducing individual generates a certain number of copies of its genotype with some random mutations.
The genotype encodes developmental instructions that control the growth of the branching axon of each of a set of neurons. When the axonal branch of neuron X reaches the body of another neuron Y, a connection between the two neurons is established. However, the genetic control of this process of growth is not absolute. The environment has also a role. The respective roles of the genotype and of the environment in controlling neural development are as follows.
During the life of the organism a particular neuron may happen to be stimulated from outside. The algebraic sum of excitations and inhibitions arriving to the neuron is the neuron's net input. Thls net input is mapped into the neuron's activation state using a logistic function. Given a sequence of N successive activation states of the same neuron one can measure the variability of this distribution of states. A neuron will grow its branching axon only if this measure of activation variability is higher than a certain threshold. This threshold is specified in the genotype but is different for different neurons and it can be changed by the evolutionary process because it is genetically mherited and is subject to mutations. (Notice that this growth threshold of a neuron has nothing to do with the neuron's activation threshold, i.e. the neuron's bias. The growth threshold of a neuron controls when the neuron will grow its branching axon. The activation threshold controls the activation state of the neuron. Both are specified in the genotype in our model. See the next Section.) Therefore, if and at what point in development a particular neuron will grow its branching axon and possibly extablish connections with other neurons depends on both the genotype and the environment. The environment must send sufficiently variable stimulation to the network's input units so that the particular growth threshold of a neuron is reached and the neuron can grow its axon. However, the genotype specifies what t h~s threshold is and, therefore, it also controls if and when the neuron will grow its axon. (The reachmg of the threshold is of course also controlled by the already developed neural structure which connects the input units to the critical neuron. Hence, what happens in a particular developmental stage depends also on previous development.) But the respective roles of genotype and environment are not fixed because the threshold is a genetically inherited trait and therefore it also can evolve. Concretely, the threshold can go to zero, whch implies that the particular neuron will grow its axon at birth independently from the environment. The growth process is completely controlled by the genes. Or the threshold can go to its maximum value which also implies that the environment has no influence on the growth process. The neuron will never grow its axon whatever the environment. Intermehate values of the threshold assign variable roles to the environment and to the genetically inherited threshold.
In Section 2 we will describe the model in more detail and we will present some simulations that apply the model to a population of evolving neural networks. In Section 3 we discuss the results of the simulations.
The Model and Some Simulations
Our goal is to develop a neural network that controls an organism trying to reach a target area in its environment. The environment is a 60x35 cm arena surrounded by walls made of naturally colored wood. The organism should find as quickly as possible a target area of circular shape with a diameter of 2 cm which is randomly positioned in the arena. The target area may or may not be illuminated by a 1-watt lightbulb positioned right above the area.
We assume that the organism's body is Khepera, a small mobile robot [Mondada, Franzi & Ienne, 19931 . Khepera has a circular shape with a diameter of 55 mm, a height of 30 mm, and a weight of 70g. It is supported by two wheels and two small teflon balls. The wheels are controlled by two DC motors with an incremental encoder (1 0 pulses per mm of advancement of the robot) and can move in both hrections. The robot is provided with 8 infraredflight proximity sensors. They can detect obstacles (at a distance of about 200 mm) andor the light originating in the target area (at a distance of about 2000 mm). Six sensors are positioned on the front of the robot, the remaining two on the back. Although the physical sensors are only 8, they can be conceived as two separate sets of 8 obstacle detectors and 8 ambient light sensors. (Cf. A simulator of the robot and of the robot's environment was built [Nolfi, Floreano, Miglmo, and Mondada, in press] by sampling the real environment. We let the physical robot turn 360 degrees and we recorded the sensory activations at different &stances with respect to a wall and the lightbulb. The activation level of each of the 8 obstacle detectors was recorded for 180 different orientations and 20 cfifferent distances. The activation level of each of the 8 ambient light detectors was recorded for 180 different orientations and 26 different distances. In addition, we recorded how and how much Khepera moved and tumed for each of the 20x20 possible states of the two motors. This mformation was used by the simulator to set the activation level of the neural network input units and to compute the displacements of the robot in the simulated environment. The physical shape of Khepera, the environment structure, and the actual position of the robot were accurately reproduced in the simulator with floating point precision. Each organism includes both a genotype and a phenotypic neural network. The genotype contains developmental instructions for the construction of the phenotypic network. The genotype has a fixed length and is divided up into blocks, each block corresponding to a single neuron (Figure 2) .
Each block contains instructions that determine the following properties of the corresponding neuron:
(a) The "expression threshold gene" determines at what condition a neuron is allowed to grow its axon and, therefore, to possibly establish connections with other neurons. For a neuron to grow its axon the variability in a sequence of 10 successive activation states of the neuron must exceed the threshold value specified by ths gene. If the gene codifies a 0 value the correspondmg neuron is allowed to grow immediately.
@) The two "physical position genes" specify the Cartesian coordinates of the neuron in the bidunensional nervous system of the organism.
(c) The "branching angle gene" and the "segment length gene" determine the angle of branching of the neuron's axon and the length of the branching segments. While angle of branching and segment length can vary from one neuron to another in the same network, all the branchings of the axon of a given neuron have the same branching angle and the same length. The growing axon of all neurons branches a fixed number of times (five) with exclusively binary branchings. In order to obtain feedforward networks without recurrent connections, the b r a n c h angles are so restricted that all units send their growing axons in the direction from input units (bohom layer) to output units (top layer).
(d) The "synaptic weight gene" determines the synaptic coefficients of all the connections that will be established by the neuron. All connections departing from the same neuron have the same weight.
(e) The "bias gene" represents the activation bias (threshold) of the neuron itself. (f,) The "neuron type gene" specifies, in the case of a sensory neuron, to which of Khepera's 8 sensors the corresponding neuron should be clamped and if it should detect obstacles or the ambient light, and in the case of a motor neuron, if the corresponding motor neuron determines the speed level of the left or the right motor. If more than a single output neuron codifying the same motor information exist, the actual motor output is taken to be the average of the activation levels of the different neurons.
There are three types of neurons, sensory neurons, internal neurons, and motor neurons. Genotypes are 32 blocks in length, i.e. each organism can have a maximum number of 32 neurons in its nervous system. The first 10 blocks in the genotype correspond to sensory neurons, the last 5 blocks to motor neurons, and the 17 intermediate blocks to internal neurons. Intemal neurons can be arranged in a maximum of 7 layers. The standard logistic function is used to compute the activation value of the neurons.
The results of the execution of the genotypic instructions of an evolved organism are shown in Figure 3 . Neurons of different types and in different parts of the organism's nervous system are created with their axonal branchings (left box). When the growing axonal branch of a particular neuron reaches another neuron a connection between the two neurons is formed. The resulting neural network is shown in the central box. Nonconnecting branchings have been removed. The right box shows the functional part of the same network, i.e. the network after isolated (nonfunctional) neurons and groups of interconnected neurons have also been removed. To evolve organisms which are able to reach the target area efficiently we applied a genetic algorithm to the organisms' genotypes. We begin with 100 randomly generated genotypes each yielding a network with a different archtecture and a different assignment of connection weights. This is Generation 0 (GO). GO networks are allowed to "live" for 10 epochs, with an epoch consisting of 500 actions. At the beginning of each epoch the organism and of the target area are randomly positioned in the arena. At the end of their life the organisms have the possibility to reproduce. However, only the 20 individuals which have accumulated the most fitness in the course of their life reproduce (agamically) by generating 5 copies of their genotype. These 20x5=100 new organisms constitute the next generation (GI). Random mutations are introduced in the copying process resulting in possible changes in the archtecture andor connection weights. The process is repeated for 500 generations.
During the life of an organism the organism's fitness is increased when the organism reaches the target area and the increase is inversely proportional to the number of actions needed to reach the target area. More precisely, the first time an organism reaches the target area during an epoch its fitness level is increased by (500 -N) units where N represents the number of actions spent before reaching the target area since the beginning of the epoch.
To test if the model is able to evolve organisms that adapt during their life to changmg environmental conditions we exposed the organisms of alternate generations to different environments. The organisms of even generations were exposed to environments in which the target area was illuminated by the lightbulb ("light" environment) whle the organisms of odd generations were exposed to environments without light ("dark" environment).
If we look at the fitness of the best individuals of each generation we see that the organisms increase their ability to reach the target area very quickly during the first 50-100 generations and then the fitness continues to grow much more slowly until the end. (Cf Figure 4. Figure 4 . Fitness of the 20 best in&viduals in each of the 500 generations. The fat cwve represents the performance of the even generations (those exposed to the "light" environment), the thin curve represents the performance of the odd generations (those exposed to "dark" environment). Borth curves are the average results of 10 simulations starting from initial populations with different randomly generated genotypes.
Figure 4 also shows that the organisms that live in an environment in which the target area is illuminated have a hgher fitness than the organisms that live in dark environments. This is due to the fact that organisms that live in lighted environments receive more information from the environment and appear to have an easier task. They explore the arena until they happen to perceive the light source and then they approach the light source and reach the target area. The organisms that are exposed to dark environments are forced to explore the arena and find the target area without the help of sensory information that can inform them about the location of the target area. It is not surprising that organisms developing in "light" environments succeed in reachmg the target area more quickly and, therefore, in collecting more fitness than organisms developing in "dark" environments.
To examine the influence of the two different environments on the development of these organisms we let two exact copies (clones) of the same evolved genotype develop and live in the two environments. As Figure 5 and Figure 6 show, the same genotype that develops in different environments produces different phenotypes (i.e. different neural networks), relies on different sensors, and generates different behaviors. This implies that evolution has selected genotypes that exploit their capacity to be influenced by the external environment. We should now try to determine more precisely how the changing environments affect these organisms. First, we wish to determine if being selected in a particular environment affects an organism's performance in the two environments. In order to test this hypothesis we take the phenotypic (adult) network of the best individual of each generation at the end of its development and we test such frozen network in the two types of environments. We can then compare the performance of an organism selected in environment X and tested in the same type of environment with the performance of an organism selected in environment X and tested in environment Y.
As Figures 7 and 8 show, organisms that have been selected in a type of environment perform better in that type of environment than organisms that have been selected in the alternative environment. When tested in "light" environments organisms whch have been selected in "light" environments outperform organisms which have been selected in a "dark" environment. (Cf. the fat and thin curves in Figure 7) .
Similarly, but less significantly, in "dark" environments organisms which have been selected in "dark" environments outperform organisms which have been selected in a "light" environment (cf. the fat and thm curves in Figure 8) We can also determine if the effects of the environment on the development of these organisms are adaptive, i.e. if organisms which happen to develop in an environment with some specific properties acquire phenotypic traits that are useh1 in that environment and less useful in environments with different properties. In order to test this hypothesis we made two identical copies of the genotype of the best individual of each generation and let each copy develop in one of the two different environments. The two phenotypic networks that were obtained were then frozen and the fitness obtained by each network in the two different environments was computed. As Figure 7 and 8 show, individuals obtain more fitness if the environment in whch they develop is of the same type of the environment in which they are tested than if it is different. In "light" environments organisms which have developed in "light" environments outperform organisms which have developed in a "dark' environment (cf. the fat and the dashed curves in Figure 7) . In "dark" environments organisms which have developed in "dark" environments outperform organisms that have developed in a "light" environment (cf. the fat and dashed curves in Figure 8) .
In other words, if we "artificially" move a genotype that has been selected in a environment of type X (cf. the fat curves in Figure 7 and 8) to an environment of type Y (cf. the thin curves in Figure 7 and 8) we observe a certain decrement in performance. However, if we move aphenowpe that has developed in an environment of type X (cf. the fat curves in Figure 7 and 8) to an environment of type Y (cf. the dashed curves in Figure 7 and 8) we observe a larger decrement in performance. Since in the latter case we deprive the organisms of the possibility to ontogenetically adapt to the environment, we can conclude that development appears to produce phenotypes that are adapted to the enviroment in which they develop.
test in "light" environment 
Discussion
To apply genetic algorithms to neural networks appears as the most natural way to study developmental plasticity and evolution. Genetic algorithms are models of evolution and neural networks are models of learning. However, in many simulations based on genetic algorithms and neural networks the evolutionary process and the leaming process do not appear to be integrated as in natural organisms. In these models the genotype happens to act only once to determine the network's initial weights [Montana, 1989; Parisi, Cecconi, and Nolfi, 1990; Belew, McInemey, and Schraudolph, 19911 or the network's architecture [Miller, Todd, and Hedge, 1989; Belew, 1993; Kitano, 19901 We presented a model in which the mapping between genotype and phenotype (i.e. ontogeny) takes place during the indlvidual's lifetime and is duenced both by the genotype and by the extemal environment. Development (i.e. genetically driven changes) and learning (i.e. environmentally driven changes) operate on the same basic process, the growing and branchng process of neuronal mons, with similar effects. Furthermore, the respective roles of the genetic and the environmental information are not fixed and are not decided a priori by the researcher. Evolution is free to transfer the complete control on the development of a particular neural structure to the genes or to assign a more or less important role to the environment in this development. We showed how such model is able to evolve neural networks that adapt during lifetime to different environments.
The main objective of the simulations reported in the paper was to show that simulations with genetic algorithms and neural networks can be used as tools to explore many more aspects of biological phenomena than has been the case sofar. Not only plastic neural networks of the type we have described can be used to study epigenesis during development but one is free to select, develop, and test phenotypes in hfferent environments as one can sometimes do with real plants but more rarely with real d s . [But cf. Taylor, 1987 .1 Plasticity in development allows the evolution of various classes of genotypes: (a) genotypes that are environmentally sensitive, i.e. that develop into different phenotypes as a function of the particular environment vs genotypes that yield more or less the same phenotype in different environments; (b) genotypes that are specialized for specific environments, i.e. that yield phenotypes much more effective in one environment rather than in another environment, vs genotypes that yield phenotypes that although different are equally effective in different environments. Future research should be dedicated to examining in what conditions these dlfferent classes of genotypes tend to evolve and how the distribution of the genotypes into the various classes may change across evolutionary time.
The model presented may have some usefulness not only as a tool for investigating how evolution and developmental plasticity interact in organisms but also as a tool for developing control system for autonomous robots. Recently many researchers have suggested the use of evolutionary techniques to evolve autonomous robots [Brooks, 1992; Cliff, Husband, and Harvey, 1993, Nolfi, Floreano, Miglino, and Mondada, 19941 . Unfortunately, the large population size and the number of generations required for the evolutionary emergence of interesting behaviors imply that a large number of robots must be evaluated. The problem can be reduced if the control system of the robot can be evolved in computer simulations and then transferred to the real robot [Miglino, Nafasi, and Taylor, 19941 . On the other hand, since it is extremely difficult to capture all the critical physical caracteristics of the robot and of the environment in an abstract model, the behavior of the control system evolved in a computer may differ significantly once the control system is transferred to the real robot. The possibility to evolve plastic control systems can represent a method for solving this problem. The simulated environment and the real environment can be viewed as just two different types of environments. As a consequence, plastic control systems evolved in a simulated environment may be able to adapt to the real environment once they are trasferred to the real environment.
