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Abstract
The aim of this thesis is to use atomistic simulation to provide insight in to the
structures and thermodynamic properties of magnesium rich mineral phases. The
MgO−H2O−CO2 system has been chosen due to its relevance in the area of nuclear
waste storage, where corroded Magnox cladding has formed a complex waste, mainly
comprising of magnesium rich phases. Chapter 1 outlines previous experimental and
computational research conducted, relevant to the identification and classification
of Magnox nuclear sludge. A number of magnesium mineral phases have been iden-
tified that are likely to be present e.g. Brucite (Mg(OH)2), Magnesite (MgCO3),
Hydromagnesite (Mg5(CO3)4(OH)2.4H2O). Chapter 2 describes the computational
methodology and validation of the simulation parameters used within this work.
The results are presented and discussed in Chapters 3 to 5, where Chapter 3 eval-
uates various DFT approaches for modelling magnesium phases and examines the
effect of including van der Waals (vdW) forces using 3 different implementations.
Results show that the inclusion of vdW is vital to obtaining an accurate represen-
tation of the structural and energetic properties of magnesium rich phases, par-
ticularly for the layered phases. Chapter 4 outlines a thermodynamic framework
for producing high quality phase diagrams, where optB86b-vdW and optB88-vdW
functionals compare well with the experimental phase diagram. All functionals pro-
duce similar phases diagrams, where each vdW correction has a constant shift in the
pressures from experiment, potentially allowing for a correction factor to be deter-
mined. Chapter 5 presents the surface calculations and the interactions of Brucite
surfaces with H2O/CO2 and radio-nuclei (
90Sr). It can be concluded that {100}
surfaces of Brucite displays evidence of being more reactive than {001} surfaces.
The stability of strontium defects is heavily dependent on the coordination that the
surface ions can achieve. Additionally, 90Sr only shows favourable adsorption on to
the {001} surface in the presence of CO2 is also present. Finally, an overview of the
conclusions and possible areas for future research can be found in Chapter 6.
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“With magic, you can turn a frog into a prince. With science, you
can turn a frog into a Ph.D and you still have the frog you started with.”
Sir Terry Pratchett
1 Introduction
Factors controlling formation and surface properties of hydroxides and hydrated
Magnesium rich (Mg-rich) phases are important for a wide range of applications,
from waste products of nuclear storage, use as fire retardants [1] and dolomitic lime
cement [2]. One example where an understanding of the effect of external conditions
is critical and yet is extremely challenging to study is in the radioactive sludge
derived from Magnox fuel, currently stored underwater at the Sellafield facility (UK).
As the Magnox cladding corrodes, a complex waste forms, mainly comprising of
Mg-rich phases and radio-nuclei [3, 4]. Characterisation of the waste is critical and
currently poorly understood, hence it is not clear how to devise a safe and successful
treatment strategies. The safe treatment of nuclear eﬄuent is important, however,
it is extremely expensive. The cost can be mitigated by understanding which phases
are present and how they can be modified by adjusting the external conditions.
Atomistic simulations have not yet been fully exploited to investigate the effect of
the storage conditions on the composition of Mg-rich phases. This work focuses on
modelling the formation of Mg-rich mineral phases and investigates the interactions
with an important radio-nuclide for one of the major phases.
1.1 Magnox Nuclear Reactors
The year 1956 marked the opening of the UK’s first Magnox type reactor. The
design was based on earlier prototype gas cooled reactors and continued to be built
in the UK, until 1971, when they were superseded by a more efficient design [5, 6].
Magnox reactors are named after the alloy (Mg with 0.8 wt% Al and 50ppm Be [7])
used to encase the fissionable material. Originally, the reactor was designed with
dual purpose; the generation of energy and the production of plutonium for use in
nuclear devices [5].
Figure 1.1 is a schematic representation of a Magnox reactor and is comprised of a
steel pressure vessel which is encased in concrete, to act as a radiation shield. In
the reactor, uranium metal cores are encased in the Magnox alloy and the neutrons
are moderated by graphite. The core is cooled by flowing CO2 gas over the fuel
elements, which in turn is used to generate steam to drive a turbine.
In order to achieve reasonable cost efficiency the operating temperature of the reactor
needs to be significantly higher than other reactors. This in turn requires high
pressures of coolant, increasing the risk associated with this reactor design and
1
Figure 1.1: Magnox gas cooled reactor schematic [6].
consequently it has been superseded by liquid cooled reactors [8]. However, there is
still the issue of legacy waste from Magnox reactors. Spent reactor cores need to first
be stored under water until they have cooled. They are then able to be reprocessed
[9]. Reprocessing involves removing the metal cladding and each component is
separately processed to ensure safe disposal/storage.
1.2 Magnox Sludge
Spent Magnox reactor cores are currently being stored underwater at Sellafield. The
ponds were constructed in 4 stages between 1960-1984 and have gradually been filled
[3, 10, 11]. Poor record keeping between 1960-1980 has resulted in uncertainty as to
the exact composition of the waste stored in the ponds [4, 10, 12]. Additionally, a
lengthy shut-down of the Magnox reprocessing plant, led to a backlog of waste stored
[12]. Prolonged storage has resulted in the corrosion of the Magnox cladding, pro-
ducing large quantities of sludge (Figure 1.2), with uncertainty over its composition
[10].
There are several major concerns for those monitoring the ponds. Firstly, the under
water visibility is dramatically reduced [12] preventing visual inspection. The small
sludge particles hinder the ability to filter the pond water to improve visibility. Sec-
ondly, corrosion of the Magnox cladding has exposed some of the uranium cores [4].
This has resulted in an increase to local radiation levels and release of radio-isotopes
in to the pond system, increasing the risk of release in to the wider environment [4].
Studies have concluded that the majority of the radio-isotopes present are 137Cs and
90Sr [3, 4]. In an attempt to slow the corrosion of the Magnox cladding the ponds are
being treated with sodium hydroxide, inducing raising the pH dramatically [4, 14].
The result is some of the most complex radiological and chemical waste that exists.
The storage facility is now long past its designed lifetime, which has resulted in
2
Figure 1.2: Magnox sludge sample [13].
questions on the structural integrity of the pond walls and an increased risk of
radio-active material contaminating areas close to the plant [4]. Hence, the removal
of the waste and decommissioning of the storage facility is considered to be of vital
importance. However, before the removal process can begin the composition of
the sludge needs to be identified and a detailed inventory of the pond needs to be
conducted [13]. In order to obtain an inventory and location of Magnox reactor
cores Jackson et al. [15] demonstrated a method to detect radiative sources. One
method of locating the radiative sources is the rad-line gamma detector, which has
been demonstrated to locate Magnox fuel rods with great success. This detector has
the unique advantage of not requiring an electrical charge so can be fully submerged
in water and has been shown to detect Magnox cores within 20 cm. Once the precise
location of the fuel rods has been identified they can be removed, leaving the Magnox
sludge behind.
The current approach focuses on removing the sludge and storing in stainless steel
silos [11, 16]. Additionally Sellafield Ltd. has investigated suspending the Magnox
sludge in grout before storing in the silos [11]. Once the sludge has been removed,
the reactor cores can be reprocessed, which involves de-canning the uranium metal
fuel rod from the Magnox cladding and processing both separately [12]. The decom-
missioning process for the first generation Magnox storage ponds has been estimated
to take around 100 years to complete [4].
Sludge Mineral Phases
Due to the inherent risk associated with background radiation of the ponds, there
are limited experimental studies using actual sludge samples [3, 10]. Work by Parry
et al. [16] conducted an X-ray diffraction (XRD) analysis of a sludge sample. Results
showed that the sludge in mainly compromised of Brucite (Mg(OH)2) and Artinite
(Mg2CO3(OH)2.3H2O). Further studies used environmental scanning electron mi-
croscope (ESEM) and energy-dispersive X-ray (EDX) methods to investigate the
sludge [17], show that Brucite was the primary phase with smaller quantities of Hy-
drotalcite (Mg6Al2(CO3)(OH)16.4H2O) and evidence of some Magnesium hydrated-
carbonates. Overall, the sludge appears to be mainly comprised of Brucite with small
quantities of Mg-carbonates.
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Two different experimental approaches have been used to investigate the composi-
tion of sludge. The first method involves manufacturing non-radiative sludge sam-
ples from commercially available Brucite. Work by Blackburn et al. [18] has shown
promising results in producing a sample with similar visual characteristics of Mag-
nox sludge. The second method, takes the known pond conditions and then analyse
the Mg phase diagram, at these conditions. However, due to the complexity of the
phases present and the often slow kinetics of crystallisation, which is particularly
evident for Magnesite (MgCO3), this is still and area of active concern. Indeed, the
slow kinetics may also be an important consideration for storage, as the solubility of
a particular radio-nuclide in one mineral phase may be different in another phase.
Thus if the solubility is lower in the phase that crystallises last, then it may lead to
a greater release into the environment.
In the next sections we examine the previous work on the thermodynamic and kinetic
data to identify the most likely mineral phases.
1.3 Thermodynamics of Mg-Rich Phases
Figure 1.3 shows two different experimental phase diagrams of Mg-rich phases at
1 bar pH2O, where solid lines represent phase transitions and dashed lines are meta-
stable phases. Both phase diagrams build on the work of Langmuir et al. [19],
but use new thermodynamic data to improve the phase diagram. Schott et al.
[20] predicts that Magnesite is unstable and only forms at high pCO2 and high
temperatures. However, more recent studies have found that Magnesite is the most
thermodynamically stable phase but is kinetically inhibited [21, 22]. The phase
diagram of Schott also predicts a small region of Artinite that is not present in the
phase diagram of Hill [22]. More recent work by Parry et al. [16] also shows it to be
stable at certain conditions. Artinite is a rare low temperature phase of Mg, with
limited thermodynamic data. It is difficult to verify whether Artinite’s presence in
the phase diagram is accurate, and demonstrates that there is still experimental
uncertainty over the precise phase stability.
Computational modelling offers a safe alternative in characterising Magnox nuclear
sludge. Chaka et al. [23] used density functional theory (DFT) to produce thermo-
dynamic data of Mg-rich phases. This work outlines a thermodynamic framework
that can be used to predict properties of Mg-rich phases. In testing this framework
Chaka et al. concluded:
• The inclusion of zero point energy (ZPE) has a significant effect on the free
energy and is vital to produce accurate thermodynamic data.
• There is a debate in the literature over the exact molecular formula for Hydro-
magnesite. DFT was used to examine the different proposed molecular formula
for Hydromagnesite, concluding 4MgCO3.Mg(OH)2.4H2O was accurate.
• Assessed the different thermodynamic properties reported for Lansfordite (MgCO3.5H2O),
where the experimental entropy value ranges from S°=180.67-249.52 J/mol
[20, 24, 25, 26], concluding that the reported value of S°=249.52 J/mol by
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(a) Schott et al. [20] (b) Hill et al. [22]
Figure 1.3: Experimentally determined phase diagrams: Temperature vs - Log
pCO2 . Where solid and dashed lines represent thermodynamic and meta-stable phase
transitions respectively.
Ko¨nigsberger matches that obtained through DFT [25], showing that theory
can provide clarity, where there is uncertainty in experimental data.
• The framework can also be used to predict properties of theoretical structures
(e.g. Monohydromagnesite and Mg-Ikiate). Examination of these structures
found that Monohydromagnesite was the least stable of all conformers and that
Mg-Ikiate is very stable at low temperatures (0-275 K) but quickly destabilises
when the temperature is increased. In both cases the instability is due to the
decrease in the coordination that Mg can obtain (6-fold coordination), due
to its smaller size, compared to Ca (8-fold coordination). The importance
that coordination has on stability is extremely significant and is a dominate
component of surface stability, where highly coordinated Mg surfaces are more
stable. Computational approaches allows for an exploration of the properties
of theoretical structures, providing a greater understanding of the system in
question.
So far we have examined the literature for work on the thermodynamics of Mg-rich
phases. However, as noted above kinetics play a large role in the formation of these
minerals. Therefore, in the role of kinetics on formation for Mg-rich phases will be
reviewed.
1.4 Kinetics of Mg-Rich Phases
Under CO2-rich conditions, Magnesite is the most thermodynamic stable phase
[27]. However, even if the external conditions favour the formation of Magnesite
(MgCO3) due to the poor kinetics of the formation [21] it is worth considering the
reactions of other mineral products or intermediates as they will also be a signifi-
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cant component of the sludge. Hence, in addition to studying the thermodynamic
properties of Mg-rich phases, it is also important to understand the kinetic forma-
tion of different phases. Magnesite production has potential for CO2 capture, due
to its high theoretical carbon capacity (1:1 ratio of MgO:CO2) [28], additionally
it is non-toxic. Magnesite can be synthesized from silicate minerals (Serpentine
Mg3Si2O5(OH)4, Olivine (Fe,Mg)2SiO4 and Forsterite Mg2SiO4) through various
methods (e.g. direct and indirect) discussed in the following sections.
Direct Formation of Magnesite
The direct carbonation of silicates proceeds through a three step process: CO2
dissolves in H2O forming slightly acidic solution (Equation 1.1), followed by the
dissociation of the silicate (Equation 1.2) and finally the precipitation of Magnesite
(Equation 1.3). This method suffers from extremely slow reaction kinetics and with
the high operating temperatures makes it impractical for industrial usage [29, 30].
CO2(g) +H2O(l) → H+(aq) +HCO−3(aq) (1.1)
Mg − Silicates(s) + 2H+(aq) →Mg2+(aq) + SiO2(s) +H2O(l) (1.2)
Mg2+(aq) +HCO
−
3(aq) →MgCO3(s) +H+(aq) (1.3)
Indirect Formation of Magnesite
Alternatively, Magnesite can be generated through indirect methods, involving the
formation of two or more Mg phases e.g. Periclase (MgO) or Brucite (Mg(OH)2)
from Mg-silicates before carbonating. Zevenhoven et al. [30] highlights an indi-
rect reaction pathway for a lower energy synthesis of Magnesite from Serpentine
[29]. First Serpentine is thermally decomposed to form Periclase (MgO) and SiO2.
Periclase is then hydrated to form Brucite. Finally, Brucite is carbonated forming
Magnesite. Work by Schaef et al. [31] has shown how the formation of Magne-
site from Brucite transitions via formation of Nesquehonite (MgCO3.3H2O). This
method has been shown to have much faster reaction kinetics compared to direct
methods with a much lower energy cost [29, 30], making it potentially attractive for
industrial processes.
Mg3Si2O5(OH)4(s) → 3MgO(s) + 2SiO2(s) + 2H2O(l) (1.4)
MgO(s) + 2H2O(l) →Mg(OH)2(s) (1.5)
Mg(OH)2(s) + CO2(g) →MgCO3(s) +H2O(l) (1.6)
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HCl Extraction
Forsterite and Serpentine have been demonstrated to dissolve in HCl, which is an
effective method for extracting Mg from Mg-Silicate minerals [28, 29, 32, 33, 34, 35].
Both minerals react exothermically in a rapid reaction forming magnesium chloride
(Equation 1.7). Some of the HCl can be recovered through heating the solution to
temperatures of 200-300 ℃. At these temperatures the hydrated magnesium chloride
becomes unstable and dissociates (Equation 1.8) [34].
Mg2SiO4(s) + 4HCl→ 2MgCl2 + 2H2O + SiO2 (1.7)
MgCl2.H2O →Mg(OH)Cl +HCl(g) (1.8)
Dissolving the mono-hydroxide in water will form magnesium chloride and Brucite
(Equation 1.9). Brucite can now be used to remove CO2 and form Magnesite (see
Equation 1.6). MgCl2 can be recycled back in to Equation 1.7, recovering the
majority of the HCl. However, the energy required to loop the reaction and the cost
associated with the evaporation of the solvent, makes this method impractical for
use industrially, as overall it produces more CO2 than it captures [36].
2Mg(OH)Cl→MgCl2 +Mg(OH)2 (1.9)
Alternatively, Noranda’s process [37] can be used to produce anhydrous magnesium
chloride. This involves sustaining a high pressure of HCl over the hydrated chloride
melt [34, 37], followed by the evaporation of the excess solvent producing anhydrous
MgCl2. This can then undergo a reaction with Na2CO3 to form a range of hydrated
Magnesium Carbonates, via variation in the pCO2 and temperature. At 25℃ and
1 bar pCO2 Nesquehonite is the primary product. Increasing the temperature to
120 ℃ and pCO2 to 3 bar forms Hydromagnesite, which decomposes to form Magne-
site with 5-15 hours. Finally, keeping the temperature at 120℃ and increasing pCO2
to 100 bar results in the direct formation of Magnesite [32, 33]. However, due to the
high temperatures and long time scale, this method is also impractical for industrial
applications.
Reaction with Salt Brine
Periclase is being trialled for use in nuclear waste isolation plants in the USA, as a
barrier to absorb excess CO2 produced from the degradation of organic materials
[38]. The interaction of Periclase and Brucite with varying salt brine solutions
has been investigated to determine how the complex interactions lead to different
Mg-rich phases being formed, under varying pCO2 [39]. They have found that by
varying the composition of the salt solutions and pCO2 , different Mg-rich phases can
be formed. At atmospheric pCO2 , the reaction with Na-Cl based brine solutions




















Changing the brine solution to be comprised of mainly Mg-Na-Cl ions (e.g. Generic
Weep Brine) at atmospheric pCO2 causes the reaction to follow the pathway in Equa-
tion 1.12. Where formation of Mg3(OH)5Cl.4H2O can be induced by increasing the








Using the brine solution comprised of mainly Mg-Na-Cl ions and decreasing the
pCO2 = 5 × 10−2 atm changes the reaction back to that shown in Equation 1.10.
This demonstrates that varying the pCO2 results in the formation of different Mg-
rich phases. Within the time-scale for the nuclear waste isolation all products may
decompose to form Magnesite. However, in the interim time period kinetically
stabilised products will form, depending on the storage conditions. Understanding
which metastable phases form and there interactions can inform a long term storage
plan.
1.5 Aims of Thesis
In summary from Chapter 1 a number of key magnesium mineral phases have been
identified and are likely to be present e.g. Brucite (Mg(OH)2), Magnesite (MgCO3)
and Hydromagnesite (Mg5(CO3)4(OH)2.4H2O). The background radiation associ-
ated with the nuclear waste storage plant, acts as a barrier to experimental in-
vestigations. The use of computational techniques offers an alternative approach.
Therefore, the work described in this thesis will use DFT to model the structure
and stability of known crystalline phases for the MgO − CO2 − H2O system and
how external conditions modify their relative stability. Using 90Sr as an example,
begin to predict the effect of external conditions on radio-nuclei solubility.
The main goals are:
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• Establish whether the standard DFT approach (PBE) is sufficient for the
modelling of Mg-rich phases and examine the effect of including van der Waals
(vdW) forces.
• Outline a thermodynamic framework for use in producing phase diagrams, and
assess their accuracy when compared to experiment.
• Use the framework to determine thermodynamically stable phases under a
range of conditions relevant to Magnox sludge storage.
• Extend the capability of the framework to predict surface phase diagrams.
• Begin to identify the effect of radio-nuclei on surface stability, using 90Sr as a
model system.
Chapter 2 describes the computational methodology and validation of the simu-
lation parameters used within this work. The results of the simulations are pre-
sented as follows; bulk comparison of different DFT functionals for the inclusion of
vdW interactions, for magnesium oxides hydroxides and carbonates (Chapter 3). A
thermodynamic framework is outlined and applied to produce bulk phase diagrams
(Chapter 4). Chapter 5 presents the surface calculations and the interactions of
the surfaces with H2O/CO2 with the chosen radio-nuclei
90Sr. Finally, the thesis




The computational simulation of atomic systems, can generally be categorised into
two approaches: classical and quantum mechanical methods. Classical methods
use a set of parametrised equations to describe the energy of interactions between
atoms, and the parameters can be derived by fitting to experimental and/or QM data
e.g. lattice parameters, bulk modulus and energies. By not treating the electrons
explicitly it is possible to simulate a large number of atoms relatively quickly if the
derived parameters are reliable then the approach can represent real system.
Quantum mechanical (QM) methods predict properties by explicitly simulating the
electrons. QM calculations in principle, only require an initial structure, which is
considerably less information than classical methods. However, QM methods have
a much longer simulation time per atom compared to classical methods and hence
generally only applied to smaller simulation cells. This work focuses primarily on
QM methods and therefore this chapter will describe the methods used throughout
this work.
2.1 Quantum Theory
Quantum theory can be expressed through the time independent Schro¨dinger equa-
tion. Where Hˆ is the Hamiltonian operator, E is the total energy and Ψ is the
wave-function for system.
HˆΨ = EΨ (2.1)
The Hamiltonian can be split in to nuclear and electronic components. Where
Tˆn, Tˆe are the nuclei and electron kinetic operators and Vˆnn, Vˆee and Vˆne are the
potential operators for nuclei-nuclei, electron-electron repulsion and nuclei-electron
interactions.
Hˆ = Tˆn + Tˆe + Vˆnn + Vˆee + Vˆne (2.2)
It is only possible to solve Equation 2.2 for two body systems, as Vˆee hinders the many
body interactions from being calculated. However we can use the Born-Oppenheimer
(BO) approximation to decouple the electronic and nuclear degrees of freedom. The
BO approximation states that the nuclei and electron degrees of freedom can be
treated separately. This is based on the fact that the nuclei have far greater masses
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than electrons. Therefore, it can be assumed that the nuclei are stationary with
respect to the electrons and can now be treated as part of the external potential in
the form of point charges,
Hˆ = Tˆe + Vext(Ri) + Vˆee (2.3)
where Vext is the external potential imposed by the nuclear positions (Ri).
2.1.1 Density Functional Theory
Density functional theory (DFT) was first developed by Thomas [40] and Fermi [41]
and is a method in which Schro¨dinger’s equation and the N-electron wave function
are replaced with the electron density. This effectively reduces the calculation from
4N degrees of freedom ((r1, s1; ... : rN , sN) for every electron (N)) to only the 3
spatial parameters (rx, ry, rz) (Equation 2.4).
ρ(~r) = |Ψ(r1, s1; ... : rN , sN)|2 (2.4)
DFT was further developed by the work of Hohenberg and Kohn [42]. Their pivotal
work is outlined in two key theorems. The first theorem states that the external
potential (vext) is a unique functional of the electron density. As vext forms part of
the Hamiltonian, the wave function Ψ is also a unique function of electron density.
Hence, all the ground state properties can be determined with respect to electron
density. The second theorem proposes a functional in which the electron density
can be used to calculate the total electron energy (Equation 2.5).
E[ρ] =
∫
νext(r)ρ(r)δr + F [ρ(r)] = Ene[ρ(r)] + F [ρ(r)] (2.5)
Where Ene[ρ(r)] is the energy of nuclear-electronic interaction and is shown to form
part of the external potential νext(r) in Equations 2.2 to 2.3. F [ρ(r)] is known as
Hohenberg-Kohn functional and is defined as the kinetic energy T [ρ(r)] plus the
electron-electron interactions Eee[ρ(r)] (Equation 2.6). This functional calculates
the true electronic energy only when the input density matches the true ground
state density. It is important to note that no approximations have been made to
get to this stage.
F [ρ(r)] = T [ρ(r)] + Eee[ρ(r)] (2.6)
2.1.2 Kohn-Sham
Work by Kohn-Sham moves beyond the limitations of the Hohenberg-Kohn theory
and improves the accuracy of DFT. This is achieved by imaging a fictitious set
of non-interacting electrons that have the same density as the real system. The
fictitious reference system recreates the same ground state energy, as the interacting
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system, when given the true ground state electron density. The main issue of the
Hohenberg-Kohn theory is that we do not know F [ρ(r)], Kohn-Sham suggest that
the functional can be expressed by Equation 2.7.
F [ρ(r)] = TRef[ρ(r)] + J [ρ(r)] + Exc[ρ(r)] (2.7)
Where TRef[ρ(r)] is the kinetic energy for a system of non-interacting electrons,
(J [ρ](r)) is the Coulomb interaction (Equation 2.9) and Exc[ρ(r)] is the exchange
correlation energy (Equation 2.7). The kinetic energy of this fictitious system is not
the same as the real system, as only the known components are calculated. The
rest of the kinetic energy is approximated and is incorporated in to the exchange
correlation energy.







ϕ∗i 52 ϕiδr (2.8)
The second term in Equation 2.7 is the Coulomb interaction (J [ρ](r)) and is defined






|r1 − r2| δr1δr2 (2.9)
The final term in Equation 2.7 is the exchange correlation energy Exc[ρ(r)]. This
term contains all the exchange and correlation interactions and also includes the
difference in kinetic energy between the reference and real systems (Equation 2.10).
Where Encl[ρ] is a non-classical contribution containing the exchange and correlation
interactions.
(2.10)Exc[ρ(r)] = (T [ρ(r)]− TRef[ρ(r)]) + (Eee[ρ(r)]− J [ρ(r)])
= TCorr[ρ(r)] + Encl[ρ(r)]
Combining Equations 2.5, 2.8 and 2.9 we get a complete expression for the energy of
a Kohn-Sham system (Equation 2.11). All unknown properties are now contained
in the exchange correlation energy Exc[ρ(r)].
(2.11)EKS[ρ(r)] = TRef[ρ(r)] + J [ρ(r)] + Exc[ρ(r)] + Ene[ρ(r)]
The electron density can be defined as the sum of the squares of the non-interacting






As the Kohn-Sham orbitals contain only non-interacting electrons, it is possible
to solve them independently. This is done through a Schro¨diner like Kohn-Sham
equation (Equation 2.13). An initial ‘guess’ for the electron density can now be
used to to generate a set of Kohn-Sham orbitals (ϕ). These Kohn-Sham orbitals
can then be used in Equation 2.12 to generate a new density closer to the true
ground state density. This process is then repeated until convergence of the density
is achieved. The total electronic energy can now be calculated using the true ground






ϕ(ri) = εiϕi (2.13)
The final requirement is to generate a reference potential νRef(r), which accurately
produces the same electron density as the real system. From Equation 2.13 εi is
the orbital energy and νRef(r) is the reference potential which is calculated using
Equation 2.14.




′ + νxc(ri) (2.14)





Finally the only thing left to do is choose an approximation method for calculating
the exchange correlation energy, which will be discussed in the next section.
2.1.3 Exchange-Correlation Functional
As defined in the previous section, the exchange correlation functional contains all
the exchange and correlation interactions, and also includes the difference in kinetic
energy between the reference and real systems. All unknown properties are now con-
tained in the exchange-correlation functional and as such an accurate approximation
is required. There are many different approximation methods for calculating the
exchange-correlation functional. However, most modern functionals use either local
density approximation (LDA) or the generalised gradient approximation (GGA),
which is an extension to LDA.
Local Density Approximation
LDA is the simplest approximation of the exchange-correlation functional and is
based on a uniform electron gas model, where the electron density is homogeneous
over all space. Therefore, the total exchange-correlation energy can be obtained





where εxc[ρ(r)] is the exchange-correlation energy as a function of density for the
uniform electron gas. The LDA approximation method assumes that the exchange-
correlation energy is the same as the homogeneous electron gas of the same density.
LDA is defined as being local and solely dependent on the density at point (r). This
would require the density of the system to vary slowly, which is generally not the
case in highly correlated systems (e.g. metals and semiconductors). Thus, LDA
generally over-binds, leading to an overestimate of the binding energies and shorter
bond lengths.
Generalised Gradient Approximation
GGA is an extension to LDA and incorporates the gradient of the density in the







Where Fxc is a correction which depends on both the gradient of the density. There
are several different methods in which Fxc can be determined, resulting in many
function being proposed in the literature. Fxc can be calculated via either fitting to
experimental data of rare gas atoms (PW91) [43] or via a functional in which all
components are computationally calculated (PBE) [44]. These functionals generally
underbind and overestimate the bond lengths. In general GGA functionals outper-
form LDA functions, however, this varies depending on the system being modelled.
2.1.4 Van der Waals
LDA and GGA are considered to be local functionals and do not accurately represent
van der Waals forces (vdW). These interactions arise from the shifting of charge
distributions. This work compares two different approaches (DFT-D and vdW-DF)
of including vdW interactions and will now discuss these in more detail.
DFT-D
The first technique, is a simple additive correction, applied to the Kohn-Sham energy
(Equation 2.18),
E = EKS + Edisp (2.18)













where CABn is the n
th order dispersion coefficient for the atom pair AB, Rn is the
intermolecular distance and sn is a scaling factor used to adjust the correction to
repulsive behaviour. Finally fdamp is the damping function, which determines the
short range behaviour of the dispersion correction and is fitted to both experimental
and ab initio data. In this work we only use the implementation of Grimme D3 [45].
vdW-DF
The van der Waals density functional developed by Dion et al. [46], calculates the
non-local contributions directly from the electron density. In VASP [47] the method
is implemented using the algorithm of Roman-Perez and Soler [48]. The exchange
correlation energy is now represented by Equation 2.20. Where Enlc is the non-local








Work by Klimes et al. [49, 50] proposes two different optimised vdW-DF functionals,
which modify the way the exchange energy is calculated. The functional optB86b
uses the theoretically derived, Becke 86b functional [51] to calculate the exchange
energy. Whereas, optB88 is based on the experimentally fitted Becke 88 functional
[52]. In this work we evaluate both optB86b [50] and optB88 [49].
2.2 Practical Implementation of DFT
This section will describe the practical considerations that are required when using
DFT to study solid state systems.
2.2.1 Periodic Boundary Conditions
Periodic boundary conditions is a commonly used method in computational sim-
ulation and can be applied to a variety of different methods. Periodic boundary
conditions work by surrounding a single simulation cell with images of itself. This
allows infinite systems to be modelled with only a single cell simulated.
Figure 2.1 shows how 2D periodic boundary conditions work, where if a particle in
the simulation cell moves in a direction, the same species in all other cells moves in
an identical manner. If the blue particle was to leave the simulation cell through the
top, an image of the blue particle enters from the opposite side. Periodic boundary
conditions can be applied in different dimensions depending on the system that is
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being modelling, for example 1D boundary for polymers, 2D boundaries for sur-
faces/slabs and 3D boundary for a crystal. This work uses 3D boundary conditions
to simulate both surfaces and bulk structures.
Figure 2.1: 2D Periodic Boundary Conditions. The simulation cell shown in bold
and black arrows represent the movement of particles out and in to the simulation
cell.
2.2.2 Reciprocal Lattice
The reciprocal lattice is a representation of the real lattice defined in reciprocal
space, where the reciprocal lattice vectors (a∗, b∗, c∗) are related to the real space
lattice vectors (a,b,c) through Equation 2.21.
a∗ = 2pi
b× c
a.b× c ; b
∗ = 2pi
a× c




The primitive reciprocal lattice is known as the first Brillouion zone (BZ). Within
the volume of the first BZ a complete description of the wave function can be
produced. Once, a complete description of the wave function has been calculated
then all ground state properties can be extrapolated.
2.2.3 Plane-wave Basis Sets
When simulating an infinite solid there are two main issue, in solving the Schro¨dinger
equation. The first being that there will be an infinite number of wave functions to
describe the infinite number of electrons. secondly, as each function is spread across
the entire lattice, you need an infinite basis set to describe it. These limitations can
be overcome through using Bloch theorem. Bloch theorem states that the Ψ of an




where k is the wave vector, within the first BZ and represents the direction and
wavelength of the Bloch wave and fi(r) is the cell periodic wave function and can






where G is the wave vectors and represents all possible translations to identical
lattice points. The first issue can now be overcome by truncating the infinite plane
wave basis set to only include plane waves with a kinetic energy less than a cut-off
energy. Practically this cut-off energy is determined through convergence testing,
where the cut-off energy is increased until it has minimal effect on the wave function.
This is possible as plane waves with higher kinetic energy have minimal contribution
to the wave function, so therefore can be excluded.
The second consideration is that it would be desirable to have an infinite number of
k-points over the first BZ. This would result in an infinite number of vectors that
need to be considered. However, wave-functions which are close together in k-space
are nearly identical. Therefore, they can be represented by a single k-point. The
denser the distribution of k-points the smaller the error, where the k-point density
is practically determined through convergence testing.
In this work the k-points are distributed using the Monkhorst-Pack scheme. This
scheme distributes k-points homogeneously in the BZ, centred on the Γ-point through
Equation 2.24.
k = x1a
∗ + x2b∗ + x3c∗ (2.24)
Where a∗, b∗, c∗ are the reciprocal lattice vectors and xi depends on the folding




l = 1, ..., ni (2.25)
The density of the k-point mesh is dependent on the system being modelled. Con-
ducting materials require a more dense mesh to fully represent there properties com-
pared to insulating materials. Additionally, to maintain a constant k-point density,
larger systems have a smaller reciprocal lattice and hence, require a smaller folding
parameter to generate the same density. The choice for the folding parameter used
in this work is discussed in Section 2.4.
2.2.4 Pseudo-potentials
Valence electrons are responsible for bonding and properties, hence, we are primar-
ily interested in accurately representing them. Where as, core electrons close to the
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nucleus have a Ψ which varies greatly spatially. This would require a large number
of plane waves to accurately represent the wave function close to the core. However,
they are stable in time and against external perturbation, overall charge and dis-
persion i.e. they do not respond much to changes in their environment. Therefore,
pseudo-potentials replace the true potential, so that the core electrons are repre-
sented by a smooth slowly varying potential with fewer nodes, while the valence
electrons are considered explicitly represented (Figure 2.2). This significantly re-
duces the number of plane waves required to reproduce the Ψ and thus reducing the
computational cost of the calculation.
Figure 2.2: Schematic showing the all-electron (blue) and pseudo (red) for the
potentials (ν) and wave function (Ψ) [53].
Pseudo-potentials are generally derived from all electron atomic calculations and
can be defined by softness, which is a measurement of the smoothness and magni-
tude of the cut-off radius. Soft pseudo-potentials need fewer plane waves, however,
this results in a larger cut-off radius, decreasing the atomic accuracy making the
calculation less transferable. This work uses the PAW pseudo-potential method
[54].
2.3 Energy Minimisation
Energy minimisation (EM) is one of the three primary methods used to calculate
the ground state energy of a structure. The other two are molecular dynamics and
Monte Carlo, however, this work exclusively uses the EM approach. EM calculates
the forces between atoms to adjust their atomic positions and decrease the struc-
tures energy. In this work we use the ab initio implementation of EM, using the
VASP code [47]. The latest methods of implementing EM give good agreement
with experimental crystal structures, however, there are several issues that must be
considered.
• Requires a starting structure, which is close to the real structure. Usually
requires some experimental data, which can introduce bias in the simulation.
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• The process of EM only goes ‘down hill’ and finds the closest minima. If there
are multiple minima then there is a high probability of only finding the local
minima.
• EM does not consider the vibrational contribution. Therefore, simulations are
calculated at 0K and neglect the zero point energy.
EM can be split in to two different approaches, those that use derivatives and those
that do not.
2.3.1 Steepest Descent Minimisation
Steepest decent minimisation is the simplest first order method. Where each step
moves parallel to the net force, which corresponds to going straight ‘downhill’.




Where ri is the starting positions, si is the gradient vector, gi is the gradient and
αi is the step length for step i. The choice of αi is very important, if αi is too small
then calculation takes too long. However, if αi is too large then there is a chance of
going past the minimum and never reaching convergence.
2.3.2 Conjugate Gradient Minimisation
Conjugate gradient is the logical next step after steepest decent method. The initial
step for a conjugate gradient minimisation is the same as steepest decent. However,
all following steps are dependent on the information calculated in the previous step.
Where the gradient vector (si) is now calculated using Equation 2.28
si = −gi + γisi−1; Where γi = gi.gi
gi−1.gi−1
(2.28)
The gradient vector now considers both si and gi from the previous step. This enable
the convergence of structures, regardless of the shape of the potential surface. An
added benefit of this approach is the increased efficiency over steepest decent. This
results in an efficient EM technique.
2.3.3 Newton Raphson Minimisation
Newton Raphson minimisation uses both the first and second derivative of the lat-
tice energy. This is more efficient than first derivative approaches, with convergence
19
being reached in fewer steps. However, each step requires substantially more com-
putational resource. Taking a Taylor expansion of the lattice energy (UL) to the
second derivative we get the Equation 2.29.









Increasing the number of terms in the Taylor expansion increases the accuracy of
the lattice energy, where K represents further expansion to higher order terms. This
can now be used to calculate a new set of lattice coordinates from an initial positions
(Equation 2.30).





Where U ′L is the gradient (gi) and U
′′
L is the curvature or alternatively known as
the Hessian matrix (Wi−1). This process is repeated iteratively until convergence
is reached i.e. when gi = 0. One of the major flaws with this method is the lack
of accuracy when the initial guess is far from the real value and results in pour
convergence or it can fail to find the minimum. Practically this can be overcome
by combining conjugate gradient for the first few steps with Newton Raphson. This
produces a more robust minimisation technique.
2.3.4 Quasi-Newton Minimisation
The problem with DFT codes is that the analytical calculation of the second deriva-
tive or Hessian is normally to CPU costly. Hence, codes such as VASP use Quasi-
Newton, which is a simplified version of the Newton-Raphson method, where the
Hessian matrix is approximated.
There are a number of different implementations of the Quasi-Newton method,
Davidon-Fletcher-Powell (DFP) [55], Broyden-Fletcher-Goldfarb-Shanno (BFGS)












Where δr and δg represent the change between current and previous atomic coor-
dinates and gradient respectively.
In theory as the energy approaches the minimum the method has a similar accuracy
to that of Newton-Raphson. This work uses a combination of conjugate gradient
and the VASP [47] implementation of Quasi-Newton RMM-DIIS method [60].
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2.4 Selection Criteria
To ensure that DFT gives an accurate representation of the energy, we must first
ensure that we are using a sufficiently high energy cut-off and k-point density. The
cut-off energy has been varied between 300-700 eV and the k-point mesh is varied
between 1x1x1-7x7x7. All phases have been tested through convergence tests, how-
ever, only Brucite (smallest unit cell) and Hydromagnesite (largest unit cell) are
presented in this section.
Figure 2.3 presents the convergence tests for Brucite, where a 4x4x4 k-point mesh
and 500 eV are sufficient high enough to reach convergence. Figure 2.4 is the con-
vergence tests for Hydromagnesite, where a 3x3x3 k-point mesh and 500 eV cut-off
ensures the energy is fully converged. To ensure consistency across all phases and
that full convergence is achieved with minimal computer resources, all phases have
been simulated using a k-point mesh of 4x4x4 and an energy cut-off of 500 eV.
Figure 2.3: Convergence tests. Energy of fully minimised Brucite unit cell using
optB86b-vdW as a function of k-points np grid for different energy cut-off.
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Figure 2.4: Convergence tests. Energy of fully minimised Hydromagnesite unit cell
using optB86b-vdW as a function of k-points np grid for different energy cut-off.
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3 Magnesium Oxides, Hydroxides and
Carbonates
The use of DFT to simulate strong ionic and covalent bonding has been well stud-
ied [61, 62, 63, 64]. However, conventional DFT does not account for long range
dispersion forces. Applying van der Waals (vdW) corrections to DFT has been
demonstrated to improve the simulation of hydrated and carbonated magnesium
phases [23]. However, it is unclear, which of the available methods gives the best
representation across all Mg-rich phases. In this chapter, we present our simulations
of Mg-rich phases including oxides, hydroxides and carbonates. The results are laid
out detailing the representation of the structural properties and energies, followed
by discussion of three different vdW corrections to DFT that have been tested.
The main aim of the chapter is to compare the methods of including vdW forces,
with respect to crystal structures, elastic properties and enthalpies of formation of
the known crystalline hydrated and carbonated magnesium phases and where no
such data exist, to predict values.
3.1 Structure of Mg-Rich Phases
Periclase (MgO)
Periclase (Figure 3.1) has a face-centred cubic symmetry with the rock salt structure
and space group Fm3m [65]. Upon minimization the structure and the symmetry
are retained, for all functionals tested. Periclase is comprised of cubic close packed
planes of oxygen atoms with magnesium in the face sharing MgO6 octahedral sites.
It has many applications from use as a refractory material to barrier for nuclear
waste isolation plants. It is also believed to be one of the major minerals of the
lower mantle (650-2900 km) [66].
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Figure 3.1: Periclase crystal structure with space group Fm3m: Mg in orange and
O in red.
Magnesite (MgCO3)
Magnesite (Figure 3.2) adopts a calcite structure of alternating layers of Mg2+
ions and carbonate CO2−3 groups, where each CO
2−
3 group is coordinated to three
different Mg2+ ions. It is structurally related to the rock salt structure, with the
carbonate ions sitting on the oxygen sites. This is coupled with a rhombohedral
distortion which results in Magnesite having the space group R3¯c [67], which is
retained after minimisation. Magnesite has shown promising use as a long term
CO2 storage material [28].
Figure 3.2: Magnesite crystal structure with space group R3¯c: Mg in orange, C in
grey and O in red.
Brucite (Mg(OH)2)
Brucite (Figure 3.3) has a layered structure and comprises of hexagonally arranged
edge sharing MgO6 octahedra with hydroxyl (OH
−) ions. Brucite crystallises in
the space group P3¯m1 [68], which is retained upon minimisation. There is some
debate in the literature concerning the nature of bonding between layers in Brucite.
Work by Bushing et al. [69] and a more recent theoretical study by D’Arco et al.
[70], suggest that the interaction between the layers is dominated by vdW-forces
and hence these are required to obtain the correct interlayer spacing. However, in
contrast Kruger et al. [71] suggests the interlayer spacing is controlled by H-bonding.
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This highlights the complex interlayer bonding present in Brucite, and that further
work is needed to evaluate the nature of this interlayer bonding.
Figure 3.3: Brucite crystal structure with space group P3¯m1: Mg in orange H in
white and O in red.
Hydromagnesite (Mg5(CO3)4(OH)2.4H2O)
Hydromagnesite (Figure 3.4) crystallises with in a monoclinic P21/c structure [72,
73]. Hydromagnesite consists of a 3D framework formed of two unique MgO6 oc-
tahedra. The first octahedron is coordinated to oxygen atoms of four carbonates,
one hydroxyl and one water molecule, the second is coordinated to four carbonate
and two hydroxyl ions. Hydroxyl groups in the structure have been shown to be
shared between three MgO6 octahedra and do not participate in H-bonding between
octahedra [1]. In contrast the water molecules are not shared between the octahedra
and form a 3D network of H-bonding.
Figure 3.4: Hydromagnesite crystal structure with space group P21/car: Mg in
orange, C in grey, H in white and O in red.
Hydromagnesite is used in some industrial fire retardants. When exposed to heat,
hydromagnesite undergoes an endothermic reaction releasingH2O at 395-515℃ form-
ing Magnesite and effectively quenching a fire [1, 74, 75]. A further increase in the




Artinite contains both hydroxyl and carbonate groups similar to Brucite, Mg is
octahedrally coordinated. The structure features 1D rods which are Brucite-like with
equatorial Mg-OH bonds and apical Mg−OH2 and Mg−CO3 bonds. In naturally
occurring Artinite, the apical ligand (H2O and CO3) are randomly placed. However,
this is not feasible within the primitive unit cell used in our DFT calculations. Thus,
we have constructed two models (Figure 3.6). Both models have rows of alternating
CO2−3 and H2O in the b-direction. Structure A has alternating CO
2−
3 and H2O in
the <011> direction (opposite octahedral faces), while structure B the rows in the





Figure 3.5: Artinite crystal structure with space group C2/m: Mg in orange, C in
grey, H in white and O in red.
(a) Artinite A (b) Artinite B
Figure 3.6: Cross-section of Artinite Structures A and B with space group C2/m:
Mg in orange, C in grey, H in white and O in red.
Nesquehonite (MgCO3.3H2O)
The structure of Nesquehonite (Figure 3.7) comprises of 2D infinite chains of corner
sharing MgO6 octahedra parallel to the b axis. Where each MgO6 octahedra has
two axially coordinated H2O molecules. A third H2O molecule is free and Hydrogen-
bonds to CO2−3 ions situated within the chains. Each CO
2−
3 ion is coordinated to
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three Mg2+ ions. Nesquehonite has the space group P21/n [76], which is retained
upon minimisation.
Figure 3.7: Nesquehonite crystal structure with space group P21/n: Mg in orange,
C in grey, H in white and O in red.
Lansfordite (MgCO3.5H2O)
Lansfordite (Figure 3.8) is a low temperature phase which crystallises in the space
group P21/a [77], which is retained upon minimisation. The structure is comprised
of two unique MgO6 octahedra. The first is coordinated to six H2O molecules and
the second is coordinated to two carbonate ions and four H2O molecules. There is
a complex network of H-bonding between the two octahedra.
Figure 3.8: Lansfordite crystal structure with space group P21/a: Mg in orange,
C in grey, H in white and O in red.
3.2 Structural Comparison
3.2.1 Lattice Parameters
Geometry optimisation was performed on all the phases using the cut-off and k -point
density described in Section 2.4. The coordinate cell dimensions were minimised
until the forces were below 0.01 eV/A˚. Table 3.1 and Figure 3.9 summarise the
calculated lattice parameters and percentage change from experiment of Mg-rich
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phases. DFT without the inclusion of vdW corrections (PBE) shows a consistent
overestimation of lattice parameters and volume, which is well documented in the
literature due to the inherent under binding of the GGA functionals [78]. It is
important to note that the experimental values are at 298 K, whereas simulated data
does not account for temperature effects. It is known that in general, increasing the
temperature induces an expansion in the volume. Hence, a slight underestimation of
the lattice parameters would result in a more realistic comparison with experiment.
Hydromagnesite is an example where the inclusion of vdW greatly improves the
structural representation compared to novdW, with optB86b-vdW and optB88-vdW
both showing excellent agreement (within 1%). PBE-D3 behaves like PBE overesti-
mating the volume of Hydromagnesite with a significant expansion along b. Chaka
et al. [23] have shown that there is weak vdW interactions along the b direction
which are not being fully represented.
The Artinite models considered in this work display a large change in the β angle
of approximately 10%, perhaps suggesting that the random distribution of apical
Mg-H2O and Mg-(CO3) has to be taken into account in the structural representation
of Artinite.
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Table 3.1: Unit cell parameters, a, b, c (A˚), α, β, γ (◦) and volume (A˚
3
) for all
Mg-rich structures are calculated using PBE-D3, optB86b-vdW, optB88-vdW and
PBE. Experimental structural parameters are provided in comparison.
Experimental PBE-D3 optB86b-vdW optB88-vdW PBE
Lansfordite
a 7.364 7.188 7.203 7.215 7.247
b 7.632 7.568 7.573 7.578 7.670
c 12.488 12.520 12.443 12.438 12.650
α=γ 90.00 90.00 90.00 90.00 90.00
β 101.75 102.20 102.44 102.49 102.22
Volume 687.14 665.70 662.77 663.94 687.89
Nesquehonite
c 7.701 7.600 7.561 7.562 7.755
a 5.365 5.416 5.383 5.382 5.461
b 12.126 11.874 11.904 11.919 11.912
α=γ 90.00 90.00 90.00 90.00 90.00
β 90.41 91.43 91.51 91.51 91.35
Volume 500.98 488.60 484.27 484.90 504.32
Artinite 1
c 16.560 16.598 16.558 16.567 16.768
a 6.306 6.303 6.280 6.284 6.371
b 6.231 6.109 6.113 6.116 6.186
α=γ 90.00 90.00 90.00 90.00 90.00
β 90.10 97.87 97.77 97.75 98.69
Volume 642.50 633.01 629.82 630.88 653.27
Artinite 2
c 16.560 16.547 16.499 16.505 16.709
a 6.306 6.314 6.293 6.298 6.380
b 6.231 6.140 6.147 6.151 6.223
α=γ 90.00 90.00 90.00 90.00 90.00
β 90.10 98.06 97.94 97.93 98.84
Volume 642.50 635.10 632.20 633.25 655.45
Hydromagnesite
a 10.105 10.103 10.041 10.043 10.161
b 8.954 9.109 9.057 9.047 9.192
c 8.378 8.365 8.336 8.333 8.427
α=γ 90.00 90.00 90.00 90.00 90.00
β 114.44 114.21 114.12 114.05 114.34
Volume 690.12 702.07 691.94 691.47 717.16
Brucite
c 6.277 6.320 6.310 6.312 6.374
a 5.437 5.470 5.464 5.466 5.519
b 9.007 9.130 9.254 9.310 9.535
α=β=γ 90.00 90.00 90.00 90.00 90.00
Volume 306.27 315.80 319.10 321.19 335.40
Magnesite
a=b 4.637 4.671 4.661 4.663 4.693
c 15.023 15.077 14.937 14.935 15.180
α=β 90.00 90.00 90.00 90.00 90.00
γ 120.00 120.00 120.00 120.00 120.00
Volume 279.74 284.94 281.04 281.27 289.58
Periclase
a=b=c 4.217 4.219 4.225 4.227 4.257
α=β=γ 90.00 90.00 90.00 90.00 90.00
Volume 74.99 75.11 75.42 75.54 77.16
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(a) Structural Parameter a (b) Structural Parameter b
(c) Structural Parameter c (d) Structural Parameter α = γ
(e) Structural Parameter β
Figure 3.9: Percentage change in unit cell parameters between experimental and
calculated values using PBE-D3, optB86b-vdW, optB88-vdW and PBE functionals
for all Mg-rich phases.
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Figure 3.10 shows the volume change from experiment for only those structures
which contain water, the phases have been ordered from left to right in decreasing
number of H2O molecules per Mg ion. This highlights how the addition of H2O
results in a decrease in the predicted structural volumes compared to experiment,
for all given vdW techniques. This decrease can be attributed to the increased
number of hydrogen bonds present in each structure, increasing the interactions
between species.
Figure 3.10: Percentage volume change between experimental and calculated val-
ues for all Mg-rich phases containing H2O. Structures are ordered from left to right
in increasing number of H2O molecules per Mg ion.
Figure 3.11 depicts the change in volume from experiment, for the different Mg-O
bonds, present in Mg minerals that do not containH2O (i.e. Mg-OH, Mg-O-CO2 and
Mg-O). Both Magnesite and Periclase have a similar calculated percentage volume
change from experiment, regardless of the vdW correction applied. In contrast
Brucite has a much larger variation in volume, compared to the other structures.
This is a result of the layered structure which is particularly challenging to simulate,
as the layers are held together by vdW forces [69]. This would imply that techniques
which consider these interactions would excel over standard DFT. Indeed, PBE has
the largest overestimation of the c axis (≈ 9%) and as a consequence there is a large
predicted expansion of the volume.
Comparison of the lattice parameters shows that all vdW corrections offer an im-
provement on the representation of volume and unit cell parameters for Mg-rich
minerals. Where Figure 3.9 shows all values are within ± 5% of reported experi-
mental values. This indicates that the application of vdW corrections to DFT is
vital in generating accurate structural representations.
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Figure 3.11: Percentage volume change between experimental and calculated val-
ues using PBE-D3, optB86b-vdW, optB88-vdW and PBE functionals for different
Mg-O bonds (i.e Mg-OH, Mg-O-CO2, Mg-O), in Brucite, Magnesite and Periclase.
3.2.2 Elastic Properties
Table 3.2 and 3.3 show the calculated bulk moduli and independent elastic constants
for each structure compared to available experimental and theoretical literature data.
The bulk modulus were calculated by averaging the first nine elastic constants (c11
: c33) [79, 80].
Table 3.2: Calculated bulk moduli values B (GPa) and unique elastic constants
(GPa) for Periclase, Magnesite and Brucite using PBE-D3, optB86b-vdW, optB88-
vdW and PBE functionals. Experimental values are provided for comparisons.
Literature This Work
Experimental Theoretical optB86b-vdW optB88-vdW PBE-D3 PBE
Periclase
B 163.9 [81] 158.0 [82] 157.90 159.09 157.30 150.89
c11 299.0 [81] 291.0 [82] 297.09 295.19 299.04 272.52
c12 96.4 [81] 91.0 [82] 87.96 90.75 86.00 89.74
c44 157.1 [81] 139.0 [82] 146.16 147.83 144.05 140.91
Magnesite
B 104.6 [83] 81.8 - 125 [84, 85, 86] 118.75 122.88 114.40 110.62
c11 258.7 [83] 223 - 361 [84, 85, 86] 261.12 269.22 250.51 242.26
c12 7.56 [83] 56.0 93.2 [84, 86] 74.71 78.07 72.29 72.72
c13 5.88 [83] 35.9 77.7 [84, 86] 59.96 62.51 57.49 54.65
c33 155.5 [83] 118 - 187 [84, 85, 86] 156.99 162.48 153.16 145.98
c55 - - 42.7 [84] 59.07 59.93 55.58 51.67
Brucite
B 50.5 - 55.2 [87, 88] 52.3 [89] 67.82 67.94 65.42 58.24
c11 154.0 - 159.0 [87, 88] 130.6 [89] 173.79 175.32 170.61 159.26
c33 46.36 - 49.7 [87, 88] 48.5 [89] 80.22 79.23 87.83 53.81
c12 42.1 - 44.4 [87, 88] 70.3 [89] 50.14 50.34 47.79 46.56
c13 7.8 - 11.0 [87, 88] 10.0 [89] 20.14 19.98 19.34 14.64
c14 0.2 - 1.3 [87, 88] - - −0.24 −0.25 0.05 −0.19
c44 21.3 - 22.8 [87, 88] 20.4 [89] 61.95 62.51 61.39 56.45
For Periclase, Magnesite and Brucite there is both experimental and theoretical bulk
moduli values, with which to compare. Whereas for the other Mg-rich phases there
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is no reported literature values and therefore each technique can only be compared
to the other techniques presented here. All methods produce consistent bulk moduli
values within 12 GPa of each other. Where comparison with literature values is pos-
sible, the values calculated here compare well. The individual elastic constants (c13,
c33, c44) for Brucite have a large deviation from literature values, the corresponding
bulk modulus values is significantly larger. This is due to the sensitivity of elasticity
of Brucite, on the interlayer bonding using DFT.
As the concentration of H2O per Mg ion increases, the bulk modulus value de-
creases. Showing an indirectly proportional relationship between bulk modulus and
the concentration of H2O per Mg ion. This is due to the water expanding the
structure and increasing the materials compressibility.
Table 3.3: Calculated bulk moduli values B (GPa) and unique elastic constants
(GPa) for Hydromagnesite, Artinite 1, Artinite 2, Nesquehonite and Lansfordite in
order of increasing H2O concentration per Mg ion, using PBE-D3, optB86b-vdW,
optB88-vdW and PBE.
optB86b-vdW optB88-vdW PBE-D3 PBE
Hydromagnesite
B 56.95 57.49 60.60 60.88
c11 109.42 110.59 112.37 110.36
c12 31.60 31.89 36.13 39.63
c13 30.58 30.59 35.21 35.20
c15 0.70 1.61 1.53 0.49
c22 103.13 103.93 105.26 102.27
c23 34.12 34.64 37.62 39.61
c25 1.73 2.92 2.66 1.18
c33 107.41 108.62 109.81 106.41
c35 0.30 1.59 1.26 0.29
c44 31.60 31.23 33.35 34.17
c46 0.17 0.53 0.58 0.09
c55 37.81 37.10 36.85 36.38
c66 38.78 39.25 38.02 36.97
Artinite 1
B 64.10 65.11 62.78 56.44
c11 102.69 104.23 103.19 94.64
c12 27.94 28.53 27.47 23.86
c13 65.05 65.81 62.66 53.64
c15 −0.12 −0.13 −0.17 −0.14
c22 122.29 124.01 119.96 113.44
c23 32.39 33.19 31.13 28.23
c25 0.12 0.02 0.03 0.08
c33 101.19 102.65 99.32 88.37
c35 −0.18 −0.23 −0.23 −0.13
c44 15.56 16.00 16.56 16.72
c46 −0.14 −0.13 −0.11 0.02
c55 23.16 23.87 23.87 24.46
c66 40.23 41.11 39.36 34.71
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optB86b-vdW optB88-vdW PBE-D3 PBE
Artinite 2
B 64.31 65.26 62.58 56.37
c11 100.18 101.87 100.11 92.23
c12 29.49 30.09 28.87 25.25
c13 64.71 65.38 61.98 53.06
c15 −0.05 −0.03 −0.05 −0.08
c22 122.23 123.95 119.67 113.89
c23 31.76 32.44 30.02 27.13
c25 0.00 0.14 −0.18 0.09
c33 104.51 105.76 101.73 90.36
c35 −0.53 −0.38 −0.63 −0.27
c44 13.73 14.22 14.96 16.17
c46 −0.02 −0.04 0.02 0.06
c55 19.93 20.77 20.92 22.64
c66 41.47 42.47 40.57 35.48
Nesquehonite
B 49.58 51.16 48.29 43.52
c11 58.52 60.06 58.91 52.42
c12 19.36 20.39 18.57 17.47
c13 38.83 40.61 37.23 30.85
c15 0.30 0.13 0.42 0.29
c22 95.62 98.50 94.32 91.87
c23 37.25 38.28 35.59 30.91
c25 0.56 0.50 0.61 0.44
c33 101.18 103.28 98.58 88.96
c35 0.80 0.58 0.91 0.67
c44 13.05 13.44 12.89 12.70
c46 −0.07 −0.08 −0.02 −0.05
c55 15.91 16.23 16.38 17.32
c66 18.74 19.38 18.15 17.44
Lansfordite
B 44.99 45.81 44.39 39.97
c11 68.76 69.33 68.68 64.49
c12 38.71 39.67 36.67 30.69
c13 32.95 34.08 32.30 28.24
c15 0.49 0.43 0.30 0.15
c22 57.82 58.56 57.78 53.84
c23 36.57 37.04 35.94 31.19
c25 0.09 0.07 0.12 −0.10
c33 61.88 62.80 63.24 61.19
c35 −0.50 −0.36 −0.59 −0.38
c44 26.56 26.79 26.46 25.31
c46 0.33 0.22 0.33 0.23
c55 19.18 19.30 20.09 19.41
c66 15.89 15.85 16.78 16.74
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3.3 Heat of Formation for Mg-Rich Phases
The heats of formation for the four approaches were calculated and compared to
experimental values. Producing accurate and reliable energies is an important step
towards being able to reproduce and predict thermodynamic properties. As such it
is vital to choose a method which can reliably calculate the relative energies between
all phases. The enthalpy of formations was calculated using Equation 3.1.
aM(s) + bH2(g) + cO2(g) + dC(s) −→Ma.H2b.O2c.Cd(s) (3.1)
The theoretical heats of formation have been calculated at without the inclusion
of temperature effects (i.e. 0 K) whereas experimental values are at 298 K. Con-
sequentially, absolute values can not be compared, but it is possible to compare
trends.
Table 3.4 shows experimental and calculated heats of formation for Mg-rich minerals.
Structures have been ordered, from top to bottom, with decreasing concentration of
water molecules per Mg ion i.e. Hydromagnesite Mg5(CO3)4(OH)2.4H2O has lower
water concentration per Mg ion than Nesquehonite MgCO3.3H2O.
Table 3.4: Calculated (0 K) enthalpies of formation (∆Hf kJ/mol) for all Mg-
rich phases using PBE-D3, optB86b-vdW, optB88-vdW and PBE functionals, and
compared with experimental values at 298 K [90].
Experimental PBE-D3 optB86b-vdW optB88-vdW NovdW
Lansfordite
n/a −2593.19 −2602.02 −2000.03 −2493.99
n/a n/a n/a n/a
Nesquehonite
−1977.30 −1944.80 −1976.76 −2000.03 −1882.08
-2% 0% 1% -8%
Artinite 1
−2920.60 −2844.29 −2896.12 −2943.26 −2738.62
-3% -1% 1% -6%
Artinite 2
−2920.60 −2843.25 −2895.72 −2942.75 −2738.57
-3% -1% 1% -6%
Hydromagnesite
−6514.90 −6151.75 −6376.57 −6504.92 −5987.67
6% -2% 0% -8%
Brucite
−924.50 −874.94 −897.43 −922.28 −838.44
-5% -3% 0% -9%
Magnesite
−1095.80 −1010.27 −1074.29 −1100.42 −983.79
-8% -5% 0% -10%
Periclase
−601.70 −542.37 −572.01 −593.67 −522.70
-10% -5% -1% -13%
Correcting heats of formation to 0 K would result in a lower magnitude value,
however, this commonly results in ≈ 1% change [90]. This is not possible for all
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phases due to incomplete experimental data. As seen in Table 3.4 the application
of vdW corrections improves the heats of formations for all Mg-rich phases. The
inclusion of vdW corrections improves the representation compared to no-vdW as
mesasured by the % difference, additionally the modified functionals (optB86b-vdW
and optB88-vdW) improve the representation to a greater extent. Periclase has a
large percentage change in the heat of formation (no-vdW, PBE-D3), however, this
refers to only a small change in the absolute values.
Figure 3.12a depicts the difference in ∆Hf from experiment, where the structures are
ordered from right to left in increasing number of hydrogen bonds per formula unit.
H-bond has been defined as being less than 2.8 A˚ and having a bond angle between
90-180◦ [91]. This demonstrates that for all techniques increasing the number of
H-bonds in a structure decreases the accuracy in the ∆Hf .
Figure 3.12(a): ∆HPhasef (kJ/mol) difference for all DFT techniques, for Mg-rich phases
containing Hydrogen. Structures are ordered from right to left in increasing number of
Hydrogen bonds per formula unit.
Figures 3.12b to 3.12c display the difference between calculated and experimental
heat of formation, the values are corrected to give the energy difference per Mg ion





Comparing only structures which contain H2O (Figure 3.12b). Techniques which
apply vdW corrections result in an increase in ∆Hdiff for each H2O molecule added
(≈10-20 kJ/mol per H2O). This is a result of hydrogen bonding between, an in-
creased number of H2O molecules, being simulated. In contrast no-vdW gives neg-
ligible result from the addition of H2O molecules, which is to be expected.
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Figure 3.12c compares the ∆Hdiff for different Mg-O bonds (i.e Mg-OH, Mg-O-CO2,
Mg-O). The optB86b-vdW and optB88-vdW techniques produce a negligible differ-
ent between the different Mg-O bonds. Whereas, PBE-D3 and no-vdW have a large
negative shift for Magnesite, compared to Brucite and Periclase. This non-uniform
shift for different Mg-O bonds makes it difficult to apply a constant correction to
these methods.
Figure 3.12(b): ∆HPhasediff (kJ/mol) per Mg ion using all DFT techniques, for Mg-rich
phases containing H2O. Structures ordered from left to right increasing H2O molecules
per Mg ion.
Figure 3.12(c): ∆HPhasediff (kJ/mol) per Mg ion using all DFT techniques, for different
Mg-O bonds (i.e Mg-OH, Mg-O-CO2, Mg-O) in Brucite, Magnesite and Periclase.
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3.4 Conclusion
This chapter has evaluated three different methods for applying vdW corrections to
DFT, through structural and energetic comparison. All vdW techniques improve
the simulation compared to uncorrected DFT. This shows that the inclusion of vdW
is vital to obtaining accurate representations of Mg-rich phases. To summarise:
• The inclusion of vdW dispersion forces offer an improvement over standard
DFT for the structural properties.
– vdW techniques have been demonstrated to reproduce the experimental
lattice parameters (Table 3.1 and Figure 3.9), where all values are within
± 5%.
– Where comparison with literature is possible, calculated elastic properties
have been shown to reproduce literature values, for all techniques.
– All DFT approaches produce consistent bulk moduli, where all values are
within 12 GPa of the other techniques.
• All vdW techniques improve the representation of ∆Hf compared to PBE with
no vdW correction.
– optB88-vdW and optB86b-vdW give the best agreement with experimen-
tal values.
The next chapter will evaluate different DFT techniques and there ability to produce
accurate thermodynamic properties and phase diagrams. This in turn will be used
to gain valuable insight in to the composition and interactions of Magnox sludge.
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4 Mg-Rich Mineral Phase Diagrams
One of the major challenges of atomistic modelling is to produce data which can
be linked to macroscopic experiments and be used to inform experimentalists. This
chapter presents a method to generate phase diagrams for Mg-rich phases using
DFT calculated energies. This enables us to evaluate compositions of Mg-rich min-
erals at different temperatures (T), partial pressures of carbon dioxide (pCO2) and
partial pressures of water (pH2O), which is of particular value in the determination
of Magnox sludge composition.
The aims of this chapter are:
• To establish a straight forward approach for phase diagram generation.
• To assess the accuracy and reliability of the phase diagrams.
• Predict phase diagrams of under different conditions of pCO2 , pH2O and tem-
perature.
Identifying which phases are the most thermodynamically stable at various environ-
mental conditions (i.e. pCO2 , pH2O), will enable us to predict the composition of
Magnox sludge stored over long time scales.
4.1 Methodology
To begin we assume that the Mg-rich phases in this work are the most probable
phases present and can be defined through a generic reaction scheme (Equation 4.1).
This enables the comparison of Mg-rich phases through a common reaction scheme.
xMgO + yH2O + zCO2 → A (4.1)
The system will be in equilibrium, when the chemical potentials are equal i.e. the
change in free energy δGT,p = 0.
δGT,p = µA − xµMgO − yµH2O − zµCO2 = 0 (4.2)










where for an ideal gas ∆µx = RT ln (px/p
	), where p	 is the standard state at 1 bar
and µ0x is the partial molar free energy of compound x at its standard state. As both







Substituting Equations 4.3 to 4.6 in to Equation 4.2 we get,
µ0A − xµ0MgO − yµ0H2O − zµ0CO2 = y∆µH2O + z∆µCO2 (4.7)
As µ0A corresponds to the partial molar free energy of compound A, we can replace
the left hand side of Equation 4.7 by ∆G0.
δGT,p = ∆G
0 − y∆µH2O − z∆µCO2 (4.8)
where at equilibrium δGT,p = 0, and hence, at equilibrium we get,
∆G0 = y∆µH2O + z∆µCO2 (4.9)
In the case of an ideal gas,
∆G0 = RT ln(pyH2O · pzCO2) (4.10)
Thus we can find the values of ∆µH2O and ∆µCO2 (or p
y
H2O
and pzCO2), when com-
pound A is in equilibrium i.e. is more or less stable than MgO. The procedure can
then be applied to all phases to identify which is the most stable, provided ∆G0 is
known for each Mg phase.
4.1.1 Calculating the Free Energy ∆G0






In this work we calculate the free energy of each component using the calculated
DFT energy.
∆Gf = U0 + UZPE + Avib (4.12)
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where U0 is the calculated internal energy from the DFT optimisation, UZPE is the











RT ln (1− e−θi/T ) (4.14)
where 3n is the total number of vibrational modes, θi is the characteristic vibrations





For the solid phases the entropy contribution is calculated from first principles with
two approximations:
• Only the zone centre vibrational frequencies are calculated and hence the
acoustic modes are neglected.
• The vibrational frequencies do not vary with volume.
In the case of the gaseous species the standard free energy will vary significantly with
temperature. Furthermore, as the DFT simulations are designed for condensed phase
systems, we use the experimental data to determine the temperature dependent
free energy term (Equation 4.16), where δH(T ) is calculated using Equation 4.17,
δHexpt(T ) is the change in enthalpy from 298 K to T, for which values can be
obtained from the NIST database [90].
∆G0f = U0 + UZPE + δHexpt(T )− TSexpt(T ) (4.16)
δHexpt(T ) = ∆Hexpt(298 K)−∆Hexpt(298 K → T ) (4.17)
Thus the phase boundaries can be identified provided the free energies of the solid
phases can be calculated.
4.2 Brucite, Periclase and Magnesite Phase Di-
agram: Neglecting Temperature Dependence
of ∆G0
Using Equations 4.11 to 4.17 it is possible to produce phase diagrams for Mg-rich
phases. However, it is important to first test this methodology to ensure that the
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phase diagrams produced are an accurate representation of the experimental data.
This can be achieved by producing phase diagrams of experimentally well defined
phases. Figure 4.1 shows the phase diagrams of Brucite, Magnesite and Periclase
for both experimental and DFT techniques. These phase diagrams have been con-
structed at 0 K. Therefore, the Avib terms outlined in Equation 4.12 become zero.
The use of 0 K was chosen to produce a simpler expression for the Gibbs free energy.
The Gibbs free energy can now be defined Equation 4.18, for both solid and gaseous
phases.
∆G0f = U0 + UZPE (4.18)
The values for ∆µH2O and ∆µCO2 are varied between -3 eV and 2 eV, which is
equivalent to pressures of 10−51 bar and 1034 bar (assuming ideal gas behaviour).
For the experimental phase diagram the ∆G0f is calculated using enthalpies that have
been corrected to 0 K (Equation 4.19). Where ∆Hexpt(298 → 0K) is the change in
enthalpy from 298 to 0 K. The values were obtained from the NIST database [90].
δHexpt(0 K) = ∆Hexpt(298 K)−∆Hexpt(298→ 0 K) (4.19)
The inclusion of the ZPE for the theoretical methods is essential for reproducing
the experimental values. All techniques agree with the experimental phase diagram,
with small constant shifts in the values for each method. This implies that a correc-
tion factor may be calculated for each technique to better reproduce experimental
values.
The first test for the model was to evaluate the relative stability of Brucite (Mg(OH)2),
Periclase (MgO) and Magnesite (MgCO3), following the procedure outlined in Sec-
tion 4.1, but for each pair of phases. Table 4.1 shows the calculated and experimental
triple point for all techniques used. The optB86b-vdW and optB88-vdW functionals
show excellent agreement with the experimental triple point, where all three phases
exist (Table 4.1). Therefore, validating the chosen methodology and the use of the
optB86b-vdW method.
Table 4.1: Calculated and experimental triple point (eV) for Brucite, Periclase and
Magnesite phase diagram.
Experimental optB86b-vdW optB88-vdW PBE-D3 PBE
∆µCO2 −1.25 −1.30 −1.20 −0.95 −0.85
∆µH2O −0.85 −0.90 −0.88 −0.83 −0.68
42
(a) Experimental (0 K) (b) optB88-vdW
(c) optB86b-vdW (d) PBE-D3
(e) PBE
Figure 4.1: Phase diagrams of  Brucite,  Periclase and  Magnesite a) Exper-
imental (Corrected to 0 K) b) optB88-vdW c) optB86b-vdW d) PBE-D3 e) PBE.
Solid and dashed white lines equal to 1 bar pressure at 0 K and 298 K respectively.
43
4.3 Mg-Rich Mineral Phase Diagram: Neglecting
Temperature Dependence of ∆G0
This section presents the predicted phase diagrams which include all Mg-rich mineral
phases considered in this work (Figure 4.2). As before the phase diagrams have been
produced using the calculated free energies at 0 K, including ZPE contributions. Due
to the limited literature data on Lansfordite and Artinite, an experimental phase
diagram cannot be constructed. Therefore, the different DFT methods can only be
compared to the others presented here. The predicted phase diagrams have excellent
agreement with each other, with small but significant shifts in the location of phase
transitions.
In the previous section we demonstrated how optB86b-vdW reproduces the exper-
imental phase diagram, by comparing to experimentally well characterised Mg-rich
mineral phases. Based on this we can assume optB86b-vdW will reproduce the ex-
perimental phase diagram when all Mg-rich phases are included in the calculation.
Figure 4.2 shows that under atmospheric conditions the most thermodynamically
stable phase is Magnesite. This agrees well with the work of Chaka et al. [23], which
states that at atmospheric conditions and 298 K, Magnesite is the most stable phase.
Table 4.2: Predicted thermodynamically most stable Mg-rich phase at a range of
reference conditions using different DFT functionals.
Conditions optB86b-vdW optB88-vdW PBE-D3 PBE
400 ppm CO2 32 mbar
H2O at 298 K
Magnesite Magnesite Magnesite Magnesite
1 bar CO2, 1 bar H2O
at 298 K
Magnesite Magnesite Magnesite Magnesite
1 bar CO2, 1 bar H2O
at 0 K
Lansfordite Lansfordite Lansfordite Lansfordite
Table 4.2 shows the predicted most thermodynamically stable phases at three differ-
ent reference conditions. All DFT techniques predict the same Mg-rich phase to be
stable for each set of reference conditions. However, closer inspection of the phase
diagrams show small shifts in the location of phase transitions. For a fixed ∆µCO2 all
DFT with vdW corrections predict the phase boundaries to occur at a smaller (more
negative) ∆µH2O, compared to standard DFT. The results indicate that the inclu-
sion of vdW corrections provide a better representation of weak/medium bonding.
For a given ∆µH2O PBE-D3 and PBE predict that the phase transitions occur at
a larger (more positive) ∆µCO2 compared to optB86b-vdW and optB88-vdW. This
is due to standard DFT failing to describe the weak vdW interactions accurately.
In the case of PBE-D3, there is a slight improvement over standard DFT, however,
there is still a shift compared to optB86b-vdW and optB88-vdW. This is due to
limitations in the PBE-D3 vdW correction.
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(a) optB86b-vdW (b) optB88-vdW
(c) PBE-D3 (d) PBE
Figure 4.2: Phase diagram of all Mg-rich phases at 0 K:  Periclase,  Magnesite,
 Brucite,  Hydromagnesite,  Artinite,  Nesquehonite and  Lansfordite a)
optB86b-vdW b) optB88-vdW c) PBE-D3 d) PBE. Solid and dashed white lines
equal to 1 bar pressure at 0 K and 298 K. White circle represents; 400 ppm CO2
and 32 mbar of H2O at 298 K (atmospheric conditions)
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There is good agreement between different DFT functionals for the predicted Mg-rich
phase diagrams, where all phases are included. Therefore, as optB86b-vdW describes
well the experimental phase diagram (Section 4.2) and as all the phase diagrams,
for different techniques, appear to be similar but shifted, we will now on use only
optB86b-vdW for our discussion. Figure 4.2 shows that as the ∆µCO2 increases,
minerals with a higher carbon content are thermodynamically more stable. This can
be seen as Periclase transforms to Magnesite, at ∆µCO2 = -1.3 (pCO2 = 10
−13.9 bar)
eV for the opt functionals and ∆µCO2 = -1 eV (pCO2 = 10
−8.8 bar) for PBE-D3
and PBE. Similarly as the pH2O increases, hydrated phases are thermodynamically
more stable. This is supported by the transition from Periclase to Brucite ∆µH2O ≈
−0.9 eV (pH2O = 10−7.1 bar) and then from Brucite to Lansfordite at ∆µH2O ≈
−0.5 eV (pH2O = 10−0.3 bar). Magnesite also transitions to Lansfordite at ∆µH2O ≈
−0.6 eV (pH2O = 10−2.0 bar).
To summarise, there is good agreement between different DFT functionals for the
predicted Mg-rich phase diagrams. However, the major limitation of this approach
is that it ignores the vibrational contributions to the free-energy. The next section
will calculate the T using the calculated vibrational contributions and determine
the impact on phase diagram predictions.
4.4 Mg-Rich Mineral Phase Diagram: Including
Temperature Effects
This section will expand upon the previous phase diagram to also consider tem-
perature effects, as the magnesium phase present may depend on the temperature
the nuclear sludge is stored. Hence, we now need to consider the vibrational en-
tropy of the mineral phases. Inclusion of the entropy for both solid and gaseous
phases is vital to produce accurate predicted phase diagrams. Entropy values for
solid minerals have been calculated from the vibrational contribution using Equa-
tions 4.13 to 4.15 and for gaseous states the entropy values where taken from NIST
experimental database [90].
4.4.1 Predicted Free Energy Phase Diagrams as a Function
of Temperature
This section evaluates the effect of including temperature on the free energy of Mg-
rich phases. In addition, this allows a comparison of the stability of different phases
under a range of conditions. All phase diagrams use ∆µH2O = 0 eV (pH2O=1 bar) and
three different pressures for CO2. The three pressures of CO2 selected are ∆µCO2 = 0
eV (pCO2=1 bar), which corresponds to standard conditions for pressure, and the
upper/lower limits of the methodology ±∆µ = 1 eV i.e. high pCO2 = 1025 bar
and low pCO2 = 10
−8.8 bar. For all conditions only the phase diagram for optB86b-
vdW is presented here, as this method has previously been shown to reproduce
experiments. The phase diagrams for all other DFT techniques used are available
in Appendix A.1.
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1 bar pCO2 and 1 bar pH2O
DFT optB86b-vdW predicts that at ∆µCO2 = ∆µH2O = 0 eV, which corresponds to
1 bar pCO2 and pH2O, at all temperatures considered Magnesite is the most thermody-
namically stable phase (Figure 4.3). This is consistent with the previous predictions
of Chaka et al. [23] (Section 4.3), where magnesite was predicted to be the most
stable phase at 298 K. If Magnesite is kinetically inhibited, which experimentally
has been shown [27], then the metastable phase, Hydromagnesite is the most stable
phase under all temperatures simulated.
Figure 4.3: ∆G0 as a function of T phase diagram at 1 bar pCO2 and 1 bar pH2O
for the optB86b-vdW functional.
Table 4.3 shows the predicted phase transitions that occur in the temperature range
considered for all functionals. There is good agreement between all methods used,
where all agree that Magnesite and Hydromagnesite are the two most thermodynam-
ically stable phases. However, there are small shifts in the predicted temperatures
for phase transitions across the different techniques, due to the difference in how
vdW corrections are implemented.
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Table 4.3: Temperature of phase transitions at 1 bar pH2O and 1 bar pCO2 , where
> represents a phase transition that occurs above and < below the temperature
range simulated.
Phase Transition optB86b-vdW optB88-vdW PBE-D3 PBE
Periclase/Brucite 362 > 344 326
Periclase/Artinite 369 371 341 322
Periclase/Nesquehonie 342 340 311 306
Periclase/Lansfordite 318 < 304 282
Brucite/Artinite > 334 339 320
Brucite/Nesquehonite 334 312 298 299
Brucite/Lansfordite 308 < 294 275
Artinite/Nesquehonite 297 289.0 < 277
Artinite/Lansfordite 283 < 278 <
Nesquehonite/Lansfordite 274 < 289 <
Low pCO2 and 1 bar pH2O
Figure 4.4 is the Gibbs free energy as a function of temperature phase diagram
for optB86b-vdW using the lower limit of pCO2 and 1 bar pressure for H2O. At
∆µCO2 = −1 eV (low pressure conditions pCO2 = 10−8.8 bar) and ∆µH2O = 0 eV
(pCO2=1 bar) the most thermodynamically stable phase is predicted to be Brucite
with a phase transition to Periclase at 362 K.
Figure 4.4: ∆G0 as a function of T phase diagram at ∆µCO2 = −1 eV and
∆µH2O = 0 eV for the functional optB86b-vdW.
Table 4.4 shows the predicted phase transitions that occur in the temperature range
considered for all techniques. Results show consistent temperatures for phase transi-
tions, across all techniques. Increasing temperature results in phases which contain
less water per MgO unit becoming more thermodynamically stable. This is due to
the loss of H2O from these structures via evaporation.
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Table 4.4: Temperature of phase transitions at ∆µCO2 = −1 eV and ∆µH2O =
0 eV, where > represents a phase transition that occurs above and < below the
temperature range simulated.
Phase Transition optB86b-vdW optB88-vdW PBE-D3 PBE
Periclase/Brucite 362 > 343 326
Magnesite/Hydromagnesite < < 296 300
Magnesite/Artinite 322 349 > 328
Hydromagnesite/Artinite > > > 357
Nesquehonite/Lansfordite 274 < 289 <
High pCO2 and 1 bar pH2O
At ∆µCO2 = 1 eV (high pressure conditions) and ∆µH2O = 0 eV (pCO2=1 bar)
the most thermodynamically stable phase is predicted to be Magnesite across all
temperatures simulated, similarly to pCO2 = pH2O = 1 bar (Figure 4.3). As the
formation of Magnesite is kinetically inhibited we must also consider the metastable
phases. Whereas, previously (Figure 4.3) predicts that hydromagnesite is the second
most thermodynamically stable phase across all temperature, at high pressures of
CO2 there are multiple phase transitions. At the lowest temperatures simulated
(T < 274 K) Lansfordite is predicted the second most stable phase, between 274-
308 K is Nesquehonite and at T > 308 K Hydromagnesite. As before increasing the
temperature results in phase transitions associated with the loss of H2O per MgO
unit.
Figure 4.5: ∆G0 as a function of T phase diagram at ∆µCO2 = 1 eV and ∆µH2O =
0 eV for the functional optB86b-vdW.
Table 4.5 shows the predicted phase transitions that occur in the temperature range
considered for all techniques. Results shows consistent temperature values for phase
transitions, which are independent of the functional used.
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Table 4.5: Temperature of phase transitions at ∆µCO2 = 1 eV and ∆µH2O =
0 eV, where > represents a phase transition that occurs above and < below the
temperature range simulated.
Phase Transition optB86b-vdW optB88-vdW PBE-D3 PBE
Periclase/Brucite 362 > 344 326
Periclase/Lansfordite > 337 > >
Brucite/Lansfordite > 326 > >
Hydromagnesite/Nesquehonite 308 308 300 278
Hydromagnesite/Lansfordite 291 < 295 <
Artinite/Lansfordite 366 277 360 336
Nesquehonite/Lansfordite 274 < 289 <
In the long term storage of Magnox sludge only two phases will form (Brucite or Mag-
nesite), under atmospheric pH2O and varied pCO2 . However, in the intervening time
period the phase formed will be a kinetically dominated process. This means that
multiple phase transitions will occur, in the process of Magnesite’s formation. Ost-
wald’s step rule [92] gives an insight in to the crystallisation process. The rule states
that nucleation from solution occurs in steps, where the most thermodynamically
unstable phases forms first, followed by a step towards the most thermodynamically
stable phase. It is important to note that this rule does not always hold true [93],
however, increasing the number of polymorphs available increases the likelihood that
Ostwald’s rule applies [93]. This has implications for storage conditions, as varying
the pressure can result in significantly different behaviour of metastable phases as a
function of temperature. As Magnesite’s formation is kinetically inhibited we must
consider both the thermodynamically stable and the metastable phases.
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4.4.2 Mg-Rich Mineral Phase Diagram at ∆G298 K
In this section phase diagrams of all Mg-rich phases with the inclusion of tem-
perature are presented, this is the next stage in the testing and evaluation of the
thermodynamic framework. In addition, valuable insight in to the composition of
Magnox sludge at relative atmospheric temperatures and a range of pressures will be
gained. As in the previous section the vibrational entropy has been calculated and
used to calculate the Gibbs free energy from ∆µ = -1 to 1 eV, for all techniques. The
range of ∆µ has been decreased, to improve the resolution of the phase diagrams.
Additionally, all phase transitions observed, occur within this range.
Figure 4.6 shows that at 1 bar pressure for both pCO2 and pH2O, the most thermody-
namically stable phase is Magnesite. This is in agreement with the predictions made
in Section 4.3 and Section 4.4.1. In general all techniques simulated show excellent
agreement, with small shifts in the pressures at which phase transitions occur. For
a fixed ∆µCO2 all phase transitions occur at consistent ∆µH2O values, however, the
phase transition for Periclase/Brucite, using the technique optB88-vdW shows a
negative shift relative to the other methods. For a given ∆µH2O PBE-D3 and PBE
predicts that phase transitions occur at a larger (more positive) ∆µCO2 . This is due
to these approaches failing to represent the weaker vdW interactions accurately.
To test the validity of these phase diagrams through experimental techniques is
difficult, as changing the pressure of one reference state independently to the other
can be difficult to achieve. One method of testing this is to put Magnesite under a
vacuum and decrease the pressure of both CO2 and H2O simultaneously. This would
be represented as a diagonal line on the phase diagram. The pressure at which
Magnesite transforms to MgO could be determined and compared. Alternatively
these phase diagrams could be adjusted to represent temperature as a function of
pressure of CO2. This would result in a phase diagram which is easier to compare
to experiment, this will be considered in the next section.
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(a) optB86b-vdW (b) optB88-vdW
(c) PBE-D3 (d) PBE
Figure 4.6: Phase diagram of all Mg-rich phases at 298 K:  Periclase,  Magne-
site,  Brucite,  Hydromagnesite,  Artinite,  Nesquehonite and  Lansfordite
a) optB86b-vdW b) optB88-vdW c) PBE-D3 d) PBE. Solid white lines represents
conditions of 1 bar pressure at 298 K.
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4.4.3 Mg-Rich Mineral Phase Diagram: Temperature as a
Function of ∆µCO2 at ∆µH2O = 0 eV
Figure 4.7 shows experimental phase diagrams of temperature as a function of pCO2
at 1 bar pH2O [20, 22]. Both phase diagrams are based on the work of Langmuir
et al. [19], but using new thermodynamic data to produce a more accurate phase
diagram. Work by Hill et al. [22] shows that there are only two phases that are
thermodynamically stable (Brucite and Magnesite). Whereas, Schott et al. [20] pre-
dicts that Magnesite is unstable and only forms at high pCO2 and high temperatures.
Additionally Schott et al. predicts a small region of Artinite which contradicts work
by Hill et al., although this agrees with work of Parry et al. [16]. Recent studies
have found that Magnesite is the most thermodynamically stable phase at atmo-
spheric conditions, but is kinetically inhibited [21]. Therefore, in the interim time
period the metastable phases also need to be considered. These metastable phase
transitions are denoted by a dashed line. It is important to note that although the
phase diagrams look different the differences are due to small shifts in the conditions
for phase transitions.
(a) Schott et al. [20] (b) Hill et al. [22]
Figure 4.7: Experimentally determined phase diagrams for selected Mg-rich
phases. Temperature as a function - Log pCO2 . Solid and dashed lines represent
thermodynamic and metastable phase transitions respectively.
Figure 4.8 shows the optB86b-vdW, temperature as a function of ∆µCO2 at ∆µH2O = 0 eV
phase diagram for all Mg-rich mineral phases and a metastable phase diagram. All
other techniques simulated can be found in Appendix A.2. Similarly to the previous
sections the vibrational entropy has been included in the calculation of the Gibbs
free energy.
All functionals show excellent agreement with each other, with small but signifi-
cant shifts in the values for phase transitions. Comparing the temperature for the
phase transition of Periclase/Brucite across all techniques, for all Mg-rich phases, we
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see temperature decreases in the order optB88-vdW (T > 373 K) > optB86b-vdW
(363 K) > PBE-D3 (349 K) > PBE (325 K). Comparing this transition to exper-
iment we see that optB88-vdW gives the best agreement, with optB86b-vdW also
giving good representation of experiment. Additionally examining the metastable
phase diagram we see that PBE-D3 and PBE phase transitions occur at lower tem-
peratures compared to optB88-vdW and optB86b-vdW, which appear at similar
temperatures. The reason the PBE functional is at such a low temperature is that
it does not completely predict the interactions between Brucite layers. These shifts
in the values are due to how different techniques represent vdW interactions. Shifts
in the representation of Mg-rich phases can lead to different predicted phase dia-
grams and therefore, it is vital to correct for these shifts.
(a) Thermodynamic phase dia-
gram: All Mg-rich phases
(b) Metastable phase diagram:
with Magnesite inhibited
Figure 4.8: optB86b-vdW phase diagram of ∆µCO2 as a function of temperature
at ∆µH2O = 0 eV:  Periclase,  Magnesite,  Brucite,  Hydromagnesite, 
Artinite,  Nesquehonite and  Lansfordite. For the optB86b-vdW functional,
where solid white line represents 1 bar pressure at 298 K.
It is also important to note that some of the theoretical phase diagrams predict a
small region of Artinite at low temperatures, which is only present in some of the
experimental phase diagrams [16, 20, 22]. This region of Artinite could be related to
the fact that we use models to describe the structure (Section 3.1). Where the model
used is not an accurate representation of Artinite’s true structure. Alternatively,
there is also debates in the literature surrounding the stability of Artinite, with a
range values quoted for the entropy. Work by Schott et al. [20] predicts that Artinite
is stable at low temperatures and pCO2 . From this we can conclude that Artinite is
a rare Mg-rich mineral phase with limited accurate thermodynamic data, making it
difficult to verify whether Artinite’s appearance in the phase diagram is an artefact
of the calculation or is in fact an accurate representation of its thermodynamic
properties.
Under atmospheric pCO2 and a naturally occurring temperature range (0-30℃), there
is only one phase present (Magnesite). Therefore, if the Magnox sludge was removed
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from the storage ponds it would naturally form Magnesite. However, experiments
have shown that its formation is kinetically inhibited [21] and therefore, in the
interim time period we must consider the metastable phases. Under these conditions
these calculations predict only one metastable phase will be present Hydromagnesite.
Therefore, Hydromagnesite will most likely form a large part of the composition of
Magnox sludge for most of its life, unless it is kept away from atmospheric CO2, in
which case it will be Brucite.
4.5 Conclusion
This chapter has enabled the evaluation of the composition of Mg-rich phases under
a range of conditions. To summarise:
• Brucite, Magnesite and Periclase phase diagrams show that the methodology
can reproduce experimental results accurately.
• optB86b-vdW gives the best agreement with experiment.
• Phase diagram of ∆µH2O as a function of ∆µCO2 for all Mg-rich Phases shows
Magnesite most thermodynamic stable at atmospheric conditions. As also
demonstrated by the work of Chaka et al. [23].
• Temperature as a function of ∆µCO2 phase diagrams with optB86b-vdW re-
produces the experimental phase diagram (Figures 4.1a and 4.1c), with:
– Constant shift in the pressures due to the different DFT techniques, gives
the possibility of applying a correction.
– At ambient conditions the most thermodynamically stable phase is Mag-
nesite, unless its inhibited which results in Lansfordite/Hydromagnesite
being predicted as the most thermodynamically stable.
– As temperature increases phases with less water per MgO unit are more
favoured.
Having established the relative stability of the phases present, the next step is to
investigate the adsorption of radio-nuclei. Time constraints means that only one
system can be considered, and due to its importance, in terms of the current com-
position of the sludge, Brucite has been selected.
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5 Surface Phase Diagrams
The exact composition of Magnox sludge is currently under discussion in the liter-
ature with one study showing that Brucite is the predominate phase present [94].
Hence, this chapter will focus on investigating the absorption of one of the important
radio-nuclides, 90Sr, on the two most stable surfaces of Brucite ({001} and {100}),
which will enable the effect of surface structure to be considered. In addition, as
in the earlier chapters, where the results show that the bulk phases are highly de-
pendant on the partial pressures of H2O and CO2 the behaviour of the surfaces will
also be investigated. This will provide vital evidence for the composition of Magnox
sludge under a range of conditions, which are relevant to storage conditions.
The aims of this chapter are:
• Outline a thermodynamic framework, which can be used to evaluate stability
of surfaces.
• Investigate the interactions of H2O, CO2 and radio-nuclei with Brucite sur-
faces.
• Predict the most stable surface and composition of Brucite with adsorbed 90Sr
as a function of pCO2 and pH2O.
5.1 Methodology
The surfaces presented in this chapter have been produced by cutting bulk crystals
along Miller indices. However, each cut can have multiple different terminations,
which can lead to variation in surface energies and stabilities. Additionally, some
cuts will result in a dipole moment perpendicular to the surface, Bertaut et al.
[95] has shown that the energy, for these surfaces, will diverge and become infinite.
Tasker et al. [96] has identified that there are three different types of surfaces
(Figure 5.1).
• Type I - Has a repeat unit of neutral planes where the cations and anions are
in a stoichiometric ratio.
• Type II - Charged planes where the unit cell consists of multiple layers, so
that there is no overall dipole perpendicular to the surface.
• Type III - Similar to type II surfaces, however, the unit cell consists of multiple
layers with an overall dipole moment perpendicular to the surface.
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Figure 5.1: Different type of surfaces. (a) Type I, (b) Type II, (c) Type III surface
containing a dipole, and (d) Type III surface after reconstruction to remove dipole
moment.
Type I and II are both stable surfaces, however, the net dipole moment in type III
surfaces needs to be resolved, before converged surface energies can be calculated. In
nature these surfaces are stabilised through defects or reconstructions. Practically,
in order to allow simulation of these surfaces, the net dipole is removed by taking
half of the first layer and moving it to the bottom of the crystal. This has the
effect of removing the net dipole from the surface, a consequence of this approach
is that it gives rise to a large range of configurations, of which only the most stable
configuration is used.
5.1.1 Surface Generation
The DFT code VASP, assumes 3D periodic boundary conditions and hence when
modelling surfaces we generally use the slab method. A slab containing two surfaces
and a vacuum gap between, is modelled. The surface energy (γ) can be explicitly
defined and calculated using Equation 5.1. Where nMg(OH)2 is the number of repeat





This approach assumes that the top and bottom of the slab is identical and hence
the absolute surface energies can be directly compared. If the top and bottom of
the slab are not identical we apply a surface approach, where the bottom surface
is held fixed in the equilibrium positions, in which case we evaluate the change
in surface energy. So if we have a defective surface, Edefsurf we can evaluate the
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change of surface energy by comparing with the pure slab energy, Esurf and the
self energy of defect (or dopant), which may be water, CO2 or (Sr(OH)2 replacing
Mg(OH)2) as Edop. It is assumed that this bottom region for all surfaces has the






Edefsurf − (ESurf + nEdop)
S
(5.3)
Where n is the number of defects added to the surface. This method is less com-
putationally expensive, however, only the relative energies can be compared. The
extra consideration when using the VASP code is to remove the effect of the surface
dipole created by top and bottom surfaces relaxing differently). In this work all
surfaces were created using the METADISE code [97] and surface approach.
5.1.2 Phase Diagrams
The phase diagrams presented in this chapter have been produced using the Surpha-
dia program [98], by calculating surface free energies. The free energy of the surfaces
are corrected to account for the adsorbates, added to each surface. Specifically the
amount of H2O and CO2 absorbed on to the surface (Equation 5.4). Where n is






ESurf − nMg(OH)2µMg(OH)2 − nH2OµH2O − nCO2µCO2
)
(5.4)
As the system is in equilibrium, the energy of the bulk system can be used to
calculate the change in chemical potential, this assumes that the entropic effects are
negligible (Equation 5.5), where m is he number of unit cells in the bulk system and
EMg(OH)2 is the energy of bulk Brucite.
GMg(OH)2 = EMg(OH)2 = mµMg(OH)2 (5.5)









By combining Equations 5.4 to 5.6 we can define an equation for calculating the











− ΓH2O∆µH2O − ΓCO2∆µCO2 (5.8)
The calculation of chemical potentials and the inclusion of temperature use the same
methodology as outlined in Section 4.2.
5.2 Brucite Surfaces
The crystal morphology for Brucite has experimentally been shown to be a hexagonal
plate like structure. The crystal is comprised primarily of 3 surfaces; {001} is the
largest flat surface, {100} form the 6 edges of the hexagon and the {101} is a small
surface which occasionally forms between two {100} surfaces.
Figure 5.2: Structure of {001} and {100} Brucite surfaces. Mg in orange, H in
white and O in red.
This work focuses on the two largest surface present in the crystal morphology
({001} and {100}). To fully understand the composition of Magnox sludge and
its interactions, it is vital to extend the study to also include surfaces in addition
to bulk analysis. Surfaces are the first point of contact between the sludge and
its extended environment and as such analysis of these will provide insights in to
this complex problem. The sludge is currently being stored underwater with a high
partial pressure of CO2, hence, the interactions between surfaces and H2O/CO2 will
be of great importance.
Defect surfaces in this chapter can be split in to four distinct groups:
• Hydrated surfaces (III, V-VII) where there is a variation of 1-4 H2O molecules
adsorbed on to the surface (Figure 5.3).
• Carbonated surfaces (II, IV) where 1-2 CO2 molecules are adsorbed on to the
surface (Figure 5.4).
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• Dehydrated surfaces (VIII, XII) where 1-2 H2O molecules have been removed
from the surface leaving 1 or 2 oxygen ions (Figure 5.5 and 5.6).
• Dehydrated surfaces where 1-2 H2O molecules have been removed from the
surface before being hydrated/carbonated (IX-XII, XIV-XVIII) e.g. 50% de-
hydration, 50% carbonation and 100% hydration (Figure 5.5 and 5.6).
Table 5.1 summarises all the different defect surfaces studied and is presented with
the surface index, which is used to identify the surface that appears in the phase
diagram section and an acronym for each surface to aid in identification. Where 1C
represents one additional CO2, 1H is one additional H2O, P is the pure structure
and X1 is one H2O molecule removed from the pure surface.
Table 5.1: Composition of defective Brucite surfaces and associated number/label,
where P is Pure, nC and nH represent the number of additional CO2 and H2O
respectively and X is the number of H2O molecules that have been removed.
Index Label Surface
I P Pure Surface
II 1C 50% Carbonation
III 1H 25% Hydration
IV 2C 100% Carbonation
V 2H 50% Hydration
VI 3H 75% Hydration
VII 4H 100% Hydration
VIII X1 -25% Hydration
IX X1-1C-1H 50% Carbonation
X X1-1C-2H 50%,Carbonation, 25% Hydration
XI X1-1C-3H 50%,Carbonation, 50% Hydration
XII X1-1C-4H 50%,Carbonation, 75% Hydration
XIII X2 -50% Hydration
XIV X2-2C 100%,Carbonation, -50% Hydration
XV X2-2C-1H 100%,Carbonation, -25% Hydration
XVI X2-2C-2H 100%,Carbonation
XVII X2-2C-3H 100%,Carbonation, 25% Hydration
XVIII X2-2C-4H 100%,Carbonation, 50% Hydration
Figures 5.3 to 5.6 represents the minimised structures for the {001} surfaces of
Brucite in different conditions as highlighted by Roman numerals and description
in Table 5.1. Additional representations of the {100} surfaces can be found in
Appendix B. The carbonation and hydration of the pure sureface result in H2O
and CO2 molecules being adsorbed on to the surface of Brucite. It is important
to note the addition of a CO2 molecule to the dehydrated surface results in the
formation of carbonate ions. Whereas, O2− ions are formed during the dehydration
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of stoichiometric surfaces, as for every OH− ion removed a H atom is removed from
the surface to enable a full molecule of water to be extracted from the surface.
Figure 5.3: Brucite {001} Surface including H2O: III) 1H, V) 2H, VI) 3H and
VII) 4H. Mg in orange, H in white and O in red.
Figure 5.4: Brucite {001} Surface including CO2: II) 1C and IV) 2C. Mg in orange,
C in grey, H in white and O in red.
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Figure 5.5: {001} X1 surface including varying H2O with 1 CO2: VIII) X1, IX)
X1-1C-1H, X) X1-1C-2H, XI) X1-1C-3H and XII) X1-1C-4H. Mg in orange, C in
grey, H in white and O in red.
Figure 5.6: {001} X2 surface including varying H2O with 2 CO2: XIII) X2, XIV)
X2-2C, XV) X2-2C-1H, XVI) X2-2C-2H , XVII) X2-2C-3H and XVIII) X2-2C-4H.
Mg in orange, C in grey, H in white and O in red.
5.2.1 Surface Energies
Table 5.2 shows the defect energy (∆E) which is the difference in EDef for pure and
defect surfaces, where EDef is calculated using,
EDef = Esurf − aECO2 − bEH2O (5.9)
∆E = EDef − EPure (5.10)
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This gives relative energies which enables comparison between the different surfaces.
The primary difference between the two surfaces is that the {100} surfaces have a
more favourable absorption energy for defects compared to the equivalent {001}
counterparts. This indicates that the {100} surface is more reactive than the {001},
as the defect surfaces of the {100} has more favourable absorption energies. The
increase in defect stability for the {100} surface is due to the higher coordination
that surface Mg-ions can achieve. Where all configurations have higher or the same
coordination than the {001} equivalents.
The addition of H2O and CO2 to both surfaces decreases the energy and increases
the defect stability. However, care needs to be taken with the values for H2O, as
the stability changes depending on the reference state for H2O used e.g. relative
to gaseous, liquid or solid H2O. All calculations are calculated relative to the gas
phase. However, if we compare to liquid water through the addition of ∆HV apf to
the energies presented, results in an increase to the surface energy (surfaces being
less stable). If we examine surface III for the {001} surface ∆E = −0.45 eV relative
to gaseous H2O and for liquid water ∆E = 0.01 eV , whereas, for the {100} surface
∆E = −0.82 eV relative to gaseous H2O and for liquid water ∆E = −0.37 eV .
The {001} surface now has an unfavourable defect energy by changing the reference
point.
Dehydrating the surface, giving compositions (VIII, XIII and XIV in Table 5.2)
results in an unstable defect energy for both surfaces suggesting this process is
unfavourable. Hydrating/Carbonating the 50% dehydrated surface results in a sta-
bilisation of the defect surface and a favourable defect energy for both surfaces.
However, only the {100} is stable when hydrating/carbonating the 100% dehydrated
surface (XIII - XVIII). This is due to the higher coordination that {100} surface
Mg-ions can achieve. This stabilises the defective surface and indicates that {100}
is more reactive that the {001} surface.
Comparing the defect surface energies for both surfaces has shown how coordi-
nation of the surface ions impacts the stability of a surface, where more highly
coordinated surfaces are more stable. Additionally, simulations predict that hydrat-
ing/carbonating a surface helps to stabilise a defective surface, ensuring that the
Mg coordination at the surface is as close to 6 as possible. Furthermore, energies
calculated in this section can be used to generate phase diagrams under varying
partial pressures of H2O and CO2. This will enable a visual comparison of surface
stability under a range of conditions and will be presented in the next section.
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Table 5.2: Defect energies (eV) for Brucite surfaces, where all surface energies
are calculated relative to gaseous H2O and CO2. P is Pure, nC and nH represent
the number of additional CO2 and H2O respectively and X is the number of H2O





I P 0.00 0.00
II 1C −0.23 −0.35
IV 2C −0.53 −0.73
III 1H −0.45 −0.82
V 2H −1.10 −1.43
VI 3H −1.73 −2.27
VII 4H −2.45 −3.08
VIII X1 3.31 2.57
IX X1-1C-1H 0.08 −1.10
X X1-1C-2H −0.63 −1.85
XI X1-1C-3H −1.30 −3.25
XII X1-1C-4H −1.95 −3.22
XIII X2 6.70 6.04
XIV X2-2C 2.77 1.05
XV X2-2C-1H 2.04 −0.63
XVI X2-2C-2H 0.40 −1.31
XVII X2-2C-3H −0.01 −2.62
XVIII X2-2C-4H −0.02 −3.26
5.2.2 Surface Phase Diagrams
This section presents the surface phase diagram for {001} and {100} surfaces of
Brucite. The free energies for solid phases have been calculated neglecting tem-
perature effects on the surface and using the equations presented in Section 5.1.2.
Due to the large size of the simulation cell a complete vibrational analysis has not
been performed, hence, the energies do not include the zero point energy (ZPE).
The phase diagrams show the most stable configuration under a range of partial
pressures of CO2 and H2O, where the dashed line is 1 bar pressure at 0 K and the
solid line is 1 bar pressure at 298 K. The blue colour represents hydrated phases,
grey for dehydrated, red for carbonated and dark red/purple for phases which are
both hydrated and carbonated.
Figure 5.7 is the surface phase diagram for the {001} surface. Increasing the partial
pressure of CO2 increases the stability of phases which are carbonated, as expected.
This can be seen at a ∆µH2O = −1 eV , where increasing pCO2 induces a phase
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transition from pure surface to a 100% carbonated surface. Additionally, increasing
pH2O favours hydrated surfaces. This can be observed at ∆µCO2 = 0 eV , where
increasing pH2O, induces a phase transition from X2-2C (XIV) to 2C (IV) and then
a second transition to a surface with a complete mono-layer of H2O adsorbed (VII).
Figure 5.7: {001} surface phase diagram calculated using optB86b-vdW, where
the dashed line is 1 bar pressure at 0 K and the solid line is 1 bar pressure at
298 K. White circle represents; 400 ppm CO2 and 32 mbar of H2O at 298 K (atmo-
spheric conditions). Visual representations of the different surfaces can be found in
Appendix B and Figures 5.3 to 5.6.
Figure 5.8 is the {100} surface phase diagram for Brucite. Similar to the {001}
diagram, increasing the pCO2 and pH2O increases the stability of carbonated and
hydrated surfaces, respectively. However, there are a few key differences between
the two phase diagrams. The first observation of note is the increased number of
defect phases present in the {100} phase diagram. This is a result of the higher
coordination numbers which the surface Mg-ion can achieve, which allows for the
accommodation of a larger number of defect configurations. Additionally the pure
surface has a much smaller area on the {100} phase diagram. Indicating that the
pure surface has far fewer conditions at which it is the most thermodynamically
stable phase. This implies that the {100} surface is more reactive that the {001}
surface, which again can be associated to the larger coordination numbers.
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Figure 5.8: {100} surface phase diagram calculated using optB86b-vdW, where
the dashed line is 1 bar pressure at 0 K and the solid line is 1 bar pressure at
298 K. White circle represents; 400 ppm CO2 and 32 mbar of H2O at 298 K (atmo-
spheric conditions). Visual representations of the different surfaces can be found in
Appendix B and Figures 5.3 to 5.6.
Table 5.3 shows the most thermodynamically stable phase at various conditions for
the {001} and {100} surfaces. At atmospheric conditions the pure surface for {001}
is the most stable, whereas, the {100} is more stable as a partially hydrated and
carbonated surface (X1-1C-3H). This indicates that at atmospheric conditions the
{100} surface of Brucite would readily adsorb H2O and CO2, whereas, the {001}
surface would not. Although in the case of the {001} surface, the phase boundary
(as noted by the small white circle) is close to ambient conditions, and hence it may
be expected that the amount of adsorbed water will be dependent on the humidity,
and that at high humidity, water will be seen to adsorb.
Investigation of the surface energies and phase diagrams has given valuable insight
in to the surface conformation and interactions of Brucite, with H2O and CO2. The
next section will expand upon this by doping these surfaces with 90Sr. This will
enable us to study Brucite’s interactions with radio-nuclei, under wet and carbonated
conditions.
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Table 5.3: Predicted thermodynamically most stable defective surface pf Brucite at
a range of reference conditions for {001} and {100} surfaces. P is Pure, nC and nH
represent the number of additional CO2 and H2O respectively and X is the number
of H2O molecules that have been removed. Visual representations of the different
surfaces can be found in Appendix B and Figures 5.3 to 5.6.
Conditions
{001} {100}
Surface Label Surface Label
400 ppm CO2, 32 mbar
H2O at 298 K
I P XI X1-1C-3H
1 bar CO2, 1 bar H2O at
298 K
VII 4H XI X1-1C-3H





5.3 Strontium Doped Brucite Surfaces
The surfaces minimised in Section 5.2.1 will now be doped with a single 90Sr atom.
This will form the foundations of analysing the interactions of Magnox sludge with
radio-nuclei. 90Sr has been chosen as the ideal candidate, due to its short half life
(≈ 30 years), therefore it will be present in the storage pond in large quantities.
Hence, it is vital to understand the interaction with nuclear sludge and determine if
it has been incorporated in to the sludge bulk structure. This result would influence
the storage strategy required for Magnox sludge and how it is processed.
Table 5.4 Shows the ∆E and solution energies for 90Sr doped surfaces. ∆E is calcu-
lated the same as in Section 5.2.1 (Equation 5.9), where the energy for each surface
is relative to the doped ‘pure’ surface (i.e. surface with a single 90Sr adsorbed) and
values are corrected for additional CO2 and H2O molecules adsorbed.
The solution energy is calculated using Equation 5.11, where ESurf is the energy
of the undoped surface, ESr(OH)2 and EMg(OH)2 are the energy of bulk strontium
hydroxide and Brucite, respectively. ESrSurf is the energy of the doped surface. This
enables direct comparison between doped and undoped structures.
Esol = E
Sr
Surf + EMg(OH)2 − ESurf − ESr(OH)2 (5.11)
Comparing the ∆E values for all doped and undoped structures, indicates that the
doped structures (Table 5.4) have a more favourable energy value, compared to the
undoped structures (Table 5.2). This is due to the destabilising effect the larger
90Sr ion has on the pure surface. Similar to Section 5.2.1 the ∆E shows that the
addition of H2O and CO2 decreases the surface energy. This is due to the adsorbate
stabilising an unfavourable defect, via increasing the coordination that the 90Sr ion
can achieve.
Dehydrated surfaces doped with 90Sr results in a ∆E value which is more favourable
than the undoped equivalent. However, both values are still unfavourable in relation
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Table 5.4: Defect energies (eV) for doped Brucite surfaces, where all energies
are calculated relative to gaseous H2O and CO2. P is Pure, nC and nH represent
the number of additional CO2 and H2O respectively and X is the number of H2O




{001} {100} {001} {100}
I P 0.00 0.00 1.21 0.53
II 1C −0.42 −1.04 1.02 −0.16
IV 2C −0.85 −1.33 0.88 −0.07
III 1H −0.19 −0.78 1.46 0.57
V 2H −1.36 −1.93 0.94 0.03
VI 3H −2.00 −2.91 0.94 −0.11
VII 4H −2.42 −3.32 1.23 0.29
VIII X1 2.47 2.11 0.36 0.07
IX X1-1C-1H −0.58 −1.37 0.54 0.26
X X1-1C-2H −1.36 −2.41 0.48 −0.03
XI X1-1C-3H −1.95 −3.26 0.56 0.52
XII X1-1C-4H −2.66 −3.66 0.50 0.09
XIII X2 4.99 4.24 −0.50 −1.27
XIV X2-2C 0.45 −0.56 −1.12 −1.08
XV X2-2C-1H 0.01 −1.90 −0.83 −0.74
XVI X2-2C-2H −1.84 −2.15 −1.03 −0.31
XVII X2-2C-3H −1.96 −2.85 −0.75 0.30
XVIII X2-2C-4H −2.51 −3.39 −1.29 0.40
to the ‘pure’ structures. The addition of a 90Sr ion to the pure surface destabilises
the surface increasing its energy, giving a more favourable ∆E between ‘pure’ and
dehydrated surfaces. The removal of H2O from the surface is even more favourable,
due to the 90Sr having more space to relax.
Structures IX-XII for the {001} surface now show ∆E values which are favourable
compared to the undoped counterparts (Table 5.2). Hence hydrating/carbonating
increases the coordination fo the surface 90Sr-ion, which results in stabilisation of
the dopant. For the {100} surfaces the ∆E values are slightly more favourable than
the undoped, but are largely unchanged.
The majority of the configurations show an unfavourable solution energy for struc-
tures doped with 90Sr. This indicates that under 1 bar pH2O and pCO2
90Sr defects
are unstable. This is due to the larger size and higher coordination requirements of
the 90Sr ion compared to Mg. This induces strain on the structure and increases the
energy. There is a fluctuation in some of the values which is a result of the variation
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in the coordination number of the 90Sr ion, from 6 to values closer to 8.
The {100} surface has favourable solution energies for carbonated and some hydrated
surfaces (II, IV, VI, X), which the {001} does not show, indicating that {100} is more
reactive towards 90Sr. The stabilisation is attributed to the H2O and CO2 molecules
coordinating to the 90Sr ion and increasing the coordination, to that which is closer
to 90Sr ideal coordination. Combining this with the {100} favourable free energy for
forming hydrated surfaces under wet conditions, discussed in Section 5.2.1, implies
that {100} surface will adsorb 90Sr on to the surface. This is important as Magnox
sludge has been found to be primarily comprised of Brucite and is stored underwater.
Hence, there is a probability that 90Sr is incorporated in to the sludge composition.
Therefore, when evaluating plans for the process and storage of the sludge, careful
consideration needs to be taken due to the high probability of radio-nuclei being
present in the sludge composition. However, surface VII (hydrated) does not show
a favourable solution energy. This is likely due to the H-bonding network of water
molecules on the surface being broken by the now uneven surface. The addition of
multiple layers of water could counteract this effect and again result in a favourable
solution energy for the adsorption of 90Sr, in wet conditions.
This section has evaluated the energies associated with the doping of surfaces with
a single 90Sr ion. However, they have not been evaluated in relation to partial
pressures of CO2 and H2O. The next section will address this by applying the
phase diagram methodology used for the non-Sr doped surface (Section 5.2.2) to the
90Sr doped surfaces.
5.3.1 Strontium Doped Brucite Surface Phase Diagram
This section presents the surface phase diagrams for 90Sr doped Brucite. As with
the undoped surfaces (Section 5.2.2), phase diagrams have been produced without
the inclusion of temperature effects and not including the ZPE. The phase diagrams
show the most stable configuration under a range of partial pressures of CO2 and
H2O. Where the dashed line is 1 bar pressure at 0 K and the solid line is 1 bar
pressure at 298 K. The blue colour represents hydrated phases, grey for dehydrated,
red for carbonated and dark red/purple for phases which are both hydrated and
carbonated.
Figure 5.9 and 5.10 are the 90Sr doped phase diagrams for the {001} and {100}
surfaces and are comparable to those presented in Section 5.2.2. Where increas-
ing the pCO2 and pH2O increases the stability of carbonated and hydrated phases
respectively. Under ambient conditions 90Sr will co-adsorb with carbonate. The
phase diagrams have a few key differences compared to the undoped system. The
first observation is the decrease in size of the ‘pure’ surface region. This is due to
the destabilising effect of 90Sr on the pure surface, making it thermodynamically
unfavourable. The destabilising effect of the 90Sr can be attributed to the much
larger size of the ion, which cannot achieve its optimal coordination, disrupting the
surface.
There is an increased number of defect phases present in the doped {001} phase di-
agram, specifically surfaces which have been dehydrated before being hydrated and
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carbonated. These surfaces have the advantage of being able to fully reconstruct.
This allows for higher coordination of the 90Sr-ion. The final difference is the de-
creased stability of the mono-layer (VII), which has been replaced by a surfaces with
a lower concentration of adsorbed H2O molecules. The larger size of the
90Sr-ion has
disrupted the flat surface of Brucite, which has resulted in breaking the H-bonding
network of the mono-layer, increasing the surface energy. This could possibly be
overcome by rearranging the surface H2O molecules to give better overlap or via
increasing the number of solvation layers in the system.
Figure 5.9: {001} 90Sr surface phase diagram calculated using optB86b-vdW,
where the dashed line is 1 bar pressure at 0 K and the solid line is 1 bar pressure
at 298 K. White circle represents; 400 ppm CO2 and 32 mbar of H2O at 298 K
(atmospheric conditions). Visual representations of the different surfaces can be
found in Appendix B.
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Figure 5.10: {100} 90Sr surface phase diagram calculated using optB86b-vdW,
where the dashed line is 1 bar pressure at 0 K and the solid line is 1 bar pressure
at 298 K. White circle represents; 400 ppm CO2 and 32 mbar of H2O at 298 K
(atmospheric conditions). Visual representations of the different surfaces can be
found in Appendix B.
Table 5.5 shows the most thermodynamically stable phases under a range of con-
ditions. At atmospheric conditions the most thermodynamically stable phases are
VI (3H) for {001} and XI (X1-1C-3H) for {100}. This implies that under these
conditions 90Sr doped {001} and {100} will react with H2O to form a hydrated sur-
face. However, again the {001} shows that ambient conditions are close to a phase
boundary, and hence any excess carbonate will stabilise with the adsorption fur-
ther. Thus, the general result is that while 90Sr adsorption, neglecting the influence
of carbonate is unfavourable, once sufficient carbonate is present the adsorption is
stabilised.
Table 5.5: Predicted thermodynamically most stable 90Sr doped defect surface at
a range of reference conditions for {001} and {100}. P is Pure, nC and nH represent
the number of additional CO2 and H2O respectively and X is the number of H2O
molecules that have been removed. Visual representations of the different surfaces
can be found in Appendix B.
Conditions
{001} {100}
Surface Label Surface Label
400 ppm CO2, 32 mbar
H2O at 298 K
VI 3H XI X1-1C-3H
1 bar CO2, 1 bar H2O at
298 K
XVI X2-2C-2H XI X1-1C-3H
1 bar CO2, 1 bar H2O at
0 K
XII X1-1C-4H XII X1-1C-4H
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5.4 Conclusions
This chapter has evaluated the surface properties of Brucite and gained valuable
information on the interactions with radio-nuclei (90Sr). To summarise, we have
outlined a thermodynamic framework, which can be used to evaluate the interaction
of H2O/CO2 with surfaces and there defects. Using this framework the following
conclusions can be made:
• {100} surface display evidence of being more reactive than {001}.
– Increase in the adsorption energies.
– Related to the higher coordination number of the Mg surface ions for
{100}.
• Changing the reference state of H2O from gas to liquid can effect the stability
of surface configurations.
• At atmospheric conditions the {100} surface would readily adsorbH2O, whereas
for the {001} surface the pure is more favourable.
The same framework can be applied to surfaces which have been doped with radio-
nuclei. This enables the evaluation of likely radio-nuclei sites in Brucite surface, for
90Sr defects the framework shows that;
• The stability of 90Sr defects is heavily dependant on the coordination that the
surface ions can achieve.
– Surface reconstruction can aid in achieving higher coordination numbers.
• The larger size of the 90Sr ion disrupts the mono-layer structure, decreasing
the stability of the mono-layer.
– This could potentially be overcome with the inclusion of more water layer
or the rearrangement of the adsorbed molecules.
• At atmospheric conditions both 90Sr doped surfaces will readily adsorb H2O,
forming a hydrated surface.
• Co-adsorption of CO2 increases the likelihood of 90Sr adsorption, hence exter-
nal conditions need to be considered when modelling surfaces.
Using the same methodology and analysis of the results, it is possible to extend this
study to include additional Mg-rich phases. However, due to time constraints this
is an area of study in which future research can be based on. Extending to other
Mg-rich surfaces would lead to an increased understanding of Magnox sludge and
the interaction with radio-nuclei.
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6 Conclusions & Future Work
The main conclusions for each of the chapters are summarised here along with
proposed future research areas associated with each section are outlined.
6.1 Magnesium Oxides, Hydroxides and Carbon-
ates
The first goal was to investigate the use of DFT and particularly the requirement
of van der Waals (vdW) corrected DFT for modelling the structure, elasticity and
stability of solid magnesium phases in the MgO − CO2 − H2O system. The re-
sults show vdW corrections to DFT can successfully evaluate these properties. It
quickly became evident that the inclusion of vdW forces offered an improvement
to the structural properties over uncorrected DFT. Where all experimental lattice
parameters have been reproduced within ± 5%. In addition to the lattice param-
eters, elastic constants have also been calculated and where possible compared to
literature values. All approaches produce consistent bulk moduli, where all values
are within 12 GPa of the other techniques.
To investigate the reliability of the energetics of Mg-rich phases, heats of formation
were calculated and compared to experimental values for all functionals. The abil-
ity to produce accurate and reliable energies is the first step towards being able to
reproduce and predict thermodynamic properties. As such it was vital to choose
a method which can reliably calculate the energy of all phases. All vdW tech-
niques improve the representation of ∆Hf compared to PBE, where optB88-vdW
and optB86b-vdW give the best agreement with experimental values.
All three vdW techniques have been shown to improve the simulation compared to
PBE. This shows that the inclusion of vdW is vital to obtaining accurate represen-
tations of Mg-rich phases. However, there are other functionals which also attempt
to account for vdW interactions that have not been included in this work. This
gives an opportunity to expand upon this research to also include more function-
als (e.g. Tkatchenko-Scheﬄer method [99], MBD@rSC [100] and dDsC dispersion
correction method [101]). This study could also be expanded to include other Mg-
rich phases, which have not been included in this work. Phases not included range
from rare mineral forms (e.g. Barringtonite MgCO3.2H2O and Magnesium Hydrox-
ide Carbonate Mg(OH)2CO3) to Mg analogues of other well known minerals (e.g.
Monohydrocalcite MgCO3.H2O and Mg-Ikaite MgCO3.6H2O).
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6.2 Mg-Rich Mineral Phase Diagrams
In Chapter 4 the composition of Mg-rich phases have been evaluated under a range
of external conditions. To accomplish this goal a thermodynamic methodology was
outlined and applied to generate phase diagrams. This has enabled us to evaluate
the composition of Mg-rich minerals at different temperatures (T), partial pressures
of carbon dioxide (pCO2) and of water (pH2O). Identifying which phases are the most
thermodynamically stable at a given pCO2 , pH2O, has given valuable insight into
composition of Magnox sludge. Under the time-scales in which the sludge has been
stored, these thermodynamically stable phases will be prevalent.
Using the framework it was possible to produce phase diagrams for Mg-rich phases.
However, it was vital to first test this methodology and ensure that the phase dia-
grams produced, are an accurate representation of the experimental data. This was
achieved by producing phase diagrams of experimentally well defined phases. This
showed that the methodology can reproduce experimental results accurately, where
optB88-vdW gives the best agreement with experiment. Expanding this to include
all Mg-rich phases studied, showed that Magnesite most thermodynamic stable at
atmospheric conditions, as also demonstrated by the work of Chaka et al. [23]. All
functionals produced the similar results with small consistent shifts in the phase
transitions.
The major limitation of using DFT is that it ignores the vibrational contributions
to the free-energy and as such does not include entropy. This was accounted for in
this work by calculating the vibrational entropy of all phases and producing phase
diagrams of temperature as a function of ∆µCO2 at various ∆µH2O. These phase
diagrams reproduce the work of Langmuir et al. [19], although there is a constant
shift in the pressures due to the different DFT techniques, this gives the possibility
of applying a correction. Although since much of the experimental data is from
solubility studies and the kinetics are slow, there may be issues with the precise
experimental values. At ambient conditions the most thermodynamically stable
phase is Magnesite, unless its inhibited in which Lansfordite/Hydromagnesite are
the most stable. As temperature increases phases with less water per MgO unit are
more favoured, which is to be expected.
Calculation of the vibrational entropy allows the vibrational contributions to the
free-energy to be calculated. However, the vibrational frequencies are only calcu-
lated at the gamma point. Additionally this method does not take in to account
the thermal expansion associated with each mineral, as we have assumed that the
vibrations are purely harmonic. As such a possible future area of study is to expand
the methodology to also include the quasi-harmonic approximation. This approxi-
mation introduces the explicit dependence of the phonon frequencies on the volume,
allowing the calculation of thermal expansion and vibrational frequencies accurately
from the gamma point. This can be implemented through the program Phonopy
[102].
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6.3 Surface Phase Diagrams
The next step was to explore the effect of the external conditions on adsorption. In
Chapter 5, surfaces of Brcuite (one of the major phases) and its interactions with
radio-nuclide 90Sr were calculated. We applied the thermodynamic framework, to
evaluate the interaction of H2O/CO2 with various surfaces. Using this framework
we found that the {100} surfaces display evidence of being more reactive than {001}.
This results in less favourable adsorption energies of the {001} compared to {100}
and can be related to the higher coordination number of the {100} surface. The
addition of H2O to the surfaces of Brucite is favourable, however, changing the refer-
ence state of H2O from gas to liquid can effect the stability of surface configurations.
Analysis of the surface phase diagrams has shown that at atmospheric conditions
the {100} surface would readily adsorb H2O, where as, the pure {001} surface is
more favourable.
The same framework can be applied to defect surfaces which have been doped with
radio-nuclei. This enables the evaluation of likely radio-nuclei sites in Brucite sur-
face. The stability of Sr defects is heavily dependant on the coordination that
the surface ions can achieve. Higher coordination can be achieved through larger
surface area and surface reconstruction. The larger size of the Sr-ion disrupts the
mono-layer structure, decreasing the stability of the mono-layer. This can be over-
come with the inclusion of more water layers or the rearrangement of the adsorbed
molecules. Thus, re-establishing the complex H-bonding network of adsorbed water
molecules and hence increasing the surface stability. Additionally, surfaces could
be investigated using molecular dynamics to study the solvation of Brucite surfaces
and the interaction with radio-nuclei. Analysis of the Sr surface phase diagram has
shown that at atmospheric conditions both Sr doped surfaces will readily adsorb
H2O, forming an hydrated surface.
Using the same methodology and analysis of the results presented in Chapter 5, it
is possible to extend this study to include additional Mg-rich phases. However, due
to time constraints this is an area of study in which future research can be based.
Extending to other Mg-rich surfaces would lead to an increased understanding of
Magnox sludge and the interaction with radio-nuclei. Additionally the adsorption
of different ions could be investigated. One ion of particular interest is Ca, with a
high concentration of Ca-ions present in the pond, interactions of Ca with Magnox
sludge is highly likely. Hence, this would provide a more complete understanding of
the composition of Magnox sludge.
In summary this work has demonstrated that DFT can be used in association with
a thermodynamic model to produce high quality information on the composition of
Magnox sludge. However, there is still many unanswered questions regarding the
exact composition of the sludge and its interactions with heavy metals. As such this
will remain an interesting and active area of research in the years to come.
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A Phase Diagrams
A.1 Predicted Free Energy Phase Diagrams as a
Function of Temperature
A.1.1 1 bar pCO2 and 1 bar pH2O
(a) optB86b-vdW (b) optB88-vdW
(c) PBE-D3 (d) PBE
Figure A.1: ∆G0 as a function of T Phase Diagram at 1 bar pCO2 and 1 bar pH2O.
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A.1.2 Low pCO2 and 1 bar pH2O
(a) optB86b-vdW (b) optB88-vdW
(c) PBE-D3 (d) PBE
Figure A.2: ∆G0 as a function of T Phase Diagram at ∆µCO2 = −1 eV and
∆µH2O = 0 eV.
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A.1.3 High pCO2 and 1 bar pH2O
(a) optB86b-vdW (b) optB88-vdW
(c) PBE-D3 (d) PBE
Figure A.3: ∆G0 as a function of T phase diagram at ∆µCO2 = 1 eV and ∆µH2O =
0 eV.
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A.2 Mg-Rich Mineral Phase Diagram: Tempera-
ture as a function of ∆µCO2 at ∆µH2O = 0 eV
A.2.1 Thermodynamic phase diagram: All Mg-rich phases
(a) optB86b-vdW (b) optB88-vdW
(c) PBE-D3 (d) PBE
Figure A.4: Mg-rich phase diagram of ∆µCO2 as a function of temperature at
∆µH2O = 0 eV:  Periclase,  Magnesite,  Brucite,  Hydromagnesite,  Arti-
nite,  Nesquehonite and  Lansfordite a) optB86b-vdW b) optB88-vdW c) PBE-
D3 d) PBE. Solid white line represents 1 bar pressure at 298 K.
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A.2.2 Metastable phase diagram: with Magnesite inhibited
(a) optB86b-vdW (b) optB88-vdW
(c) PBE-D3 (d) PBE
Figure A.5: Meta-stable phase diagram of ∆µCO2 as a function of temperature
at ∆µH2O = 0 eV:  Periclase,  Magnesite,  Brucite,  Hydromagnesite, 
Artinite,  Nesquehonite and  Lansfordite a) optB86b-vdW b) optB88-vdW c)




Figure B.1: Brucite {001} Surface (P): Mg in orange, H in white and O in red.
Figure B.2: Brucite {001} Surface including H2O: III) 1H, V) 2H, VI) 3H and
VII) 4H. Mg in orange, H in white and O in red.
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Figure B.3: Brucite {001} Surface including CO2: II) 1C and IV) 2C. Mg in
orange, C in grey, H in white and O in red.
Figure B.4: {001} X1 surface including varying H2O with 1 CO2: VIII) X1, IX)
X1-1C-1H, X) X1-1C-2H, XI) X1-1C-3H and XII) X1-1C-4H. Mg in orange, C in
grey, H in white and O in red.
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Figure B.5: {001} X2 surface including varying H2O with 2 CO2: XIII) X2, XIV)
X2-2C, XV) X2-2C-1H, XVI) X2-2C-2H , XVII) X2-2C-3H and XVIII) X2-2C-4H.
Mg in orange, C in grey, H in white and O in red.
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B.2 {100} Surface
Figure B.6: {001} Surface (P): Mg in orange, H in white and O in red.
Figure B.7: {100} Surface doped with H2O: III) 1H, V) 2H, VI) 3H and VII) 4H.
Mg in orange, H in white and O in red.
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Figure B.8: {100} Surface doped with CO2: II) 1C and IV) 2C. Mg in orange, C
in grey, H in white and O in red.
Figure B.9: {001} X1 surface with varying H2O with 1 CO2: VIII) X1, IX) X1-
1C-1H, X) X1-1C-2H, XI) X1-1C-3H and XII) X1-1C-4H. Mg in orange, C in grey,
H in white and O in red.
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Figure B.10: {100} X2 surface including varying H2O with 2 CO2: XIII) X2, XIV)
X2-2C, XV) X2-2C-1H, XVI) X2-2C-2H , XVII) X2-2C-3H and XVIII) X2-2C-4H.
Mg in orange, C in grey, H in white and O in red.
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B.3 {001} Surface Strontium Defect
Figure B.11: {001} Surface (P): Mg in orange, Sr in green, H in white and O in
red.
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Figure B.12: {001} Surface doped with H2O: III) 1H, V) 2H, VI) 3H and VII)
4H. Mg in orange, Sr in green, H in white and O in red.
Figure B.13: {001} Surface doped with CO2: II) 1C and IV) 2C. Mg in orange,
Sr in green, C in grey, H in white and O in red.
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Figure B.14: {001} X1 surface including varying H2O with 1 CO2: VIII) X1, IX)
X1-1C-1H, X) X1-1C-2H, XI) X1-1C-3H and XII) X1-1C-4H. Mg in orange, Sr in
green, C in grey, H in white and O in red.
Figure B.15: {001} X2 surface including varying H2O with 2 CO2: XIII) X2, XIV)
X2-2C, XV) X2-2C-1H, XVI) X2-2C-2H , XVII) X2-2C-3H and XVIII) X2-2C-4H.
Mg in orange, Sr in green, C in grey, H in white and O in red.
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B.4 {100} Surface Strontium Defect
Figure B.16: {100} Surface (P): Mg in orange, Sr in green, H in white and O in
red.
Figure B.17: {100} Surface doped with H2O: III) 1H, V) 2H, VI) 3H and VII)
4H. Mg in orange, Sr in green, H in white and O in red.
98
Figure B.18: {100} Surface doped with CO2: II) 1C and IV) 2C. Mg in orange,
Sr in green, C in grey, H in white and O in red.
Figure B.19: {100} X1 surface including varying H2O with 1 CO2: VIII) X1, IX)
X1-1C-1H, X) X1-1C-2H, XI) X1-1C-3H and XII) X1-1C-4H. Mg in orange, Sr in
green, C in grey, H in white and O in red.
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Figure B.20: {100} X2 surface including varying H2O with 2 CO2: XIII) X2, XIV)
X2-2C, XV) X2-2C-1H, XVI) X2-2C-2H , XVII) X2-2C-3H and XVIII) X2-2C-4H.
Mg in orange, Sr in green, C in grey, H in white and O in red.
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B.5 Brucite Surface Phase Diagrams
Figure B.21: {001} surface Phase Diagram calculated using optB86b-vdW, where
the dashed line is 1bar pressure at 0K and the solid line is 1bar pressure at 298 K.
White circle represents; 400 ppm CO2 and 32 mbar of H2O at 298 K (atmospheric
conditions).
Figure B.22: {100} surface Phase Diagram calculated using optB86b-vdW, where
the dashed line is 1bar pressure at 0K and the solid line is 1bar pressure at 298 K.
White circle represents; 400 ppm CO2 and 32 mbar of H2O at 298 K (atmospheric
conditions).
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Figure B.23: {101} surface Phase Diagram calculated using optB86b-vdW, where
the dashed line is 1bar pressure at 0K and the solid line is 1bar pressure at 298 K.
White circle represents; 400 ppm CO2 and 32 mbar of H2O at 298 K (atmospheric
conditions).
102
B.6 Strontium Doped Surface Phase Diagram
Figure B.24: {001} surface Phase Diagram calculated using optB86b-vdW, where
the dashed line is 1bar pressure at 0K and the solid line is 1bar pressure at 298 K.
White circle represents; 400 ppm CO2 and 32 mbar of H2O at 298 K (atmospheric
conditions).
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Figure B.25: {100} surface Phase Diagram calculated using optB86b-vdW, where
the dashed line is 1bar pressure at 0K and the solid line is 1bar pressure at 298 K.
White circle represents; 400 ppm CO2 and 32 mbar of H2O at 298 K (atmospheric
conditions).
Figure B.26: {101} surface Phase Diagram calculated using optB86b-vdW, where
the dashed line is 1bar pressure at 0K and the solid line is 1bar pressure at 298 K.
White circle represents; 400 ppm CO2 and 32 mbar of H2O at 298 K (atmospheric
conditions).
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