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EQUIDISTRIBUTION OF KRONECKER SEQUENCES
ALONG CLOSED HOROCYCLES
JENS MARKLOF AND ANDREAS STRO¨MBERGSSON
Abstract. It is well known that (i) for every irrational number α the
Kronecker sequence mα (m = 1, . . . ,M) is equidistributed modulo one
in the limit M → ∞, and (ii) closed horocycles of length ℓ become
equidistributed in the unit tangent bundle T1M of a hyperbolic surface
M of finite area, as ℓ→ ∞. In the present paper both equidistribution
problems are studied simultaneously: we prove that for any constant
ν > 0 the Kronecker sequence embedded in T1M along a long closed
horocycle becomes equidistributed in T1M for almost all α, provided
that ℓ = Mν → ∞. This equidistribution result holds in fact under
explicit diophantine conditions on α (e.g., for α =
√
2) provided that
ν < 1, or ν < 2 with additional assumptions on the Fourier coefficients
of certain automorphic forms. Finally, we show that for ν = 2, our
equidistribution theorem implies a recent result of Rudnick and Sarnak
on the uniformity of the pair correlation density of the sequence n2α
modulo one.
1. Introduction
New developments in the ergodic theory of unipotent flows have, in the
past, led to the solution of important problems in number theory. A famous
example is Margulis’ proof of the Oppenheim conjecture on values of qua-
dratic forms, and the subsequent proof of a quantitative version [EMM]. The
latter crucially uses Ratner’s Theorem [R1, R2], which provides a complete
description of all invariant ergodic measures of a unipotent flow.
The present work is motivated by recent studies of the local spacing dis-
tributions of the sequence n2α modulo one (n = 1, 2, 3, . . .), which are con-
jectured to coincide—for generic values of α—with the spacing distribution
of independent random variables from a Poisson process [RS, RSZ]. We will
show that the convergence of the pair correlation density of n2α mod one to
the Poisson answer is implied by the equidistribution of Kronecker sequences
along closed unipotent orbits (horocycles) in the unit tangent bundle T1M
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of a non-compact hyperbolic surface M with finite area. The major diffi-
culty in proving equidistribution for the unipotent cascades considered here
is that it is unknown if all possible limit measures are necessarily invariant
under a unipotent element, and hence Ratner’s theory cannot be applied.
To be more precise, let us realize the hyperbolic surface M as a quotient
M = Γ \ H, where Γ is a cofinite Fuchsian group acting on the Poincare´
upper half-plane
H = {x+ iy ∈ C | x ∈ R, y > 0}
with metric ds = |dz|/y, where dz = dx + idy is the complex line element.
We assume that M is non-compact, i.e., has at least one cusp. After a
suitable coordinate transformation we may assume that one of the cusps
lies at infinity, and that the corresponding isotropy subgroup Γ∞ ⊂ Γ is
generated by the translation z 7→ z + 1.
Let T1H be the unit tangent bundle of H, and denote its elements as
(z, θ), with z ∈ H and θ ∈ R/2piZ, where θ is an angular variable measured
from the vertical counterclockwise. The action of an element γ ∈ Γ on T1H
is then given by
(1.1) (z, θ) 7→ (γz, θ − 2βγ(z))
where
γ =
(
a b
c d
)
, γz =
az + b
cz + d
, βγ(z) = arg(cz + d).
We have in particular T1M = Γ \ T1H.
For any y > 0, the curve {(x + iy, 0) | x ∈ R} is an example of an orbit
of the horocycle flow on T1H. By our assumption on Γ∞, the above orbit
will be closed in T1M, with length y−1. In the limit y → 0, the orbit
in fact becomes equidistributed on T1M with respect to the Poincare´ area
dµ = dxdy/y2 times the uniform measure in the phase variable θ:
Theorem 1 (Sarnak [S1]). For any bounded continuous function f :
T1M→ C we have
(1.2) lim
y→0
∫ 1
0
f (x+ iy, 0) dx = 〈f〉,
were 〈f〉 denotes the average of f over T1M,
〈f〉 = 1
2piµ(F)
∫
M
∫ 2pi
0
f(z, θ) dθ dµ(z).
The uniform measure on the closed orbit in Theorem 1 may in fact be
replaced by uniform measures supported on comparatively small sub-arcs of
the orbit [S6].
Our investigation is concerned with the equidistribution of the point set
(1.3) Γ
{
(mα+ iy, 0) | m = 1, ...,M}
as M →∞ and y → 0. Clearly, it can be expected to be easier to establish
equidistribution the faster the number of points M grows relative to the
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hyperbolic length of the orbit, y−1. In particular, when M ≫ y−1/ν for
some 0 < ν < 1, we will see that equidistribution is a direct consequence
of the equidistribution of mα mod one and Theorem 1 (provided α is badly
approximable, cf. Remark 1.6 below). The harder case is when M is small
compared with y−1, and especially, as we shall see, when M ≪ y−1/2.
Our main result is the following.
Theorem 2. Fix ν > 0. Then there is a set P = P (Γ, ν) ⊂ R of full
Lebesgue measure such that for any α ∈ P , any bounded continuous function
f : T1M→ C, and any constants 0 < C1 < C2, we have
(1.4)
1
M
M∑
m=1
f (mα+ iy, 0)→ 〈f〉,
uniformly as M →∞ and C1M−ν ≦ y ≦ C2M−ν.
In fact, we will prove a slightly stronger result than Theorem 2 (cf. Theo-
rem 2’ in Section 5), wherein the test function f is allowed to be unbounded,
satisfying a certain growth condition in the cusps. This will be important
for the application to the distribution of n2α mod one. As we will show in
Section 8, if relation (1.4) holds for a specific α, then the pair correlation
density of n2α mod one is uniform, i.e., coincides with the correlation den-
sity of independent random variables from a Poisson process. Theorem 2’
therefore implies the result by Rudnick and Sarnak [RS] on n2α.
Remark 1.1. For any given fixed δ ∈ R, Theorem 2 remains true if we
replace f(mα+ iy, 0) by f(δ +mα+ iy, 0) in (1.4).
Remark 1.2. The conclusion in Theorem 2 is certainly false for all ra-
tional α. For if α = p/q with p, q ∈ Z, q > 0, then the set of points
Γ{(mα+ iy, 0) | m = 1, ...,M} on Γ \ T1H has cardinality ≦ q, for all M,y.
In Section 7 we will give a much larger set of counter-examples in the case
where Γ is a subgroup of PSL(2,Z).
We will also prove a theorem which gives an explicit diophantine condition
on α ensuring (1.4) to hold. An irrational number α ∈ R is said to be of
type K if there exists a constant C > 0 such that∣∣α− p
q
∣∣ > C
qK
for all p, q ∈ Z, q > 0. The smallest possible value of K is K = 2, and it
is well known that for any given K > 2, the set of α’s of type K is of full
Lebesgue measure in R. Cf., e.g., [S2, §1].
We recall that under the above normalization of the cusp at∞, any Maass
waveform φ(z) (of weight 0) on Γ \H has a Fourier expansion involving the
Macdonald-Bessel function:
(1.5) φ(z) = c0y
1
2
−ir +
∑
n 6=0
cn
√
yKir(2pi|n|y)e(nx),
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where −14 − r2 ≦ 0 is the eigenvalue of φ. Furthermore, if η1 =∞, η2, ..., ηκ
are the inequivalent cusps of Γ, then we have for the Eisenstein series Ek(z, s)
(k ∈ {1, ..., κ}) associated to the cusp ηk:
Ek(z, s) = δk1y
s + ϕk1(s)y
1−s +
∑
n 6=0
ψn,k(s)
√
yKs− 1
2
(2pi|n|y)e(nx).(1.6)
We fix some s0 ∈ (12 , 1) such that s = s0 is not a pole of any of the Eisenstein
series Ek(z, s), k = 1, ..., κ. We will assume that β ≧ 0 is a number such
that the following holds, for each ε > 0:
For each fixed Maass waveform as in (1.5), we have cn =
Oε(|n|β+ε) as |n| → ∞.
(1.7a)
For each holomorphic cusp form φ(z) =
∑∞
n=1 cne(nz) of even
integer weight m ≧ 2 on Γ\H, we have cn = Oε(|n|
m−1
2
+β+ε)
as |n| → ∞.
(1.7b)
For each fixed s ∈ (12 + i[0,∞)) ∪ {s0}, and all k ∈ {1, ..., κ},
we have ψn,k(s) = Oε(|n|β+ε) as |n| → ∞.
(1.7c)
Thus, if Γ is a congruence subgroup of PSL(2,Z), and we assume the
Ramanujan conjecture for Maass waveforms to be true, then any β ≧ s0− 12
will work. In particular, since s0 can be taken arbitrarily close to
1
2 , we
may then take β > 0 arbitrarily small. Unconditionally, for Γ a congruence
subgroup, we know that (1.7a)-(1.7c) hold for β ≧ max( 764 , s0 − 12), by
a recent result of Kim and Sarnak [KS]. (Recall here that the Ramanujan
conjecture has been proved in the holomorphic case [D1], i.e. (1.7b) is known
to be true with β = 0. Also, on congruence subgroups, (1.7c) can be shown
to hold with β = s0 − 12 .)
For general Γ the situation is very different: It follows from elementary
bounds that (1.7a)-(1.7c) hold for β = s0 (cf. Lemma 2.7 below regarding
(1.7c)). Furthermore, according to Bernstein and Reznikov [BR], (1.7a)
holds for β = 13 if we restrict ourselves to the case of Maass waveforms
which are cusp forms. Also, by Good [G], (1.7b) holds with β = 13 as long as
the weightm is> 2. It can be expected that (1.7b) with β = 13 should also be
provable for m = 2, and that it should be possible to extend the methods in
[BR] to the case of the Eisenstein series and non-cuspidal Maass waveforms,
so as to prove (1.7a) with β = 13 and (1.7c) with some β = β(s0) >
1
3 such
that β(s0) → 13 if s0 → 12 . (We are grateful to P. Sarnak for discussions on
these matters.)
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Theorem 3. Let s0 ∈ (12 , 1) and β > 0 be as in (1.7a)–(1.7c). Let α ∈ R
be of type K ≧ 2, and let ν be a positive number satisfying
(1.8) ν <

2
1+2β if β <
3−K
2(K−1)
2
2Kβ+K−2 if
3−K
2(K−1) ≦ β <
1
2
2
2K+2β−3 if
1
2 ≦ β.
Then for any bounded continuous function f : T1M→ C, and any constant
C1 > 0, we have
(1.9)
1
M
M∑
m=1
f (mα+ iy, 0)→ 〈f〉,
uniformly as M →∞, y → 0+ so long as y ≧ C1M−ν .
Notice that the right hand side in (1.8) is a continuous function of β and
K, for β ≧ 0, K ≧ 2. The restriction on ν in (1.8) is the best possible which
can be obtained by our method of using the absolute bounds in (1.7a)-(1.7c),
cf. Remark 6.4 below.
Corollary 1.3. Let Γ be a congruence subgroup of PSL(2,Z) and assume
the Ramanujan conjecture for Maass waveforms on Γ\H to hold. Then, if α
is of type K ≧ 2, (1.9) holds for any positive number ν <
{
2 if K < 3
2
K−2 if K ≧ 3.
Remark 1.4. In the case K ≧ 3, the bound ν < 2K−2 in Corollary 1.3
is actually the best possible restriction on ν, as follows from Proposition
7.1 below. To be precise, let α be any irrational number and let K0 be the
infimum of all numbers K such that α is of type K. Then if 2 < K0 < ∞,
(1.9) is false for each ν > 2K0−2 . Furthermore, if lim infq→∞
(
infp∈Z qK0 |α−
p/q|) is finite and sufficiently small, then (1.9) is also false for ν = 2K0−2 .
Remark 1.5. Unconditionally, if Γ is a congruence subgroup, it follows
from Theorem 3 and [KS] that if 2 ≦ K ≦ 10339 , then (1.9) holds for any
ν < 6439 .
Remark 1.6. As we have pointed out, for any group Γ, (1.7a)–(1.7c)
hold for β = s0. Hence, Theorem 3 implies that (1.9) holds whenever ν <
(K − 1)−1. However, this fact can also be derived more straighforwardly
from Sarnak’s Theorem 1, since we can prove directly that under the above
conditions the set of points {(mα + iy, 0) | m = 1, ...,M} tends to become
more and more equidistributed along the closed horocycle {(x + iy, 0) | x ∈
[0, 1]} (in the hyperbolic metric). We give an outline of this argument at
the end of Section 6.
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2. Spectral preliminaries
In this section we recall some basic facts concerning the spectral expansion
of functions on Γ \ T1H, and collect some useful bounds and formulas. We
start by introducing some notation which will be in force throughout this
paper.
We let Γ ⊂ PSL(2,R) be a cofinite Fuchsian group such that Γ \ H has
at least one cusp.
Concerning the cusps and the fundamental domain, we will use the same
notation as in [H2, p. 268]. Specifically: we let F ⊂ H be a canonical
(closed) fundamental domain for Γ \ H, and let η1, ..., ηκ (where κ ≧ 1) be
the vertices of F along ∂H = R ∪ {∞}. Since F is canonical, η1, ..., ηκ are
Γ−inequivalent.
For each k ∈ {1, ..., κ} we choose Nk ∈ PSL(2,R) such that Nk(ηk) = ∞
and such that the stabilizer Γηk is [Tk], where Tk := N
−1
k
(
1 −1
0 1
)
Nk. Since
F is canonical, by modifying Nk we can also ensure that
Nk(F)
⋂
{z ∈ H | Im z ≧ B}(2.1)
= {z ∈ H | 0 ≦ Re z ≦ 1, Im z ≧ B},
for all B large enough. We fix, once and for all, a constant B0 > 1 such that
(2.1) holds for all B ≧ B0 and all k ∈ {1, ..., κ}.
In line with what we stated in the introduction, we will make the assump-
tion that Γ is normalized so that
(2.2) η1 =∞, N1 =
(
1 0
0 1
)
.
This means that Γ has one cusp located at ∞ of standard width z 7→ z + 1.
We recall the definition of the invariant height function, YΓ(z):
(2.3) YΓ(z) = sup
{
Im NkW (z)
∣∣ k ∈ {1, ..., κ}, W ∈ Γ}.
(Cf. [I1, (3.8)].) This definition does not depend on the choice of F or of
the maps Nj . In fact, we have
YΓ(z) = sup
{
Im NW (z)
∣∣ N ∈ SΓ, W ∈ Γ},(2.4)
where SΓ is the set of all N ∈ PSL(2,R) such that η = N−1∞ is a cusp and
Γη = N
−1 [( 1 10 1 )]N. Relation (2.4) follows directly from the fact that each
N ∈ SΓ has a factorization N = ( 1 x0 1 )NjA, for some x ∈ R, A ∈ Γ.
The function YΓ(z) is well-known to be continuous and Γ-invariant, and
bounded from below by a positive constant which only depends on the group
Γ. Notice that we have YΓ(z) → ∞ as z ∈ F approaches any of the cusps.
We also remark that, for any constant 0 ≦ c < 1:
(2.5)
∫
F
YΓ(z)c dµ(z) <∞.
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This is easily seen by splitting the region F into κ cuspidal regions Ck =
N−1k
(
[0, 1] × [B,∞)) with B large − cf. (2.1) − and a remaining compact
region, and then using the fact that YΓ(z) = Im Nk(z) for all z ∈ Ck.
When proving Theorem 2 we will first assume f ∈ C∞(T1H)∩Cc(Γ\T1H),
i.e., that f is infinitely differentiable as a function on T1H and has compact
support as a function on Γ\T1H. Following [S1, p. 725], we start by applying
Fourier expansion in the variable θ:
f(z, θ) =
∑
v∈Z
f̂v(z)e
ivθ ,(2.6)
where f̂v(z) =
1
2pi
∫ 2pi
0
f(z, θ)e−ivθ dθ.(2.7)
A simple computation then shows that
(2.8) f̂v
(
az + b
cz + d
)
=
(cz + d)2v
|cz + d|2v f̂v(z), for all
(
a b
c d
) ∈ Γ, z ∈ H.
We will call any function on H satisfying the automorphy relation in (2.8) a
function of weight 2v on Γ \ H, and we will use C(Γ \ H, 2v), Cc(Γ \H, 2v),
L2(Γ\H, 2v) etc. to denote the corresponding function spaces. Hence in our
case we have
f̂v ∈ C∞(H) ∩Cc(Γ \ H, 2v).
Let us fix v ∈ Z temporarily. The function f̂v has a spectral expansion
with respect to the “weight-2v-Laplacian”,
∆2v = y
2
(
∂2
∂x2
+
∂2
∂y2
)
− 2ivy ∂
∂x
.
This operator ∆2v acts on functions of weight 2v on Γ \H. We let φ0, φ1, ...
be the discrete eigenfunctions of −∆2v, taken to be orthonormal and to
have increasing eigenvalues λ0 ≦ λ1 ≦ .... Cf. [H2, p. 370(items 1-3)]; in
particular, one knows that |v|(1 − |v|) ≦ λ0. We let L2(λ, 2v) denote the
subspace of L2(Γ \ H, 2v) generated by the φj ’s with λj = λ. The functions
in L2(λ, 2v) are usually called Maass waveforms of weight 2v, and they all
belong to C∞(H)∩L2(Γ\H, 2v). According to [H2, pp. 317(Prop. 5.3), 414
(lines 12-16)], we now have the following spectral expansion, for any given
fv ∈ C∞(H) ∩ Cc(Γ \ H, 2v):
(2.9) fv(z) =
∑
n≧0
dnφn(z) +
κ∑
k=1
∫ ∞
0
gk(t)Ek(z,
1
2 + it, 2v) dt,
with uniform and absolute convergence over z ∈ H-compacta. Here Ek(z, s, 2v)
is the Eisenstein series of weight 2v associated to the cusp ηk, cf. [H2,
pp. 355(Def. 5.3), 368(5.19)]. The coefficients dn and gk(t) are given by
dn = 〈fv, φn〉 and gk(t) = 12pi
∫
F fv(z)Ek(z,
1
2 + it, 2v) dµ(z) (cf. [H2, p.
243(Remark 2.4)]). In particular, each gk(t) is a continuous function on
[0,∞).
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The proof in [H2] of the beautiful convergence in (2.9) starts by consider-
ing the spectral expansion (in L2-sense) of the function ∆2vfv+a(1−a)fv ∈
L2(Γ \ H, 2v), for some fixed number a > |v| + 1; this is then integrated
against the Green’s function Ga(z, w, 2v). It is seen in this proof that
∑
n≧0
|dn|2 (a(1− a)− λn)2 + 2pi
κ∑
k=1
∫ ∞
0
|gk(t)|2
(
a(1− a)− 14 − t2
)2
dt
(2.10)
=
∫
F
|∆2vfv(z) + a(1− a)fv(z)|2 <∞.
Cf. [H2, pp. 91(9.36), 244–245].
We will need a bound on the rate of convergence in (2.9) which is uniform
over all z ∈ H. This is obtained in the next two lemmas, the first of which
is a generalization of [I1, Prop. 7.2].
Lemma 2.1. Given v ∈ Z and φ0, φ1, ... as above, we have, for all z ∈ H
and T ≧ 1:
∑
λn≦
1
4
+T 2
|φn(z)|2 +
κ∑
k=1
∫ T
0
|Ek(z, 12 + it, 2v)|2 dt(2.11)
= O
(
(T + |v|)YΓ(z) + (T + |v|)2
)
.
The implied constant depends only on Γ, and not on v, T, z.
The uniformity in v in the above bound will not be essential in the proofs
of the main results in the present paper.
Proof. For v = 0, this is Proposition 7.2 in [I1]. We will now assume
v ∈ Z, v 6= 0, and will show how to carry over the proof in [I1] to this case.
We let χδ be the characteristic function of the interval [0, δ], where δ is a
(small) positive constant to be specified later. We define, for z, w ∈ H,
u(z, w) =
|z − w|2
4 Im z Im w
(cf. [I1, p. 8(1.4)]);
k(z, w) = (−1)v (w − z)
2v
|w − z|2v χδ
(
u(z, w)
)
;
K(z, w) =
∑
T∈Γ
k(z, Tw)
(cw + d)2v
|cw + d|2v (wherein T = (
∗ ∗
c d )).
This agrees with [H1, pp. 359–360, (2.7)] (for trivial character and “Φ =
χ4δ”). As in [I1, pp. 107–109], we fix w ∈ H and consider K(z, w) as
a function of z; this function belongs to L2(Γ \ H, 2v) and has compact
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support in Γ \ H. We may now apply Bessel’s inequality to obtain∑
n≧0
|h(tn)φn(w)|2 + 1
2pi
κ∑
k=1
∫ ∞
0
∣∣h(t)Ek(w, 12 + it, 2v)∣∣2 dt(2.12)
≦
∫
F
|K(z, w)|2 dµ(z).
Here
(2.13) h(t) =
∫
H
k(i, z)y
1
2
+it dµ(z),
and the tn’s are defined through λn = sn(1 − sn), sn = 12 + itn, with
sn ∈
(
1
2 + i[0,∞)
) ∪ (12 , |v|] (recall here that λn ≧ |v|(1 − |v|)). The proof
of (2.12) and (2.13) uses [H2, pp. 291(3.23), 373(item 12)] and unfolding
of the integral 〈K(·, w), φn〉 =
∫
Γ\HK(w, z)φn(z) dµ(z) and the analogous
Eisenstein integral, together with an application of [H1, p. 364(Prop. 2.14)].
Notice here that the proof in [H1] of Prop. 2.14 remains valid if the assump-
tion in [H1, p. 359(Def. 2.10)] is replaced by the weaker assumption that Φ
is piecewise continuous and of compact support.
By an argument exactly as in [I1, pp. 109–110] we have the following
upper bound:
(2.14)
∫
F
|K(z, w)|2 dµ(z) = O(δ 32YΓ(w) + δ).
Next, we want to bound h(t) from below. Let us assume
(2.15) δ ≦ (100|v|)−2 (hence in particular, δ ≦ 10−4).
Let D be the hyperbolic disc defined by u(i, z) ≦ δ. One easily checks that
|z − i| < 3
√
δ holds for all z ∈ D, and hence∣∣Arg(z + i)− pi2 ∣∣ ≦ arcsin(3√δ/2) ≦ 3√δ.
Hence, for all z ∈ D, we have
∣∣Arg k(i, z)∣∣ ≦ 6|v|√δ < pi3 (cf. (2.15)), and
thus Re k(i, z) ≧ 12 , since |k(i, z)| = 1. Using the fact that the hyperbolic
area of D is 4piδ, we obtain∣∣h( i2 )∣∣ ≧ ∫HRe k(i, z) dµ(z) ≧ 2piδ.
Now take any t ∈ C such that s = 12 + it ∈
(
1
2 + i[0,∞)
) ∪ (12 , |v|]. Notice
that z = x + iy ∈ D implies |y − 1| < 3
√
δ < |2v|−1, and in this y-interval
we have∣∣∣∣ ddy (ys)
∣∣∣∣ = |s|yRe s−1 ≦ |s|max((1− |2v|−1)− 12 , (1 + |2v|−1)|v|−1)
< |s|max (2, exp{(|v| − 1)|2v|−1}) < 3|s|.
(since log(1+ |2v|−1) < |2v|−1). It follows that
∣∣ys−1∣∣ ≦ 3|s||y−1| ≦ 9√δ|s|
for all z ∈ D. We now keep T ≧ |v|, and let δ = (100T )−2 (notice that (2.15)
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is then fulfilled). We then have 9
√
δ|s| < 14 for all s = 12 + it ∈ 12 + i[0, T ],
and also for all s ∈ [12 , |v|]. Hence, for all these s, we have by (2.13):
|h(t)− h( i2 )| ≦ 14µ(D) ≦ piδ, and thus
|h(t)| ≧ piδ.
Combined with (2.12) and (2.14), this gives:∑
λn≦
1
4
+T 2
|φn(w)|2 +
κ∑
k=1
∫ T
0
|Ek(w, 12 + it, 2v)|2 dt
= O(δ−
1
2YΓ(w) + δ−1) = O
(
TYΓ(w) + T 2
)
.
This holds for all T ≧ |v|. The desired inequality (2.11) now follows, us-
ing the fact that the left hand side in (2.11) is an increasing function of T . 
Lemma 2.2. Let v ∈ Z and fv ∈ C∞(H) ∩ Cc(Γ \ H, 2v) be given. We
then have in (2.9), for all T ≧ 1, z ∈ H:∣∣∣∣∣∣fv(z)−
∑
λn≦1/4+T 2
dnφn(z) −
κ∑
k=1
∫ T
0
gk(t)Ek(z,
1
2 + it, 2v) dt
∣∣∣∣∣∣(2.16)
≦ O
(
T−1 + T−3/2
√
YΓ(z)
)
.
The implied constant depends on Γ, v and fv, but not on T, z.
Proof. By (2.9), the difference in the left hand side of (2.16) equals
(2.17)
∑
λn>1/4+T 2
dnφn(z) +
κ∑
k=1
∫ ∞
T
gk(t)Ek(z,
1
2 + it, 2v) dt.
By (2.10), the sum and the κ integrals∑
λn>1/4+1
|dn|2λ2n;
∫ ∞
1
|gk(t)|2t4 dt (k = 1, 2, ..., κ)
are all bounded from above by some finite constant (which depends on v,
fv, Γ). Hence by writing dnφn(z) = (dnλn) · (φn(z)/λn) and gk(t)Ek(...) =(
gk(t)t
2
) · (Ek(...)/t2) in (2.17), and then applying Cauchy’s inequality, we
find that the modulus of (2.17) is bounded from above by
O(1)
√ ∑
λn>1/4+T 2
λ−2n |φn(z)|2 +O(1)
κ∑
k=1
√∫ ∞
T
t−4|Ek(z, 12 + it, 2v)|2 dt
= O(1)
√√√√∑
tn>T
t−4n |φn(z)|2 +
κ∑
k=1
∫ ∞
T
t−4|Ek(z, 12 + it, 2v)|2 dt,
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where the tn’s are as in the proof of Lemma 2.1. Now (2.16) follows from
Lemma 2.1 (applied for our fixed v, so that the right hand side in (2.11) is
O(TYΓ(z) + T 2)), and partial summation. 
Next, we will review some facts about the Fourier expansion of Maass
waveforms of even integer weight. We will use the standard notationWk,m(z)
for the Whittaker function as in (e.g.) [O1, Ch. 7 (10.04),(11.03)]. Wk,m(z)
is a holomorphic function for k,m ∈ C, |Arg(z)| < pi.
Lemma 2.3. Let φ ∈ L2(λ, 2v), φ 6≡ 0, v ∈ Z; we can then write λ =
s(1 − s) for a unique s ∈ 12 + i[0,∞) or s ∈ (12 ,max(1, |v|)]. We have a
Fourier expansion
(2.18) φ(z) = c0y
1−s +
∑
n 6=0
cn√
|n|Wv·sgn(n),s− 12 (4pi|n|y)e(nx).
From this it follows that, as y →∞,
(2.19) φ(z) = c0y
1−s +O(y|v|e−2piy).
If Re s = 12 , then we necessarily have c0 = 0.
Proof. This is a restatement of [H2, pp. 370-371(items 1,3,5)] and [H2,
pp. 26(Prop 4.12), 349]. Concerning the translation of [H2, p. 370(5.28)]
into (2.18), cf. [H2, pp. 347(Lemma 4.5), 348(lines 3-5), 355(Def. 5.4)] and
[O1, p. 256 (footnote ‡)]. 
We remark that the Whittaker function is always real valued in (2.18); in
fact, we have Wk,m(z) ∈ R for all k ∈ R, m ∈ R ∪ iR, z > 0, as follows from
[O1, Ch. 7 (9.03),(11.02),Ex. 11.1].
Each Maass waveform of even integer weight allows an explicit descrip-
tion in terms of either a Maass waveform of weight zero or a holomorphic
cusp form, and the coefficients in the Fourier expansions of the two forms
are proportional. We will state this fact in a precise form in the next two
lemmas, thus slightly generalizing formulas given earlier in [J1, J2]. For
the proofs of the main results in the present paper it will not be essential
to know the exact formulas for the proportionality factors involved. How-
ever, these formulas, as well as the uniformity in v obtained in Lemma 2.1,
might be of importance in future applications, e.g. to obtain results on the
rate of convergence in various asymptotic geometric problems. In this vein,
note that the (uniform) asymptotic properties of Wk,m(z) are known for all
relevant ranges of k,m, z; cf. [O2, D2, D3].
We use the following standard notation:
K2v = iy
∂
∂x
+ y
∂
∂y
+ v, Λ2v = iy
∂
∂x
− y ∂
∂y
+ v,
(α)n = Γ(α+ n)/Γ(α) = α(α + 1)...(α + n− 1) for α ∈ C, n ≧ 0.
Lemma 2.4. Let φ be as in Lemma 2.3, and assume Re s < 1. Then
there exists a Maass waveform φ0 of weight 0 on Γ \ H satisfying ∆0φ0 +
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λφ0 = 0 and ||φ0||L2 = ||φ||L2 , such that
φ =
{
(s)|v|(1− s)|v|
}− 1
2

K2v−2K2v−4...K0(φ0) if v ≧ 1
φ0 if v = 0
Λ2v+2Λ2v+4...Λ0(φ0) if v ≦ −1.
Let us, furthermore, assume φ0 to have the following Fourier expansion in
the standard format involving the Macdonald-Bessel function Kµ(z):
φ0(z) = d0y
1−s +
∑
n 6=0
dn
√
yKs− 1
2
(2pi|n|y)e(nx)
(cf. [H2, Ch. 6, §4]). We then have in (2.18):
c0 =
{
sgn(v)v
{
(1− s)|v|/(s)|v|
} 1
2 d0 if v 6= 0 and 12 < s < 1
d0 otherwise
(2.20)
cn =
1
2
{−sgn(n)}v{(s)|v|(1− s)|v|}− 12 sgn(nv) dn for n 6= 0.
Notice that all square roots appearing in the lemma are well defined,
since clearly (s)|v|(1 − s)|v| > 0 for all s ∈ 12 + i[0,∞) and for all s ∈ (12 , 1),
and (1 − s)|v|/(s)|v| > 0 for all s ∈ (12 , 1). We also remark that the above
formulas are consistent with [J1, (1.8)], [J2, (6),(7)] in the case Re s = 12 ,
Γ = PSL(2,Z) (since the ϕj,k-expansions in [J1, J2] agree with our formulas
above after multiplication by a certain constant c = c(s, v) ∈ C with |c| = 1).
Proof. The first assertion follows from [H2, p. 382(d),(e),(f),(h)], used
repeatedly.
It remains to prove the formulas for the cn’s. The case v = 0 is trivial
since Ks− 1
2
(y) = (pi/2y)
1
2W0,s− 1
2
(2y) (cf., e.g., [O1, Ch. 7 Ex. 10.1,(11.03)]).
The cases v > 0 and v < 0 are now treated by first noticing that we may
differentiate term-by-term any number of times in (2.18) (cf. [H2, pp. 25(Re-
mark 4.11), 349(line 1)]), and then making repeated use of [J1, Lemma 1.1].
(Notice here that [J1, Lemma 1.1] can be extended to complex t. Notice also
that the right hand side in the second formula in [J1, Lemma 1.1] should be
corrected by interchanging “k − 1” and “−(k − 1)” in the arguments of the
Whittaker functions.) 
Before stating the next lemma, we recall that if m ∈ {2, 4, 6, ...}, and if
φ0 is a holomorphic cusp form of weight m on Γ \ H, then ym2 φ0 and ym2 φ0
are Maass waveforms of weight m and −m:
y
m
2 φ0 ∈ L2(λ,m), y
m
2 φ0 ∈ L2(λ,−m), where λ = m2 (1− m2 ).
In particular, ||ym2 φ0||L2 = ||y
m
2 φ0||L2 =
√∫
F |φ0(z)|2ym dµ(z). Cf. [H2, p.
382(item 22), Prop 5.14].
Lemma 2.5. Let φ be as in Lemma 2.3, and assume s ≧ 1. Then, if
v = 0, we must have s = 1, and φ is a constant function. Now assume
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v 6= 0. We then have s ∈ {1, 2, ..., |v|}, and there exists a holomorphic cusp
form φ0 on Γ \ H of weight 2s with ||ysφ0||L2 = ||φ||L2 , such that
φ =
{
(|v| − s)!(2s)|v|−s
}− 1
2
{
K2v−2K2v−4...K2s
(
ysφ0
)
if v ≧ 1
Λ2v+2Λ2v+4...Λ−2s
(
ysφ0
)
if v ≦ −1.
(If s = |v|, this should be interpreted as φ = ysφ0 if v ≧ 1, φ = ysφ0 if
v ≦ −1.) Furthermore, if φ0 has Fourier expansion
φ0(z) =
∞∑
n=1
dne(nz),
then we have in (2.18):
cn =
{
(|v| − s)!(2s)|v|−s
}− 1
2 (4pi)−s|n| 12−s
{
(−1)v−sdn if v > 0
d−n if v < 0
for all n with nv > 0; also, c0 = 0, and cn = 0 for all n with nv < 0.
Proof. The case v = 0 is trivial, cf. [H2, p. 71(Claim 9.2)]. If v 6= 0,
then we have s ∈ {1, 2, ..., |v|} by [H2, pp. 350(5.4), 427(line 1)]. The rest of
the proof is very similar to the proof of Lemma 2.4, except that we also use
[H2, p. 383(a),(d),(g)], and the fact that
(2.21) Ws,s− 1
2
(y) = e−y/2ys,
which follows easily from (e.g.) [O1, Ch. 7 (9.03),(9.04),(10.09),(11.03)]. 
The above Lemmas 2.3, 2.4, 2.5 deal with the Fourier expansion of φ(z)
at the cusp η1 = ∞. Of course, there are analogous results for the Fourier
expansions corresponding to the other cusps η2, ..., ηκ of Γ (these results
may be proved e.g. by applying the above lemmas to the Fuchsian groups
NkΓN
−1
k , k = 2, ..., κ). One consequence of this is the following: For any
φ ∈ L2(λ, 2v) with λ = s(1 − s) as in Lemma 2.3, there exists a constant
C > 0 such that
(2.22) |φ(z)| ≦ CYΓ(z)1−Re s, ∀z ∈ H.
(For notice that for each k ∈ {1, ..., κ}, the ηk-analog of (2.19) implies that
φ(z) = O((Im Nkz)
1−Re s) as z → ηk inside F . Hence there is a C > 0 such
that (2.22) holds for all z ∈ F . By Γ-invariance, (2.22) now holds for all
z ∈ H.)
One main ingredient in our proof of Theorem 2 will be the well-known
Rankin-Selberg type bound on the sums
∑
|n|≦N |cn|2 of the Fourier coeffi-
cients of the Maass waveforms (cf., e.g., [I1, Thm. 3.2], [I2, Thm. 5.1]). We
will also need a similar bound on the Fourier coefficients of the Eisenstein
series, which we will prove in Lemma 2.7 below.
We first recall the following explicit formula for the Eisenstein series of
even integer weight in terms of the Eisenstein series of weight zero:
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Lemma 2.6. Consider the Fourier expansion of the Eisenstein series of
weight zero:
Ek(z, s, 0) = δk1y
s + ϕk1(s)y
1−s +
∑
n 6=0
ψn,k(s)
√
yKs− 1
2
(2pi|n|y)e(nx).
We then have the following expansion of the Eisenstein series of weight 2v:
Ek(z, s, 2v) = δk1y
s + (−1)v Γ(s)
2
Γ(s+ v)Γ(s− v)ϕk1(s)y
1−s
+
∑
n 6=0
(−1)vΓ(s)
2Γ(s+ v · sgn(n))
ψn,k(s)√
|n| Wv·sgn(n),s− 12 (4pi|n|y)e(nx).
Proof. For Re s > 1 this follows from the explicit formulas in [H2, pp.
368(5.22), 369(5.23)]. (Cf. also our remarks in the proof of Lemma 2.3,
as well as [H2, p. 280(Prop 3.7)].) For general s the result now follows by
meromorphic continuation, since it is known that, for any fixed k ∈ {1, ..., κ}
and v ∈ Z, Ek(z, s, 2v) has a Fourier expansion of the above type, with each
coefficient being a meromorphic function in s. Cf. [H2, p. 374(items 15-
17)]. 
Lemma 2.7. Let v ∈ Z, k ∈ {1, ..., κ} and s = σ + it ∈ C, σ ≧ 12 . We
assume that the Eisenstein series Ek(z, s, 2v) does not have a pole at s, and
we take the Fourier expansion to be
Ek(z, s, 2v) = δk1y
s + c0y
1−s +
∑
n 6=0
cn√|n|Wv·sgn(n),s− 12 (4pi|n|y)e(nx).
(2.23)
We then have, for N ≧ 1:
(2.24)
∑
1≦|n|≦N
|cn|2 = O(1)
{
N log 2N if σ = 12
N2σ if σ > 12 .
(The implied constant depends only on Γ, v, s.)
Proof. In the case σ = 12 , v = 0, the desired result was proved in
[S6, Lemma 2.3.8]. We will review the proof from [S6], and show that it
generalizes to σ ≧ 12 , v ∈ Z.
We recall that there are only a finite number of poles of Ek(z, s, 0) in the
half plane σ ≧ 12 , and all these poles belong to the interval (
1
2 , 1]. It now
follows from the formulas in Lemma 2.6 that if s 6= 1, Re s ≧ 12 , and s is not
a pole of Ek(z, s, 2v), then s cannot be a pole of Ek(z, s, 0); these formulas
also imply (for s 6= 1) that it suffices to prove (2.24) for v = 0. However, as
we will see, it is just as easy to prove Lemma 2.7 directly for general v ∈ Z,
and this also covers the case s = 1 (v 6= 0).
We keep 0 < Y < H and study the following integral:
(2.25) J =
∫
D
|Ek(z, s, 2v)|2 dµ(z), where D = (0, 1) × (Y,H).
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We tessellate D by translates of the fundamental region, i.e. we write D =
∪T∈Γ(D ∩ T (F)), an essentially disjoint union. It then turns out that D is
fully covered by the translates of a truncated region
FB = F −
κ⋃
j=1
N−1j
(
[0, 1] × [B,∞)), where B = max(B0,H, 1
Y
)
.
(Cf. (2.1). For details, see the proof in [S6].) The upshot of this is that
J =
∫
FB
#
{
T ∈ Γ | T (z) ∈ D
}
· |Ek(z, s, 2v)|2 dµ(z).
But we have by [I1, Lemma 2.10]:
#
{
T ∈ Γ
∣∣∣ T (z) ∈ D} ≦ #{W0 ∈ [S] \ Γ ∣∣∣ Im W0(z) > Y }
= 1 +O
(
Y −1
)
,
where the implied constant depends only on Γ, i.e. the bound is uniform
over all z ∈ H and Y > 0. Hence,
(2.26) J = O
(
1 + Y −1
) ∫
FB
|Ek(z, s, 2v)|2 dµ(z).
We now decompose FB as a union of the compact region FB0 and the cuspi-
dal regions N−1j
(
[0, 1]×[B0, B)
)
, for j = 1, ..., κ. From the Fourier expansion
of Ek(z, s, 2v) in the cusp ηj it follows that for all points z = N
−1
j (x
′ + y′i),
y′ ≧ B0 we have Ek(z, s, 2v) = O((y′)σ) (cf. Lemma 2.6 and the proof of
(2.22)); of course, the implied constant depends on s and v. Using this we
easily obtain
(2.27) J = O
(
1 + Y −1
){log(2B) if σ = 12
B2σ−1 if σ > 12 .
On the other hand, substituting (2.23) directly in the definition of J ,
(2.25), and then applying Parseval’s formula, we get:
J ≧ 4pi
∑
n 6=0
|cn|2
∫ 4pi|n|H
4pi|n|Y
Wv·sgn(n),s− 1
2
(u)2
du
u2
.
We now take H = 1 and Y = (4piN)−1. With this choice we have [1, 4pi] ⊂
[4pi|n|Y, 4pi|n|H] whenever 1 ≦ |n| ≦ N , and hence the last inequality implies∑
1≦|n|≦N
|cn|2 ≦ O(J).
Using this fact and (2.27), we obtain (2.24). 
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3. Averages of eigenfunctions for generic α
In this section we will study the sum 1M
∑M
m=1 f(mα + iy) in the case
when f is an eigenfunction on Γ \ H, i.e., either a Maass waveform or an
Eisenstein series.
Proposition 3.1. Let ε > 0, and let φ be a non-constant Maass waveform
of even integer weight, say φ ∈ L2(λ, 2v) and λ = s(1− s) as in Lemma 2.3.
We write
S = S(M,y, α) =
1
M
M∑
m=1
φ(mα+ iy).
We then have, for all M ≧ 1 and 0 < y ≦ 1,
(3.1)
∫ 1
0
|S|2 dα = O (y−εM ε−1)+ [if s ∈ (12 , 1): O(y2−2s)].
(The implied constant depends on Γ, φ, ε, but not on M,y.)
Proof. As in Lemma 2.3 we have a Fourier expansion
(3.2) φ(z) = c0y
1−s +
∑
n 6=0
cn√
|n|Wv·sgn(n),s− 12 (4pi|n|y)e(nx).
It follows that
S = c0y
1−s +
1
M
∑
n 6=0
M∑
m=1
cn√|n|Wv·sgn(n),s− 12 (4pi|n|y)e(nmα)
= c0y
1−s +
1
M
∑
l 6=0
( ∑
m|l
1≦m≦M
cl/m√
|l/m|Wv·sgn(l),s− 12 (4pi|l/m|y)
)
e(lα).
We will write s = σ+ it, and use W (Y ) as a shorthand for Wv·sgn(l),s− 1
2
(Y ).
Applying Parseval’s formula and then Cauchy’s inequality, we get∫ 1
0
|S|2 dα = |c0|2y2−2σ + 1
M2
∑
l 6=0
∣∣∣ ∑
m|l
1≦m≦M
cl/m√|l/m|W (4pi|l/m|y)
∣∣∣2
≦ |c0|2y2−2σ + 1
M2
∑
l 6=0
τ(|l|)
∑
m|l
1≦m≦M
|cl/m|2
|l/m| W (4pi|l/m|y)
2
(where τ(|l|) is the number of divisors of |l|)
= |c0|2y2−2σ + 1
M2
∑
n 6=0
|cn|2
|n| Wv·sgn(n),s− 12 (4pi|n|y)
2 ·
M∑
m=1
τ(|mn|).
In this sum we will use the following crude bound, which applies whenever
n 6= 0 and cn 6= 0:
(3.3) Wv·sgn(n),s− 1
2
(Y ) = O
(
e−Y/4
)
, ∀Y > 0.
EQUIDISTRIBUTION ALONG CLOSED HOROCYCLES 17
(The implied constant depends on v, s.) To prove (3.3), first recall that
Wk,m(Y ) ∼ e−Y/2Y k as Y →∞ (cf. [O1, Ch. 7 (11.05)]). It now remains to
treat the case 0 < Y ≦ 1. If s ∈ 12 + i[0,∞) or s ∈ (12 , 1), then we have, as
Y → 0+:
Wv·sgn(n),s− 1
2
(Y ) = O(1)
{
Y
1
2 log(1/Y ) if s = 12
Y 1−σ otherwise.
(3.4)
Cf. [O1, Ch. 7 (11.04), Ex. 11.1]. To prove (3.4) for s = 12 one may use
[O1, Ch. 7 (9.03), (11.02), Ex. 11.1] to show W±v,c(Y ) = O(|c|−1Y 1/2−|c|),
uniformly for 0 < Y < 14 and complex c with 0 < |c| < 14 (and fixed
v ∈ Z); then apply the maximum modulus principle in the c-variable along
|c| = −(10 log Y )−1.
Clearly, when s ∈ 12 + i[0,∞) or s ∈ (12 , 1), (3.3) follows from (3.4).
By Lemma 2.5, the only remaining possibility is s ∈ {1, 2, ..., |v|}, and in
this case we know that cn 6= 0 can only hold if nv > 0. Using (2.21) and the
recursion relation Wk+1,m(Y ) = (Y/2 − k − Y (∂/∂Y ))Wk,m(Y ) (cf. [AS, p.
507 (13.4.33)]), we now find that:
Wv·sgn(n),s− 1
2
(Y ) =W|v|,s− 1
2
(Y ) = O(Y s) as Y → 0+.
Now (3.3) is completely proved.
Using (3.3) together with the well-known estimate τ(|l|) = O(|l|ε), we
obtain ∫ 1
0
|S|2 dα ≦ |c0|2y2−2σ +O(M ε−1)
∑
n 6=0
|cn|2|n|ε−1e−2pi|n|y.(3.5)
Recall here that by Lemma 2.3 and Lemma 2.5, c0 6= 0 is possible only if
s ∈ (12 , 1). We have the following mean square bound on the coefficients cn:
(3.6)
∑
1≦|n|≦N
|cn|2 = O(N).
(The implied constant depends on φ.) In the case Re s < 1, (3.6) fol-
lows from Lemma 2.4 and [I1, Thm. 3.2]; in the remaining case, i.e. s ∈
{1, 2, ..., |v|}, (3.6) follows from Lemma 2.5 and [I2, Thm. 5.1], and partial
summation.
Now (3.1) follows from (3.5) and (3.6), by partial summation. 
Corollary 3.2. Let φ, λ, s be as in Proposition 3.1, and let ν > 0 and
c > 0. Let A > 1 be an arbitrary integer. If 12 < s < 1 then we also assume
A > ν−1(2 − 2s)−1. Then there is a set P = P (Γ, φ, ν, c, A) ⊂ R of full
Lebesgue measure such that for each α ∈ P , we have
(3.7) lim
M→∞
1
MA
MA∑
m=1
φ
(
mα+ icM−Aν
)
= 0.
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Proof. Let us fix ε > 0 so small that A(1 − (ν + 1)ε) > 1. Applying
Proposition 3.1 with y = cM−ν we obtain
(3.8)
∫ 1
0
∣∣∣ 1
M
M∑
m=1
φ(mα+ icM−ν)
∣∣∣2 dα = O(M−b), as M →∞.
Here b = min(1− (ν+1)ε, ν(2−2s)) if 12 < s < 1, otherwise b = 1− (ν+1)ε.
It follows from our assumptions that Ab > 1, and hence∫ 1
0
∞∑
M=1
∣∣∣ 1
MA
MA∑
m=1
φ
(
mα+ ic(MA)−ν
)∣∣∣2 dα = O(1) ∞∑
M=1
(MA)−b <∞.
It follows that the integrand in the left hand side is finite for almost all α,
and hence, a fortiori, there is a set P ⊂ [0, 1] of full Lebesgue measure such
that (3.7) holds for all α ∈ P .
Finally, we notice that the sum
∑
m φ
(
mα + iy
)
is invariant under α 7→
α+ 1, since ( 1 10 1 ) ∈ Γ. The desired result follows from this. 
Proposition 3.3. Let ε > 0, k ∈ {1, ..., κ}, v ∈ Z, and take s = σ + it
either on 12 + i[0,∞) or on (12 , 1), such that Ek(z, s, 2v) does not have a pole
at s. We write
S = S(M,y, α) =
1
M
M∑
m=1
Ek(mα+ iy, s, 2v).
We then have, for all M ≧ 1 and 0 < y ≦ 1,∫ 1
0
|S|2 dα = O (y1−2σ−εM ε−1 + y2−2σ)
(The implied constant depends only on Γ, v, s, ε.)
Proof. Mimicing the proof of Proposition 3.1, we obtain (3.5) with the
term |c0|2y2−2σ replaced by |δk1ys+c0y1−s|2 – the cn’s are now the Fourier co-
efficients in the expansion of Ek(z, s, 2v) as in (2.23) in Lemma 2.7. Using the
bound from Lemma 2.7 in the form
∑
1≦|n|≦N |cn|2 = O(N2σ+ε), together
with partial summation, we obtain
∫ 1
0 |S|2 dα ≦ O(M ε−1y1−2σ−2ε + y2−2σ).
This proves the desired bound, with 2ε in place of ε. 
Corollary 3.4. Let k, v, s = σ + it be as in Proposition 3.3 (in partic-
ular, 12 ≦ σ < 1), and let ν > 0 and c > 0. We make the assumption
that σ < 12(1 + 1/ν), and we let A be an arbitrary integer greater than
max((1 + ν − 2νσ)−1, (2ν − 2νσ)−1). Then there is a set P = P (Γ, k, v, s, ν, c, A) ⊂
R of full Lebesgue measure such that for each α ∈ P , we have
lim
M→∞
1
MA
MA∑
m=1
Ek
(
mα+ icM−Aν , s, 2v
)
= 0.
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Proof. This is similar to the proof of Corollary 3.2, using Proposition
3.3 instead of Proposition 3.1. 
4. Averages of eigenfunctions: conditional results
In this section we will show that, in Corollaries 3.2 and 3.4, we may under
certain conditions replace the sequence 1A, 2A, 3A, ... by the full sequence
1, 2, 3, ..., and allow the constant c to vary over any fixed compact interval.
The main reason for this is that the hyperbolic distance between iM−Aν
and i(M + 1)−Aν tends to 0 as M → ∞. We will start with the simplest
case; that of φ being a cusp form.
Throughout Section 4 and 5, we will let D denote a fixed countable dense
subset of R+.
Lemma 4.1. Let φ be a Maass waveform of even integer weight, and
assume that φ is a cusp form. Let ν > 0, α ∈ R and A ∈ Z+. We assume
that, for all c ∈ D,
(4.1) lim
M→∞
1
MA
MA∑
m=1
φ
(
mα+ icM−Aν
)
= 0.
Then, for any fixed 0 < C1 < C2, we have
1
M
M∑
m=1
φ
(
mα+ iy
)→ 0,
uniformly as M →∞ and C1M−ν ≦ y ≦ C2M−ν.
Proof. Let 0 < C1 < C2 be given, and fix some ε > 0. Since φ is a
cusp form, it is bounded and uniformly continuous over all of H. We fix
positive numbers B and δ0 such that |φ(z)| ≦ B holds for all z ∈ H, and
such that |φ(z)−φ(w)| < ε holds whenever δ(z, w) < δ0, where δ(·, ·) denotes
hyperbolic distance.
Let us also fix a finite subset S ⊂ [C1, C2] ∩ D such that for each c ∈
[C1, C2] there is at least one c1 ∈ S with | log(c/c1)| ≦ δ0/2. Because of
our assumption (4.1) and the fact that S is finite, we know that for all
sufficiently large numbers M1,
(4.2)
∣∣∣ 1
MA1
MA1∑
m=1
φ
(
mα+ ic1M
−Aν
1
)∣∣∣ ≦ ε, ∀c1 ∈ S.
We now let an arbitrary number M ∈ Z+ be given and define M1 ∈
{2, 3, ...} through (M1− 1)A ≦M < MA1 . We make the assumption that M
is so large that (4.2) holds, and so that
(4.3)
M
MA1
> max
(
1− ε
2B
, exp
(− δ0
2ν
))
.
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Given any c ∈ [C1, C2] we pick c1 ∈ S such that | log(c/c1)| ≦ δ0/2. We
now have ∣∣∣ 1
M
M∑
m=1
φ
(
mα+ icM−ν
)− 1
MA1
MA1∑
m=1
φ
(
mα+ ic1M
−Aν
1
)∣∣∣(4.4)
≦
1
M
M∑
m=1
∣∣∣φ (mα+ icM−ν)− φ(mα+ ic1M−Aν1 )∣∣∣
+
( 1
M
− 1
MA1
)
MB +
1
MA1
(
MA1 −M
)
B.
Here the last two terms are equal, and are each less than ε/2, by (4.3).
Furthermore,
δ
(
mα+ icM−ν ,mα+ ic1M−Aν1
)
=
∣∣∣∣log( cM−νc1M−Aν1
)∣∣∣∣
≦ | log(c/c1)|+ ν| log(M/MA1 )| <
δ0
2
+
δ0
2
= δ0,
again by (4.3). It follows that
∣∣φ (mα+ icM−ν)− φ(mα+ ic1M−Aν1 )∣∣ < ε
holds for each m. Hence the difference in (4.4) is less than 2ε, and using
(4.2) we conclude that∣∣∣ 1
M
M∑
m=1
φ
(
mα+ icM−ν
)∣∣∣ < 3ε.
This holds for all sufficiently large M , and all c ∈ [C1, C2]. This concludes
the proof. 
In order to extend the above lemma to the case when φ is not a cusp
form, or when φ is replaced by the Eisenstein series, we need a good bound
on those contributions to our sum which come from points lying far out in
the cusps of Γ \ H. This is provided by the following lemma.
Lemma 4.2. Let ν > 0, α ∈ R, A ∈ Z+ and s0 ∈ (12 , 1) be given,
such that s = s0 is not a pole of any of the Eistenstein series Ek(z, s, 0),
k = 1, ..., κ. We assume that, for some constant K1 > 0,
(4.5)
1
MA
∣∣∣MA∑
m=1
Ek
(
mα+ iM−Aν , s0, 0
)∣∣∣ ≦ K1, ∀k ∈ {1, ..., κ}, M ∈ Z+.
We let 0 < C1 < C2 be given. Then there exists a constant K2 > 0 such
that
(4.6)
1
M
M∑
m=1
YΓ(mα+ icM−ν)s0 ≦ K2,
for all M ∈ Z+, c ∈ [C1, C2].
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Proof. We let G(z) =
∑κ
k=1Ek(z, s0, 0); this is a continuous, real-
valued and Γ-invariant function on H. It follows from [H2, pp. 280(Prop.
3.7), 297(F)] that G(z) ∼ YΓ(z)s0 as z ∈ F approaches any of the cusps.
Hence B = infz∈F G(z) is finite, i.e., B > −∞, and there is a positive
constant C3 such that, for the function G1(z) = G(z) + |B|+ 1:
(4.7) G1(z) ≧ C3YΓ(z)s0 , ∀z ∈ F .
Then this inequality actually holds for all z ∈ H, since both sides are Γ-
invariant functions.
It follows from (4.5) that
1
MA
MA∑
m=1
G1
(
mα+ iM−Aν
)
≦ |B|+ 1 + κK1, ∀M ∈ Z+,
and hence there is a positive constant C4 > 0 such that
(4.8)
1
MA
MA∑
m=1
YΓ
(
mα+ iM−Aν
)s0 ≦ C4, ∀M ∈ Z+.
But the invariant height function YΓ(z) satisfies the following elementary
inequality:
(4.9) YΓ(z1) ≦ eδ(z1,z2)YΓ(z2).
This inequality follows directly from the definition (2.3), if we write δ0 =
δ(z1, z2) and notice that we have δ(NkW (z1), NkW (z2)) = δ0 for all k ∈
{1, ..., κ}, W ∈ Γ, and hence
Im NkW (z1) ≦ sup
{
Im z | z ∈ H, δ(z,NkW (z2)) ≦ δ0
}
= eδ0 Im NkW (z2) ≦ e
δ0YΓ(z2).
Now let M ∈ Z+ and let c be any positive real number. We choose M0 ∈
{2, 3, 4, ...} such that (M0 − 1)A ≦ M < MA0 . We then have 1 < MA0 /M ≦
MA0 /(M0 − 1)A ≦ 2A, and, for any x ∈ R,
δ(x+ icM−ν , x+ iM−Aν0 ) =
∣∣log(cM−ν/M−Aν0 )∣∣ ≦ | log c|+Aν log 2.
Hence by (4.8) and (4.9):
1
M
M∑
m=1
YΓ
(
mα+ icM−ν
)s0
≦
MA0
M
· 1
MA0
MA0∑
m=1
[
e| log c|+Aν log 2 YΓ
(
mα+ iM−Aν0
)]s0 < 2(1+s0ν)Aes0| log c|C4.
The lemma follows from this. 
Using Lemma 4.2, we are now able to extend Lemma 4.1 to the case of
arbitrary Maass waveforms.
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Proposition 4.3. Let ν > 0, α ∈ R, A ∈ Z+, s0 ∈ (12 , 1), and assume
that (4.5) in Lemma 4.2 holds; also let φ be a nonconstant Maass waveform
of even integer weight, and assume that, for all c ∈ D,
(4.10) lim
M→∞
1
MA
MA∑
m=1
φ
(
mα+ icM−Aν
)
= 0.
We then have, for any fixed constants 0 < C1 < C2,
(4.11)
1
M
M∑
m=1
φ (mα+ iy)→ 0,
uniformly as M →∞ and C1M−ν ≦ y ≦ C2M−ν.
Proof. If φ is a cusp form then this was proved in Lemma 4.1, and
the assumption (4.5) is not needed. We now assume that φ is not a cusp
form. We write φ ∈ L2(λ, 2v), λ = s(1− s) as in Lemma 2.3. We then have
1
2 < s < 1 by Lemma 2.3 and Lemma 2.5, and by (2.22) there is a constant
C > 0 such that |φ(z)| ≦ CYΓ(z)1−s for all z ∈ H.
We let 0 < C1 < C2 be given, and fix some ε > 0. We take K2 > 0 so
that (4.6) in Lemma 4.2 holds, and we fix a constant Y > 0 so large that
(4.12) K2CY
1−s−s0 < ε.
We let H : R+ → [0, 1] be a continuous function such that H(y) = 1 for
0 < y ≦ Y and H(y) = 0 for Y + 1 ≦ y, and then let
(4.13) f(z) = H(YΓ(z)) · φ(z).
Now, if YΓ(z) > Y , we have |φ(z)−f(z)| ≦ |φ(z)| ≦ CYΓ(z)1−s ≦ CY 1−s−s0YΓ(z)s0 .
If YΓ(z) ≦ Y , the same difference is |φ(z)− f(z)| = 0. Hence:
|φ(z)− f(z)| ≦ CY 1−s−s0YΓ(z)s0 for all z ∈ H.
Using this together with (4.6) and (4.12), we obtain
(4.14)
∣∣∣ 1
M
M∑
m=1
φ(mα+ icM−ν)− 1
M
M∑
m=1
f(mα+ icM−ν)
∣∣∣ < ε
for all M ∈ Z+, c ∈ [C1, C2].
In particular, for each c ∈ D, (4.10) and (4.14) imply
(4.15) lim sup
M→∞
∣∣∣ 1
MA
MA∑
m=1
f
(
mα+ icM−Aν
)∣∣∣ ≦ ε.
But it follows from our definition in (4.13) that f is a function of weight 2v
(cf. (2.8)) which has compact support on Γ \ H; in particular, f is bounded
and uniformly continuous on all of H. Hence, by arguing as in the proof of
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Lemma 4.1, using (4.15) in place of (4.1), we find that for all sufficiently
large M , ∣∣∣ 1
M
M∑
m=1
f
(
mα+ iy
)∣∣∣ < 4ε, ∀y ∈ [C1M−ν , C2M−ν ].
Hence for these M,y we also have, by (4.14),∣∣∣ 1
M
M∑
m=1
φ
(
mα+ iy
)∣∣∣ < 5ε.
This concludes the proof. 
Proposition 4.4. Let ν > 0, α ∈ R, A ∈ Z+, s0 ∈ (12 , 1), and assume
that (4.5) in Lemma 4.2 holds; also let v ∈ Z, k ∈ {1, ..., κ}, and assume
that
(4.16) lim
M→∞
1
MA
MA∑
m=1
Ek
(
mα+ icM−Aν , 12 + it, 2v
)
= 0
holds for all c, t ∈ D. We then have, for any fixed constants 0 < C1 < C2
and T > 0,
(4.17)
1
M
M∑
m=1
Ek
(
mα+ iy, 12 + it, 2v
) → 0,
uniformly as M →∞, C1M−ν ≦ y ≦ C2M−ν and 0 ≦ t ≦ T .
Proof. We first note that by [H2, pp. 280 (Prop. 3.7), 297(F), 368
(5.21), 374 (item 15)], there is a constant C5 = C5(Γ, T, v) > 0 such that
(4.18)
∣∣Ek(z, 12 + it, 2v)∣∣ ≦ C5YΓ(z) 12 , ∀t ∈ [0, T ], z ∈ H.
Hence, since 12 − s0 < 0, we may imitate the proof of Proposition 4.3, using
(4.16), to prove that for any fixed t ∈ D,
(4.19)
1
M
M∑
m=1
Ek
(
mα+ iy, 12 + it, 2v
) → 0,
uniformly as M →∞ and C1M−ν ≦ y ≦ C2M−ν .
Now let ε > 0 be given. We let K2 be as in Lemma 4.2. We claim that
there is a number t0 > 0 such that for all z ∈ H and all t1, t2 ∈ [0, T ],
(4.20) |t1−t2| < t0 =⇒
∣∣∣Ek(z, 12+it1, 2v)−Ek(z, 12+it2, 2v)∣∣∣ ≦ εK2YΓ(z)s0
To prove this, first note that we may assume z ∈ F , by Γ-invariance. We
take Y > 0 so large that 2C5Y
1
2
−s0 ≦ ε/K2; then (4.20) holds automatically
for all z ∈ F with YΓ(z) ≧ Y , by (4.18). But the region F ∩ {YΓ(z) ≦ Y }
is compact (as is the interval [0, T ]), and Ek(z,
1
2 + it, 2v) is a continuous
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function of 〈z, t〉. Hence we can indeed choose t0 > 0 so small that (4.20)
holds.
Next, we fix a finite subset S ⊂ [0, T ]∩D such that for each t ∈ [0, T ] there
is at least one t1 ∈ S with |t− t1| < t0. It follows from (4.19) that there is a
numberM0 such that, for all integersM ≧M0 and all y ∈ [C1M−ν , C2M−ν ],
t1 ∈ S,
(4.21)
∣∣∣ 1
M
M∑
m=1
Ek
(
mα+ iy, 12 + it1, 2v
)∣∣∣ ≦ ε.
Now, for t ∈ [0, T ] arbitrary, we take t1 ∈ S such that |t − t1| < t0.
It then follows from (4.21), (4.20) and (4.6) that, for all M ≧ M0 and all
y ∈ [C1M−ν , C2M−ν ],∣∣∣ 1
M
M∑
m=1
Ek
(
mα+ iy, 12 + it, 2v
)∣∣∣ ≦ 2ε.
This concludes the proof. 
5. Equidistribution for unbounded test functions
In this section we will prove Theorem 2, using the results from the pre-
ceding section together with the spectral expansion (2.6), (2.9). In fact, we
will prove the slightly stronger Theorem 2’ below, which extends Theorem 2
to cases of unbounded test functions.
Definition. Given γ ≧ 0, we let Bγ(Γ \T1H) be the family of continu-
ous Γ-invariant functions f : T1H → C such that |f(z, θ)| ≦ CYΓ(z)γ holds
for all (z, θ) ∈ T1H and some constant C > 0. Given ν > 0 and α ∈ R,
we say that 〈Γ, ν, α〉-PSEγ holds (〈Γ, ν, α〉-Point Set Equidistribution) if, for
any fixed f ∈ Bγ(Γ \ T1H) and any fixed numbers 0 < C1 < C2, we have
(5.1)
1
M
M∑
m=1
f (mα+ iy, 0)→ 〈f〉,
uniformly as M →∞ and C1M−ν ≦ y ≦ C2M−ν .
Hence, Theorem 2 says that for any given ν > 0, 〈Γ, ν, α〉-PSE0 holds for
almost all α ∈ R.
Theorem 2’. Let ν > 0. Then there is a set P = P (Γ, ν) ⊂ R of full
Lebesgue measure such that for each α ∈ P and each
(5.2) 0 ≦ γ < min(1, 12(1 + 1/ν)),
〈Γ, ν, α〉-PSEγ holds.
Remark 5.1. It is essential that the summation in (5.1) does not include
m = 0. Indeed, if Γ has a cusp at the point 0, then for f ∈ Bγ(Γ \T1H), we
may have f(iy, 0) increasing like y−γ as y → 0+, thus causing 1M f(iy, 0)→∞ as M → ∞, if νγ > 1. An example where νγ = 1 and where the
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contribution for m = 0 has to be treated separately is found in the proof of
Proposition 8.1 below.
On the other hand, if νγ < 1 then for any Γ and any fixed x ∈ R we
have 1M f(x + iy, 0) → 0 as M → ∞ and C1M−ν ≦ y ≦ C2M−ν . (To see
this, write z = x + iy and YΓ(z) = Im NkW (z) with W ∈ Γ; for y small
one then knows that |c| ≧ 1 in ( a bc d ) = NkW , and this forces |f(z, 0)| ≦
CYΓ(z)γ ≦ C(c−2y−1)γ ≦ Cy−γ .) Hence when νγ < 1, Theorem 2’ remains
true if
∑M
m=1 in (5.1) is replaced by (say)
∑M
m=0 or
∑M−1
m=0 .
Proof of Theorem 2’. Since any countable intersection of sets of full
Lebesgue measure is again of full Lebesgue measure, it suffices to prove that
for any fixed γ satisfying (5.2), there is a subset P = P (Γ, ν, γ) ⊂ R such
that 〈Γ, ν, α〉-PSEγ holds for all α ∈ P .
From now on, we keep ν, γ fixed as above. We choose a number s0 with
max(12 , γ) < s0 < min(1,
1
2 (1+ 1/ν)) such that s = s0 is not a pole of any of
the Eistenstein series Ek(z, s, 0), k = 1, ..., κ. For each v ∈ Z, we let D2v be
a complete set of discrete eigenfunctions of −∆2v, taken to be orthonormal.
Using Corollaries 3.2 and 3.4, and the fact that any countable intersection
of sets of full Lebesgue measure is again of full Lebesgue measure, it follows
that there exists a positive integer A = A(Γ, ν, s0) and a set P ⊂ R of full
Lebesgue measure such that for all α ∈ P , the assumption in Lemma 4.2 is
fulfilled, as well as the assumption in Proposition 4.3 for each nonconstant
φ ∈ ∪vD2v, and the assumption in Proposition 4.4 for all v ∈ Z, k ∈
{1, ..., κ}.
Now take any α ∈ P , and fix some numbers 0 < C1 < C2. We are going
to prove that for each fixed f ∈ Bγ(Γ \ T1H), we have
(5.3)
1
M
M∑
m=1
f (mα+ iy, 0)→ 〈f〉,
uniformly as M → ∞ and C1M−ν ≦ y ≦ C2M−ν . This will complete the
proof of Theorem 2’.
Let us define a norm on Bγ(Γ \ T1H) through
||f ||(s0) := sup
(z,θ)∈T1H
(
|f(z, θ)| YΓ(z)−s0
)
.
It follows from the definition of Bγ(Γ \ T1H) that ||f ||(s0) is finite for each
f ∈ Bγ(Γ\T1H), since γ < s0 and YΓ(z) is bounded from below by a positive
constant.
Now by Lemma 4.2, we have∣∣∣ 1
M
M∑
m=1
f1 (mα+ iy, 0)− 1
M
M∑
m=1
f2 (mα+ iy, 0)
∣∣∣ ≦ K2||f1 − f2||(s0),
for all f1, f2 ∈ Bγ(Γ \ T1H) and all M ∈ Z+, y ∈ [C1M−ν , C2M−ν ]. Fur-
thermore, there is a constant C6 > 0 which only depends on Γ and s0 such
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that ∣∣∣〈f1〉 − 〈f2〉∣∣∣ ≦ C6||f1 − f2||(s0), ∀f1, f2 ∈ Bγ(Γ \ T1H)
(for recall (2.5) and s0 < 1). Because of these last two inequalities, it now
suffices to prove (5.3) for all f ∈ S, where S is any || · ||(s0)-dense subset of
Bγ(Γ \ T1H).
We claim that Cc(Γ \ T1H) is || · ||(s0)-dense in Bγ(Γ \ T1H). For take
f ∈ Bγ(Γ \ T1H) arbitrary. Given Y ≧ 100 we define H : R+ → [0, 1] as
in the proof of Proposition 4.3, and let f1(z, θ) = H(YΓ(z)) · f(z, θ). Then
f1 ∈ Cc(Γ \ T1H). Arguing as in the proof of Proposition 4.3, we find that
||f − f1||(s0) can be made arbitrarily small by taking Y sufficiently large.
This proves our claim.
Next, by a standard convolution argument, the space C∞(T1H) ∩ Cc(Γ \ T1H)
is dense in Cc(Γ\T1H) with respect to the usual supremum norm, and hence,
a fortiori, with respect to || · ||(s0).
Now let f ∈ C∞(T1H)∩Cc(Γ \T1H) be given. We expand f in a Fourier
series as in (2.6). Integrating by parts twice in (2.7) we find that |f̂v(z)| ≦
(2pi)−1|v|−2 ∫ 2pi0 ∣∣(∂2/∂θ2)f(z, θ)∣∣ dθ for all |v| ≧ 1. Hence, since f is smooth
and of compact support modulo Γ, we have uniform convergence in (2.6),
over all of T1H. In particular, the space of finite sums
∑
v fv(z)e
ivθ , with
fv ∈ C∞(H) ∩ Cc(Γ \ H, 2v), is || · ||(s0)-dense in Bγ(Γ \ T1H).
Hence, by linearity, it will now be sufficient to prove (5.3) for functions f
of the form f(z, θ) = fv(z)e
ivθ , where v ∈ Z and fv ∈ C∞(H)∩Cc(Γ\H, 2v).
For such f , we clearly have 〈f〉 = 0 if v 6= 0 (since ∫ 2pi0 f(z, θ) dθ = 0 for
all z), and 〈f〉 = µ(F)−1 ∫F fv(z) dµ(z) if v = 0. Hence, our goal is now to
prove, for any fixed v ∈ Z, and any fixed fv ∈ C∞(H) ∩Cc(Γ \ H, 2v):
(5.4)
1
M
M∑
m=1
fv(mα+ iy)→ δv0 µ(F)−1
∫
F
fv(z) dµ(z),
uniformly as M →∞ and C1M−ν ≦ y ≦ C2M−ν .
We will now apply the spectral expansion (2.9). By an approximation
argument of the same type as above, using the analog of the || · ||(s0)-norm
for functions H → C of weight 2v, and using Lemma 2.2, the inequality
1 +
√YΓ(z) ≦ O(YΓ(z)s0) and Lemma 4.2, we find that it suffices to prove
(5.4) for fv in the family of finite spectral expansions;
fv(z) =
∑
λn≦1/4+T 2
dnφn(z) +
κ∑
k=1
∫ T
0
gk(t)Ek(z,
1
2 + it, 2v) dt,
where φn ∈ D2v, T ≧ 1, d0, d1, ... are arbitrary complex numbers, and gk(t)
are arbitrary continuous functions on [0, T ]. But for such a function fv,
Proposition 4.4 and Proposition 4.3 can be applied directly. Concerning
Proposition 4.3, we notice that if v 6= 0 then all φn’s are nonconstant; if
v = 0 then φn is nonconstant for all n 6= 0, while φ0 ≡ µ(F)− 12 . Hence we
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obtain:
1
M
M∑
m=1
fv(mα+ iy)→ δv0 d0µ(F)−
1
2 ,
uniformly as M → ∞ and C1M−ν ≦ y ≦ C2M−ν . But here, if v = 0, we
have d0 = 〈f0, φ0〉, and hence d0µ(F)− 12 = µ(F)−1
∫
F f0(z) dµ(z). Hence
(5.4) holds. This concludes the proof of Theorem 2’.   
6. Proof of Theorem 3
For x ∈ R we use ||x|| to denote the distance from x to the closest integer,
i.e. ||x|| = infn∈Z |x− n|.
Lemma 6.1. Let α ∈ R be of type K ≧ 2. We then have, for all integers
M ≧ 1, N2 ≧ N1 ≧ 1:
(6.1)
N2∑
n=N1
min
(
M,
1
||nα||
)
≦ O
(
NK−12 log(2N2)
)
.
Writing N = N2 −N1, the same sum is also
(6.2) ≦ O
(
M +
(
(NM)
K−1
K +N
)
log(NM + 1)
)
.
The implied constants depend only on α,K, not on M,N1, N2.
We remark that whenever N2 ≧M
1
K−1 holds, the bound in (6.2) is better
than (or at least as good as) the bound in (6.1).
Proof. By assumption, there exists a constant C ∈ (0, 1) such that
|α− a/q| > Cq−K for all a ∈ Z, q ∈ Z+.
We first prove (6.2). The bound is trivial when N = 0, so we may now
assume N ≧ 1. By Dirichlet’s Theorem, given any real number Q ≧ 1 there
exist integers a, q with 1 ≦ q ≦ Q, gcd(a, q) = 1 and |α − a/q| < (qQ)−1 ≦
q−2. Using |α− a/q| > Cq−K we then have (CQ) 1K−1 < q ≦ Q.
Splitting the summation range N1 ≦ n ≦ N2 into consecutive blocks of
the form {hq + r | 1 ≦ r ≦ q} (possibly overshooting on both ends), and
using [N, Lemma 4.9] for each block, we now have
N2∑
n=N1
min
(
M,
1
||nα||
)
≦ O
((N2 −N1
q
+ 2
)
(M + q log q)
)
= O
(NM
q
+M + (N + q) log q
)
= O
(
NMQ−
1
K−1 +M + (N +Q) logQ
)
.
Taking Q = (NM)
K−1
K (remembering N ≧ 1), we obtain (6.2).
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To prove (6.1), we instead let Q = C−1(2N2)K−1 > 1, and find integers
a, q as above. Now Q ≧ q > (CQ)
1
K−1 = 2N2, so by [N, Lemma 4.8],
N2∑
n=N1
min
(
M,
1
||nα||
)
≦
∑
1≦n≦q/2
1
||nα|| = O
(
q log q
)
= O
(
NK−12 log(2N2)
)
.

Proposition 6.2. Let β, α,K, ν be as in Theorem 3. Let φ be a non-
constant Maass waveform of even integer weight. We then have
(6.3)
1
M
M∑
m=1
φ(mα+ iy)→ 0,
uniformly as M →∞, y → 0+ so long as y ≧M−ν.
Proof. We write φ ∈ L2(λ, 2v) and λ = s(1− s) as in Lemma 2.3, and
s = σ + it. As in the proof of Proposition 3.1, the sum in (6.3) is equal to
(6.4) c0y
1−s +
1
M
∑
n 6=0
cn√|n|Wv·sgn(n),s− 12 (4pi|n|y)
M∑
m=1
e(nmα).
We will always keep y < 1. Recall that we have either σ < 1, or else
s = σ ≧ 1 and c0 = 0 (cf. Lemma 2.5). Hence we certainly have c0y
1−s → 0
as y → 0+. We now turn to the sum over n 6= 0 in (6.4). We will first work
under the assumption that either σ ≦ 12 + β or s = σ ≧ 1. By reviewing the
proof of (3.3) on p. 16, we then find that we have the following convenient
bound for all Y > 0, in all non-vanishing terms in (6.4):
(6.5) Wv·sgn(n),s− 1
2
(Y ) = O(Y
1
2
−βe−Y/4).
Furthermore, it follows from the definition of β and Lemma 2.4 or Lemma 2.5
that
|cn| = O(|n|β+ε), for all n 6= 0.
(Here and in all later “big-O” estimates in this proof, the implied constant
depends on φ and ε.) We also note that∣∣∣ M∑
m=1
e(nmα)
∣∣∣ = ∣∣∣∣e(Mnα)− 1e(nα)− 1
∣∣∣∣ ≦ min(M, ||nα||−1),
since |e(x) − 1| = 2| sin(pix)| ≧ 2||x|| for all x ∈ R. Hence (6.4) minus the
trivial term c0y
1−s is
= O
(
M−1y
1
2
−β) ∞∑
n=1
e−pinynεmin
(
M, ||nα||−1)
= O
(
M−1y
1
2
−β) ∞∑
k=0
e−pik
(k + 1
y
)ε ∑
k/y<n≦(k+1)/y
min
(
M, ||nα||−1).(6.6)
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Applying the bound (6.2) in Lemma 6.1, and using y ≧M−ν , we get:
= O
(
M−1y
1
2
−β−ε) ∞∑
k=0
e−3k
(
M + (M/y)
K−1
K
+ε +M εy−1−ε
)
= O
(
y
1
2
−β−ε +M−
1
K
+ε+ν( 1
2
+β− 1
K
+2ε) +M ε−1+ν(
1
2
+β+2ε)
)
.(6.7)
Clearly, if β < 12 , it is possible to keep ε so small that
1
2−β−ε > 0; then the
first term above tends to 0 as M →∞, y → 0+. One also checks that when
β < 12 , (1.8) implies that both ν <
2
1+2β and ν <
2
2Kβ+K−2 hold; hence the
last two terms above tend to 0 as well, provided that ε is sufficiently small.
On the other hand, if β ≧ 12 , we instead apply the bound (6.1) (in the
crude form “O(NK−1+ε2 )”); this gives that (6.6) is
= O
(
M−1y
1
2
−β−ε) ∞∑
k=0
e−3k
(k + 1
y
)K−1+ε
= O
(
M−1+ν(K+β−
3
2
+2ε)
)
.
By (1.8), this tends to 0 as M →∞, provided that ε is sufficiently small.
We now turn to the remaining case; 12+β < σ < 1. (Notice that 0 < β <
1
2
must hold in this case.) Let us write
(6.8) B(X) =
∑
1≦n≦X
min
(
M, ||nα||−1).
The bound (6.5) still holds as Y → ∞, and thus all terms with |n| > 1/y
in (6.4) can be treated exactly as in (6.6), (6.7). When Y → 0+, we have
Wv·sgn(n),s− 1
2
(Y ) = O(Y 1−σ) (cf. (3.4)). Hence we obtain the following
bound on the remaining part (“0 < |n| ≦ 1/y”) of (6.4):
O
(
M−1y1−σ
) ∫ 1/y
1/2
Xβ+
1
2
−σ+ε dB(X)
= O
(
M−1y1−σ
){[
Xβ+
1
2
−σ+εB(X)
]X=1/y
X=1/2
+
∫ 1/y
1/2
Xβ−
1
2
−σ+εB(X) dX
}
.
Here B(X) = 0 for 0 < X < 1, and it follows from Lemma 6.1 that B(X) =
O
(
XK−1+ε
)
for all X ≧ 1, and also, by (6.2), B(X) = O
(
(XM)
K−1
K
+ε +
X1+ε
)
whenever X > M
1
K−1 ; hence we get:
≦O
(
M−1y1−σ
){(
M
1
K−1
)β+ 1
2
−σ+K−1+2ε
+ y−β−
1
2
+σ−ε((M/y)K−1K +ε + y−1−ε)
+
∫ M 1K−1
1
Xβ−
3
2
−σ+K+2ε dX +
∫ 1/y
1
Xβ−
1
2
−σ+ε((XM)K−1K +ε +X1+ε) dX}.
Here all the total X-exponents in the integrals are > −1, and hence we
obtain:
= O
(
M
β+1/2−σ+2ε
K−1 y1−σ +M−
1
K
+εy−β−
1
2
+ 1
K
−2ε +M−1y−β−
1
2
−2ε
)
.
30 JENS MARKLOF AND ANDREAS STRO¨MBERGSSON
But 12+β < σ < 1, so it is possible to keep ε so small that β+1/2−σ+2ε < 0;
then first term above certainly tends to 0 as M →∞, y → 0+. The second
and third terms also tend to 0 so long as we keep ε sufficiently small, and
y ≧ M−ν ; cf. the discussion concerning (6.7) above. This concludes the
proof of Proposition 6.2. 
Proposition 6.3. Let s0, β, α,K, ν be as in Theorem 3. Let v ∈ Z,
k ∈ {1, ..., κ}, and s ∈ 12 + i[0,∞) or s = s0. We then have
1
M
M∑
m=1
Ek(mα+ iy, s, 2v)→ 0,
uniformly as M →∞, y → 0+ so long as y ≧M−ν.
Proof. We take the Fourier expansion of Ek(z, s, 2v) to be as in
(2.23), and it then follows from the definition of β and Lemma 2.6 that
|cn| = O(|n|β+ε) holds for all n 6= 0. The proof of Proposition 6.3 is now
almost identical to the proof of Proposition 6.2. 
We are now ready to prove Theorem 3. Just as with Theorem 2, we
will actually prove a stronger result, wherein unbounded test functions are
allowed:
Theorem 3’. Let s0, β, α,K, ν be as in Theorem 3 (on p. 4), and let
γ ∈ [0, s0). Then for any function f ∈ Bγ(Γ\T1H) and any constant C1 > 0,
we have
1
M
M∑
m=1
f (mα+ iy, 0)→ 〈f〉,
uniformly as M →∞, y → 0+ so long as y ≧ C1M−ν .
Proof of Theorem 3’. This proof is similar to the arguments given on
pp. 19–27, except that the present case is easier. We will therefore only give
an outline of the argument.
It is sufficient to prove Theorem 3’ in the case C1 = 1; for we may always
increase ν slightly, keeping (1.8) true.
We first prove that there exists a constant K2 = K2(Γ, s0, α, ν) > 0 such
that
(6.9)
1
M
M∑
m=1
YΓ(mα+ iy)s0 ≦ K2, ∀M ∈ Z+, y ∈ [M−ν , 1].
To this end, we define G(z), B and G1(z) as in the proof of Lemma 4.2. It
then follows from Proposition 6.3 (with s = s0 and v = 0) that there are
numbers M0 ∈ Z+ and y0 > 0 such that 1M
∑M
m=1G1(mα + iy) < |B| + 2
holds whenever M ≧M0 and M
−ν ≦ y ≦ y0. Now (6.9) follows from (4.7),
and the fact that YΓ(z) is bounded in the region min(y0,M−ν0 ) ≦ y ≦ 1.
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Secondly, we claim that Proposition 6.3 can be sharpened as follows:
Given v ∈ Z, k ∈ {1, ..., κ} and T > 0, we have
(6.10)
1
M
M∑
m=1
Ek(mα+ iy,
1
2 + it, 2v)→ 0,
uniformly over all t ∈ [0, T ] as M →∞, y → 0+, so long as y ≧M−ν . This
is proved by imitating part of the proof of Proposition 4.4, using (6.9) and
Proposition 6.3 in the place of Lemma 4.2 and (4.16).
The proof is now completed by mimicing the approximation argument on
pp. 25–27, using (6.9), (6.10) and Proposition 6.2 in the place of Lemma
4.2, Proposition 4.4 and Proposition 4.3.   
Remark 6.4. The restriction on ν in (1.8) is optimal for our method of
proof in the following precise sense:
Given any β ≧ 0, K ≧ 2, v ∈ Z and s ∈ 12 + i[0,∞) or s ∈ (12 ,∞), let
ν0 be the number given in the right hand side of (1.8). Then there exists a
number α of type K, and complex numbers {cn}n 6=0 satisfying cn = O(|n|β),
such that the following sum of absolute values
(6.11)
1
M
∑
n 6=0
|cn|√|n| ·
∣∣∣Wv·sgn(n),s− 1
2
(4pi|n|y)
∣∣∣ · ∣∣∣∣ M∑
m=1
e(nmα)
∣∣∣∣
does not tend to 0 as y = M−ν0 , M → ∞. (For β ≦ 12 we may even
take the cn’s to satisfy a “Rankin-Selberg type formula”
∑
1≦|n|≦N |cn|2 =
[const] ·N +O(N2β) as N →∞.)
We omit the proof.
Notice that (6.11) is the sum which we have to treat if we want to bound
the sum (6.4) in Proposition 6.2 term by term. (The same type of sum arises
also for the Eisenstein series, cf. Proposition 6.3.) Hence, our remark shows
that to obtain any improvement upon (1.8) in Theorem 3 using (6.4), one
would have to prove cancellation between the terms in (6.4).
Proof of the last statement in Remark 1.6. Take α ∈ R of type
K ≧ 2, and take 0 < ν < (K − 1)−1. We will show how to use Sarnak’s
theorem on the asymptotic equidistribution of closed horocycles to prove
that, for any bounded continuous Γ-invariant function f : H → C, and any
fixed number C1 > 0, we have
(6.12)
1
M
M∑
m=1
f (mα+ iy, 0)→ 〈f〉,
uniformly as M →∞, y → 0+ so long as y ≧ C1M−ν .
By standard approximation arguments, if suffices to prove (6.12) for f ∈
C∞(T1H)∩Cc(Γ\T1H). For each y > 0 the function f(x+ iy, 0) is invariant
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under x 7→ x+ 1, and hence we have
f(x+ iy, 0) =
∑
n∈Z
a(y, n)e(nx),
where
a(y, n) =
∫ 1
0
f(x+ iy, 0)e(−nx) dx.(6.13)
It follows from Sarnak’s theorem (cf. Theorem 1 above) that
(6.14) a(y, 0)→ 〈f〉, as y → 0+.
Next, we will prove a bound on a(y, n) for n 6= 0. Given a fixed integer
A ≧ 0, we may apply integration by parts A times in (6.13) to obtain
(6.15) |a(y, n)| ≦ O(|n|−A) sup
x∈[0,1]
∣∣∣ ∂A
∂xA
f(x+ iy, 0)
∣∣∣.
But we have, for arbitrary z = x+ iy ∈ H:
(6.16)
∣∣∣ ∂A
∂xA
f(x+ iy, 0)
∣∣∣ = O(y−A)
(the implied constant depends on f , A and Γ). To prove (6.16), it is
convenient to use the standard identification of T1H with the Lie group
G = PSL(2,R), given by G ∋ U 7→ U(i, 0) ∈ T1H. Under this identification,
f is a function in C∞(G) which is Γ-left invariant and which has compact
support modulo Γ. We let X : C∞(G) → C∞(G) be the left invariant
differential operator given by
(XF )(g) =
dA
dtA
F
(
g ( 1 t0 1 )
)∣∣∣
t=0
.
One then verifies that under our identification G↔ T1H, we have
(Xf)
((√
y x/
√
y
0 1/
√
y
))
= yA
∂A
∂xA
f(x+ iy, 0).
However, since X is a left invariant operator and f is a Γ-left invariant func-
tion, Xf is a Γ-left invariant function too. Furthermore, Xf has compact
support modulo Γ, since this is true for f . Hence Xf is uniformly bounded
over all of G. Clearly, (6.16) follows from this.
We now obtain, from (6.15) and (6.16):
(6.17) |a(y, n)| ≦ O((|n|y)−A).
Let us keep M ∈ Z+ and 0 < y < 1. We have:∣∣∣ 1
M
M∑
m=1
f (mα+ iy, 0) − a(y, 0)
∣∣∣
=
∣∣∣ 1
M
∑
n 6=0
a(y, n)
M∑
m=1
e(mnα)
∣∣∣ ≦ 1
M
∑
n 6=0
|a(y, n)|min(M, ||nα||−1).
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We use the inequality (6.17) with A = 0 for |n| ≦ 1/y, and with some A yet
to be fixed for |n| > 1/y. We then get:
≦O(M−1)
∑
1≦n≦1/y
min(M, ||nα||−1)
+O(M−1)
∞∑
k=1
k−A
∑
k/y<n≦(k+1)/y
min(M, ||nα||−1)
We now fix ε > 0 so small that ν < 1K−1+ε . By (6.1) in Lemma 6.1, the
above sum is
≦ O(M−1y1−K−ε) +O(M−1)
∞∑
k=1
k−A
(k + 1
y
)K−1+ε
.
If we fix A so large that K − 1 + ε−A < −1, then we conclude:
(6.18)
∣∣∣ 1
M
M∑
m=1
f (mα+ iy, 0) − a(y, 0)
∣∣∣ = O(M−1y1−K−ε).
Now (6.12) follows from (6.14) and (6.18), since ν < (K − 1 + ε)−1.   
7. Negative results
Proposition 7.1. Let Γ be a subgroup of PSL(2,Z) of finite index, and
let ν > 0. Let α ∈ R be any irrational number such that there are sequences
of integers p1, p2, ... and 0 < q1 < q2 < ... satisfying∣∣∣α− pj
qj
∣∣∣ ≦ (3qj)−2−2/ν , for j = 1, 2, ...
Then there exist a non-negative function f ∈ C∞(T1H) ∩ Cc(Γ \ T1H) with
〈f〉 = 1, and a sequence of integers 0 < M1 < M2 < ..., such that
(7.1)
1
Mj
Mj∑
m=1
f(mα+ iM−νj , 0) = 0, for all j = 1, 2, ...
Proof. Clearly, it suffices to prove the result for Γ = PSL(2,Z).
Let us consider any fixed M ≧ 1, y > 0 and j ≧ 1, and write p = pj,
q = qj. We will use the fact that α ≈ p/q to show that, under certain
conditions on the sizes of M and y, all points α + iy, 2α + iy, ...,Mα + iy
lie far out in the cusp on Γ \ H.
Given m ∈ {1, ...,M} we write d = gcd(q,mp); then gcd(−q/d,mp/d) =
1, and hence there is a PSL(2,Z)-transformation of the form
T =
( ∗ ∗
−q/d mp/d
)
∈ Γ = PSL(2,Z).
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We now have
Im T (mα+ iy) = y
∣∣∣− q
d
(mα+ iy) +
mp
d
∣∣∣−2 = d2y
q2y2 +m2(p − qα)2
≧
y
q2y2 +M2q2(3q)−4−4/ν
.
Clearly, this is ≧ 2 whenever
(7.2) q2y2 ≦ y/4 and M2q2(3q)−4−4/ν ≦ y/4.
Hence, for M,y satisfying (7.2), we have YΓ(mα + iy) ≧ 2 for all m ∈
{1, ...,M}.
Taking y = M−ν , one finds by a quick computation that (7.2) holds if
and only if
(7.3) 41/νq2/ν ≦M ≦ 4−
1
2+ν 3
4(1+ν)
ν(2+ν) q2/ν .
Notice that 41/ν < 4−
1
2+ν 3
4(1+ν)
ν(2+ν) , since 4 < 32. Hence, whenever q is suffi-
ciently large, there exists at least one integer M satisfying (7.3). Because
of q = qj → ∞ as j → ∞, we can now certainly find a sequence of inte-
gers 0 < M1 < M2 < M3 < ... such that for each j = 1, 2, 3, ..., and each
m ∈ {1, ...,Mj}, we have YΓ(mα+ iM−νj ) ≧ 2.
But R = {z ∈ H | YΓ(z) < 2} is an open, non-empty region on Γ \H. (R
is open because of the continuity of YΓ(z), and to see that R is non-empty
we need only check that, e.g., YΓ(i) = 1.) Hence there exists a smooth,
Γ-invariant function f0 : H → [0,∞) which has compact support contained
in R, and which is not identically 0. We define f(z, θ) = f0(z). Then
f ∈ C∞(T1H)∩Cc(Γ\T1H), and (7.1) holds. Rescaling f , we can also make
〈f〉 = 1 hold. 
8. The pair correlation density of n2α mod 1
The objective of this final section is to establish that the equidistribu-
tion of the Kronecker sequence mα along closed horocycles implies Poisson
statistics for the pair correlation density of the sequence n2α mod 1. Rud-
nick and Sarnak’s recent result [RS, Theorem 1 for d = 2], which says that
the pair correlation density of n2α mod 1 is Poissonian for generic α (in
Lebesgue measure sense), is therefore implied by our equidistribution theo-
rem (Theorem 2).
It would be interesting to see to what extent the convergence properties
of the spacing distributions studied in [RSZ], where α is taken to be well
approximable by rationals, are related to the equidistribution of Kronecker
sequences.
Statistical properties of n2α mod 1 were also considered in connection
with the Berry-Tabor conjecture [BT] on the energy level statistics of inte-
grable Hamiltonian quantum systems [the relevant system is here the “boxed
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oscillator” with energy levels n2α+m, where m,n ∈ Z+], integrable quan-
tum maps [Z], the “quantum kicked-rotator” [CGI, S4, P], and scattering
problems on certain surfaces of revolution [ZZ].
For any interval [a, b] the pair correlation function is defined as
(8.1) R2([a, b], α,N) =
1
N
∣∣∣{1 ≦ j 6= k ≦ N ∣∣ j2α− k2α ∈ [ a
N
,
b
N
]
+ Z
}∣∣∣.
In the following, we will consider the special Fuchsian group
(8.2) Γ1(4) = {(±T ) ∈ PSL(2,R) | T ∈ Γ1(4)},
where Γ1(4) is the congruence subgroup of SL(2,Z),
Γ1(4) =
{(
a b
c d
)
∈ SL(2,Z)
∣∣∣ c ≡ 0, a ≡ d ≡ 1 (mod 4)}.
(Notice that Γ1(4) has a normalized cusp at ∞.)
Proposition 8.1. If 〈Γ1(4), 2, α〉-PSE1/2 (cf. the definition on p. 24)
holds for some α ∈ R, then, for any interval [a, b] ⊂ R:
(8.3) R2([a, b], α,N) → b− a, as N →∞.
That is, the pair correlation function of n2α mod 1 converges to the one of
independent random variables from a Poisson process.
We remark that by Theorem 2’, the assumption in Proposition 8.1 is
satisfied for almost all α ∈ R, in Lebesgue measure sense.
To prepare for the proof of Proposition 8.1, let us note that (for arbitrary
Γ as in earlier sections) if both 〈Γ, ν, α〉-PSEγ and 〈Γ, ν,−α〉-PSEγ hold,
then we also have asymptotic equidistribution of point sets with an arbitrary
weight function h, as follows.
Lemma 8.2. Let Γ, ν, α, γ be such that both 〈Γ, ν, α〉-PSEγ and 〈Γ, ν,−α〉-
PSEγ hold. Let h : R → R be a bounded, piecewise continuous function of
compact support. We then have, for any given f ∈ Bγ(Γ \ T1H):
1
M
∑
m∈Z
m6=0
h
(m
M
)
f
(
mα+ iM−ν , 0
)→ ∫
R
h(u) du · 〈f〉,(8.4)
as M →∞.
Proof. It suffices to prove (8.4) for functions h which satisfy h(u) = 0
for all u < 0, for then functions h which satisfy h(u) = 0 for all u > 0 can
be treated by replacing α by −α, and the general case follows by adding the
two cases.
If h(u) = χ(0,b] for some b > 0, i.e., if h(u) is the characteristic function of
the interval (0, b], then (8.4) follows immediately from 〈Γ, ν, α〉-PSEγ and the
fact that limM→∞[bM ]/M = b. Using the relation χ(b1,b2] = χ(0,b2] − χ(0,b1],
we now find that (8.4) holds for any function h in the family R of finite
linear combinations of characteristic functions of intervals (b1, b2] ⊂ [0,∞).
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Next, if h(u) is a piecewise continuous function on [0,∞) of compact
support, then h(u) is Riemann integrable, and thus there are sequences of
functions h+i , h
−
i ∈ R such that h−i (u) ≦ h(u) ≦ h+i (u) for all u > 0, and∫∞
0 (h
+
i − h−i ) du → 0 as i → ∞. Now if f ≧ 0 then
∑
m h
−
i (m/M)f(...) ≦∑
m h(m/M)f(...) ≦
∑
m h
+
i (m/M)f(...), and applying (8.4) for h
+
i and h
−
i ,
and letting i→∞, we find that (8.4) holds for h(u). The case of arbitrary f
then follows by applying the preceding result separately to the positive and
negative parts of Re(f) and of Im(f) (each of these four functions belongs
to Bγ(Γ \ T1H)). 
Remark 8.3. Let T 7→ T˜ be the automorphism of PSL(2,R) given by
T˜ =
(
i 0
0 −i
)
T
(−i 0
0 i
)
(i.e.,
(
a b
c d
)˜= ( a −b−c d )). Concerning the assumption in
Lemma 8.2, we then have:
If the lattice Γ is invariant under T 7→ T˜ , then 〈Γ, ν,−α〉-PSEγ is equiv-
alent to 〈Γ, ν, α〉-PSEγ , for any given ν, α, γ.
In particular, this applies when Γ = Γ1(4).
To prove our claim, we assume that Γ is invariant under T 7→ T˜ . We define
V (z, θ) := (−z,−θ); one then checks that V ◦ T ≡ T˜ ◦ V : T1H → T1H,
for all T ∈ PSL(2,R). Hence, a function f : T1H → C is Γ-invariant if and
only if f ◦ V is Γ-invariant. Furthermore, if η is a cusp, then so is −η, and
Γ−η = {T˜ | T ∈ Γη}. It follows that the set SΓ in (2.4) is invariant under
N 7→ N˜ , and using this one easily checks that YΓ(−z) = YΓ(z) for all z ∈ H.
Now our claim follows directly from the definition of 〈Γ, ν, α〉-PSEγ on
p. 24, since replacing f with f◦V transforms the sum 1M
∑M
m=1 f (mα+ iy, 0)
into 1M
∑M
m=1 f (m(−α) + iy, 0).
Proof of Proposition 8.1. Fix α as in the proposition. We will consider
the following smoothed version of the pair correlation function (8.1):
(8.5) R2(g, ψ, α,N) =
1
N
∑
j,k∈Z
|j|6=|k|
ψ
( j
N
)
ψ
( k
N
) ∑
m∈Z
g(N(j2α− k2α+m)).
Here we assume ψ to be an even real-valued function in C∞c (R), and g to
be a smooth function such that g(x) = O(|x|−2) as |x| → ∞, and such that
the Fourier transform ĝ(u) =
∫
R
g(x)e(−ux) dx has compact support. We
will show that for any such functions ψ and g, we have
(8.6) R2(g, ψ, α,N) →
∫
R
g(x) dx ·
(∫
R
ψ(x) dx
)2
,
as N →∞.
Let us first prove that (8.6) implies (8.3). Define η(x) to be 1 for 0 <
|x| ≦ 1, and 0 for x = 0 and for |x| > 1. We can now pick two sequences
of even non-negative functions ψ+i , ψ
−
i ∈ C∞c (R) with ψ−i ≦ η ≦ ψ+i (hence
in particular ψ−i (0) = 0, ψ
+
i (0) ≧ 1), such that
∫
R
(ψ+i − ψ−i ) dx → 0 as
i → ∞. Given [a, b] ⊂ R, we can also pick two sequences of functions g+i ,
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g−i ∈ C∞(R), each satisfying g±i (x) = Oi(|x|−2) as |x| → ∞ and ĝ±i ∈ Cc(R),
such that g−i ≦ χ[a,b] ≦ g
+
i and
∫
R
(g+i − g−i ) dx → 0 as i → ∞. (Such
sequences g+i , g
−
i can be constructed following [M2, 8.6.1-2]. Cf. also [V].)
Applying (8.6) for g = g−i , ψ = ψ
−
i and for g = g
+
i , ψ = ψ
+
i , and then
letting i→∞, we find that (8.6) also holds for g = χ[a,b], ψ = η, i.e.,
(8.7)
1
N
∑
0<|j|6=|k|≦N
∑
m∈Z
χ[a,b](N(j
2α− k2α+m))→ 4(b− a),
as N →∞. Notice that if N > b− a, then the innermost sum in (8.7) is 1
if j2α − k2α ∈ [a/N, b/N ] + Z, otherwise 0. Notice also that j2α − k2α is
invariant under j ↔ −j and k ↔ −k. It follows that for N > b− a, the left
hand side in (8.7) equals 4R2([a, b], α,N). Hence (8.6) implies (8.3).
It now remains to prove (8.6). Let R
(a)
2 (g, ψ, α,N) be the same as in (8.5)
but without the restriction |j| 6= |k|, i.e., with the outer sum taken over all
j, k ∈ Z. Since ψ is even, we then have
R2(g, ψ, α,N) =R
(a)
2 (g, ψ, α,N) −
2
N
(∑
j∈Z
ψ
( j
N
)2 − 12ψ(0)2) ·∑
m∈Z
g(Nm).
(8.8)
Notice here that
lim
N→∞
2
N
(∑
j∈Z
ψ
( j
N
)2 − 12ψ(0)2) ·∑
m∈Z
g(Nm) = 2g(0)
∫
R
ψ(x)2 dx,(8.9)
since ψ ∈ C∞c (R) and g(x) = O(|x|−2). Also, by the Poisson summation
formula, we have
R
(a)
2 (g, ψ, α,N) =
1
N2
∑
j,k∈Z
ψ
( j
N
)
ψ
( k
N
) ∑
m∈Z
ĝ
(m
N
)
e(m(j2 − k2)α)
=
1
N
∑
m∈Z
ĝ
(m
N
)∣∣∣θψ(mα+ iN−2)∣∣∣2,
where we have defined
θψ(x+ iy) = y
1/4
∑
j∈Z
ψ
(
jy1/2
)
e(j2x).
This is a theta sum with a smooth cutoff function; such sums were studied
in [M1] (both for smooth and sharp cutoff functions). To apply [M1] to our
situation, we take Γ = Γ1(4) (cf. (8.2)) and f = |Θψ|2, where Θψ is as in [M1,
Prop. 3.1]. Notice that Θψ is a function on a 4-fold cover of Γ \ PSL(2,R).
However, we claim that |Θψ|2 is a function on Γ \ PSL(2,R) itself. To see
this, we first use [M1, (10),(12)] to check that the function θk in [M1, (24)]
satisfies θk
(
[
(−1 0
0 −1
)
, β−1](z, φ)
)
= e−i(k+
1
2
)piθk(z, φ). We also notice that
for k ∈ Z+ odd, θk ≡ 0. Hence Θψ([
(−1 0
0 −1
)
, β−1](z, φ)) = e−ipi/2Θψ(z, φ),
by [M1, (26)], and thus |Θψ(z, φ)|2 is invariant under [
(−1 0
0 −1
)
, β−1]. This
gives the desired result, since we already know that |Θψ(z, φ)|2 is invariant
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under ∆1(4), cf. [M1, (15)]. In conclusion, we see from [M1, Prop. 3.1] that
the function f = |Θψ|2 is smooth and Γ-invariant, and
f(z, 0) = |θψ(z)|2, ∀z ∈ H.
It follows from [M1, Prop. 3.2] that f ∈ B 1
2
(Γ \ T1H). Hence, since
〈Γ1(4), 2, α〉-PSE1/2 holds by assumption, Lemma 8.2 and Remark 8.3 apply,
and we obtain
lim
N→∞
(
R
(a)
2 (g, ψ, α,N) −
1
N
ĝ(0)
∣∣θψ(iN−2)∣∣2) = ∫
R
ĝ(u) du · 〈f〉.(8.10)
But here
∫
R
ĝ(u) du = g(0), and it follows from [M1, (48)] and µ(Γ\H) = 2pi
that 〈f〉 = 2 ∫
R
ψ(x)2 dx. Finally, the definition of θψ(x+ iy) implies that
1√
N
θψ(iN
−2) =
1
N
∑
j∈Z
ψ(j/N) →
∫
R
ψ(x) dx, as N →∞.(8.11)
Now (8.6) follows from (8.8), (8.9), (8.10) and (8.11), and the proof is com-
plete. 
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