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Abstract
When the orders of the product of two Bessel functions dier by an odd integer, we show that the critical case (dened
in the sequel as the supercritical case) of the discontinuous integral of Weber and Schafheitlin is proportional to a ratio
of products of gamma functions. The derivation we give is elementary in the sense that it avoids the use of contour
integration and the calculus of residues. We consider also a generalization of the later integral by essentially replacing one
of the Bessel functions by the hypergeometric function 1F2. As a byproduct of this investigation we deduce Whipple’s
transformation formula for a well-poised 6F5(−1) and allied results. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider for a> 0 and b> 0 the Mellin transform
F(s) 
Z 1
0
xs−1 0F1

;
1 + ; − a
2x2

1F2

;
; 1 + ; − b
2x2

dx;
where for convergence at the lower limit of integration Re(s)> 0. Representations for F(s) have
been deduced in an elementary way in [6], where also the conditions for its convergence are studied
in detail. When  = , F(s) reduces to the hypergeometric form of the discontinuous integral of
Weber and Schafheitlin (cf. [11, p. 398]).
Since the case a 6= b is fully discussed in [6], we shall tacitly assume in what follows that a= b
which is called the critical case. We know from [6, Eq. (6:1)] that
F(s) =
1
2
a−s
 (s=2) (1 + )
 (1 +  − (s=2)) 3F2
"
; s2 ;
s
2 − ;
; 1 + ;
1
#
; (1.1a)
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where for convergence
0<Re(s)<Re(1 +  + +  − ) (1.1b)
and
0<Re(s)<Re
( 3
2 +  + 2

: (1.1c)
The conditional inequalities (1.1b) and (1.1c) are required for convergence of F(s); but inequality
(1.1b) (not including 0<Re(s)) is required only for convergence of the generalized hypergeometric
series 3F2(1).
It is known that F(s) converges also, when 0<Re(s)<Re(2 +  +  +  − ) and inequalities
(1.1c) hold true, provided that  −  +  −  is an odd integer (positive or negative). Be that as
it may, the representation given by Eq. (1.1a) is generally not valid in this case, since 3F2(1) (as
already mentioned above) converges provided that Re(s)<Re(1 + + + − ). However, if one
of the parameters  6= 0 or (s=2)−  is a negative integer or zero, the series for 3F2(1) terminates;
thus the representation given by Eq. (1.1a) is, in this case, valid. We shall discuss this further in
Section 3.
When  =  in Eqs. (1:1), Gauss’s theorem may be applied to 2F1[s=2; (s=2) − ; 1 + ; 1] thus
giving
F(s)j= = 12a
−s  (s=2) (1 + ) (1 + ) (1 +  + − s)
 (1 +  − (s=2)) (1 + − (s=2)) (1 +  + − (s=2)) ; (1.2)
where only 0<Re(s)<Re(1++ ), since the conditional inequalities (1.1c) become superuous.
This result represents the critical case of the discontinuous integral of Weber and Schafheitlin.
Furthermore, it is remarkable that when  −  is an odd integer (positive or negative), Eq. (1.2)
holds true provided that 0<Re(s)<Re(2++) which happens to be required for the convergence
of F(s)j= when a 6= b (see [6, Eqs. (1:2a) and (1:2c)]).
For brevity in the sequel, whenever  −  +  −  is an odd integer and 0<Re(s)<Re(2 +
 +  +  − ), we shall call the critical case the supercritical (sc) case. Watson treats the sc
case for F(s)j= by employing contour integration and the calculus of residues (see [11, pp. 403{
404]). Wang and Guo [10, pp. 407{408] also derive Eq. (1.2) in the sc case, but intimate that their
derivation is not rigorous.
In Section 2 we shall show that Eq. (1.2) is valid in both the critical and sc cases in an elementary
(although perhaps computationally intensive), unied, and hopefully transparent way. Then in Section
3 we shall consider (and try to shed some new light on) the more general problem of nding a
representation for F(s) in the sc case. The latter problem has been proposed in [4{6], but remains
unsolved although an attempt was made recently by Grosjean [2]. Finally, in Section 4 the results
of Section 3 will be employed to deduce in a new way a transformation formula for a well-poised
6F5(−1) due to Whipple (1926) which specializes to additional interesting results.
2. The sc case for F(s)j=
We dene the incomplete Mellin transform
F(s; z) 
Z z
0
xs−1 0F1

;
1 + ; − a
2x2

0F1

;
1 + ; − a
2x2

dx; (2.1)
A.R. Miller / Journal of Computational and Applied Mathematics 118 (2000) 301{309 303
where a> 0, Re(s)> 0, and jzj<1. Now substituting the right-hand side of the identity
0F1

;
1 + ;
− a2x2

0F1

;
1 + ;
− a2x2

=2F3
"
1++
2 ;
2++
2 ;
1 + ; 1 + ; 1 +  + ;
− 4a2x2
#
(cf. e.g. [8, p. 47, Eq. (2:2:2:12)]) into the integrand in Eq. (2.1), writing 2F3[ − 4a2x2] as a
hypergeometric series, and integrating term by term with respect to x, we have upon rewriting the
resulting series as a generalized hypergeometric function the result:
F(s; z) =
zs
s 3
F4
"
s
2 ;
1++
2 ;
2++
2 ;
1 + s2 ; 1 + ; 1 + ; 1 +  + ;
− 4a2z2
#
; (2.2)
where a> 0, Re(s)> 0, and jzj<1.
We shall eventually want to evaluate F(s; z) given by Eq. (2.2) as z !1. To this end, we record
below an asymptotic formula for the generalized hypergeometric function 3F4[− 4a2z2] which may
be obtained by specialization directly from an asymptotic result for pFp+1[− z2] given by Miller [5,
Eq. (2:1a)]. Thus we have for a> 0; jarg zj< 12; jzj ! 1:
3F4

1; 2; 3;
1; 2; 3; 4;
− 4a2z2

= (1) (2) (3) (4)


 (2 − 1) (3 − 1)
 (2) (3) (1 − 1) (2 − 1) (3 − 1) (4 − 1)


1
4a2z2
1
5F2

1; 1 + 1 − 1; 1 + 1 − 2; 1 + 1 − 3; 1 + 1 − 4;
1 + 1 − 2; 1 + 1 − 3; −
1
4a2z2

+
 (1 − 2) (3 − 2)
 (1) (3) (1 − 2) (2 − 2) (3 − 2) (4 − 2)


1
4a2z2
2
5F2

2; 1 + 2 − 1; 1 + 2 − 2; 1 + 2 − 3; 1 + 2 − 4;
1 + 2 − 1; 1 + 2 − 3; −
1
4a2z2

+
 (1 − 3) (2 − 3)
 (1) (2) (1 − 3) (2 − 3) (3 − 3) (4 − 3)


1
4a2z2
3
5F2

3; 1 + 3 − 1; 1 + 3 − 2; 1 + 3 − 3; 1 + 3 − 4;
1 + 3 − 1; 1 + 3 − 2; −
1
4a2z2

+
 (1) (2) (3) (4)
 ( 12) (1) (2) (3)

1
4a2z2
 
1 + O

1
z2

cos (z); (2.3a)
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where
= 12
(
1 + 2 + 3 + 4 − 1 − 2 − 3 − 12

; (2.3b)
(z) = 4az − + O(1=z): (2.3c)
In this result we rename the three 5F2 functions, respectively, fi (i=1; 2; 3), and set the parameters
of 3F4 as follows: 1 = 12s, 2 =
1
2(1 + + ), 3 =
1
2(2 + + ), 1 = 1+
1
2s, 2 = 1+ , 3 = 1+ ,
4=1++. Since 1+1−1=0, we see that the rst 5F2 function in Eq. (2.3a) reduces identically
to unity so that f1(−1=4a2z2)=1. Thus from Eqs. (2.2) and (2:3) we have after some simplication
involving gamma function identities:
F(s; z) =
1
2
 

s
2

 (1 + ) (1 + ) (1 +  + )

(
1
2a
s  ( 1++−s2 ) ( 2++−s2 )
 ( 1++2 ) (
2++
2 ) (1 +  − s2 ) (1 + − s2 ) (1 +  + − s2 )
−

1
2a
1++ 1
z
1++−s
f2

− 1
4a2z2

2p

1
1 +  + − s
cos[ 12( − )]
 ( s2 ) (
1++
2 ) (
2++
2 )
+

1
2a
2++ 1
z
2++−s
f3

− 1
4a2z2

 4
p

2 +  + − s
1
 ( s2 ) (
+
2 ) (
1++
2 ) (
−
2 ) (
−
2 )
)
+

1
2a
2++ 1
z
2++−s 
1 + O

1
z2

cos (z)
1
2
p

 (1 + ) (1 + ) (1 +  + )
 ( 1++2 ) (
2++
2 )
;
(2.4)
where a> 0, jarg zj< 12, jzj<1. The actual computation of the functions f2; f3, and  turns out
to be irrelevant so their forms have not been displayed.
If 0<Re(s)<Re(1 +  + ) which guarantees the convergence of F(s; z) to F(s)j= in the
critical case, upon letting z !1 in Eq. (2.4) and noting that f2(0)=f3(0)=1, we see that except
for the rst term all the terms vanish. However, in the sc case when  −  is an odd integer, the
second term vanishes identically since cos[ 12(− )]=0. Thus, if 0<Re(s)<Re(2++ ) which
guarantees the convergence of F(s; z) to F(s)j= in the sc case, upon now letting z ! 1, we
see that the third and forth terms vanish. Therefore, in both the critical and sc cases, upon letting
z !1, only the rst term in Eq. (2.4) makes a contribution to F(s)j=. Finally, noting the easily
shown identity
 ((1 +  + − s)=2) ((2 +  + − s)=2)
 ((1 +  + )=2) ((2 +  + )=2)
= 2s
 (1 +  + − s)
 (1 +  + )
;
we see that the rst term in Eq. (2.4) is just the right-hand side of Eq. (1.2) which we have shown
in the above discussion is valid in both the critical and sc cases.
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3. Additional representation for F(s)
We noted earlier in Section 1 that Eq. (1.1a) is not valid in the sc case, since 3F2 (1) does not
generally converge when 0<Re(s)<Re(2 +  +  +  − ). However, if one of the parameters
 6= 0 or (s=2)− is a negative integer or zero such that the Mellin transform F(s) converges, then
Eq. (1.1a) is valid in the sc case. Numerous instances can be given. For example, letting  = 15,
= 16,  =−5,  = 1, we have  − +  −  =−7; and recalling that the conditional inequalities
(1.1c) must hold true also in order to ensure the convergence of F(s), we have 0<Re(s)< 132 .
Thus for s= 2; 4; 6, respectively, we see too that (s=2)−  =−14;−13;−12.
We shall derive another representation for F(s) which in the critical case converges provided
that
0<Re(s)<Re(1 +  + +  − ); (3.1a)
0<Re(s)<Re(1 +  + 2) (3.1b)
and in the sc case converges when
0<Re(s)<Re(2 +  + +  − ); (3.2a)
0<Re(s)<Re( + 2): (3.2b)
To this end, we note an expansion of 1F2[; ; 1+ ;−z2] essentially in terms of Bessel functions
(cf. [3, p. 20, Eq. (6)]):
1F2

;
; 1 + ;
− z2

=
1X
k=0
( − )k(1 + − )k(+  − )k
()k(1 + )k((+  − )=2)k((1 + +  − )=2)k
(z2=4)k
k!
 0F1

;
1 + +  − + 2k; − z
2

: (3.3)
Now for a> 0 setting z = ax in Eq. (3.3), multiplying both sides of the latter by xs−1 0F1[−; 1 +
;−a2x2], and integrating with respect to x over the nonnegative reals yields
F(s) =
1X
k=0
( − )k(1 + − )k(+  − )k
()k(1 + )k((+  − )=2)k((1 + +  − )=2)k
(a2=4)k
k!

Z 1
0
xs+2k−1 0F1

;
1 + ; − a
2x2

0F1

;
1 + +  − + 2k; − a
2x2

dx; (3.4)
where the order of integration and summation have been interchanged.
Each of the integrals on the right-hand side of Eq. (3.4) is just a Weber{Schafheitlin integral
which we shall call Fk(s) (k = 0; 1; 2; : : :). Therefore, each one may be evaluated by using Eq.
(1.2) in the critical case provided that for each integer k>0 the conditional inequalities 0<Re(s+
2k)<Re(1+ + + − +2k) hold true (and obviously they do). In the sc case for each integer
k>0 clearly −+−−2k is an odd integer and 0<Re(s+2k)<Re(2+++−+2k) hold
306 A.R. Miller / Journal of Computational and Applied Mathematics 118 (2000) 301{309
true. Now in Eq. (1.2) by replacing s by s+ 2k and  by +  − + 2k we obtain
Fk(s) =
1
2
a−s−2k
 (1+) ((s=2) + k) (1 + +  − + 2k) (1 +  + +  − − s)
 (1+−(s=2)−k) (1++−−(s=2)+k) (1+++−−(s=2)+k) : (3.5)
Thus from Eqs. (3.4) and (3.5), utilization of the identities
 (− k) = (−1)
k ()
(1− )k ;  (+ 2k) =  ()


2

k

1 + 
2

k
22k
and some simplication, we arrive at the result
F(s) =
1
2
a−s
 (s=2) (1 + ) (1 + +  − ) (1 +  + +  − − s)
 (1 +  − (s=2)) (1 + +  − − (s=2)) (1 +  + +  − − (s=2))
6F5
"
1 + +−2 ; +  − ;  − ; 1 + − ; s2 ; s2 − ;
+−
2 ; ; 1 + ; 1 + +  − − s2 ; 1 +  + +  − − s2 ;
− 1
#
; (3.6)
where for convergence of the generalized hypergeometric series it is easily veried that
Re[(1 +  + +  − − s) + ( + 2− s)]>− 1: (3.7)
In the critical case, since the conditional inequalities (3.1a) must hold true, it is not dicult to
see, taking into account the inequality Re(s)<Re(32 +  + 2) (which by (1.1c) is also necessary
for the convergence of the Mellin transform F(s)) and inequality (3.7), that inequalities (3:1) will
guarantee the simultaneous convergence of both F(s) and 6F5(−1). An argument similar to this
shows that in the sc case the conditional inequalities (3:2) simultaneously ensure the convergence
of F(s) and 6F5(−1).
Inequalities (3.1b) and (3.2b) of course are not the best possible in the sense that they dene,
respectively, intervals (0; 1++2) and (0; +2) which are smaller in length than (0; 32 ++2).
This is not terribly important in the critical case, since a representation for F(s) has already been
given by Eqs. (1:1). Thus the result given by Eq. (3.6) falls short of the desired representation for
F(s) in the sc case, since 0<Re(s)<Re( + 2). Hence the question of nding a representation
for F(s) in the sc case where also 0<Re(s)<Re(32 +  + 2) hold true remains open to further
study.
However, the representation given by Eq. (3.6) does have a few redeeming qualities. Firstly, it
reduces to Eq. (1.2) in both the critical and sc cases when = , since 6F5(−1) reduces identically
to unity and inequalities (3.1b) and (3.2b) become superuous. Secondly, we also see that whenever
one of the three parameters −, 1+−, (s=2)− is a negative integer (or possibly zero), then the
series for 6F5(−1) terminates; thus inequality (3.7) becomes irrelevant so that Eq. (3.6) provides a
representation for F(s) in both the critical and sc cases, where 0<Re(s)<Re(32 ++2) which is
necessary only for the convergence of F(s). Thirdly, we may use the representation for F(s) given
by Eq. (3.6) to deduce a transformation formula for a well-poised 6F5(−1) heretofore derived by
other methods [1, pp. 23{28]; this we shall do in the next section.
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4. Whipple’s transformation formula for 6F5(−1)
Setting a=+−, b=−, c=1+−, d=s=2, e=(s=2)− (or equivalently =1+a−b−c,
= 1+ a− c, = d− e, = a− b, s= 2d), we may equate the right-hand sides of Eqs. (1.1a) and
(3.6) provided that the inequalities (1.1b), and (3.7) which ensure, respectively, the convergence of
3F2(1) and 6F5(−1) hold true. Thus we obtain Whipple’s transformation formula for a well-poised
6F5(−1) (see [1, p. 28, Eq. 2)]):
6F5
"
a; 1 + 12a; b; c; d; e;
1
2a; 1 + a− b; 1 + a− c; 1 + a− d; 1 + a− e;
− 1
#
=
 (1 + a− d) (1 + a− e)
 (1 + a) (1 + a− d− e) 3F2

d; e; 1 + a− b− c;
1 + a− b; 1 + a− c; 1

; (4.1a)
where for convergence
Re(1 + a− e − d)> 0 (4.1b)
and
Re(4 + 3a− 2(b+ c + d+ e))> 0: (4.1c)
By appropriately renaming the parameters, Eqs. (4:1) may also be written in the following useful
form:
6F5
"
e + f − a− 1; 12 (e + f − a+ 1); e − a; f − a; b; c;
1
2 (e + f − a− 1); e + f − a− b; e + f − a− c; e; f;
− 1
#
=
 (e + f − a− b) (e + f − a− c)
 (e + f − a) (e + f − a− b− c) 3F2
"
a; b; c;
e; f;
1
#
; (4.2a)
where
Re(e + f − a− b− c)> 0 (4.2b)
and
Re(e + f + a− 2b− 2c + 1)> 0: (4.2c)
Although Eqs. (4:1) and (4:2) reduce to well-known summation theorems, they may be used to
deduce new ones which apparently have not been recorded. Before we give a few examples, we
remark that care must be taken in specializing the parameters of the generalized hypergeometric
series in Eqs. (4:1) and (4:2) so that each of 6F5(−1) and 3F2(1) converges or terminates.
Setting c = 1 + a − b in Eq. (4.1a), we obtain immediately the known result (see e.g. [1, p. 28,
Eq. (3); 8, p. 56, Eq. (2:3:4:7)])
4F3
"
a; 1 + 12a; d; e;
1
2a; 1 + a− d; 1 + a− e;
− 1
#
=
 (1 + a− d) (1 + a− e)
 (1 + a) (1 + a− d− e) ; (4.3)
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where Re(1 + 12a − d − e)> 0. Furthermore, if in Eq. (4.3) we let e = 12a, the result reduces to
Gauss’s summation theorem for 2F1(−1), namely
2F1

a; d;
1 + a− d; − 1

=
 (1 + a− d) (1 + 12a)
 (1 + a) (1 + 12a− d)
; (4.4)
where Re(d)< 1.
Now setting a=−n; e = d=−n=2; c =−b in Eq. (4.1a) gives
4F3
" −n;− 12n; b;−b;
1− 12n; 1− n− b; 1− n+ b;
− 1
#
=
 (1− 12n) (1− 12n)
 (1− n) 3F2
" − 12n;− 12n; 1− n;
1− n− b; 1− n+ b; 1
#
:
If in the latter result we assume n is an odd positive integer, both hypergeometric series terminate,
but the right-hand side vanishes since 1= (1− n) = 0. Hence,
4F3
" −n;− 12n; b;−b;
1− 12n; 1− n− b; 1− n+ b;
− 1
#
= 0 (n= 1; 3; 5; : : :); (4.5)
where in addition b is not an integer (positive, negative or zero). Eq. (4.5) is easily generalized by
replacing b by the sequence (bp) so that we have
2p+2F2p+1
" −n;− 12n; (bp); (−bp);
1− 12n; 1− n− (bp); 1− n+ (bp);
− 1
#
= 0 (n= 1; 3; 5; : : :); (4.6)
where (bp) does not contain integers. Moreover, Eq. (4.6) is valid for p= 0 as is easily seen from
Eq. (4.4) with a=−n, d=− 12n.
We give a nal example utilizing Eqs. (4:2) in which we let a= b= c= 12 ; e=f=
3
2 . Thus upon
using 3F2[ 12 ;
1
2 ;
1
2 ;
3
2 ;
3
2 ; 1] =
1
2 ln 2 (see [7, p. 542, Eq. (166)]) we obtain
5F4
"
1
2 ;
1
2 ; 1; 1;
7
4 ;
3
2 ;
3
2 ; 2; 2;
− 1
#
=
4
3
ln 2: (4.7)
Eq. (4.7) complements, for example, the table of nine such specializations of 5F4(−1) given by
Prudnikov et al. in [7, p. 568].
In concluding, we note that Srivastava and Exton [9] have previously considered a generalization
of the Weber-Schafheitlin integral for the product of several Bessel (or 0F1) functions; and Miller
[5] has since considered a generalization for the product of Bessel and generalized hypergeometric
functions pFp+1 (p>0).
References
[1] W.N. Bailey, Generalized Hypergeometric Series, Hefner, New York, 1972.
[2] C.C. Grosjean, Solution to SIAM review problem 97-13, SIAM Rev. 40 (1998) 726{729.
[3] Y.L. Luke, Integrals of Bessel Functions, McGraw-Hill, New York, 1962.
[4] A.R. Miller, A Mellin transform: SIAM review problem 97-13, SIAM Rev. 39 (1997) 515.
A.R. Miller / Journal of Computational and Applied Mathematics 118 (2000) 301{309 309
[5] A.R. Miller, On the Mellin transform of products of Bessel and generalized hypergeometric functions, J. Comput.
Appl. Math. 85 (1997) 271{286.
[6] A.R. Miller, H.M. Srivastava, On the Mellin transform of a product of hypergeometric functions, J. Austral. Math.
Soc. Ser. B 40 (1998) 222{237.
[7] A.P. Prudnikov, Yu. A. Brychkov, O.I. Marichev, Integrals and Series, Vol. 3, Gordon and Breach, New York, 1990.
[8] L.J. Slater, Generalized Hypergeometric Functions, Cambridge University Press, Cambridge, UK, 1966.
[9] H.M. Srivastava, H. Exton, A generalization of the Weber{Schafheitlin integral, J. Reine Angew. Math. 309 (1979)
1{6.
[10] Z.X. Wang, D.R. Guo, Special Functions, World Scientic, Singapore, 1989.
[11] G.N. Watson, A Treatise on the Theory of Bessel Functions, 2nd edition, Cambridge University Press, Cambridge,
UK, 1944.
