Abstract-This paper presents a real-time emotion recognition system (RTERS) as a first step towards developing a socially intelligent robot. The RTERS first localizes faces in a sequence of images, then features are extracted and passed to a recognition engine that codes facial expressions into one of seven different emotional states: happiness, sadness, fear, disgust, anger, surprise, and neutrality. We propose and develop a distance-based classifier, called Distance-Ratio Classifier, for emotion identification from the feature vectors. The performance of the proposed distance-ratio classifier was compared with support-vector-machine-based classifiers, using different feature extraction and dimensionality reduction approaches, including principal component analysis, linear discriminant analysis, kernel principal component analysis, greedy kernel principal component analysis, and generalized discriminant analysis. Extensive computer simulations were conducted to illustrate the performance of the proposed RTERS. Using two widely used databases for performance evaluation, the best performance of the proposed RTERS was 95.8% using the generalized discriminant analysis for dimensionality reduction and the proposed distance-ratio classifier.
I. INTRODUCTION
In the past two decades, there has been growing interest in developing socially intelligent robots with emotional intelligence [1] , [2] that can interact intelligently with humans. The problem of equipping robots (humanoid and mobile robots) with emotional intelligence raises tremendous research interests in studying facial recognition and expression analysis, gestures and vocal emotion analysis, and multimodal sensory emotion analysis [3] - [5] .
One of the challenging problems in developing a socially intelligent robot is the problem of human emotion identification based on the facial-expression analysis. Facial expression analysis, gestures, and vocal emotions have been studied from the psychological and engineering perspectives in an attempt to classify and understand emotions. Those studies approached the emotion-recognition problem from different directions based on the type of input emotion signals being analyzed. Zeng et al. [6] conducted an in-depth survey of recent advances in the field of machine analysis of human affects in both psychological and vision-based approaches for emotion recognition. perspective, human perception of emotions can be described in three ways [6] : discrete categories [7] - [11] , dimensional description [12] - [14] , and appraisal-based approach [15] . Among these approaches, the discrete-categories approach is considered to be the most common approach, which is adopted in this paper to describe the seven prototypical emotions (i.e., happiness, sadness, fear, disgust, anger, surprise, and neutrality). For vision-based approaches, they can be classified into several categories based on various criteria. Based on the facial-expression-analysis criteria, vision-based approaches can be classified into two classes: emotionbased recognition and facial-muscle recognition [16] , [17] . Approaches based on the extracted-facial-features criteria can be classified into three classes: geometric features, appearance features, and hybrid approach [17] . A different classification based on the dimensionality criterion of the feature model classifies the existing approaches into two classes: 2-D and 3-D face models [16] , [17] .
In this paper, we propose an automated emotionidentification system (see Fig. 1 ) that addresses three major problems associated with emotion recognition. First, interpersonal and intra-personal variations in the expressed facial expressions make the problem domain quite large. Such a problem can be solved by increasing the size of the facial-expression database to span a wider range of facialexpression variations. Hence, we combine two publicly available facial-expression databases together to train and evaluate the proposed emotion-recognition system. Second, analyzing facial expressions in a sequence of images is based on analyzing high-dimensional facial images. To reduce the dimensionality, we propose to use five existing feature-extraction and dimensionality-reduction methods, including principal-component analysis (PCA), lineardiscriminant analysis (LDA), kernel-principal-component analysis (KPCA), greedy-kernel-principal-component analysis (GKPCA), and generalized discriminant analysis (GDA). Each method is used to project the high-dimensional data into a more separable space that best describes the extracted features. Finally, person-independent emotion identification is a difficult classification problem due to the existing large similarity in the nature of facial data, and thus this requires a robust classifier that can code accurately in real time each frame into one of the seven emotional states (i.e., neutrality, happiness, sadness, anger, fear, disgust, and surprise). For this purpose, we propose a real-time, distance-ratio-based classifier (DRC) that is based on maximizing the measured expression intensity in the form of distance ratio using the Euclidian distance in the transformed space. Other distance metrics besides the Euclidian distance can also be used with the distance-ratio-based classifier.
The performance of the proposed DRC was evaluated by conducting an empirical investigation of both featureextraction and classification algorithms. Specifically, five different feature-extraction and dimensionality-reduction methods -PCA, LDA, KPCA, GKPCA and GDA -were used to extract the minimal required facial features. Then, two classifiers (DRC and multi-class support-vector-machinebased (SVM) classifier) were trained one at a time using the extracted features from each of the five feature-extraction methods. The performance of the trained classifiers was evaluated using a set of testing features differed from the training set. The best performance, with a recognition rate of 95.8%, was obtained when a combination of GDA feature extraction and a DRC classifier was used.
The rest of the paper is organized as follows. Section 2 describes two facial databases used for training and testing our classifiers. Section 3 briefly describes the image preprocessing procedures, including face detection, image normalizing and features extracting approaches. In Section 4, we briefly describe the design of both classifiers and the extension of binary SVM to a multi-class SVM. Experimental results are described in Section 5. Finally, in Section 6, we summarize our proposed emotion identification model and discuss future directions for accomplishing the emotion-expressing phase.
II. FACIAL EXPRESSION IMAGE DATABASES
To generalize our study, two publicly available facial expression databases, the Cohen-Kanade database [18] and the Japanese Female Facial Expression database [19] , are used in our experiments to validate the performance of the proposed real-time, emotion-recognition system.
A. The Cohen-Kanade Database
The Cohen-Kanade (CK) database considered to be one of the most popular facial expression data sets, has been used for performance evaluation by most of the facial-expression systems [20] - [23] . The CK data set consists of 593 sequences taken from 123 subjects. The sequences represent a set of facial expressions performed by individuals, and each sequence begins with a neutral expression and ends up at the peak of the target display. The sequences were formatted into an 8-bit, gray-scale sequence of frames, each of which is 640 × 490 pixels. Individuals in the database ranging in ages from 18 to 50 years, 31% were males, 13% were AfroAmerican, and 6% were other race groups [18] . For this paper, we consider classifying sequences into 7-dimensional emotional states (i.e., neutral, happiness, sadness, anger, disgust, fear, and surprise), based on analyzing the first and the last frames in each sequence. A set of sample images including the first and the last frames in an emotionalexpression sequence taken from several individuals in the CK database is shown in Fig. 2 . 
III. REAL-TIME EMOTIONS IDENTIFICATION
The process of identifying the affect state of a human based on facial expressions starts with localizing the face region in a sequence of frames, then several pre-processing procedures are performed on the images. This involves normalizing the frame intensity, unifying the size of the extracted region of interest (ROI) and finally extracting and reducing the dimensionality of feature vectors. Once we have obtained feature vectors, a classifier can be designed and trained using these feature vectors to code facial expressions into one of the seven prototypical emotional states (see Fig. 1 ). We shall first describe briefly the face detection procedure, then review five different feature-extraction and dimensionality-reduction techniques, and finally describe our proposed distance-ratio-based classifier and a supportvector-machine classifier (binary and multi-classes cases).
A. Face Detection
To build a system that is capable of automatically labeling facial expressions in a sequence of image frames as a specific emotional state, it is necessary to first identify the location of the face region inside each frame. For this purpose, we shall adopt a real-time, face-detection system proposed by Viola and Jones [24] . Viola and Jones built a facedetection procedure based on evaluating the values of three simple rectangle features (two, three and four rectangle features). These features can be computed efficiently using the integral-image representation. A training set is constructed by extracting rectangle features from a set of positive and negative samples. These features are used to train a cascade of weak classifiers using AdaBoost such that an initial layer attempts to eliminate as much as possible negative samples at a very low computational cost; subsequent layers require more computations to eliminate negative samples so that after several layers, the number of features has been reduced drastically. The accuracy of face detector was estimated based on the CMU-MIT dataset such that the system has 10 −6 false rejection rate and 90% detection rate. In our case, the face detector was tested on both the CK database and the JAFFE database. All the faces were detected successfully, and facial region of interest (ROI) was retrieved and rescaled as a rectangle of size 64 × 48 pixels. Samples of the face detector results are shown in Fig. 4 . 
B. Features Extraction and Dimensionality Reduction
Feature extraction is considered to be the most important step in any vision-based recognition system. This step involves mapping the observed data onto a new lowerdimensional space representation, and the mapped data is called feature vectors. In this paper, we investigate the use of five feature extraction methods and dimensionality-reduction techniques, both linear and non-linear mappings, to the observed data and obtain feature vectors for our classifiers. A more detailed description about feature-extraction methods in this paper can be found in [25] - [30] .
C. Classifiers
The features that are extracted from a sequence of images are passed to a recognition engine or a classifier that codes facial expressions into one of the seven different emotional states: happiness, sadness, fear, disgust, anger, surprise, and neutrality. For this purpose, we propose and develop a simple distance-based classifier called Distance-Ratio Classifier (DRC). We also compare the performance of the proposed distance-ratio-based classifier with a support-vector-machine (SVM) classifier. We shall also describe briefly how to generalize a binary SVM to a multi-class SVM.
1) Distance-Ratio-Based Classifier (DRC): We propose a distance-ratio-based classifier that aims to construct a classification rule, Q : X → U , such that for a set of labeled training vectors D X,y = { (X 1 , y 1 ) , . . . , (X t , y t )}, where X i ∈ X and y i ∈ U = {Fear = 1, Anger = 2, Disgust = 3, Happiness = 4, Surprise = 5, Sadness = 6, Neutrality = 7}. A classification rule Q can be defined as:
where G is a function that returns the class of the argument that maximizes the expression in Eq. (1). The argument that maximizes the expression in Eq.
(1) will be the sample vector X i that has the minimum distance to the new vector X such that if the distance from the new vector X to the mean of the neutral vectors denoted by D Ne , and the distance from the new vector X to the nearest sample vector X * denoted by D X * , then the ratio D Ne /(D Ne + D X * ) as in Eq.
(1) will have the maximum value at X i = X * and the class of the new vector X will be assigned to the same class as X * .
The distance ratio provides a probabilistic description to the classification process due to the fact that this ratio takes on the value in the range [0, 1]. When the ratio approaches to 1, this indicates that the vector X is close to the vector X * , and the opposite is true when the ratio approaches to zero. A detailed description of emotion identification using the DRC is provided in Algorithm 1.
Algorithm 1 : Emotion identification using the DRC.
Require: Let D k(X),y = {(k(X 1 ), y 1 ), . . . , (k(X t ), y t )}, where X i ∈ X ∈ R N and y i ∈ U = {Fear = 1, Anger = 2, Disgust = 3, Happiness = 4, Surprise = 5, Sadness = 6, Neutrality = 7} be a set of training vectors. Require: Let k be the learned projection kernel such that k : R N → R M . Require: Let F t ∈ R W ×H be the frame at time index t ∈ [1, T ].
1: Initialize t = 1, w = number of neutral training images,
Localize a face in frame F t ; 5:
Project the face ROI using the learned kernel; i.e., X = k(ROI(F t )) ; 6:
Calculate D Ne = ||X − Avg Ne || 2 ;
7:
The estimated class probability of the vector X is
9:
Return: The class of F t along with the estimated class probability P(y|X).
10: end for
2) Support-Vector-Machine (SVM) classifiers: A supportvector-machine (SVM) classifier is a binary classifier based on learning the weights and the biases of a set of kernel functions in order to construct a binary classification rule that maximizes the marginal classification error. In this paper, we adopt the one-against-all decomposition to generalize a binary SVM classifier to a multi-class SVM classifier such that we convert our emotion identification problem from a multi-class recognition domain into a series of 7 binary recognition problems that can be trained using a set of 7 binary SVM's. A detailed description about SVM classifiers and how to construct a multi-class SVM classifier can be found in [25] , [31] .
IV. EXPERIMENTAL RESULTS
The CK database and the JAFFE database were extensively used in our experiments to validate the performance of the proposed real-time, emotion-recognition system, which utilizes various feature-extraction and dimensionalityreduction methods and the proposed distance-ratio-based classifier. A set of training samples was constructed using images from both databases. From the JAFFE database, we selected one image for each emotional expression from all the individuals as shown in Fig. 3 . However, among the 593 sequences available in the CK database, only 327 sequences have all the six emotional states beside neutrality. Hence, we only selected the first and the last 2 frames from a subset of the 327 sequences to construct a training set, then a larger training set was constructed by combining the training sets from each database. Ten pairs of recognition engines (i.e., 2 classifiers with 5 different feature-extraction methods) were constructed and trained using the combined training set, and the performance of each recognition engine was measured by testing it using a complement set of samples to those used in the training set. Several SVM configurations were evaluated based on evaluating the estimated error using 10-fold crossvalidation such that the classifier model with the smallest cross-validation error was used as a recognition engine for each pair of classifier and feature-extraction method.
The results of all the recognition engines are tabulated in Tables I and II. Table I showed the results of five recognition engines (i.e., DRC-PCA, DRC-LDA, DRC-KPCA, DRC-GKPCA, and DRC-GDA) using different configurations. Table II showed the results of the second set of SVM-based classifiers (SVM-PCA, SVM-LDA, SVM-KPCA, SVM-GKPCA, and SVM-GDA). The first column in both tables presents the classifier-feature-extraction method used, the second column shows the reduction in dimensionality, the third column lists the feature extraction kernel specifications if any kernel was used, the fourth column lists the average recognition rate for each classifier, and finally the fifth column presents the required average time for each classifier to code a frame to one of the seven emotional states.
A graphical representation of the performance of the best DRC-based classifier in Table I is shown in Fig. 5 in which we showed the receiver operating characteristic curve for each emotion class in terms of the false and true positive rates, and the confusion matrix based on the testing set of size 212 samples from both databases. Similarly, the SVMbased classifier in Table II achieves the best performance when features were extracted using GDA. The SVM-GDA classifier uses a regularization term of 100 and a spread of 57.4456. Figure 6 showed the error estimation based on 10-fold cross-validation for the SVM-GDA classifier along with the confusion matrix and the receiver operating characteristic. The results in Tables III and IV showed that among the three pairs of emotions, "fear" and "disgust" showed the largest confusion such that the percentage of misclassifying "disgust" as "fear" when the SVM-GDA engine was used is 50%, while our proposed classifier DRC was able to reduce the misclassifying percentage to 23.3%, which is considered an improvement over SVM-based classifiers. A. Real-time system extension For this experiment, we have modified a Pioneer P3-DX mobile robot by adding an aluminum rod of a human height to the base of the robot as shown in Fig.7 so that a Pan-TiltZoom VCC50 Canon camera can be mounted at the top of the aluminum rod in order to construct a social robot that can identify and respond to human emotional states.
The robot was allowed to wander and encounter individuals who were not in the training databases. The experimental results showed that the system was capable of coding facial expression in real time with almost the same accuracy as was obtained on testing data. Real-time experimental results can be viewed in our lab website (https://engineering.purdue.edu/artlab/) for a video demonstration.
V. CONCLUSIONS AND FUTURE WORK
In this paper, a distance-ratio-based classifier together with various feature-extraction and dimensionality-reduction methods were proposed for solving the problem of emotion identification in real time. The performance of DRC was compared with multi-class SVM-based classifiers using five different holistic-based, feature-extraction methods to construct both training and testing vectors. The results showed that the proposed distance-ratio-based classifier (DRC) outperformed the SVM-based classifiers in terms of both the (a) (b) Fig. 7 : Modified Pioneer P3-DX average recognition rate and the average time required to code each frame to one of the seven emotional states. Both types of classifiers were used to develop a real-time emotion identification system that is individual independent as a step toward equipping both mobile and humanoid robots with the ability of analyzing and understanding the human affect state in order to achieve an effective human-robot interaction system. Currently, we are studying how to extend and test the system in order to incorporate an incremental learning algorithm for our DRC. Also, we are investigating the second phase in our system to construct a reliable and accurate emotion reactor system that can provide robots with necessary skills to react and imitate human emotional expressions.
