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ABSTRACT 
This research has provided a fundamental framework based on both experiment 
and theory to understand the fracture behavior as a function of system miscibility for non-
reinforced polymer interfaces. The system chosen for study was polystyrene (PS) and the 
statistically random copolymer poly (styrene-r-4-bromostyrene) (PBS), where the volume 
fraction of bromine in the copolymer, f, and the degree of polymerization, N, control the 
miscibility. The phase behavior of thin film blends of PS and PBS as a function of f and 
N was studied using atomic force microscopy (AFM) and small angle X-ray scattering 
(SAXS). Simulations based on the Flory-Huggins theory and the Flory-Huggins 
interaction parameter, %, measured from SAXS were used to predict phase diagrams for 
all the systems studied. Using the phase diagrams, a miscibility map as a function of f, 
N, and the symmetry of N was developed and showed good agreement with compatibility 
(measured using AFM). A modified double cantilever beam geometry was employed to 
measure the Mode I fracture energy (Gc) of PS/PBS interfaces as a function of 
miscibility. The fracture surfaces were analyzed using scanning electron microscopy and 
optical microscopy to discern the failure mechanism. The fracture experiments showed 
that three interdiffusion/fracture regimes exist and that maximizing interfacial strength is 
based on the competition between gradient-driven and miscibility-limited interdiffusion 
and can be controlled by optimizing the miscibility of the system. Finally, a new 
stochastic model, which takes into consideration system miscibility, was developed to 
calculate Eeff f°r partially miscible polymer interfaces. Based on this 2cm a new equation 
for fracture of non-reinforced systems was postulated which correctly predicts the 
transition from chain pullout to crazing. This equation incorporates system miscibility 
via 2Cfr, the interfacial width, and the average distance between entanglements. As a 
function of system miscibility, the model also accurately predicts a maximum in Gc as a 
result of the competition between gradient-driven and miscibility-limited interdiffusion. 
The use of the miscibility criterion proposed for the fracture mechanism may be the first 
step in revealing the universal nature of the pullout to crazing transition. 
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CHAPTER 1 
INTRODUCTION 
1.1 General Introduction 
Interfaces and interfacial properties of polymers have been the focus of much 
academic and industrial research for several decades. The properties of polymer-polymer 
interfaces are important in many industrial applications, especially with the prevalent use 
of composite, co-extruded, and laminated materials. These materials are considerably 
affected by their interfacial characteristics [1] [2]. A detailed understanding of interfacial 
molecular phenomena and how that affects the mechanical properties at the interface in 
partially miscible polymer systems can have significant impact on the design of many 
technologically relevant materials. Some applications where polymer-polymer interfaces 
play an important role in strength include compatibilizer/blend composites, co-extrusion, 
and adhesion [3]. 
An interesting, more recent application for polymer-polymer interfaces is 
bioadhesion. Bioadhesion can be defined as the interfacial interactions between a 
synthetic polymer and a biological substrate, such as the mucous lining of a tissue [4]. 
However, more generally, bioadhesion can be thought of as adhesion between cells, 
living and nonliving parts of an organism, as well as adhesion between organisms and 
foreign surfaces [5]. Immobilization of a drug delivery device on an organ entails the use 
of a bioadhesive, where adhesion is dependent upon several biological factors including 
pH, compatibility, ionic strength and interactions, swelling, hydrogen bonding, etc [4], 
Hence, the molecular design of the polymer in such an application will have a 
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tremendous impact on the bioadhesive strength, or interfacial strength between the organ 
and the polymer. 
Polymer-polymer interfaces are ubiquitous in the packaging industry. The 
commodities packaging industry consumes over 35 billion pounds per year of 
polyethylene alone, a significant portion of which goes into co-extruded applications [6]. 
As packaging applications become more demanding, the need for more sophisticated co-
extruded structures, up to nine-layers, has dominated the marketplace. For example, 
when designing meat or produce packaging films, a combination of optimal oxygen 
permeability, carbon dioxide permeability, and film toughness is necessary. Therefore, 
barrier layers, typically high crystalUnity polymers, are used to limit permeability while 
materials with lower crystalUnity and lower glass transition temperatures are used to 
enhance toughness, as shown in Figure 1.1. Limits are placed on the types of materials 
that can be used because of compatibility issues between the materials. Thus, optimizing 
the molecular design of materials can expand the possibilities for material choice and 
maximize the interfacial strength. 
Polymer-polymer interfaces play a significant role in composite materials. A 
composite is defined as a multiphase material resulting from a combination of materials, 
differing in composition or form, which remain bonded together, but retain their identities 
and properties [7]. In the case of polymer composites, the strength of the composite does 
not necessarily depend on the compatibility of the two materials, but more importantly, 
control of the interface is the most important factor. The morphology of the composite 
will be affected by the interfacial energy, which controls domain size, and the 
microscopic structure of the interface, which influences the adhesion between the phases 
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[2]. One example of a useful polymer composite, made from immiscible components, is 
high-impact polystyrene (HIPS), where polybutadiene rubber is added to a polystyrene 
matrix to help toughen the polystyrene, as shown in Figure 1.2. In HIPS, the rubber 
phase increases the fracture energy of the polystyrene matrix because the yield in the 
rubber phase, which is initiated at the surfaces of the rubber spheres (due to stress 
concentrations), precedes ultimate failure [8]. Therefore, an understanding of the 
interfacial morphology and microstructure is imperative in understanding the fracture 
strength of a polymer-polymer composite. 
In the technological field of wetting (of which, examples include: gluing, 
painting, inking, and washing) the solid-liquid interaction, based on surface energy 
between the two surfaces, will dictate how well the surfaces will adhere [3]. Wetting can 
be measured using a contact angle between the solid surface and liquid droplet. Good 
wettability is defined by a contact angle close to zero, while non-wettable surfaces form a 
contact angle greater than 90°, as shown in Figure 1.3 [9]. To promote wetting, 
decreasing the liquid surface tension or the solid surface tension in addition to the solid-
liquid interfacial tension is necessary [3]. Thus, controlling the molecular properties, of 
either material, to minimize the surface energy (i.e. to promote wetting) will increase the 
interfacial strength between the liquid and the solid. 
Although not strictly the same phenomena, there are similar scientific 
implications in applications such as lamination coatings for the microelectronics industry 
and other fields involving polymer-metal interfaces [10, 11]. Again it is important to 
design the material on a molecular level such that interfacial interactions promote 
strength. 
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To obtain a comprehensive understanding of the properties of a polymer-polymer 
interface, several length scales of investigation are necessary. The interdiffusion 
dynamics across the interface, as well as the phase morphology, or interphase of the 
interface, will affect the strength, or fracture energy, of that interface. Hence, measuring 
molecular properties, such as the mutual diffusion coefficient and interfacial width; the 
microscopic properties such as the interphase morphology; the macroscopic properties 
such as the fracture energy; and developing a relationship between the three will provide 
a significant contribution to the optimization of material properties and performance. 
Extensive research has been performed in the areas of interdiffusion dynamics 
and mechanical properties of interfaces, but very little work has been done on a single 
system to relate the two and quantify miscibility effects on the relationship, which would 
greatly enhance the field. Hence, the overall objectives of this research are to provide a 
thorough understanding of the phase behavior of the interphase region (via blend 
analysis), quantify the fracture energy at the polymer-polymer interface, and develop a 
stochastic model to define the relationship between molecular properties (such as the 
interfacial width, degree of polymerization, and interaction parameter) and macroscopic 
properties (fracture energy) of the polymer-polymer system. 
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Figure 1.1: Schematic of a three layer co-extruded film, where each layer has a particular 
function (a: barrier resistance; b: adhesive or tie layer; c: strength) and is therefore a 
different material. This necessitates the use of three independent extruders (a significant 
capital investment). 
Figure 1.2: Schematic representation of high impact polystyrene (HIPS), where the gray 
region is the polystyrene matrix and the white circular regions are polybutadiene rubber 
domains. 
Figure 13: Schematic of a droplet on a surface, (a) non-wetting, characterized by 0 > 90° 
and (b) wetting, characterized by 6 < 90°. 
(a) (b) 
8 
CHAPTER 2 
BACKGROUND AND LITERATURE REVIEW 
2.1 Introduction 
This chapter provides a survey of the previous research contributions on phase 
behavior and morphology of polymer blends, fracture energy at amorphous polymer 
interfaces, and the attempts to model fracture energy to predict failure. In Section 2.2, a 
review of phase behavior and morphology of amorphous polymer blends is discussed. 
Observations on fracture energy at amorphous polymer interfaces are reviewed in Section 
2.3, including the relationship between fracture energy and interfacial properties and 
modeling fracture energy and entanglements at the interface. 
2.2 Phase Behavior and Morphology of Amorphous Polymer Blends 
2.2.1 Flory-Huggins Theory ofMixing and Phase Separation 
In the last twenty years, there has been an extensive amount of research done on 
the phase behavior of amorphous polymer blends. To obtain a homogeneous, single 
phase polymer mixture, thermodynamically, it is known that the free energy of mixing, 
AGm, (defined in equation (2.1)) must be less than zero 
and the second derivative of the free energy with respect to composition must be positive, 
as shown in equation (2.2). 
àGm=AHm-T*Sm (2.1) 
^ > 0  
dtp 
(2.2) 
Regular solution theory, the basis for molecular mixing, makes the assumption 
that the entropie and enthalpic terms of the free energy can be treated separately and are 
additive [1]. The number of configurations these molecules can take, which is part of the 
entropie term, is constrained by the energy of interactions. This energy, assumed to be an 
average taken over all configurations, is called a mean field approximation. The 
implication of the mean field approximation is random mixing, which is a valid 
assumption provided the interaction energies between molecules are weaker than thermal 
energy of the system (i.e. motion due to thermal energy keeps the system random) [2]. 
The Flory-Huggins lattice theory for free energy of a polymer solution uses many 
of the assumptions of regular solution theory [3]. The free energy expression is shown in 
equation (2.3). 
+ (2.3) 
RT Nb 
In the above equation, <j> and N& are the volume fraction and degree of polymerization of 
polymer A, respectively; NB is the degree of polymerization of polymer B; % is the Flory-
Huggins interaction parameter which is of the basic form % = ci+c2/T; and R and T are 
the gas constant and temperature (in absolute units), respectively. The interaction 
parameter, %, can be thought of as the interaction between segment pairs, based on the 
idea of solubility parameter differences. Originally % was used to account for enthalpic 
factors, but now includes entropie factors not accounted for in the combinatorial part of 
the free energy [2]. 
The three principal assumptions in the Flory-Huggins lattice model are as follows. 
First, as stated earlier, the free energy is broken into an enthalpic portion, which uses a 
mean field assumption, and an entropie portion, which uses a combinatorial entropy 
approach. Second, the polymer molecule is a flexible chain of segments and each site 
can only be occupied by one segment. Finally, the mixture is incompressible; that is, 
there are no vacant sites on the lattice. 
Although it is widely accepted as the basis for much of the work in phase 
behavior of polymer mixtures, there are limitations to the Flory-Huggins theory. In 
theory, the interaction parameter is independent of composition, which experimental data 
has shown to be contrary to the case [4], On the other hand Crist and co-workers [5-7] 
theorizes that the compositional dependence of % is actually an artifact of scattering 
experiments. The qualitative nature of Flory-Huggins theory is the other main criticism. 
2.2.2 Phase Separation Mechanisms 
In binary polymer mixtures, or blends, structure (i.e. whether the mixture is 
homogeneous (one phase) or two phase) is dependent on temperature. Different kinds of 
phase behavior exist and two of the most common are upper critical solution temperature 
(UCST) and lower critical solution temperature (LCST) behavior, as shown in Figure 2.1. 
In UCST behavior, phase separation occurs when a mixture is taken from the one phase 
region into a miscibility gap by lowering the temperature of the mixture. 
There are two different modes of phase separation. Depending upon the shape of 
the free energy curve, AGm(<f>), either nucleation and growth or spinodal decomposition 
occurs. Therefore, phase diagrams have both a spinodal and binodal curve. The point at 
which these curves meet is called the critical point, hi the binodal region (between the 
spinodal and binodal curves), the system is metastable, and will not phase separate 
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because the free energy curve is concave upward (i.e. the criterion from equation (2.2) is 
satisfied). In this region, the phase separation can only proceed if concentration 
fluctuations are relatively large [8]. In the spinodal region (within the spinodal curve) the 
second derivative of the free energy with respect to composition is negative and the 
mixture is unstable against phase separation into two phases of any compositions. 
Therefore, composition fluctuations, no matter how small, induced by thermal motions 
will spontaneously grow [9]. The free energy curves and phase diagrams are shown in 
Figure 2.1. 
2.2.3 The Isotope Effect 
One of the most interesting blend studies has shown isotope-induced phase 
separation in blends of protonated-polystyrene (PS) and deuterated-polystyrene (dPS) 
[10]. This is a very important discovery, in terms of understanding the effect of labeling 
polymers with deuterium, which is typically done to provide nucleus contrast in neutron 
scattering experiments. Using a deuterium substitution will effect %, and therefore will 
effect the phase behavior of the system of interest. 
2.2.4 Experimental Techniques To Study Phase Separation 
2.2.4.1 % measurements 
The main technique used to measure the interaction parameter, %, is small angle 
scattering. In general, the concentration fluctuations in the mixture are reflected by the 
zero-angle scattering intensity and can be related to thermodynamic properties [9]. 
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Neutron scattering is used when one of the components of the blend is labeled with 
deuterium, although deuterium labeling affects the interaction parameter (as stated 
above). Levels of deuteration depend on the system being studied, and as a general rale, 
the lower the level of deuteration, the better (as long as nuclear contrast is still obtained) 
[11]. X-ray scattering is used when the electron density difference between the two 
components of the blend is large enough to reflect concentration fluctuations [9]. 
Strobl [4, 12, 13] has used X-ray scattering to measure % in polystyrene/ poly 
(styrene-co-4-bromostyrene) (PBS) blends, where the volume fraction of bromine in the 
copolymer, f, is greater than 0.19. Hence, Strobl verifies that the electron density 
difference between PBS-PS (at f > 0.19) is large enough to measure concentration 
fluctuations. Although a %(T) curve is constructed [13], the background scattering 
intensity was not accounted for, which must be subtracted from the measured intensity. 
Without correcting for the background scattering, % values are artificially inflated. In 
another work, where background scattering was accounted for, Strobl looked at % as a 
function of blend composition and found a relatively weak dependence [4]. 
2.2.4.2 x calculations and phase diagram measurements 
Bruder, Brenn, and co-workers [14, 15] use elastic recoil detection to measure the 
binodal curve for bilayers of dPS and PBS. As interdiffusion between the two species 
commences, the interfacial region becomes a blend of the two polymers. A fitting 
function, based on a diffusion model, is applied to the measured concentration to 
determine the composition of the coexisting phases (the binodal curve). From the 
binodal, %(T) can be calculated. Time-of-flight forward recoil spectrometry (TOF-FRES) 
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[16, 17] and nuclear-reaction analysis [18] are used to determine ordering in blends. 
These techniques, usually coupled with light microscopy, can give information about 
preferential rearrangement of blend microstructure, which occurs due to surface energy 
arguments. 
Reflectivity (neutron and X-ray) is used to measure an interfacial width between 
two immiscible or partially miscible polymers, initially in a bilayer configuration, that 
have interdiffused [19-24]. From the interfacial width, a,, the interaction parameter can 
be determined using equation (2.4), as described by Broseta et al. [25], where b is the 
characteristic segment length, which is assumed to be the same for both polymer and NA 
and NB are the degrees of polymerization of each polymer. 
Several researchers have used optical microscopy (polarized microscopy with a 
Nomarski phase contrast optical assembly) to determine cloud point curves for UCST 
systems [26] [27] and LCST systems [28] [29]. The polymer blend is placed between 
two slides and set on a hot stage. The blend is monitored as the temperature decreases 
and phase transitions are noted based on optical observations, where hazy films indicate 
two phase structure and clear films indicate a homogeneous phase. The composition of 
the blend is systematically changed to develop the cloud points (binodal curve) as a 
function of composition. The data is then fit using Flory-Huggins theory to calculate 
binodal and spinodal curves. Although distinction between the two mechanisms of phase 
separation (nucleation/growth and spinodal decomposition) is possible, Kambour [26] 
2b (2.4) a, = 
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states that the fit is questionable based on the difficulty in measuring the cloud point data 
accurately (due to the large temperature intervals used between quench/anneal steps), and 
that determining % from the fit is not valid. Currently, optical microscopy is not typically 
used to construct phase diagrams due to such uncertainties in the measurement. 
Similar to optical microscopy, cloud point curves can be measured using laser 
light scattering. The sample set up and procedure is essentially the same, however a laser 
is transmitted through the sample and the forward scattering intensity is measured. Reich 
and Cohen [30] use light scattering to measure the cloud point for PS/ poly (vinyl methyl 
ether). 
In addition, several other techniques, such as differential scanning calorimetry can 
be employed to measure single or double glass transition temperatures (Tg) indicating one 
or two phase systems [31], respectively. Other techniques for studying phase behavior 
include dynamic mechanical spectroscopy (torsion pendulum), dielectric relaxation 
spectroscopy, inverse gas chromatography, and electron microscopy [32]. 
2.2.4.3 Scanning probe microscopy to determine phase morphology 
The advent of scanning probe microscopy, and particularly atomic force 
microscopy (AFM), has opened new doors for characterizing polymer blend morphology. 
Numerous researchers have used AFM to image blend topography, friction, and local 
stiffness [33-43]. Phase separation can be observed via topography images, for relatively 
thin film blends, because as domains form, they create surface features on the film, which 
are manifest as the blend morphology, see schematic in Figure 2.2. Although topography 
images reveal information about the morphology, they are limited because of the inability 
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to determine chemical composition, such as thin surface layers which may encapsulate 
the blend morphology, also represented in Figure 2.2 [33,35,38]. In some cases, AFM is 
coupled with a depth probing technique, such as dynamic secondary ion mass 
spectroscopy (DSIMS) [38] or TOF-FRES, [44] to determine the composition of a 
surface layer, if present. 
2 J Fracture Energy at Amorphous Polymer Interfaces 
2.3.1 Theory of Fracture Energy 
Linear elastic fracture mechanics (LEFM) is used for measuring the fracture 
energy at a polymer-polymer interface. The basis for LEFM is the Griffith theory, which 
describes brittle tensile fracture of a material with an initial flaw, or crack, a. The theory 
is described in terms of the stored elastic strain energy, U, and the energy to create new 
surface area, S [45]. The Griffith model states that the incremental change in strain 
energy, dU, with crack length, da, exceeds the energy to create surface area, dS, as shown 
in eq. (2.5). 
fr2§ (Z5) 
In LEFM, the sum of all energies required to create new surface (called the 
fracture energy, Gu) is related to the critical strain energy release rate per unit crack 
advance via equation (2.5) [46]. The subscript, 1, refers to Mode I tensile crack opening1 
and c indicates critical energy. In polymers, it is difficult to strictly isolate Mode I 
1 In addition to Mode I, there are two other failure modes, Mode II, in-plane shear of the crack surfaces, and 
Mode III, out-of-plane shear or torsion. 
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behavior so the subscript, 1, is typically dropped. (This will be discussed further below.) 
Therefore, Gc is the typical nomenclature used to refer to the fracture energy and is 
measured in units of J/m2. From the Griffith theory, the fracture energy is related to the 
crack length, the elastic modulus, E, and the critical stress, <r, as shown in equation (2.6). 
In general, many different fracture mechanic geometries can be used to measure 
fracture energy, such as the double cantilever beam, compact tension, double torsion, 
single edged notch, peel adhesion, blister, etc (two of the most common designs are 
shown schematically in Figure 2.3). Most of these have been adapted from bulk material 
tests to study interfaces. The fracture energy of polymer-polymer interfaces is typically 
measured using an adaptation of the double cantilever beam test (as in Figure 2.3 (a)), 
called the wedge cleavage, or modified double cantilever beam experiment (MDCB). In 
the MDCB experiment, which is described in detail in Section 5.3.3.1, a wedge is driven 
into the sample along the interface. The samples are trilayers, instead of bilayers to 
eliminate any mode mixity. Mode mixity (Mode I coupled with Mode II) can occur when 
the Mode II component of the stress field, Ka, ahead of the crack tip is not zero, as shown 
in equation (2.7) [47]. 
This is due to differences in the elastic moduli between the two materials or differences 
in the beam thickness. Mode mixity can be quantified by the phase angle, Y, as shown in 
equation (2.8). 
<jzma = EGU (2.6) 
K = Ki + iK2 (2.7) 
Y = tan-'(^_) 
K/ 
(2.8) 
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Therefore, for a given phase angle, the fracture energy, Gc, reaches a critical value, GcOF) 
[47]. The use of the trilayer will eliminate mode mixity, i.e. Y = 0, as long as: 1) the 
outside beams are of the same thickness and modulus; and 2) the center layer is thin 
relative to the outside beam thickness. In addition, the center layer must not be so thin 
that the crack can jump across the layer from one interface to the other. A sample 
geometry with a center layer on the order of 200 |im (referred to as a film) and a beam 
thickness of 2 mm fits the criterion described above [48]. Using the trilayer geometry, 
the fracture energy is calculated using equation (2.9), which is derived in Appendix 1. 
3A2 
" 8a' 
EhlE(h2  +e)3  
{Eh^al + E (A, + eY or2 ) 3 2 > (2.9) 
a, = 
1 + 1.92 — 
a 
+ l + 1.22(—)2 
a 
+ 
TJ 
1 + 0.39(—)3 
a 
1 + 0.64^ 
a _ 
(2.10) 
In equation (2.9), E is the modulus of one beam, Eeq is the modulus of the other beam and 
the film, hi is the thickness of the beam, e is the thickness of the film, A is the thickness of 
the wedge, and a is the crack length and in equation (2.10), Ht = hi and Hz = hz+e. 
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2.3.2 Fracture Energy of Virgin Polymers 
Fracture energy at an interface is lower than fracture energy in the bulk, or virgin, 
polymer. However, understanding the effect molecular parameters, such as molecular 
weight, have on the fracture energy for virgin polymers can provide useful information 
when considering fracture at an interface. Fracture energy (Gc), for virgin polystyrene, as 
a function of molecular weight (M) is reported by Robertson [49] and later extended by 
O'Connor and Wool [46, 50], as shown in Figure 2.4. Three distinct fracture energy 
regimes are clearly present as a function of molecular weight. As M increases, Gc 
increases slowly, then increases more rapidly, and finally plateaus. The change in slope 
of Gc, between the first two regimes, occurs at a critical molecular weight (Mc), about 
twice the entanglement molecular weight, Me, the molecular weight between 
entanglements [46]. This is also observed in zero-shear viscosity (%) measurements, 
where rjo ~ M for M < Mc and % ~ M3 4 for M>Mc Below Mc, there are few significant 
chain entanglements, because the chains are short, and the molecules behave as a simple 
Rouse fluid, where the only resistance to motion is determined by the chain length [46]. 
Whereas above Mc, a network of entanglements exist that help restrict molecular motion, 
and therefore increase the viscosity and fracture energy of the entangled polymer. In the 
third regime, where Gc exhibits a plateau, at ~8MC onwards, the fracture energy is no 
longer dependent on M. 
2.3.3 Mechanisms of Failure in Amorphous Polymers 
An understanding of the effect entanglements have on fracture energy in virgin 
polymers can be extended to an understanding of the different mechanisms of fracture 
that occur at an interface. In a simplistic way, mechanisms of failure can be thought of in 
the following way. When two immiscible polymers are joined together at an interface 
and annealed, interdiffusion is very limited (i.e. the interfacial width is small). Since the 
chains do not extend far into the foreign matrix, entanglements are limited. When the 
interface is subjected to tensile opening stress (Mode I), the chains will easily "pullout" 
of the matrix they diffused into (a mechanism called chain pullout) causing the fracture 
energy to be quite low (similar to the virgin polymer case discussed above when M < 
Mc). In cases where significant interdiffusion occurs and the density of entanglements is 
increased, chain scission and/or disentanglement is necessary to fracture the interface, 
and the fracture energy increases (as in the M > Mc regime). 
Fracture behavior also depends on the maximum stress the interface can withstand 
relative to the crazing stress of each polymer [51, 52]. Crazing is the phenomenon of 
fibril formation crossing the interface and the crazing stress is the minimum amount of 
stress needed for this phenomenon to occur [53]. (Crazing is also seen in virgin materials 
subjected to stress fields (e.g. elongation or fracture).) If the maximum stress the 
interface can sustain is lower than the crazing stress of both polymers, Gc is low and 
brittle fracture occurs. If, however, the stress sustained by the interface is higher than the 
crazing stress of one of the polymers, plastic deformation mechanisms occur in that 
polymer and crazes propagate ahead of the crack tip, as shown in Figure 2.5 [54]. 
2.3.4 Potymer-Poiymer Interfaciai Fracture 
There has been a tremendous amount of research devoted to polymer-polymer 
interfacial fracture and the mechanisms mentioned above. The idea of polymer-polymer 
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interdiffusion, or autohesion as it was then called, was first made popular in the early 
1960 s by Voyutskii [55]. From then the field grew with the involvement of researchers 
from very different fields such as fracture mechanics, metallurgy and materials science, 
physics, chemistry, and engineering. Several new ideas in terms of sample geometry and 
design, such as the augmented double cantilever beam [56] and the peel test [57] were 
proposed. 
Researchers modeled fracture mechanisms based on interfacial properties such as 
the number of bridges across the interface [58] and annealing conditions, or healing time 
for the interface [50]. Several models for chain pullout, derived independently, suggest 
Gc ~ £ and Gc ~ L2, where Z and L are the number of chains per unit area bridging the 
interface (or areal chain density) and the length of penetration, respectively [46, 59-62]. 
Most theories use reptation as a basis for interdiffusion and disentanglement [63, 64]. 
Even more extensive research has been done on crazing, with a focus in the last 
20 years on crazing at incompatible amorphous interfaces [65,66]. The current thrust has 
focused on applying A/B diblock copolymers (via polymer brushes or tethered chains) 
between the incompatible polymers A and B, referred to as reinforced polymer interfaces 
[62, 67-69]. Xu et al. [67] proposed a deformation map (Figure 2.6) for reinforced 
interfaces. This map shows possible deformation and failure mechanisms based on the 
stress at the interface (<r) and block copolymer areal chain density (£). The use of very 
thin, or brushed layers of copolymer at an interface provides the ability to control and 
therefore quantify £. In addition, controlling L to be very low enabled researchers to 
quantify chain scission without crazing. Therefore, for reinforced polymer interfaces, 
three fracture mechanisms (chain scission, chain pullout, and crazing) are identified with 
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transitions from chain scission to crazing and chain pullout to crazing at quantifiable <? 
and 2. To optimize toughness for reinforced interfaces, researchers have manipulated the 
length and symmetry of the blocks to obtain maximum penetration and therefore 
increased entanglements to support stresses across the interface [70, 71]. Techniques 
such as forward recoil spectroscopy (FRES) and transmission electron microscopy 
(TEM) have been used to characterize chain interpénétration by identifying deuterated 
block species on either side of the fracture surface and identify mechanisms of crazing, 
respectively [68, 72]. Some attention has also been given to the use of random 
copolymers to reinforce incompatible interfaces [73]. 
For non-reinforced interfaces, however, the theoretical fracture mechanism map 
(Figure 2.7) looks somewhat different since the chain scission (without crazing) failure 
mechanism does not occur because the interface cannot be manipulated to have a very 
low number of entangled molecules to support enough stress to break covalent bonds. 
Therefore in non-reinforced interfaces, chain pullout and scission via crazing are the only 
two failure mechanisms with a transition from pullout to crazing at <rc, corresponding to a 
critical entanglement density (£c) across the interface. 
Brown [74] discussed the use of asymmetric DCB experiments (for bilayers with 
a mismatch in modulus) that drive the crack and crazes along the interface instead of into 
the more compliant polymer. Since then, significant attention has been directed towards 
the concern for mode mixity in asymmetric polymer fracture experiments. Much of the 
work has focused on measuring the phase angle, Y, and accounting for it by manipulating 
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the thickness ratio of the polymers [75, 76] or by using the modified double cantilever 
beam geometry (trilayers) as discussed in Section 2.3.1. 
2.3.5 Relationship between Fracture Energy and Interfacial Width 
Stamm and Creton [21, 22] have used d-PS/PS, d-PS/poly (p-methylstyrene) 
(PpMS), and PBS/d-PS bilayers to measure the interfacial width (ai) using neutron 
reflectivity and PS/PS and PS/PpMS bilayers, and PS/PBS/PS trilayer systems to 
measure interfacial fracture. A correlation, for PS/PpMS and PS/PBS, shows that 
fracture energy increases with interfacial width and reaches a plateau at some finite 
interfacial width. It is also shown that the trend is not a function of molecular weight, i.e. 
all the data lie on the same curve. For PS/PS, a discontinuous jump in fracture strength is 
seen. Three distinct regimes are proposed corresponding to different mechanisms of 
failure. As at increases, the mechanism progresses from chain pullout to a combination 
of pullout and scission (via crazing) to scission. In these works, chain looping is 
postulated to occur across the interface, which would significantly shorten the necessary 
interpénétration depth of the polymer chains. This accounts for the development of a 
plastic zone ahead of the crack tip at interfacial widths well below the average length of 
an entanglement or the tube diameter, L*. Although these results are interesting, it must 
be cautioned that comparing fracture data with protonated samples and interfacial width 
data using deuterated samples is not a direct comparison due to the isotope effect 
discussed in Section 2.2.3. The sigmoidal shape for the fracture energy as a function of 
interfacial width trend was also seen experimentally by Brown and co-workers [77, 78] 
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for poly (methyl methacrylate) (PMMA) joined with the random copolymer of PS and 
PMMA. 
2.3.6 Modeling Entanglement Density and Fracture Energy 
Research over the last ten years has focused on predicting interfacial failure of 
glassy polymers in the crazing regime and it is well understood that strength development 
is dependent upon the development of molecular entanglements across the interface [62, 
68, 72, 77, 79-82]. In the crazing regime, Brown derived an expression for fracture 
energy, Gc, and showed it scales with E2 [79]. The continuum approach (which 
incorporates molecular properties such as the force to break a carbon-carbon bond, 
interfacial properties such as the crazing stress, and craze fibril properties such as 
diameter, modulus, and extension ration) introduced the idea of cross-tied fibrils which 
transfers load between the main fibrils (an important extension of the Dugdale model, an 
earlier model for plastic deformation in polymers) [79]. Using Brown's approach as a 
basis, a similar analytical expression was later derived by Hui et al. [83] to describe how 
the stress at the craze-bulk interface affects Gc. Fracture energy was later modeled using 
a discrete approach by Sha et al. [80, 84] in which the craze is modeled as a networic of 
anisotropic springs. This model, where the craze microstructure is related to its 
continuum moduli, is able to describe the crazing mechanism when the craze becomes 
very thin (where the continuum approach breaks down). Recently, Robbins and co­
workers [85, 86] have used molecular dynamics to simulate crazing and predict fracture 
energy in glassy polymers and have found that failure proceeds from a simple failure 
plane to crazing as the molecular weight increases above the entanglement molecular 
weight, Me. 
As discussed earlier, failure at an interface will occur by chain pullout when the 
molecular weight of the constituents is less than 2Mc [87]. In addition, if the system is 
immiscible (regardless of molecular weight), the incompatibility of the system will 
prevent significant interpénétration, which will result in few entanglements (low 2). For 
non-reinforced interfaces, when crazing is not the mechanism of fracture, expressions for 
Gc have been proposed and it is shown that for chain pullout Gc ~ 2 [62,67]. 
Since well-established relationships for Gc as a function of 2 exist for the 
different failure mechanisms, it would be beneficial to be able to predict failure based on 
molecular and thermodynamic properties of the polymers. Although quantifying 2 has 
been successful for incompatible polymers where a brushed diblock or random 
copolymer of the two is applied at the interface or tethered to the surface [68-71,87], it is 
not possible to control and hence challenging to quantify 2 for non-reinforced systems. 
Few models exist that calculate 2 for non-reinforced polymer interfaces. Mikos and 
Peppas used a stochastic model to predict the entanglement density across an A/A 
interface [63, 64]. The entanglement density was derived in a Markovian framework by 
determining the probability that the k* segment of an n-segment chain will form an 
effective entanglement (i.e. a segment that is entangled on both sides of the interface). 
Their predictions agreed with data for poly (methyl methacrylate) (PMMA)/ PMMA 
welds and PS/PS welds. Recently, Brown [77] proposed a model that calculates 2 for 
dissimilar materials where the probability of a strand crossing the interface is based on 
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the volume fractions of the material on either side of the interface. Fracture energy 
predictions, however, significantly over estimate Gc measured experimentally when at < 
Le- Therefore, a model to calculate 2 and accurately predict Gc as a function of ai/Le is 
essential to understand failure for non-reinforced polymer interfaces. 
2.4 Summary 
Much work has been done in phase behavior of polymer-polymer blends with a 
focus in understanding mechanisms of phase separation and the different morphologies 
that result. In addition, much effort has been put into quantifying the Flory-Huggins 
interaction parameter, %. Likewise, there has been a tremendous amount of research in 
understanding mechanisms of fracture of polymer-polymer interfaces and relating those 
mechanisms to properties such as molecular weight. However, there is no systematic, 
comprehensive approach that relates the interfacial phase morphology and the mechanism 
of interdiffusion to fracture strength. Therefore, the overall objective of this research is 
to provide a systematic understanding of the relationship between fracture strength and 
interfacial phase behavior as a function of polymer molecular weight (or degree of 
polymerization), compatibility of the polymers, and annealing conditions. 
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Figure 2.1: UCST and LCST phase diagrams with respective free energy curves. Tc is the 
critical temperature where the spinodal curve (dashed) and the binodal curve (solid) meet. 
On the free energy curve, the points b and c are the inflection (Le. the second derivative with 
respect to composition is zero). Spinodal decomposition occurs for compositions between b 
and c. When a<fe<b or c< *%<d the blend is metastable and will only phase separate if large 
concentration fluctuations exist 
Figure 2.2: Schematic of a phase separated thin film on a substrate. The gray regions are 
the dispersed phase encapsulated in a matrix (the white region). Encapsulation is commonly 
reported in phase separated thin film blends and results from the polymer with the lower 
surface energy preferentially rearranging to create the surface layer. 
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Figure 2J: Description of two common fracture geometries used, a) double cantilever 
beam; and b) adhesive peel. 
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Figure 2.4: Gc (measured in the virgin state) as a function of molecular weight for 
polystyrene. Data from Robertson (•) [49| and O'Connor and Wool (•) [46,50|. 
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Figure 2.5: Schematic of a half-craze at the interface between two immiscible polymers. In 
this example, polymer A has a lower crazing stress than polymer B. 
pullout Cnono^^ scission a 
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Figure 2.6: Schematic of fracture mechanism map adapted from [67|. Note there are three 
different regimes l-III, in the fracture mechanism map depending on the magnitude of a. In 
regime I, a fracture mechanism transition from chain scission (o <aj to crazing (CT > aj is 
expected. In regime II, the transition from chain pullout to crazing is expected. Only 
pullout, and no fracture mechanism transition to crazing, is expected in regime III. 
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Figure 2.7: Schematic of fracture mechanism map for non-reinforced interfaces. Note the 
absence of the chain scission regime. In regime I, a fracture mechanism transition from 
chain pullout to crazing is expected at Zf In regime n, elastic deformation occurs until cr > 
CTc-
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CHAPTER 3 
RESEARCH OBJECTIVES 
3.1 Research Objectives 
With the overwhelming importance placed on multi-material applications (i.e. 
composites, laminates, co-extruded parts, etc.), as described in Chapter 1, it has become 
increasingly important to thoroughly understand bonding behavior of polymers at an 
interface. Interfacial properties are of the utmost importance because the overall material 
will only be as strong as the weakest part of that material, which is typically the interface. 
More specifically, understanding, quantitatively, the relationship between the 
interdifiiision dynamics, the fracture energy, and the phase morphology of that interface 
is of great value for the design of materials on a molecular level that meet specific 
macroscopic structural requirements. It is interesting to note that although there has been 
good deal of research in both interdiffusion dynamics and mechanical properties of 
interfaces, little work has been done on a single system to relate the two. Likewise, little 
work has been performed to incorporate the effect of miscibility on fracture energy or 
interdifiiision. Hence, the overall objectives of this research are to provide a thorough 
understanding of the relationships between molecular attributes and macroscopic 
properties of polymer-polymer interfaces. These relationships are obtained by 
undertaking a systematic experimental protocol on a partially miscible polymer system 
and complemented by a predictive model, as depicted in Figure 3.1. Specifically, the 
objectives of this research are as follows. 
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(1) To quantify the phase morphology of poly (styrene-co-4-bromostyrene)/ 
polystyrene blends, as a function of degree of polymerization and volume 
fraction of bromine in the copolymer. This will be done by: 
(a) measuring the Flory-Huggins interaction parameter using small angle 
X-ray scattering; 
(b) predicting the phase diagrams using a Flory-Huggins theory for free 
energy of a homopolymer/random copolymer blend; and 
(c) using atomic force microscopy to image the blend morphology. 
(2) To measure the fracture energy at a poly (styrene-co-4-bromostyrene)/ 
polystyrene interface, as a function of degree of polymerization and volume 
fraction of bromine in the copolymer, using modified double cantilever beam 
experiments (measuring Mode I, tensile crack opening energy). 
(3) To develop a stochastic predictive model to define the relationship between 
the entanglement density across the interface, interfacial width, degree of 
polymerization, interaction parameter, and fracture energy of poly (styrene-
co-4-bromostyrene)Z polystyrene interfaces. 
Detailed knowledge from the first objective will provide an understanding of the 
effect the degree of polymerization and the volume fraction of bromine in the copolymer 
have on the phase behavior and morphology of the polymer blends. This, in turn, will be 
very helpful in understanding how the phase behavior of the interphase at an interface, 
which is essentially a blend of the two materials (as shown in Figure 3.2), affects the 
fracture strength at that interface. Elucidating how the thermodynamics of the system 
affect interdiffusion dynamics, and therefore fracture energy will provide an essential 
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element to understanding and therefore predicting the relationship between molecular 
properties and macroscopic properties. 
The second objective involves experimentally obtaining the fracture energy at a 
poly (styrene-co-4-bromostyrene)/ polystyrene interface, as a function of degree of 
polymerization and volume fraction of bromine in the copolymer. The fracture 
experiments are performed utilizing the same polymers and annealing conditions used in 
the morphology and miscibility studies (from the first research objective) as well as the 
interdiffusion studies. This will enable elucidation of the effect of phase morphology and 
interdiffusion on fracture energy. 
The completion of the third objective, relating the fracture energy to molecular 
properties, such as the areal density of entangled chains and interfacial width as a 
function of system miscibility, using a stochastic model, unites the entire body of work. 
With a fundamental model relating molecular properties to macroscopic properties, 
researchers will be able to design interfaces with the desired mechanical properties based 
on the molecular properties of the individual polymers. 
3.2 Dissertation Organization 
The remainder of the disseration is organized such that each remaining chapter 
fulfills a specific objective. Objective (I) is discussed in Chapter 4, objective (2) in 
Chapter 5, and objective (3) in Chapter 6. Each of these chapters has either been 
published by or submitted to the Journal of Polymer Science, Part B: Polymer Physics as 
individual manuscripts. Chapter 7 and 8 detail the overall conclusions and the future 
directions for this project, respectively. 
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Partially Miscible Interfaces 
Interdiffusion 
RBS 
XR reflectivity 
Mean field model 
Interdiffusion dynamics 
Figure 3.1: The overall systematic experimental protocol on a partially miscible polymer 
system complemented by mean-field models. Sections highlighted are specific research 
objectives for the current project. 
ÎT 
y A/B Blend Region 
/ "INTERPHASE" 
o 
Figure 3.2: The blend like nature of the interfacial region or "interphase", represented 
schematically. 
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CHAPTER 4 
QUANTIFYING PHASE BEHAVIOR IN PARTIALLY MISCIBLE 
POLYSTYRENE/POLY (STYRENE-CO-4-BROMOSTYRENE) BLENDS 
A paper published in the Journal of Polymer Science, Part B: Polymer Physics1 
Russell E. Gorgab, Erin L. Jablonski,c Pappannan Thiyagarajan,d Soenke Seifert* and 
Balaji Narasimhanf 
4.1 Abstract 
The phase behavior of thin film blends of polystyrene (PS) and the random 
copolymer poly (styrene-co-4-bromostyrene) (PBS) is studied using atomic force 
microscopy (AFM) and small angle X-ray scattering (SAXS). Phase behavior is studied 
as a function of PBS and PS degree of polymerization, degree of miscibility (controlled 
via volume fraction of bromine in the copolymer, f), and annealing conditions. The 
Flory-Huggins interaction parameter, %, is measured directly from SAXS as a function of 
temperature and scales with f as % = f2 Xs-Brs- Simulations based on the Flory-Huggins 
theory and % measured from SAXS have been used to predict phase diagrams for all the 
systems studied. It is observed that the PBS/PS system exhibits UCST behavior. The 
AFM studies show that increasing f in PBS leads to progressively different morphologies 
1 Reprinted with permission of the Journal of Polymer Science, Part B: Polymer Physics, Copyright © 
2002,40(3), 255-271 
b Primary researcher and author, Department of Chemical Engineering, Iowa State University 
c Graduate student who contributed diffusion data, Department of Chemical Engineering, Iowa State 
University 
4 Provided X-ray scattering capability and expertise, Intense Pulsed Neutron Source, Argonne National 
Laboratory 
e Trainer for X-ray scattering equipment. Chemistry Division, Argonne National Laboratory 
r Author for correspondence, Department of Chemical Engineering, Iowa State University 
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from flat topography (i.e., one phase) to interconnected structures or islands. In the two 
phase region, the morphology is a strong function of N (due to changes in mobility). 
Comparison of the estimated PBS volume fractions from the AFM images with PBS bulk 
volume fraction in the blend suggests encapsulation of PBS in PS, supporting work by 
previous researchers. Excellent agreement between the phase diagram predictions (based 
on x measured by SAXS) and the AFM images is observed. These studies are also 
consistent with interdifiiision measurements of PBS/PS interfaces (using Rutherford 
backscattering spectroscopy) which indicate that the interdifiiision coefficient decreases 
with increasing x in the one phase region and drops to zero deep inside the two phase 
region. 
4.2 Introduction 
Composite materials tailored to possess properties of strength, elasticity, 
adhesion, etc. are considerably affected by their interfacial characteristics. Most 
industrially relevant interfaces (and blends) are partially miscible and a correlation 
between miscibility and the transport/energetics relationship is crucial. Applications 
include injection molding, compatibilizer/blend technology, co-extrusion, etc. A detailed 
understanding of interfacial molecular phenomena will result in significant advances in 
adhesion, electronic materials, and high performance nano-composites. Our underlying 
hypothesis is that molecular properties influence interface performance and meaningful 
relationships can be obtained between molecular properties (interdifiiision coefficient, 
interfacial thickness, segmental interactions) and macroscopic properties (interfacial 
fracture energy). 
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Extensive research has been done in the area of polymer interfaces relating 
structure to strength [1-6]. Most of the studies have focused on either miscible (%<&;% 
is the Flory-Huggins interaction parameter, %, = % at the spinodal) or immiscible 
interfaces [7-9]. Relatively few researchers have examined interdiffusion at partially 
miscible polymer interfaces (% - %s) [10-13]. When a partially miscible A/B bilayer is 
heated above the glass transition temperatures of the two polymers, interdiffusion 
commences and proceeds until equilibrium is reached. During this annealing process, the 
interfacial region is an A/B blend (i.e., "interphase") with particular phase morphology 
(Fig. 4.1). A fundamental understanding of this morphology and its evolution is critical 
in order to develop structure-strength relationships in partially miscible systems. The 
overall objective of our research is to quantify miscibility effects on interdiffusion and 
fracture behavior in such polymer systems. This paper focuses on quantification of phase 
behavior in partially miscible polymer blends over a range of molecular weights and 
annealing conditions at varying degrees of miscibility. 
The partially miscible blend of interest is polystyrene (PS) and the statistically 
random copolymer of poly(4-bromostyrene)and polystyrene (PBS). The PBS/PS system 
is selected because the volume fraction of bromine in the copolymer, f, controls system 
miscibility. Hence, both the molecular properties (interdiffusion coefficient and 
interfacial width) and macroscopic properties (fracture energy) of the system can be 
studied as a function of miscibility by varying the volume fraction of bromine in the 
copolymer. Another reason for choosing the PBS/PS system is that both fracture and 
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interdiffusion studies can be performed on the same system under identical conditions, 
thus allowing for direct comparison between molecular and macroscopic properties. 
The PBS/PS system has been well studied by numerous researchers. Kambour 
and co-workers [14, 15] have shown using polarized optical microscopy that PBS/PS (f= 
0.3; N = 192; N is the degree of polymerization) blends show upper critical solution 
temperature (UCST) behavior. Strobl [16-18] used small angle X-ray scattering (SAXS) 
to measure % of the PBS/PS blend system as a function of temperature and blend 
composition. A weak dependence on blend composition was observed. Bruder and 
Brenn [10, 11] used elastic recoil detection to investigate interdiffusion and binodal 
generation in PBS/d-PS blends. Recently, blends of PBS/PS and of PBS/d-PS have been 
analyzed by atomic force microscopy (AFM), X-ray photoelectron spectroscopy, 
secondary ion mass spectroscopy, and scanning transmission X-ray microscopy to 
examine surface and bulk morphology of the different systems [19-21]. In addition, 
Stamm and co-workers [13, 22] have used PBS/d-PS bilayers to measure the interfacial 
width and PS/PBS/PS trilayer systems to measure interfacial fracture and shown that 
fracture energy increases with interfacial width. While we agree with the premise, the 
quantitative relationship obtained by Stamm is limited since d-PS/PS has a small but 
positive x [23]. Since we are interested in relationships between interdiffusion, phase 
behavior, and fracture, we believe that the correct system to be used is one in which 
identical polymers are used in all the studies. Thus, PBS/PS is an excellent system to 
study the effects of miscibility on interdiffusion and fracture. We have already 
mechanistically quantified the interdiffusion dynamics by measuring interdiffusion 
coefficients in PBS/PS bilayers [24, 25]. This paper investigates phase behavior in 
49 
PBS/PS blends at physical/chemical conditions that are identical to the ones used in 
measurement of interdiffusion coefficients in PBS/PS bilayers [24, 25]. Another aspect 
that will be studied is the effect of f and N on the mechanism of phase separation over a 
range of f (0.04 < f < 0.66) and N (424 < N< 7670), whereas most of the previous work 
[18, 19,21] focused mainly on the effect of blend composition on phase behavior. 
4.3 Experimental 
4.3.1 Materials 
Monodisperse PS and PBS were obtained from Polymer Source, Inc (Dorval, 
Quebec). The degree of polymerization, N, ranged between 424 and 7670 for both 
polymers (see Table 4.1 for molecular properties). PBS was synthesized by the 
procedure described by Kambour and co-workers [26]. 
4.3.2 PBS Synthesis and Characterization 
In a typical reaction, 10 g of PS and a glass-coated magnetic stirrer in a clean 
Erlenmeyer flask is placed in vacuum for an hour to dry. 100 ml of nitrobenzene is added 
to the flask, which is covered with aluminum foil to prevent light-catalyzed free radical 
reactions that would produce backbone bromination and cross-linking of the polymer 
chains. The reaction flask is stirred for 45 min in the dark under nitrogen, allowing the 
PS to completely dissolve. The desired amount of bromine is added to the reaction flask 
(20% excess). Under nitrogen atmosphere, the reaction is carried out in the dark with 
stirring for 4-22 h. The reaction mixture is poured in a thin stream into 2 1 of methanol. 
The precipitate is recovered from methanol by filtration, dissolved in THF, and filtered to 
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remove insolubles. The solution is again washed with 2 1 of methanol to finally yield 9.4 
g of brominated PS (PBS), which is dried in vacuum for 24 h. l3C-NMR, elemental 
analysis, DSC, TGA, GPC, and UV-Vis spectroscopy are used to characterize the 
polymer to ensure substitution of bromine in the para-position of the benzene ring and an 
unchanged degree of polymerization. By controlling the amount of bromine added and 
the reaction time, PBS with varying volume fractions of bromine (0.04 < f < 0.66) was 
synthesized (see Table 4.1). 
4.3.3 Sample Preparation 
4.3.3.1 Atomic force microscopy (AFM) 
Blends films of PBS/PS (50:50 w/w) are cast from a 20 g/1 solution in toluene 
onto a pretreated silicon wafer using a spin coater (Headway Research, Garland, TX) at 
1000 rpm for 30 s to achieve a thickness of 1500 A (blend films in the one phase region 
had an average surface roughness from 2 to 3 Â and an RMS surface roughness between 
3 and 4 Â). Film thickness is measured using an automated film thickness apparatus 
(Tencor, Mountain View, CA). The samples are dried under a controlled environment for 
24 h. The blends are annealed at various temperatures 150 < T < 200°C, for various 
times (1 < t < 24 h). (The glass transition temperature (Tg) of PS is 103 °C and Tg for 
fully brominated PBS (f = 1) is 142 °C [27].) The silicon wafers used for the blend films 
are pretreated for 10 min in acetone, de-ionized water, 2-propanol, and toluene (in that 
order). Wafers are then cleaned using the RCA cleaning procedure [28]. Before the 
cleaning procedure, a COz Snow Jet cleaning gun (Applied Surface Technologies, New 
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Providence, NJ) is used to remove any physical debris (dust) from the surface of the 
wafer. Finally the wafers are etched in hydrofluoric acid (8:1 buffer). 
4.3.3.2 Small angle X-ray scattering (SAXS) 
Blend films of PBS/PS (75:25 w/w; f = 0.09; N = 1370) are cast from a 0.1 g/ml 
solution of PBS/PS in toluene onto a pretreated silicon wafer to obtain a film thickness of 
~ 0.5 mm. The samples are dried in a controlled atmosphere for 24 h and then in vacuum 
at 50 °C for 6 h. The samples are annealed at their respective temperatures (165 and 180 
°C) for 24 h. 
4.3.4 Experimental Techniques 
4.3.4.1 AFM 
Blend films are imaged using an Autoprobe CP Research atomic force 
microscope (Thermomicroscopes, Sunnyvale, CA). Topography images (10 |im x 10 
|im) of the blends are taken using non-contact mode (NCM) with non-contact Ultralevers 
(B cantilevers). These cantilevers are Boron doped Silicon with a force constant of 3.2 
N/m. Samples are imaged with the tip at a constant distance from the surface (based on 
the damping of the cantilever due to van der Waals interactions between the tip and the 
surface). 
4.3.4.2 SAXS 
The SAXS experiments are performed at the Center for Structural and Molecular 
Biology at Argonne National Laboratory. The instrument is built on a Rigaku RU-H2R-
200 rotating anode source with a copper anode. The incident beam is monochromated to 
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1.54Â (8.04 keV) and focused on a tantalum beam stop using a pair of bent multi-layer 
supermirrors. The scattered X-ray intensity distribution is measured using a position-
sensitive, gas-filled proportional counter array of 512 x 512 pixels (20 cm x 20 cm) 
located at a distance of 185 cm from the sample. The scattering data are normalized by 
the transmitted intensity measured simultaneously using a pin diode at the center of the 
beam stop. This setup provides useful data in the q range of 0.008-0.2 À"1, where q is 
related to the X-ray wavelength, X, and the scattering angle 26 by q = (4nsin6)/X. The 
data are placed on an absolute scale by using a polyethylene standard sample and data 
obtained from the SAXS lab at Oak Ridge National Laboratory, Oak Ridge, TN. The 
scattering data are normalized by the thickness of the samples to convert them into the 
units of cm"1. 
4.4 Results and Discussion 
4.4.1 SAXS 
Fig. 4.2 shows the normalized intensity, I, as a function of the scattering vector, q 
(in Â"1), for a PBS/PS blend (75:25 w/w; f = 0.09; N = 1370). The blends were annealed 
for 24 h at 165 °C and 180 °C. To determine the Flory-Huggins % parameter directly, the 
structure factor, S(q), which is a measure of concentration fluctuations in the one phase 
region, is calculated from the absolute scattering intensity. The absolute intensity is 
related to the structure factor as [29, 30] 
I(q)=(Arj)2 %**) (4.1) 
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In the above equation, Arç is the electron scattering length density difference (in units of 
scattering length per unit volume) and Vs is the cell volume (chosen as the monomer 
volume of PS). Using the random phase approximation (RPA) [31], S(q), which is 
derived in Appendix 2, is related to % as 
(4
-
2> 
Here, N is the degree of polymerization (approximately equal for both components, see 
Table 4.1), <(> is the volume fraction of PBS, R] is an average mean square radius of 
gyration with inverse weights of the radii of gyration of the two components [16,18] 
a; =(!-##„+<*& (4.3) 
andfo(ç2/îj) is the Debye structure factor. As q->0, fD(ç2/?J) « N(\-y^q1 R^), so eq. 
(4.2) reduces to 
'"
2 °2 
S'(*-»0) = 1 
-2 X N0( !-<*) 
q R* (4 4) 
3##1-# 
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From eq. (4.4), a plot of S"1 (q -> 0) as a function of q2 is a straight line, referred to as the 
Zimm plot [31]. The bracketed term on the right hand side of eq. (4.4) is the intercept of 
the Zimm plot and is twice Yj. 
Xs 2N<f>(\ - <f>) (4'5) 
Prior to the RPA analysis it is essential to subtract the flat background scattering 
(Ip) that may be present [29, 30]. This is accomplished by using the Porod law, 
lp = ~£ (46) 
Here, Kp is the intercept of the plot Iq4 vs. q4 since Ip is independent of q for large values 
of q [30]. Fig. 4.3 shows the Porod correction for the two samples studied. The 
background scattering intensity Ip is then subtracted from the measured intensity. 
Without correcting for the background scattering, % values would be artificially inflated 
[17]. Fig. 4.4 shows the Zimm plot (1/S (q -> 0) vs. q2) after subtraction of the 
background scattering. As can be observed, the higher temperature data series has a 
slightly larger slope and intercept. As discussed earlier, the intercept is directly related to 
X as shown in eq. (4.4). The slope is directly proportional to R\. 
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3N#(l —0) (7) 
The value of R+ for our system increases from 58 to 62 À as the temperature increases 
from 165 to 180 °C. The most important feature of the slopes shown in Fig. 4.4 is that 
they are nearly parallel with the higher temperature data showing a slightly higher slope. 
This indicates that due to the 15 °C temperature difference, the average radius of 
gyration, R+, changes only slightly, as expected. The intercept increases (or in other 
words, x decreases (see eq. (4.4)) as the temperature increases from 165 to 180 °C. This 
is a feature of UCST behavior, which has been shown to exist for the PBS/PS system [10, 
15]. We found x to be 6.9 x 10"4 and 6.6 x 10"4 for the 165 and 180 °C samples, 
respectively. Strobl [18] reported x for f = 0.19 to be 3 x 10"3 at 130 °C. As expected, in 
Strobl's system (lower T and higher f), x is significantly higher. 
Once x is obtained it can be shifted to Xs-Brs. where Xs-Brs represents the 
segmental interaction between polystyrene and the homopolymer poly (4-bromostyrene) 
via the volume fraction of bromine, f, in the PBS copolymer [11,15]. 
X = J Xs-Brs (4.8) 
Knowing the ratio of the molar volume of a styrene unit to that of a brominated styrene 
unit (= 0.862) [11], x, the extent of bromination, can be related to f as 
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f = x (4.9) 
x +0.862(1- x) 
Using Xs-Brs is a convenient way to normalize and compare % of PBS/PS blend systems 
for different volume fractions of bromine in the copolymer. The above analysis assumes 
that x is independent of blend composition [18]. In that case, Xs-Brs is expected to have a 
temperature dependence similar to that of x (Xs-Brs = A + B/T). The coefficients A and B 
can be obtained by plotting Xs-Brs as a function of 1/T (in absolute units) as shown in Fig. 
4.5. Included in the data is a low temperature (T = 130 °C) data point from the work of 
Koch and Strobl [18]. It is instructive to note that the value of Xs-Brs used in Strobl's 
work was calculated using different values of f (f = 0.19) and N (N = 413). The 
functional form of Xs-Brs obtained is 
4.4.2 Prediction of Phase Diagrams 
Phase diagrams are generated using Flory-Huggins theory for free energy of a 
polymer/copolymer blend and x 35 determined from the SAXS measurements. The 
binodal curve is calculated using the following equations 
Xs-Brs =-0.0833 + 73.75 
T 
(4.10) 
IncMb +(Â -À)(l -4 +r l X(D = 0 
1-A ' ' rz 
(4.11) 
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and 
In(~^) + (1 -~*~KÀ -^)-r2xiT) = 0 (4.12) 
<Pl r2 
Here <p2 and <f2 denote the volume fractions of PBS in the two phases, r% and rz are the 
relative molar volumes of PS and PBS respectively. The spinodal curve is calculated 
using eqs. (4.5), (4.8), and (4.10). 
Once x is measured and Xs-Brs calculated, eq. (4.8) is used to scale x for the other 
blend systems (i.e., blends with copolymer of different f). With the x of each blend 
system (424 < N < 7670), phase diagrams are constructed using eqs. (4.5), (4.8) and 
(4.10) - (4.12). In Fig. 4.6, the phase diagrams for blends with N = 424 are shown. The 
blend with the lowest volume fraction of bromine (f = 0.08) is miscible at temperatures 
far below room temperature with a critical temperature, Tc, of 86 K. The phase diagrams 
for f = 0.22 and f = 0.46 are shown in Figs. 4.6(a) and (b), respectively. For f = 0.66, Tc 
is calculated to be 784 K. As can be seen from the diagrams, the blends exhibit UCST 
behavior and the critical point shifts to higher temperatures as the volume fraction of 
bromine increases. Similar trends are observed for all values of N studied (see Table 
4.2). 
The phase diagrams for blends with N = 1370 and N = 7670 are shown in Figs. 
4.7 and 4.8, respectively. Immediately, the effect of N is seen. As N increases, x$ 
decreases (see eqs. (4.4) and (4.5)), indicating the onset of spinodal decomposition at 
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lower x (and hence lower f). For example, given two PBS/PS blend systems with 
different N (say, 424 and 7670), if the volume fraction of bromine in the copolymer is the 
same (say, f = 0.22) the interaction parameter, x, is the same, but the phase diagrams look 
dramatically different. The critical point for the system is shifted from 408 to 830 K (see 
Table 4.2). 
4.4.3 AFM 
One important objective of the blend morphology studies is to determine the 
effect of miscibility and dynamic morphology of the PBS/PS interface on both 
interdifïusion dynamics and fracture energy. AFM is used to investigate the phase 
morphology of PBS/PS blends and to verify the phase diagram predictions. Blend films 
of PBS/PS (50:50 w/w) are spin cast onto Si wafers for each volume fraction of bromine 
in PBS and for each N. Images are collected for films as cast (i.e. no anneal) as well as 
for films annealed at various temperatures (150 < T < 200 °C). Annealing time is varied 
between 1 h and 24 h. An annealing time of 1 h is selected to complement the 
interdiffusion studies performed on bilayers of identical materials, in which annealing 
times varied between 15 min and 3 h [24]. Only subtle changes in morphology are 
observed on varying annealing time between 1 h and 24 h; there are no phase transitions 
(i.e., blends that are phase separated at 1 h remain so at 24 h and blends that are miscible 
at 1 h are still miscible after 24 h). Hence, the comparison of the AFM data with the 
phase diagrams is restricted to verify blend miscibility. 
In Fig. 4.9, the phase morphology as a function of f (N = 424) is shown for as cast 
PBS/PS blend samples. It is clear that increasing f leads to increased immiscibility of the 
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PBS/PS blend. It is interesting to note the different morphologies seen as fis increased. 
At lower f (f = 0.08 and 0.22), the blend is miscible and the sample topography is flat 
(Figs. 4.9(a) and (b)). As f increases to f = 0.46, the topography changes from flat to a 
narrow interconnected structure (Fig. 4.9(c)), and then to a broad interconnected structure 
for f = 0.66 (Fig. 4.9(d)). The raised regions (i.e., the lighter shaded regions) correspond 
to PBS domains [19, 21]. 
The effect of f on phase morphology for as cast blend films at N = 1370 and 7670 
is shown in Figs. 4.10 and 4.11, respectively. For N = 1370, the progression of 
morphology as f increases (Fig. 4.10) mirrors that observed for N = 424. For N = 7670, 
however, the topography scheme is not the same as that for the two lower degrees of 
polymerization. Instead, as shown in Fig. 4.11, the topography changes from flat (i.e., 
one phase) for f = 0.04 to small raised islands (f = 0.22) to large raised islands (instead of 
a raised interconnected structure) for f = 0.52. This appears to be reasonable because as 
molecular weight increases, mobility decreases. Therefore the island morphology is seen 
because slower diffusion of PBS prevents the formation of the interconnected structure as 
observed for smaller N [27]. The combined effect of f and N on the phase morphology of 
the blend is shown in Fig. 4.12. In Figs. 4.12(a) and (b), as f increases (for N = 1370), 
the PBS domains coalesce into a coarser interconnected structure reflecting the increased 
immiscibility in the blend. Figs. 4.12(b) and (c) show that with increase in N (at f = 
0.52), the PBS domains do coalesce, but form islands rather than interconnected 
structures reflecting the decreased mobility in the blend. 
In the phase-separated samples, the estimated volume fraction (fractional surface 
area multiplied by height of domains) of the raised PBS region is significantly greater 
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than the bulk volume fraction of PBS in the blend (e.g., 64% vs. 45% for N = 1370, f = 
0.43 (Fig. 4.10(c))). A similar difference is observed for the raised interconnected 
structures. For example, in Fig. 4.10(d), the estimated volume fraction for the PBS 
domains is 63% and the bulk volume fraction of PBS in the blend is 44%. The mismatch 
between estimated volume fraction and bulk volume fraction of PBS is attributed to 
encapsulation of PBS domains in PS. The estimated volume fraction calculations assume 
that the transition between the peaks and valleys is vertical, which is a reasonable 
approximation based on the height profiles of the AFM image (see Fig. 4.13). In Fig. 
4.13, it is shown that, for N = 7670 and f = 0.52 (the same sample is presented in Fig. 
4.11(c)), the transitions between peaks and valley is close to vertical and that the peaks 
and valleys are fairly flat. In addition, the size of the PBS domains is of the order of the 
film thickness. The argument for encapsulation is consistent with the mechanism of 
encapsulation in PBS/PS blends based on surface energy effects as discussed by previous 
researchers [21, 32-34]. It has been shown that PBS (f = 0.81) has a greater surface 
tension (YPBS = 33.7 dyn/cm) than PS (yp$ = 30.5 dyn/cm), therefore promoting PS 
segregation to the vacuum surface [21]. In addition, the interfacial tension between PS 
and PBS (YPS/PBS) has been calculated by Zhao et al. [35] as 1.0 dyn/cm. Using Harkin's 
equation [36] the spreading coefficient, S, is given by 
$ — (.Y pbs Yre) Yps/pbs (4.13) 
Spreading, or wetting, occurs when the spreading coefficient is positive [37]. Hence PS 
spreads on PBS because S = 2.2 dyn/cm. It is reasonable to assume that for phase 
separated blends (i.e. larger values of f) S will remain positive and PS spreads on PBS 
domains. In addition, Slep et al. [21] show that the interfacial energy between PBS and a 
HF-etched bare silicon surface (YPBS/SI ~ 4.6 dyn/cm) is greater than that for PS and a HF-
etched bare silicon surface (YPS/SÎ = 1.4 dyn/cm) which explains the preferential wetting of 
PS on the substrate surface. Based on the surface tension and interfacial energy data, PS 
preferentially segregates to both the silicon and vacuum interface and encapsulates PBS 
domains. In light of the above observations, the mechanism of phase morphology 
evolution in PBS/PS blends as a function of f and N is shown in Fig. 4.14. 
Annealed samples for N = 424, 1370, and 7670 are shown in Figs. 4.15,4.16, and 
4.17, respectively. When annealed at 150 and 200 °C for 1 h, no significant changes in 
morphology occur. From Table 4.2, it can be seen that no phase transitions are predicted 
for the samples considered between T - 150 and 200 °C. There is excellent agreement 
between the annealed samples and the predicted phase diagrams. Each phase diagram 
correctly predicts the phase of the annealed blend, thus validating not only the % 
measured by SAXS, but also the quantitative relationship between f and % as shown in 
eq. (4.8). 
4.4.4 Implications on Interdiffusion Coefficients 
The miscibility of PBS/PS significantly affects the interdiffusion dynamics at 
PBS/PS interfaces. For a given N, as f increases, % increases. As % approaches x$ (the 
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phase boundary), the interdiffusion coefficient, D, is expected to decrease. When %»%, 
(i.e. the system is deep inside the two phase region), D -> 0. Interdiffusion coefficients 
for PBS/PS bilayers (N = 424; T = 150 and 200 °C) were measured by Jablonski et al. 
[24] using Rutherford backscattering spectroscopy. From Table 4.3, it is clear that as f 
increases (i.e. % increases), D decreases and goes to zero deep inside the two phase 
region, providing evidence of thermodynamic slowing down [1]. Thus, the interdiffusion 
measurements, phase diagram predictions (including both % measurements and eq. (4.8)), 
and the AFM studies are all consistent with each other. 
4.5 Conclusions 
The phase behavior of thin film blends of polystyrene (PS) and the random 
copolymer poly (styrene-co-4-bromostyrene) (PBS) as a function of the volume fraction 
of bromine in PBS, f, and the degree of polymerization, N, is studied using atomic force 
microscopy (AFM) and small angle X-ray scattering (SAXS). The Flory-Huggins 
interaction parameter, %, is measured directly from SAXS as a function of temperature 
and scales with f as % = f* Xs-Brs where Xs-Brs is the segmental interaction parameter 
between PS and poly (4-bromostyrene). Simulations have been carried out using Flory-
Huggins theory based on % measured from SAXS to predict phase diagrams for all the 
systems studied. It is observed that the PBS/PS system exhibits UCST behavior. As 
expected, the critical temperature increases with both f and N. The AFM studies show 
that increasing f in PBS (for low N) leads to progressively different morphologies from 
flat topography (i.e., one phase) to narrow interconnected structures to broad 
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interconnected structures. For the highest N studied, the morphology in the two phase 
region is in the form of islands, which has been attributed to decreased mobility. 
Comparison of the estimated PBS volume fraction from the AFM images with PBS bulk 
volume fraction in the blend suggests encapsulation of PBS in PS, supporting work by 
previous researchers [21, 32-34]. These results are in good agreement with the phase 
diagram predictions based on % measured by SAXS. The above studies also support 
interdiffusion coefficient, D, measurements at PBS/PS interfaces (using RBS). For % » 
Xs, D drops to zero and for % < %,, D decreases with increasing %. Depth profile 
measurements in PBS/PS blends using RBS are underway in order to verify the 
encapsulation argument proposed. Also underway are experiments directed towards 
measurement of fracture energy at PBS/PS interfaces in order to develop an in depth 
understanding of the interplay between interdiffusion, miscibility, and fracture. 
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Table 4.1: Degree of polymerization (N), extent of bromination (x) in PBS copolymer, volume 
fraction of bromine (I) in PBS copolymer, and polydispersity of PBS/PS systems. 
(CgH(G.X)Brx)N 
N X f Mw/M„ 
424 0 0 1.03 
424 0.07 0.08 1.03 
424 0.20 0.22 1.03 
424 0.42 0.46 1.03 
424 0.63 0.66 1.03 
1370 0 0 1.03 
1370 0.08 0.09 1.03 
1370 0.22 0.25 1.03 
1370 0.39 0.43 1.03 
1370 0.51 0.55 1.03 
7670 0 0 1.05 
7144 0.04 0.04 1.1 
7144 0.20 0.22 1.1 
7144 0.48 0.52 1.1 
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Table 4.2: Critical temperature, T„ as a function of f and N. 
N f T=(K) 
424 0.08 86 
0.22 408 
0.46 698 
0.66 784 
1370 0.09 283 
0.25 687 
0.43 809 
0.55 837 
7670 0.04 318 
0.22 830 
0.52 875 
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Table 4.3: InterdifTusion coefficient, D, from RBS [24] and % from SAXS as function of f 
(N = 424; T = 150 and 200 °C). 
f XsX 103  XX 103 D xlO16 (cm2/s) XX 103 D xlO16 (cm2/s) 
(150 °C) (150 °C) (200 °C) (200 °C) 
0.08 4.72 0.55 134 0.44 2237 
0.22 4.72 4.40 84 3.51 1990 
0.46 4.72 19.25 ~0 15.36 ~0 
0.66 4.72 39.64 — o 31.61 ^ 0 
72 
ÎT 
y A/B Blend Region 
/ "INTERPHASE" 
O 
Figure 4.1: Schematic of the "interphase" at an A/B interface. 
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Figure 4.2: Raw SAXS data for PBS/PS (75:25 w/w) blend (f = 0.09; N = 1370) shown as 
normalized intensity, I (counts), as a function of scattering vector, q (A"1). The open diamond 
symbols (•) and filled square symbols (•) represent data at 165 and 180 °C, respectively. 
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Figure 4J: Correction for flat background scattering using the Porod law. The symbols 
have the same meaning as those in Fig. 4.2. 
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Figure 4.4: Corrected SAXS data presented in the form of a Zimm plot, l/S(q-> 0) v. q2 (À 
z). The symbols have the same meaning as those in Fig. 4.2. 
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Figure 4.5: Temperature dependence of the segmental Interaction parameter between PS 
and the homopolymer, poly (4-bromostyrene), Xs-irs* Plot includes one data point (T = 130 
°C) from reference 18. 
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Figure 4.6(a): Phase diagrams predicted using Flory-Huggins theory and % from SAXS for N 
= 424 and f 3 022. The critical temperatures are shown in Table 4.2. The solid line 
represents the spinodal curve and the dashed line represents the binodal curve. 
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Figure 4.6(b): Phase diagrams predicted using Flory-Huggins theory and % from SAXS for N 
= 424 and f = 0.46. The critical temperatures are shown in Table 4.2. The solid line 
represents the spinodal curve and the dashed line represents the binodal curve. 
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Figure 4.7(a): Phase diagrams predicted using Flory-Huggins theory and % from SAXS for N 
= 1370 and f=0.09. The critical temperatures are shown in Table 4.2. The lines have the 
same meaning as those in Fig. 4.6. 
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Figure 4.7(b): Phase diagrams predicted using Flory-Huggins theory and % from SAXS for N 
- 1370 and f=0.25. The critical temperatures are shown in Table 4.2. The lines have the 
same meaning as those in Fig. 4.6. 
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Figure 4.8: Phase diagrams predicted using Flory-Huggins theory and % from SAXS for N 
= 7670 and f * 0.04. The critical temperatures are shown in Table 4.2. The lines have the 
same meaning as those in Fig. 4.6. 
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(c) (d) 
Figure 4.9: Effect of f on topography of PBS/PS (50:50 w/w; N = 424) blends as cast, (a) f= 
0.08; (b) f=0.22; (c) f=0.46; and (d) f=0.66. 
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Figure 4.10: 
= 0.09; (b) f 
Effect of f on topography of PBS/PS (50:50 w/w; N = 1370) blends ss cast, (a) f 
= 0.25; (c) f= 0.43; and (d) f= 0.55. 
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Figure 4.11: 
= 0.04; (b)f 
: Effect of f on topography ol PBS/PS (50:50 w/w; N 
= 0.22; and (c) f=0.52. 
= 7670) blends as cast, (a) f 
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Figure 4.12: Simultaneous effect of f and N on topography of PBS/ PS (50:50 w/w) blends as 
cast, (a) f=0.43; N = 1370; (b) f=0.55; N = 1370; and (c) f » 0.52; N » 7670. Comparing (a) 
and (b), it is seen that increasing f Increases immiscibility and the PBS domains coalesce Into 
interconnected structures. From (b) and (c), it Is seen that as N increases, the PBS domains 
do coalesce, but form islands rather than interconnected structures reflecting the decreased 
mobility in the blend. 
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Figure 4.13: Line-width profiles for a PBS/PS (50:50 w/w; f = 0.52; N = 7670) blend as cast. 
The PBS domains show fairly vertical transitions between valleys and peaks. Notice that the 
peaks and valleys themselves are fairly flat. 
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Figure 4.14: Mechanism of morphology progression as a function of both f and N. As f 
increases, the morphology progresses from flat (l e. one phase) to interconnected structures 
(two phases). As N Increases, the interconnected structures are replaced by islands. The 
raised regions are PBS which may be encapsulated in PS [21,32-34). 
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Figure 4.15: Effect of annealing on the topography of PBS/PS (50:50 w/w; f « 0.08; N 
424) blends, (a) as cast; (b) T = 150; and (c) T = 200 °C. 
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Figure 4.16: Effect of annealing on the topography of PBS/PS (50:50 w/w; f = 0.43; N = 
1370) blends, (a) as cast; (b) T = 150; and (c) T = 200 °C. 
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Figure 4.17: Effect of annealing on the topography of PBS/PS (50:50 w/w; f=0.52; N 
7670) blends, (a) as cast; (b) T = 150; and (c) T » 200 °C. 
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CHAPTERS 
FRACTURE TOUGHNESS AT PARTIALLY MISCIBLE POLYMER 
INTERFACES 
Submitted to the Journal of Polymer Science, Part B: Polymer Physics1 
Russell E. Gorga" and Balaji Narasimhan0 
5.1 Abstract 
The fracture behavior for the partially miscible polystyrene/poly (styrene-r-4-
bromostyrene) (PS/PBS) interface is analyzed as a function of miscibility. This is 
achieved by quantification of the fracture energy at PS/PBS interfaces over a range of 
molecular weights (1370 < N < 7144; N is the degree of polymerization) and annealing 
conditions (150 < T < 200 °C) at varying degrees of miscibility (controlled by f, the 
volume fraction of brominated repeat units in PBS). Correlations between fracture 
energy, interdiffusion dynamics (quantified via the mutual diffusion coefficient and 
interfacial width), and the Flory-Huggins interaction parameter (%) are presented. It is 
shown that the Mode I fracture energy, Gc, increases as annealing temperature increases 
and N decreases. The presence of three miscibility mediated interdiffusion/fracture 
regimes is postulated depending upon the value of N*%, where N' - N when Nps = NPBS 
and N' - ^PS^PBS when Np$ # NPBs: (I) When N*% = 0 (PS/PS) there is no 
N PS + N PB5 
concentration gradient across the interface, no thermodynamic barrier to mixing and 
1 Reprinted with permission of the Journal of Polymer Science, Part B: Polymer Physics, Copyright © 2002 
b Primary researcher and author, Department of Chemical Engineering, Iowa State University 
c Author for correspondence, Department of Chemical Engineering, Iowa State University 
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interdiffusion is solely controlled by the mobility of the species, or the self diffusion 
coefficient, Ds(T). In this regime, entanglements across the interface develop, but there 
is no preferential direction for interdiffusion; (H) When 0 < N*% < 2, the system is 
miscible, gradient-driven interdiffusion takes place, leading to an increase in PS/PBS 
entanglements that can support stresses and hence, Gc increases; and (HI) When N*% > 2, 
the system is immiscible, interdiffusion is thermodynamically limited, which results in a 
low entanglement density and decreased Gc, which continues to decrease with increasing 
f. This is supported by interdiffusion measurements carried out on the identical PS/PBS 
system (using Rutherford backscattering spectroscopy). Interfacial width, at, is 
calculated when N*% > 2 and it is observed that Gc increases with interfacial width. 
Optical micrographs do not reveal any crazes for samples where N*% > 2. Crazes are, 
however, prevalent in samples where N*% < 2. When N*% > 2, the interfacial width is 
small, entanglement density is low, and fracture occurs via chain pullout (low Gc). 
Although interfacial width cannot be calculated for the data when N*% < 2, we 
hypothesize that the fracture mechanism is a combination of chain scission (via crazing) 
and pullout. The implications of these results for reinforcement of polymer interfaces are 
discussed. 
5.2 Introduction 
Interfaces and interfacial properties of polymers have been the focus of much 
academic and industrial research for several decades. The properties of polymer-polymer 
interfaces are important in many industrial applications, especially with the prevalent use 
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of composites, adhesives, co-extruded, and laminated materials [1-3]. These materials 
are considerably affected by their interfacial characteristics. A detailed understanding of 
interfacial molecular phenomena and how that affects the mechanical properties at the 
interface in partially miscible polymer systems can have significant impact on the design 
of many technologically relevant materials. The underlying hypothesis of this work is 
that molecular properties influence interface performance and meaningful relationships 
can be obtained between molecular properties (interdiffusion coefficient, interfacial 
thickness, segmental interactions) and macroscopic properties (interfacial fracture 
energy). 
Extensive research has been done in the area of polymer interfaces relating 
structure to strength [1, 2, 4-7]. Most of the studies have focused on either miscible (% < 
X$; X is the Flory-Huggins interaction parameter; %, = % at the spinodal) or immiscible 
interfaces [8-15]. Relatively few researchers have examined interdiffusion and fracture 
energy at annealing conditions such that the polymers undergo phase transitions, i.e., % ~ 
X$ [16-19]. When a partially miscible A/B bilayer is heated above the glass transition 
temperatures of the two polymers, interdiffusion commences and proceeds until 
equilibrium is reached. During this annealing process, the interfacial region is an A/B 
blend (i.e., "interphase") with particular phase morphology. An understanding of this 
morphology is critical in order to develop structure-strength relationships in partially 
miscible systems. 
When two immiscible polymers are joined together at an interface and annealed, 
interdiffusion is very limited (i.e. the interfacial width is small). Since the chains do not 
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extend far into the foreign matrix, entanglements are also limited. When the interface is 
subjected to tensile opening stress (Mode I), the chains will easily "pull out" of the matrix 
they diffused into (a mechanism called chain pullout) causing the fracture energy to be 
low [1, 20]. When two miscible polymers are joined together at an interface and 
annealed, significant interdiffusion occurs and the density of entanglements is increased; 
a combination of chain scission and chain pullout is necessary to fracture the interface, 
and the fracture energy is high.[l, 21-23] 
Fracture behavior also depends on the maximum stress the interface can withstand 
relative to the crazing stress of each polymer [23-26]. Crazing is the phenomenon of 
fibril formation crossing the interface and the crazing stress is the minimum amount of 
stress needed for this phenomenon to occur [27]. (Crazing is also seen in bulk materials 
subjected to stress fields (e.g. elongation or fracture) [1].) If the maximum stress the 
interface can sustain is lower than the crazing stress of both polymers, the Mode I 
fracture energy, Gc, is low and brittle fracture occurs. If, however, the stress sustained by 
the interface is higher than the crazing stress of one of the polymers, plastic deformation 
mechanisms occur in that polymer and crazes propagate ahead of the crack tip [28]. 
There has been a tremendous amount of research devoted to polymer-polymer 
interfacial fracture and the mechanisms mentioned above. Kramer [20] showed that 
polymers with M < 2MC (where Mc is the entanglement molecular weight) will craze, and 
proposed that since no entanglements exist, the craze is spanned by single molecules. 
Researchers have modeled fracture mechanisms based on interfacial properties such as 
the number of bridges across the interface [29] as a function of annealing conditions, or 
healing time for the interface [30]. Several models for chain pullout, derived 
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independently, suggest Gc ~ £ and Gc ~ L2, where L and L are the number of chains per 
unit area and the length of penetration, respectively [1, 11, 31-33]. Most theories use 
reptation as a basis for interdiffusion and disentanglement [1,34-36]. 
Even more extensive research has been done on crazing, with a focus in the last 
two decades on crazing at incompatible amorphous polymer interfaces [37, 38]. Most 
current thrusts have focused on using block copolymers to reinforce the incompatible 
polymers [11-13, 15]. Xu et al. [13] proposed a deformation map for block copolymers 
at an interface that shows possible deformation and failure mechanisms based on stress 
and block copolymer chain density. The copolymers were manipulated (via the 
symmetry of the blocks) to obtain optimum toughening at the interface. Forward recoil 
spectroscopy (FRES) was used to characterize chain interpénétration by identifying 
deuterated block species on either side of the fracture surface and transmission electron 
microscopy (TEM) was used to identify mechanisms of crazing [14, 15]. Some attention 
has also been given to the use of random copolymers to reinforce incompatible interfaces 
[39]. 
The partially miscible system of interest in this work is polystyrene (PS) and the 
statistically random copolymer of polystyrene and poly(4-bromostyrene) which will be 
referred to as PBS. We have developed a fundamental understanding of the PS/PBS 
blend morphology and its evolution in a previous work [40]. The PS/PBS system is 
selected because the volume fraction of brominated repeat units in the copolymer, f, 
controls system miscibility. Hence, both the molecular properties (interdiffusion 
coefficient and interfacial width) and macroscopic properties (fracture energy) of the 
system can be studied as a function of miscibility by varying the volume fraction of 
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bromine in the copolymer. Another reason for choosing the PS/PBS system is that both 
fracture and interdiffusion studies can be performed on the same system under identical 
conditions, thus allowing for direct comparison between molecular and macroscopic 
properties. In our previous work, excellent agreement between the phase diagram 
predictions (based on % measured by small angle X-ray scattering (SAXS) and Flory-
Huggins theory) and the thin film blend morphology using atomic force microscopy 
(AFM) images was observed. These studies were also consistent with measurements of 
interdiffusion at PS/PBS interfaces using Rutherford backscattering spectroscopy (RBS) 
which indicate that the mutual diffusion coefficient, DM, decreases with increasing % in 
the one phase region and no interdiffusion is detected deep inside the two phase region 
[41]. Additionally, blend compositions at the binodal were measured using equilibrium 
PS/PBS profiles from the RBS data and compared to the theoretically obtained binodal. 
Once again, the agreement was excellent. 
Stamm and Creton [19, 42] have used d-PS/PS, d-PS/poly (p-methylstyrene) 
(PpMS), and PBS/d-PS bilayers to measure the interfacial width using neutron 
reflectivity and PS/PS and PS/PpMS bilayers, and PS/PBS/PS trilayer systems to 
measure interfacial fracture. A correlation for PS/PpMS and PS/PBS shows that fracture 
energy increases with interfacial width and reaches a plateau at some finite interfacial 
width. Although these results are enlightening, it must be cautioned that comparing 
fracture data with protonated samples and interfacial width data using deuterated samples 
is not strictly correct due to the isotope effect [43]. 
The objective for this work is to understand the interfacial fracture mechanism for 
a homopolymer (PS) and random copolymer (PBS) as a function of miscibility. This is 
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achieved by measurement of the Mode I fracture energy at PS/PBS interfaces over a 
range of molecular weights and annealing conditions at varying degrees of miscibility 
(controlled via f). Correlations between fracture energy and interdifiiision dynamics 
(quantified via the mutual diffusion coefficient and interfacial width) are presented. We 
have already mechanistically quantified the interdiffusion dynamics in PS/PBS bilayers 
and phase behavior in PS/PBS blends at physical/chemical conditions that are identical to 
the ones used in this work [40, 41]. Our overall objective is to develop a stochastic 
mean-field model to define the relationship between the interdifiiision coefficient, 
interfacial width, degree of polymerization, interaction parameter, and fracture energy of 
partially miscible polymer interfaces, which will be presented in a future publication. 
5J Experimental 
5.3.1 Materials 
Monodisperse PS and PBS were obtained from Polymer Source, Inc (Dorval, 
Quebec). The degree of polymerization, N, ranged between 1281 and 7670 for both 
polymers (see Table 5.1 for molecular properties). PBS was synthesized by the 
procedure described by Kambour and co-workers [44] and explained in detail in a 
previous publication [40]. l3C-NMR, elemental analysis, DSC, TGA, GPC, and UV-Vis 
spectroscopy are used to characterize the PBS copolymer to ensure substitution of 
bromine in the para-position of the benzene ring and an unchanged degree of 
polymerization. By controlling the amount of bromine added and the reaction time, PBS 
with varying volume fractions of bromine (0.04 < f < 0.66) was synthesized (see Table 
5.1). 
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5.3.2 Fracture Sample Preparation 
5.3.2.1 PS beams 
The PS beams are 1 x 5 cm2 with a thickness of 2 mm. The beams are molded by 
melt pressing polymer powder using a Carver Press (Wabash, IN). The two male ends of 
the mold are lined with Teflon® sheeting to create an airtight seal in the mold. The beams 
are pressed at 160 °C for 30 minutes at 200 psi. 
5.3.2.2 PBS films 
PBS films are cast from a 0.1 g/ml solution of PBS in toluene onto a pretreated 
silicon wafer [45] to obtain a film thickness of ~ 250 pm. The samples are dried in a 
controlled atmosphere for 24 h and then in vacuum at 50 °C for 6 h. Originally a 100 urn 
film thickness was used, but transfer of the crack across the film from one interface to the 
other (during the fracture experiment) was observed with the unaided eye and confirmed 
via energy-dispersive X-ray (EDX) spectroscopy as discussed later. As a result, the PBS 
film thickness was increased to 250 pm, which eliminated the transfer of the crack. 
5.3.2.3 PS-PBS-PS trilayers/ PS-PS bilayers 
Trilayers are formed by joining one PBS film between two PS beams (see Fig. 
5.1). The trilayers are placed in a mold, similar to the one used to form the PS beams, 
and annealed (150 < T < 200 °C) for 3 hours under slight pressure in the Carver press. 
The PS-PS bilayers are made in the same manner without the PBS film in between the 
beams. Two different types of interfaces are fabricated: N-symmetric (where NPS = NPBS) 
and N-asymmetric (where NPS 4- NPBS)-
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5.3.3 Experimental Techniques 
5.3.3.1 Modified double cantilever beam 
In linear elastic fracture mechanics, the fracture energy, Gc, is the sum of all 
energies required to create new surfaces [1]. From the Griffith theory, the Mode I, or 
tensile crack opening, fracture energy is related to the crack length, a, the elastic 
modulus, E, and the critical stress, a, as shown in eq. (5.1). (In addition to Mode I, there 
are two other failure modes, Mode Q, in-plane shear of the crack surfaces, and Mode III, 
out-of-plane shear or torsion [1].) 
crlm = EGc (5.1) 
In general, many different fracture mechanics geometries can be used to measure 
fracture energy, such as the double cantilever beam, compact tension, double torsion, 
single edged notch, peel adhesion, and blister [1]. Most of these have been adapted from 
bulk material tests to study interfaces. The fracture energy of polymer-polymer 
interfaces is typically measured using an adaptation of the double cantilever beam test, 
called the wedge cleavage, or modified double cantilever beam (MDCB) test. For 
polymers with different moduli, one way to eliminate mode mixity is to use trilayers 
instead of bilayers. Mode mixity (Mode I coupled with Mode II) can occur when the 
Mode n component of the stress field, Ka, ahead of the crack tip is not zero, as shown in 
eq. (5.2) [46]. 
K = K,+iK2 (5.2) 
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This is due to differences in the elastic moduli between the two materials or differences 
in the beam thickness. Mode mixity can be quantified by the phase angle, Y, as shown in 
equation (5.3). 
Therefore, for a given phase angle, Gc reaches a critical value, Gc(4/) [46]. The 
use of the trilayer will eliminate mode mixity, i.e. Y = 0, as long as: 1) the outside beams 
are of the same thickness and modulus; and 2) the center layer is thin relative to the 
outside beam thickness. In addition, the center layer must not be so thin that the crack 
can jump across the layer from one interface to the other. Using the MDCB test and a 
trilayer geometry, the fracture energy is calculated using equation (5.4), based on an 
elastic foundation model originally proposed by Kanninen [47] and derived by Kalb et al. 
[28]. As discussed in Section 2.3.1, the derivation of equation (5.4) is shown in 
Appendix 1. 
Y=tan'(^-) 
K. 
(5.3) 
3A^ EkjE^h i +e)3 
Sa* [(Ehïal+E^ht+eyaï) (5.4) 
(5.5) 
1 + 0.64— 
a 
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In eq. (5.4), E is the modulus of PS, E«, is the thickness weighted modulus of the PS 
beam and PBS film, hi and h% are the thicknesses of the PS beams, e is the thickness of 
the PBS film, A is the thickness of the wedge, and a is the crack length (as shown in Figs. 
5.1 and 5.2). In eq. (5.5), a is a correction factor needed when a < lOh [47, 48]; when 
i=l, Hi = hi and when i =2, Hz = hz+e. The PS and PBS moduli are Eps = 2.6 GPa and 
Epes (f=o.i3) = 2.8 GPa [19,49]. 
In the MDCB test, a wedge of known thickness, A, is driven, using a stepper 
motor, into the sample along the interface (via an initial notch) at a constant velocity of 5 
|im/s. The fracture energy for similar systems is shown to be independent of crack 
velocity (between 1 and 150 gm/s) [19]. However, Creton and co-workers have shown 
for some polymeric systems that fracture energy increases as crack velocity increases 
[46]. Although no dependence on crack velocity is expected for the PS/PBS system, the 
lowest practical velocity (5 gm/s) was chosen to be a representative velocity to 
approximate the zero-velocity, or equilibrium, fracture energy. Velocities between 5-10 
fim/s are typical [11, 19, 42, 50]. The sample is positioned next to a ruler and held fixed. 
A digital camera is positioned above the sample as the wedge drives into it on a linear-
bearing motion table, as shown in Fig. 5.2. Images are taken every 10 s and downloaded 
to a CPU. Once the crack is propagating at steady state, the crack length ahead of the 
wedge is measured, taking an average of 20 to 25 values per sample and a minimum of 
two samples per experiment. 
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5.3.3.2 Scanning electron microscopy 
The fracture samples are split open by driving the wedge completely through the 
sample to expose the fracture surface. The fracture surface is then gold coated to prevent 
charge build up of the sample during imaging. The fracture surfaces are imaged using a 
Hitachi 2460N scanning electron microscope (SEM). The images are created using a 15 
keV beam (generated from a tungsten source) and secondary electrons are collected via 
an Everhart-Thomley detector. Since the SEM is equipped with an X-ray detector and 
analyzer, the elemental composition of the fracture surface is also obtained. 
5.3.3.3 Optical microscopy 
An Olympus IMT-2 optical microscope and DP10 digital camera are used to 
image the crack tip, cross-section, and fracture surface of the fracture samples. Since the 
samples are transparent, all images are collected in transmission mode. The images of 
the crack tip are taken with the wedge inserted at the sample interface and the path of 
light normal to the direction of propagation. The images of the cross-section are 
generated with the wedge inserted at the sample interface and the path of light parallel to 
the plane of the interface and 90° to the direction of propagation. The fracture surfaces 
are imaged after the wedge has driven completely through the sample. 
5.4 Results and Discussion 
5.4.1 Thermal Analysis 
To ensure that sample annealing is well above the glass transition temperature 
(Tg) of PBS, differential scanning calorimetry (DSC) (at a rate of 10 °C/min) was used to 
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measure Tg as a function of f (0.04 < f < 0.55). Fig. 5.3 shows Tg as a function of f for 
three degrees of polymerization (N = 424, 1370, and 7144). Within the range studied, N 
has no effect on Tg. Since the highest Tg reported is 130 °C, the lowest temperature for 
annealing was chosen to be 150 °C. 
5.4.2 Unstable Crack Propagation 
From the MDCB test, crack length, a, as a function of time or wedge 
displacement is determined. The crack length should be constant throughout the 
experiment, yielding a flat curve as shown in Fig. 5.4. In some samples, significant 
fluctuation in a was observed which is believed to be a result of inhomogeneous bonding 
at the interface due to possible contamination induced by impurities or air bubbles. 
Samples that exhibited such behavior were not used in the fracture energy measurement. 
5.4.3 Effect of PBS Layer Thickness 
Originally, the center layer (or PBS film) thickness used in the fracture trilayers 
was 100 |un. During the MDCB test, it was observed, visually, that the wedge was 
traversing the PBS film from one interface to the other. This was confirmed by 
measuring the elemental composition of the fracture surface via EDX spectroscopy. The 
SEM micrographs and Br X-ray line traces for the opposing fracture surfaces of the 
sample (N = 1370; f = 0.25; T = 150 °C) are shown in Fig. 5.5. The PS and PBS regions 
are easily discerned by the Br counts on the X-ray line scan. Because of the energy 
absorbed for the crack to traverse through the PBS layer, samples that exhibited this 
behavior were not used in the measurement of the fracture energy. The problem of crack 
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transfer across the PBS layer was remedied by increasing the PBS film thickness to 250 
jam (which was verified by visual inspection and SEM). 
5.4.4 Fracture Energy: N-symmetric Samples 
Fig. 5.6 shows the fracture energy as a function of f (for N = 1370) at 150 and 175 
°C. The data indicate that Gc increases with f for low f, attains a maximum at f ~ 0.1 and 
then decreases as f increases. The fracture energy for the PS/PBS interface (f = 0.09) is 
higher than that of the PS/PS interface at both temperatures. This is explained by 
considering that the bromine in PBS provides a concentration gradient for interdiffusion 
across the PS/PBS interface (i.e. gradient-driven interdiffiision), and therefore a 
preferential direction for interdiffusion, which will increase the number of entanglements 
across the interface that can support stresses. In the PS/PS case, there is no concentration 
gradient across the interface, and therefore no preferred direction for interdiffusion. With 
no preferred direction for interdiffusion, the PS molecules have an equal probability of 
diffusing away from the interface as they would towards the interface. It is also 
important to recognize that for N = 1370, the PS/PBS blend (f = 0.09) is completely 
miscible above 10 °C for all blend compositions [40], hence there is no thermodynamic 
barrier to mixing. (Table 5.2 lists the critical points for all systems studied.) As f 
increases from 0.09 to 0.25, the critical temperature jumps to 414 °C and the system is 
immiscible within the annealing range discussed in this study. Hence, although there is a 
concentration gradient, immiscibility effects dominate, interdiffusion is limited, fewer 
entanglements are developed and Gc is low. Using an expression for %, which was 
experimentally determined for this system in an earlier publication [40], the critical 
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volume fraction of brominated repeat units in PBS, fc, at which the system crosses the 
phase boundary, is determined as a function of N and T using eqs. (5.6), (5.7), and (5.8). 
%  = / 2  
'_0.0S33 + ^  (5.6) 
1 
' ' = 2  
1 1 
< N PS $ NPBS (1 <f>) J (5.7) 
fc = Xj_ 
1-0.0833 + 73.75 
(5.8) 
Here, T is the temperature in K, %, is % at the spinodal, and is the volume fraction of PS. 
For Nps = NPBS = 1370, fè is 0.13 at 150 °C. (See Table 5.3 for a list of fc values.) When 
f < k, the system is miscible, gradient-driven interdiffusion is expected to dominate 
(which will increase the entanglement density), and Gc is high (as shown when f = 0.09). 
When f > fè, the system is immiscible, interdiffusion is thermodynamically limited 
(preventing the development of entanglements), and Gc is low (as shown when f — 0.25 
and 0.55). Therefore, we postulate the existence of three interdiffusion/fracture regimes. 
Regime I: when identical species are on either side of the interface (PS/PS), there is no 
concentration gradient and no thermodynamic barrier to mixing and the interdiffusion is 
solely controlled by the mobility of the species, or the self diffusion coefficient, DS(T). 
hi this regime, entanglements across the interface develop, but there is no preferential 
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direction for interdiffusion. Regime II: when the interface is PS/PBS and 0 < f < fè, there 
is no thermodynamic barrier to interdiffusion and gradient-driven interdiffusion takes 
place, leading to an increase in the entanglement density and hence, Gc. Regime III: 
when f > fè, the system is immiscible and interdiffusion is thermodynamically limited, 
which results in a low entanglement density and decreased Gc, which continues to 
decrease with increasing f. 
When the annealing temperature is increased from ISO to 175 °C, the fracture 
energy increases, as expected, and the trend is similar to that at ISO °C. For NPS = NPBs = 
1370, fè is also 0.13 at 175 °C since the 25 °C change in temperature does not affect fè 
within 2 significant figures. The difference in Gc between the two temperatures is less 
pronounced at higher f, due to immiscibility effects dominating the interfacial dynamics. 
Therefore, increased annealing temperature has little effect on interdiffusion dynamics 
and the fracture energy when the system is within the 2-phase (or phase separated) region 
due to the inability to develop entanglements across the interface. 
Similar results are seen at the higher degree of polymerization (N = 7144), as 
shown in Fig. 5.7. The fracture energy is a maximum at f - 0.04, for the same reasons as 
stated above. The PS/PBS blend (N = 7144; f = 0.04) is completely miscible above 45 °C 
at all blend compositions, hence there is no thermodynamic barrier to mixing (see Table 
5.2). For Nps = NPBs = 7144, fc is 0.06 at 175 and 200 °C. As seen in the case for N = 
1370, Gc increases with annealing temperature, but the increase is less pronounced at 
higher f. 
Comparing Figs. 5.6 and 5.7, the fracture energy decreases as N increases under 
identical annealing conditions (175 °C). This can be explained in terms of decreased 
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mobility at higher N (as shown in Table 5.4). Table 5.4 shows Gc and the mutual 
diffusion coefficient (DM) evaluated at <|> = 0.5 as a function of N*x (where N' = N when 
2 N N NpS = Nrbs and N' = ——when Nps # NPBs and <j> = 0.5 from eq. (5.7)) for the 
N p s + N p a s  
PS/PBS system at 175 °C. The DM values are determined via Rutherford backscattering 
spectroscopy (RBS) [41] using fast mode theory [51]. The decrease in mobility with 
increasing N is clear when comparing 1370 vs. 7144 (at N*% = 0.9 in Table 5.4) where 
DM decreases by an order of magnitude resulting in a 30% decrease in Gc. 
5.4.5 Fracture Energy: N-asymmetric Samples 
Fracture energy of N-asymmetric samples was measured and the data are shown 
in Fig. 5.8. All samples were annealed for 3 hours at 175 °C. Fig. 5.8(a) shows the 
comparison between the N-asymmetric interface (Nps = 1370 and NPBS = 7144) and the 
lower molecular weight N-symmetric case (Nps = NPBs = 1370). The trend for the N-
asymmetric case is the same as that for the N-symmetric case. That is, GC is maximum at 
f < fc, where fc = 0.10 for the N-asymmetric case where NPS = 1370 and NPBS = 7144 (or 
vice versa) at 175 °C. The fracture energy for the N-asymmetric samples is lower than 
that for the N-symmetric samples because the increase in NPBS for the N-asymmetric case 
results in lower mobility (as shown in Table 5.4) and therefore a reduced entanglement 
density. Fig. 5.8(b) shows the comparison between the N-asymmetric interface (Nps = 
7144 and NPBS = 1370) and the higher molecular weight N-symmetric case (N PS = NPBS = 
7144). Here the fracture energy for the N-asymmetric samples is higher than that for the 
N-symmetric samples because of the decrease in NPS for the N-asymmetric case and the 
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higher mobility (as shown in Table 5.4) results in a greater entanglement density. The 
fracture energy at f= 0.09 is low because, as stated above, £ = 0.10 for the N-asymmetric 
case at 175 °C. Therefore, when f = 0.09, the system is very close to the phase boundary 
and interdiffusion is limited. Fig. 5.8(c) shows the Gc vs. f data for both sets of the N-
asymmetric data. While this may not be strictly valid due to potential differences in the 
mobility of the asymmetric systems (especially at high f), the comparison is useful as it 
shows the transition (at f = 0.1) from the miscible, gradient-driven interdiffusion region 
(high entanglement density and high Gc) to the immiscible region where interdiffusion is 
limited (low entanglement density and low Gc). 
This transition can be further understood by observing the phase diagrams for 
these systems as shown in Fig. 5.9. In Fig. 5.9(a), Nps = 1370, NPBs = 7144, and f = 0.04, 
and the critical point, Tc, is -125 °C. When f increases to 0.09 (Fig. 5.9(b)) the critical 
point increases to 147 °C (see Table 5.2). Again, the phase diagrams do not depend on 
which species is the higher molecular weight. The critical point in the N-asymmetric 
phase diagrams shifts towards the lower N component 
Another way to show the effect of miscibility on fracture energy is to plot Gc as a 
function of N*%. N*% = 2 is the phase boundary; hence, when N % < 2, the system is 
miscible and when N % > 2, the system is immiscible. The data for all systems studied 
(N-symmetric and N-asymmetric) at all temperatures are compiled in Fig. 5.10. As 
shown in Fig. 5.10, the fracture energy increases when N*% increases from 0 to 1. Above 
the phase transition (when N % > 2) Gc drops dramatically and continues to decrease as 
N*x increases. 
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5.4.6 Fracture Energy as a Function of Interfacial Width 
Quantifying interdiffusion and miscibility at polymer-polymer interfaces can also 
be achieved by measuring the interfacial width, a;. Creton and Stamm have compared 
fracture energy to interfacial width for many different systems including limited data on 
PS/PBS interfaces [19, 42]. Again, it is important to point out that caution must be 
exercised when comparing fracture data with protonated samples and interfacial width 
data using deuterated samples due to the isotope effect as discussed in Section 2.2.3. The 
interfacial width for samples in our system was calculated using eq. (5.9), derived by 
Broseta et al. [52]. 
a,  = 2b 
Z~21n2 1 1 
(5.9) 
V M PS Npgs J 
Here, b is the characteristic segment length (interpolated for our system using data taken 
from Koch and Strobl [53]). This equation can only be used when the interfacial region 
is phase separated (i.e. N % > 2), therefore ai for samples where N % <2 is not calculated. 
Fig. 5.11 shows Gc as a function of a; for samples where N % > 2 along with data from 
Creton and Stamm [19]. Based on their analysis, Creton and Stamm show three distinct 
fracture regions. Chain pullout is the fracture mechanism when a; < 6 nm. The 
mechanism of fracture is a combination of chain pullout and chain scission when at is 
between 6 and 12 nm, chain scission becoming more dominant as an increases [19]. 
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Eventually, the fracture mechanism switches to scission (without pullout). This occurs at 
a, > 12 nm according to Creton and Stamm [19] (data not shown in Fig. 5.11). It is 
important to note that crazing will be observed in all three regions if the stress that the 
interface can withstand (a) is greater the crazing stress (ac) for that interface [11, 13, 15]. 
The agreement between our data and the literature is good, and it indicates that when N % 
> 2, the interfacial width is small and fracture occurs via chain pullout or disentanglement 
(low Gc). Although interfacial width cannot be calculated using eq. (5.9) for the data 
when N*x < 2, we hypothesize (based on the Creton and Stamm work) [19] that the data 
will fall within the region in which a combination of scission and pullout occur. 
5.4.7 Optical Microscopy 
Fig. 5.12 shows, qualitatively, how miscibility and mobility affect the fracture 
mechanism. Using optical microscopy, the cross-section of the fracture interface is 
observed for the following systems: Fig. 5.12(a) shows the PS-PS interface when N = 
1370; (b) shows the PS-PS interface at the higher degree of polymerization (N = 7144); 
(c) shows the PS-PBS-PS interface when N = 1370 and f = 0.09; and (d) shows the PS-
PBS-PS interface when N = 1370 and f = 0.55. All samples are annealed for 3 h at 175 
°C. Comparing Figs. 5.12(a), (c), and (d), it is seen that when the system is miscible 
(Figs. 5.12(a) and (c)), crazes are observed because the entanglement density is high 
enough to support stresses greater than the crazing stress of PS/PBS, while at high f (Fig. 
5.12(d)) no crazes are seen due to the immiscibility of the system and therefore the 
inability to create entanglements. Comparing Figs. 5.12(a) and (b), it is seen that fewer 
crazes are present at higher N due to reduced mobility during interdiffusion (as discussed 
I l l  
above for the PBS/PS interface and shown in Table 5.4) resulting in fewer entanglements 
available to support stress. This is also reflected in the values of Gc, where Gc drops 50% 
when N is increased from 1370 to 7144. It is instructive to point out that the crazes are 
on the order of 10 pm, which are of the same size scale observed by Passade et al. (for 
different systems) [46]. 
In Fig. 5.13, optical micrographs of the fracture surface for the PS side of the 
interface are shown for two different systems: Fig. 5.13(a) shows the PS fracture surface 
from the PS-PBS interface where N = 1370 and f = 0.09 and Fig. 5.13(b) shows the PS 
fracture surface from the PS-PBS interface where N = 7144 and f = 0.22. Again, the 
compatible interface (Fig. 5.13(a)) exhibits crazing on the fracture surface and a greater 
fracture energy (Gc = 101 J/m2), whereas the incompatible interface (Fig. 5.13(b)) shows 
no crazes and a much lower fracture energy (Gc = 17 J/m2). 
Similar agreement between miscibility, fracture energy and crazing is seen for the 
N-asymmetric interfaces as well. Optical micrographs of the cross-section of the fracture 
interface are shown for Fig. 5.14(a) where NPS = 1370 and NPBS = 7144 with f = 0.04 and 
Fig. 5.14(b) where NPS = 7144 and NPBS = 1370 with f = 0.25. The fracture cross-section 
of the compatible interface (Fig. 5.14(a)) exhibits crazes across the interface and a much 
greater fracture energy (Gc = 77 J/m2), whereas the incompatible interface (Fig. 5.14(b)) 
exhibits no crazing and a much lower fracture energy (Gc = 22 J/m2). 
5.4.8 Fracture Behavior as a Function of N*z 
The interdiffusion/fracture regimes proposed earlier can be stated more generally 
by replacing the fc condition with a N*% condition. When N % < 2, the system is 
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miscible, gradient-driven interdiffusion is expected to dominate, ai is large, and Gc is high 
because the increased entanglement density can support higher stresses. When N*% > 2, 
the system is immiscible, interdiffusion is thermodynamically limited, at is small (less 
than 6 nm) and Gc is low due to a lower entanglement density. Therefore, three 
interdiffusion/fracture regimes exist. When identical species are on either side of the 
interface (PS/PS), there is no concentration gradient and no thermodynamic barrier to 
mixing and the interdiffusion is solely controlled by the mobility of the species, or the 
self diffusion coefficient, Dg(T). The entanglement density is high enough to support 
stresses on the order of oc, depending on N and T. When the interface is comprised of 
dissimilar materials such as PS/PBS and N*% < 2, there is no thermodynamic barrier to 
interdiffusion, hence gradient-driven interdiffusion takes place, crazing occurs due to 
increased entanglement density and the fracture energy is high. When N % > 2, the 
system is immiscible, interdiffusion is thermodynamically limited, no crazing occurs due 
to reduced entanglements, and the fracture energy is low. This is summarized in Table 
5.4, which shows that the fracture energy (measured by MDCB test), % (measured by 
SAXS), and the mutual diffusion coefficient (measured by RBS) are all consistent with 
each other. The development of a stochastic mean-field model is underway to define the 
relationship between the fracture energy, mutual diffusion coefficient, interfacial width, 
degree of polymerization, and interaction parameter of partially miscible polymer 
interfaces. 
Hence, it is clear that not only do miscibility and mobility play a strong role in the 
development of entanglements across a polymer interface, but tailoring the molecular 
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properties of the constituents to maximize gradient driven interdiffusion while 
maintaining compatibility will lead to increased entanglement density and therefore 
improved fracture energy. Therefore, designing interfaces where the constituents are 
miscible (N*% < 2) yet chemically different (to impose gradient-driven interdiffusion) 
may help maximize the strength of that interface. 
5.5 Conclusions 
The fracture behavior is determined for the PS/PBS interface as a function 
of miscibility. This is achieved by quantification of the fracture energy at PS/PBS 
interfaces over a range of molecular weights and annealing conditions at varying degrees 
of miscibility. A modified double cantilever beam test using a trilayer geometry is 
employed to measure the fracture energy. Crack transfer across the center layer in the 
trilayer geometry is eliminated by using a minimum layer thickness on the order of 200 
|im. Correlations between fracture energy, interdiffusion dynamics (quantified via the 
mutual diffusion coefficient and interfacial width), and the Flory-Huggins interaction 
parameter (%) are presented. Using %, phase diagrams are generated for N-asymmetric 
blends (using a modified Flory-Huggins theory). It is shown that fracture energy 
increases as annealing temperature increases and N decreases. It is found that three 
interdiffusion/fracture regimes exist: (I) When N % = 0 (PS/PS) there is no concentration 
gradient across the interface, no thermodynamic barrier to mixing and interdiffusion is 
solely controlled by the mobility of the species, or the self diffusion coefficient, Ds(T); 
(H) When 0 < N*% < 2, the system is miscible, gradient-driven interdiffusion takes place, 
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leading to an increase in the entanglement density and hence, Gc; and (HI) When N*% > 2, 
the system is immiscible, interdiffusion is thermodynamically limited, which results in a 
low entanglement density and decreased Gc, which continues to decrease with increasing 
f. This is supported by interdiffusion measurements carried out on the identical PS/PBS 
system (using RBS). Interfacial width, a,, calculations for N*% >2 show that Gc increases 
with interfacial width and the data fall within the chain pullout region, as described by 
Schnell et al. [19]. Optical micrographs do not reveal any crazes for samples where N % 
> 2, lending further support that the entanglement density is low. Crazes are, however, 
prevalent in samples where N*% < 2, as shown optically. The agreement between our 
data and the literature is good, and it indicates that when N*% > 2, the interfacial width is 
small and fracture occurs via chain pullout (low Gc). Although interfacial width cannot 
be calculated for the data when N % < 2, we hypothesize (based on comparisons to the 
literature) [19] that the fracture mechanism is a combination of scission and pullout. 
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Table 5.1: Degree of polymerization (N), extent of bromination (x) in PBS copolymer, 
volume fraction of bromine repeat units (!) in PBS copolymer, and polydispersity of PS/PBS 
systems. 
(CSH(8-„)Brx)N 
N X f IVVM„ 
1281* 0 0 1.04 
1370 0 0 1.03 
1370 0.08 0.09 1.03 
1370 0.22 0.25 1.03 
1370 0.39 0.43 1.03 
1370 0.51 0.55 1.03 
6948* 0 0 1.07 
7058* 0 0 1.07 
7670* 0 0 1.05 
7144 0.04 0.04 1.1 
7144 0.20 0.22 1.1 
7144 0.48 0.52 1.1 
Nominally referred to as N = 1370 
Nominally referred to as N = 7144 
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Table 5.2: Critical point, Tc, as a function of f and N for the PS/PBS system. 
N (Nps = NPBS) f Critical Point (K) 
1370 0.09 283 
0.25 687 
0.43 809 
0.55 837 
7144 0.04 318 
0.22 830 
0.52 875 
N (Nps # Npgs) f Critical Point (K) 
PS PBS 
1370 7144 0.04 148 
7144 1370 0.09 420 
1370 7144 0.22 746 
7144 1370 0.25 773 
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Table 5.3: The critical volume fraction of brominated repeat units in PBS, f„ determined as 
a function of N and T. 
T(°C) Nps Npgs f= 
150 1370 1370 0.13 
175 1370 1370 0.13 
175 1370 7144 0.10 
175 7144 7144 0.06 
200 7144 7144 0.06 
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Table 5.4: Fracture energy (GJ and mutual diffusion coefficient (Dm) as a function of N % 
for the PS/PBS system at 175 °C. "ND" indicates Dm is "not detectable" using RBS and 
"Binodal" indicates that the blend is too close to the binodal (N*x = 2) to measure DM. 
N f N x Gc (J/m2) Dm (cm2/s) 
PS PBS 175 °C 
1370 1370 0.09 0.9 101 4.6 x 10,J 
1370 1370 0.25 6.7 36 ND 
1370 1370 0.55 32.6 12 ND 
1370 7144 0.04 0.3 77 2.5 x10"13 
7144 1370 0.09 1.5 33 Binodal 
1370 7144 0.22 9.0 38 ND 
7144 1370 0.25 11.7 22 ND 
7144 7144 0.04 0.9 69 2.0 x10*14 
7144 7144 0.22 27.9 17 ND 
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Figure 5.1: Schematic of trilayer sample assembly, which is used to prevent mode mixity 
during the modified double cantilever beam experiment 
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Figure 5.2: Schematic of the modified double cantilever beam experiment. The wedge (a 
razor of thickness A) is driven into the PS/PBS interfaces at 5 nm/s. Images of the crack 
length, a, as a function of wedge displacement are collected by the camera and downloaded to 
a CPU. 
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Figure 5.3: Effect of f on T, of PBS for three different degrees of polymerization (N =* 424, 
1370, and 7144). Within the range studied, there is no effect of N on Tr 
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Figure 5.4: Crack length, a, as a function of wedge displacement for a PS-PS bilayer (N = 
1370; T « 150 °C). 
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Figure 5.5: SEM micrographs of fracture surface highlighting transfer of crack from one 
PS/PBS interface to the other, (a) The X-ray line scan traverses from PS region to PBS region 
and back into PS region as can be observed from the Br counts in the X-ray trace, (b) The 
adjacent surface of that shown in (a). 
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Figure 5.6: Effect of f on fracture energy for N » 1370. The filled circles (•) and filled 
squares (a) represent data at 150 and 175 eC, respectively. 
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Figure 5.7: Effect of f on fracture energy for N = 7144. The filled circles (•) and filled 
squares (•) represent data at 200 and 175°C, respectively. 
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Figure 5.8(a): Effect of f on fracture energy for N-asymmetric case (NK * 1370 and NPBS = 
7144), represented by filled circles (•), compared to N-symmetric case (NK * NPBs =* 1370), 
represented by filled squares (•). 
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Figure 5.8(b): Effect of f on fracture energy for N-asymmetric case (NK = 7144 and Nns " 
1370), represented by filled circles (•), compared to N-symmetric case (NK s NPK = 7144) , 
represented by filled squares (•). 
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Figure 5.8(c): Effect of f on fracture energy for Nn » 1370 end Nns = 7144, represented by 
filled squares (a), compared to = 7144 and Nns * 1370, represented by filled circles (•). 
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Figure 5.9(a): Phase diagram predicted using Flory-Huggins theory and % from SAXS [401 
for N-asymmetric blend where NK * 1370 and Nm « 7144, f * 0.04. 
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Figure 5.9(b): Phase diagram predicted using Flory-Huggins theory and % from SAXS [40} 
for N-asymmetric blend where Nps = 7144 and NPBS = 1370, f = 0.09. 
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Figure 5.10: Mode I fracture energy as a function of N*x. 
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Figure 5.11: Fracture energy as a function of interfacial width, a,. The filled circles (e) 
represent data (at N*x > 2) obtained in this work where a, is calculated from eq. (5.9). The 
filled squares (•) represent data obtained by Schnell et aL [19|. 
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Figure 5.12: Optical micrographs of the fracture sample cross section (with razor inserted) 
showing crazes as a function of N and f. All samples annealed for 3 h at 175 °C. (a) N » 1370 
PS-PS; (b) N » 7144 PS-PS; (c) N - 1370 PS-PBS (f » 0.09>PS; and (d) N - 1370 PS-PBS (f-
0.55)-PS. 
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Figure 5.13: Optical micrographs showing the PS fracture surface (after annealing for 3 h at 
175 °C) from (a) the PS-PBS interface where N = 1370, f = 0.09; and (b) the PS-PBS interface 
where N = 7144, f=0.22. 
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Figure $.14: Optical micrographs of the fracture assembly cross-section for N-asymmetric 
samples. All samples annealed for 3 h at 175 °C. (a) NK = 1370 and N„s = 7144, f = 0.04; 
and (b) NK = 7144 and Np*s = 1370, f=0.25. 
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CHAPTER 6 
RELATING FRACTURE ENERGY TO ENTANGLEMENTS AT PARTIALLY 
MISCIBLE POLYMER INTERFACES 
Submitted to the Journal of Polymer Science, Part B: Polymer Physics1 
Russell E. Gorgab and Balaji Narasimhanc 
6.1 Abstract 
A new model has been developed to calculate the areal chain density of 
entanglements (2efr) at partially miscible polymer- polymer interfaces. The model for Icfr 
is based on a stochastic approach and takes into consideration the miscibility of the 
system. There is good agreement between the values of £efr calculated from the model 
and literature values for reinforced interfaces. Using Eefr calculated from the model, the 
interfacial width, and the average distance between entanglements, an equation for the 
fracture energy of non-reinforced polymer interfaces is proposed. This equation correctly 
predicts the transition from chain pullout to crazing. As a function of system miscibility, 
the model for ZCfr also accurately predicts a maximum in Gc as a result of the competition 
between gradient-driven and miscibility-limited interdiffusion, which is observed 
experimentally. It is shown that as Zefr increases, the fracture energy increases 
accordingly. Compared to a recent model developed by Brown, the new model correctly 
predicts a reduced Gc (attributed to chain pullout) when the interfacial width is less than 
or equal to the average distance between entanglements. Theoretical predictions of the 
change in fracture energy with respect to interfacial width are in good agreement with 
1 Reprinted with permission of the Journal of Polymer Science, Part B: Polymer Physics, Copyright © 2002 
b Primary researcher and author, Department of Chemical Engineering, Iowa State University 
c Author for correspondence, Department of Chemical Engineering, Iowa State University 
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experimental measurements. Finally, it is postulated that the use of a miscibility criterion 
for Gc may reveal the universal nature of the pullout to crazing transition. 
6.2 Introduction 
Interfaces and interfacial properties of polymers have been the focus of much 
academic and industrial research for several decades. The properties of polymer-polymer 
interfaces are important in many industrial applications, especially with the prevalent use 
of composites, adhesives, co-extruded, and laminated materials [1-3]. These materials 
are considerably affected by their interfacial characteristics. A detailed understanding of 
interfacial molecular phenomena and how that affects the mechanical properties at the 
interface in partially miscible polymer systems can have significant impact on the design 
of many technologically relevant materials. 
Research over the last ten years has focused on predicting interfacial failure of 
glassy polymers in the crazing regime and it is well understood that strength development 
is dependent upon the development of molecular entanglements across the interface [4-
12]. In the crazing regime, Brown derived an expression for Mode I fracture energy, Gc, 
and showed it scales with the square of the areal density of entangled chains (2), 
hereafter referred to as the entanglement density [4], His continuum approach (which 
incorporates molecular properties such as the force to break a carbon-carbon bond, 
interfacial properties such as the crazing stress, and craze fibril properties such as 
diameter, modulus, and extension ratio) introduced the idea of cross-tied fibrils which 
transfers load between the main fibrils (an important extension of the Dugdale model) 
[4]. Using Brown's approach as a basis, a similar analytical expression was later derived 
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by Hui et al. [13] to describe how the stress at the craze-bulk interface affects Gc. 
Fracture energy was later modeled using a discrete approach by Sha et al. [6, 12] in 
which the craze is modeled as a network of anisotropic springs. This model, where the 
craze microstructure is related to its continuum moduli, is able to describe the crazing 
mechanism when the craze becomes very thin (where the continuum model breaks 
down). Recently, Robbins and co-workers [14, 15] used molecular dynamics to simulate 
crazing and predict fracture energy in glassy polymers and found that failure proceeds 
from a simple failure plane to crazing as the molecular weight increases above the 
entanglement molecular weight, Me. Researchers [16, 17] focused on reinforced 
interfaces (i.e. interfaces reinforced with block or random copolymers) have outlined 
fracture mechanism maps in which modes of failure other than crazing are discussed. 
Failure at an interface will occur by chain pullout when the molecular weight of 
the constituents is less than 2M* [18]. In addition, if the system is immiscible (regardless 
of molecular weight), the incompatibility of the system will prevent significant 
interpénétration, which will result in few entanglements (low I). When crazing is not the 
mechanism of fracture, expressions for Gc have been proposed and it is shown [9, 16] that 
for chain pullout Gc ~ Z. 
For non-reinforced systems, Stamm and Creton [19, 20] have shown that fracture 
energy for deutrated polystyrene d-PS/poly (p-methylstyrene) (PpMS), and poly (styrene-
r-4-bromostyrene) (PBS)/d-PS interfaces increase with interfacial width (at). Three 
distinct regimes have been proposed corresponding to different mechanisms of failure. 
As ai increases, the mechanism progresses from chain pullout to a combination of pullout 
and scission (via crazing) to scission. In these works, chain looping was postulated to 
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occur across the interface, which would significantly shorten the necessary 
interpénétration depth of the polymer chains. This accounts for the development of a 
plastic zone ahead of the crack tip at interfacial widths well below the average length of 
an entanglement or the tube diameter, Le. 
In our previous publications, we have quantified, using the PS/PBS system, the 
Flory-Huggins interaction parameter (%), the mutual diffusion coefficient, and Gc as a 
function of miscibility [21-23], where PS/PBS miscibility decreases as the mole fraction 
of brominated repeat units in the PBS random copolymer, x, increases [21, 24-26], In our 
fracture studies Gc was measured using the modified double cantilever beam test and 
investigated as a function of miscibility at varying degrees of polymerization (1370 < N < 
7144) and annealing temperatures (150 < T < 200 °C) [22]. It was shown that when the 
system is miscible, gradient-driven interdiffusion takes place, leading to an increase in 
the entanglement density and hence, Gc; and when the system is immiscible, 
interdiffusion is thermodynamically limited, which results in a low entanglement density 
and decreased Gc. This competition between gradient-driven and miscibility-limited 
interdiffusion results in a maximum for Gc as a function of miscibility. 
Since well-established relationships for Gc as a function of Z exist for the 
different failure mechanisms, it would be beneficial to be able to predict failure based on 
molecular and thermodynamic properties of the polymers. Although quantifying Z has 
been successful for incompatible polymers where a brushed diblock or random 
copolymer of the two is applied at the interface or tethered to the surface [8,17,27-29], it 
is not possible to control and hence challenging to quantify Z for non-reinforced systems. 
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Few models exist that calculate Z for non-reinforced polymer interfaces. Mikos and 
Peppas used a stochastic model to predict the entanglement density across an A/A 
interface [30, 31]. The entanglement density was derived in a Markovian framework by 
determining the probability that the klh segment of an n-segment chain will form an 
effective entanglement (i.e. a segment that is entangled on both sides of the interface). 
Their predictions agreed well with experimental data for poly (methyl methacrylate) 
(PMMA)/ PMMA and PS/PS welds. Recently, Brown [5] proposed a model that 
calculates I for dissimilar materials where the probability of a strand crossing the 
interface is based on the volume fractions of the material on either side of the interface. 
Fracture energy predictions, however, over estimate Gc measured experimentally when a, 
< Lg. Therefore, a model to calculate Z and accurately predict transitions in failure 
mechanisms is essential to understand failure for non-reinforced polymer interfaces. 
A detailed relationship between molecular properties and fracture strength for 
partially miscible polymer interfaces would facilitate the design of multi-component 
materials to maximize strength properties. While a significant amount of work has been 
done to model polymer interfacial fracture when the interface is reinforced, the goal of 
this work is to predict the fracture energy and the transition from chain pullout to crazing 
for a non-reinforced partially miscible polymer interface using a stochastic approach. In 
this paper, a model to calculate £ and predict the chain pullout/crazing transition as a 
function of miscibility is proposed. This work differs from Brown's recent work [5] 
because Brown only considered crazing as the failure mechanism and, therefore, did not 
account for transitions in failure mechanisms. 
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6.3 The Model 
The foundation of our new model is based on the solution to a stochastic 
Chapman-Kolmogorov equation [30] to calculate £ for an A/A interface at equilibrium. 
The solution obtained for £ is shown in eq. (6.1). 
Here p is the polymer density, b is the segment length, Na is the Avagadro number, M is 
the number average molecular weight, and Mo is the monomer molecular weight. This 
expression is derived with the reasonable assumption that the process is Markovian. The 
Chapman-Kolmogorov equation is used to determine the probability that the kth segment 
of an n-segment chain will form an entanglement on both sides of the interface. Since 
this is strictly a random process based only on the knowledge of the most recent 
condition, it differs from Brown's probability [5] which is controlled by the volume 
fraction of each species on either side of the interface. There are two issues that must be 
resolved to extend this approach to a partially miscible system. First, in an A/A system, 
there is only one £. However IA £ £B, in general, for an AZB system. Therefore, to 
account for the difference in entanglement density, a weighted average (SAB) is 
necessary. Second, there is no thermodynamic miscibility effect since for identical 
0 e 
(6.1) 
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materials % — 0. Hence to account for thermodynamic effects in the system, a miscibility 
term must be incorporated in the expression for IAB-
De Gennes [32, 33] proposed a theory for the interfacial structure of weakly 
incompatible pairs (A/B). He defined the probability of entanglements, F, for such a 
system, based on the distribution of monomer values using the Boltzmann exponential, as 
shown in eq. (6.2). 
r = exp(-JVe_flvy}f) (6.2) 
Here, Ne.av is the average degree of polymerization between entanglements for both 
species. De Gennes points out that Ne.av may not be the same for each species, in which 
case a weighted average is necessary. 
Therefore, for a partially miscible A/B interface, we propose that the number of 
entanglements across the interface per unit area (ICfr) can be obtained by scaling ZAB by 
the probability of entanglements, F as shown in eq. (6.3). In doing so we have assumed 
that the miscibility effect can be decoupled from the stochastic expression for E. This is 
reasonable since % and Ne.av are neither functions of the number of segments in a chain 
nor the position of the segment (the variables of integration in the Chapman-Kolmogorov 
equation). 
%4r exp(-#_„%) (6.3) 
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In this expression, SAB and Ne.av are weighted averages of S and Ne respectively. For 
SAB, we have chosen a volume weighted harmonic mean of SA and SB as shown in eq. 
(6.4). 
• A B  ÉL + ÉL 
(6.4) 
Here 4», is the volume fraction and S, is the areal entanglement chain density (from eq. 
(6.1)) of component /. A harmonic mean was chosen because the weighted average needs 
to be biased towards the lower entanglement density material, since the material with the 
lower entanglement density will limit the development of entanglements across the 
interface. The volume fraction (rather than mass fraction) was chosen since the 
entanglement density is a geometrically normalized value (i.e. per unit area). 
Similarly, Ne.av is calculated using a mass weighted harmonic mean (eq. (6.5)) as 
proposed by Wu [34, 35], who used Doi-Edwards theory (M« ~ 1/GN°, where GN° is the 
plateau modulus) [36] to calculate the entanglement molecular weight of polymer blends. 
^ (6.5) 
<V_, 
Here w, is the mass fraction and Nc., is the degree of polymerization between 
entanglements for component i. In Wu's derivation, there is a third term on the right 
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hand side of eq. (6.5), which was determined empirically, and accounts for % of the blend. 
The contribution of this term was negligible for Nc.av when calculated for the PS/PBS 
system and was therefore not included. 
Now that we have developed an expression for SCfr as a function of molecular 
properties and miscibility of the constituents, the next step is to relate £efr to the 
macroscopic fracture energy, in which different failure mechanisms are accounted for 
(i.e. chain pullout when EEFR is low, chain scission via crazing when ZCIT is high, and a 
combination of the two over a transition region). 
The discrete solution proposed by Sha et al. [6, 12] for Ge is the expression used 
for the fracture energy in the crazing regime, Gc-cnzmg, which is shown in eq. (6.6). 
-(I -v f)adnd 
' c-crazutg Z \ 2l 
IC* in 1- 1.2<r„ 
VC22 [J-efffs J 
(6.6) 
Here, Vf is the volume fraction of the fibrillated material, f$ is the force to break a carbon-
carbon bond, d is the fibril spacing, Oa is the crazing stress, C# is the elastic tensile 
modulus of the fibril, and Cn is the shear modulus of the fibril. Since PS has a slightly 
lower modulus than PBS (at low x) [20], literature values for PS are used (as shown in 
Table 6.1) to evaluate eq. (6.6) for PS/PBS. The expression for the fracture energy in the 
chain pullout regime, Gc.Puitout, is described by Kramer [9, 16, 18], Wool [2], and others 
and the general form is shown in eq. (6.7). 
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A» 
c-puUout 'eff J mono 0 e-av (6.7) 
Here, fmono is the static monomer friction coefficient and io is the monomer length. Thus, 
the transition from pullout to crazing is a combination of energy dissipation mechanisms 
due to chain pullout and crazing, where Gc.pUiiout dominates when the interfacial width, at, 
is small with respect to Le and Gc<razing dominates when ai is large with respect to Le, as 
shown in eq. (6.8). 
The exponential term in eq. (6.8) is used to weight Gc-cming 35 a function of miscibility 
and is directly proportional to T (since Ne oc Le2 and % oc af2) [37, 38]. Therefore eq. 
(6.8) states that in the limit of at = 0, the system is immiscible (% » where is % at 
the spinodal), no entanglements develop, and Gc = Gc.puiiout. As the system becomes more 
miscible (% x$) the interfacial width (relative to Le) increases and the probability to 
form entanglements increases resulting in the increased probability that crazing will 
contribute more significantly as the mechanism of fracture. Therefore, during the 
transition from an immiscible system to a miscible system (i.e. the partially miscible 
regime), the fracture mechanism is a combination of chain pullout and scission (via 
crazing). When the system is completely miscible (% « x$), crazing is the dominant 
mechanism of failure and Gc = Gc-cnzmg- Although this model does not directly account 
Gc = Gc-punou, + exP 
x * • 
(6.8) 
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for crazing that may occur as a result of entanglements formed via chain loops as 
discussed by Creton and co-workers [20] or effects due to composition drift as in the case 
of random copolymer reinforced interfaces as discussed by Benkoski et al. [39] it is 
important to note that Gc<nmng contributes to the overall fracture energy even when a,/Lc 
< 1. In eq. (6.8), the pullout contribution is present even in cases where ai/Le » 1 and 
since it is only on the order of 1-5 J/m2 [16, 40], it is therefore negligible when crazing 
becomes the dominant mechanism of failure. Hence, the model is designed to predict Gc 
(eq. (6.8)) at a partially miscible interface where failure via both chain pullout and 
crazing are important. 
6.4 Results and Discussion 
6.4.1 Model Calculations for PS/PBS System 
The new model is evaluated using the PS/PBS system with molecular properties 
shown in Table 6.2. The density (p), segment length (b), and entanglement molecular 
weight (Me) for component i are needed to calculate Z,. When i = PS, the properties are 
available in the literature and values of 1.05 g/cm3 and 6.8 A, and 18,100 g/mol, 
respectively, are used, as listed in Table 6.1. The density of PBS was measured by Strobl 
[24] as a function of x and was found to be linear as shown in eq. (6.9). 
Ppbs ~ Pps +0.541.* (6.9) 
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For PBS, the relationship for segment length as a function of x was found using small 
angle X-ray scattering [41] and is shown in eq. (6.10). 
bPBS =6re(l + 1.4964x)"2 (6.10) 
The value of Mc for PBS as a function of x, however, is not available. To 
calculate Me, one must know the volume pervaded by the chain. In order to estimate Mc 
as a function of x we use the concept of the packing length, originally proposed by 
Witten and co-workers [42]. The packing length, p, is defined as the number of chains 
present in a unit volume of melt. The packing length (as shown in eq. (6.11)) is related to 
the size of the polymer coil and hence the volume it pervades and can be used to calculate 
Me as derived by Fetters et al. [43] as shown in eq. (6.12). Equation (6.12) is derived on 
the basis that the entanglement density (in the bulk) can be related to the size of polymer 
coils since the larger the volume a coil pervades, the more likely it is to entangle with 
other chains. Fetters and co-workers [44] later explained that the packing length is 
proportional to the ratio of the cross sectional area of a rod to the length of the rod, where 
each rod is the Kuhn segment length of the polymer chain. Once M# is calculated, Le can 
be calculated as shown in eq. (6.13). 
M (6.11) P~ 
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Me  = n;Napp> (6.12) 
(6.13) 
Here, (R2)o is the mean square end-to-end distance and nt is a dimensionless quantity 
denoting the number of entanglement strands present in a volume equivalent to the cube 
of the tube diameter [45]. Using the relationship (R2)o = 6 (Rg2)o and (Rg2)o = Nb2/6, the 
packing length for PBS can be expressed in terms of x as 
Then, using eqs. (6.12) and (6.13), expressions for Mc and L« for PBS as a function of x 
can be written. Figure 6.1 shows how p, M* and Le behave as a function of x. It is 
germane to note that when x = 0, the random copolymer becomes PS and the values for 
Me and L, reflect such (with values within 10% of those reported by Fetters and co­
workers) [43]. The decrease in p as x increases is expected because as x increases, the 
number of chains present in a small volume of melt decreases since Br increases the 
volume occupied by the molecule. In other words, the volume pervaded by a chain 
increases as Br content increases and the packing length, therefore, decreases. It then 
follows that Me and Le would subsequently decrease since the pervaded volume 
increases. 
n s v 
PBS bPS2 (1 +1.4964x)(l .048 + 0.54Lc)tfa 
(6.14) 
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Figure 6.2 shows how ZPBS increases as x increases, which is expected in light of 
the increase in pervaded volume (decrease in p) as Br is added to the copolymer. This by 
itself might suggest that increasing x will increase entanglement density and increase 
fracture energy. However, as x increases, the system becomes less miscible and 
interdiffusion becomes thermodynamically unfavorable [23]. This thermodynamically 
limited diffusion is captured by the term F in eq. (6.3). This is illustrated in Figure 6.3 
which shows the competing effect of EPS-PBS and exp(-N«.*v%) as a function of x at Nps = 
NPBS = 1370 and T = 175 °C. Here, £PS-PBS refers to the entanglement density of a 
PS/PBS interface without any miscibility effects. Therefore, since Mc and % are 
competing factors, it is logical to expect a maximum in Zetr (the entanglement density of 
the PS/PBS interface while considering the miscibility effect) as a function of x as shown 
in Figure 6.4. It is important to note that the values calculated for 2eff are of the same 
order of magnitude (1016-1017 m"2) as values measured in work carried out on reinforced 
polymer interfaces [17]. We have observed that Gc (measured experimentally for this 
system) [22] also goes through a maximum as x increases, which is exactly the behavior 
one would expect if Zeff goes through a maximum. 
A comparison between our model (solid line) and the recent model proposed by 
Brown [5] (dashed line) is shown in Figure 6.5. The fracture energy as a function of aj/Le 
for both models agree with each other for larger values of ai/Le, however there is a 
marked difference when a/Lc < 2. Since Brown's model does not account for failure 
mechanisms other than crazing, it significantly over predicts the data when the interfacial 
width is less than or equal to the average distance between entanglements (ai/Lc < 1) [5]. 
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When Brown's expression for ECfr is used in our fracture energy model, it similarly 
predicts the decreased fracture energy relative to the pure crazing expression supporting 
the validity of our fracture model. 
6.4.2 Comparison of Model Predictions with Experimental Data 
6.4.2.1. PS/PBS system 
Figure 6.6 shows the prediction of Gc as a function of £efr (solid line) v. the 
experimental Gc values obtained by us [22] as a function of Iefr for N = 1370 at T = 175 
°C (a) and T = 150 °C (b). Interfacial widths used to evaluate Gc in eq. (6.8) are 
calculated using the expression derived by Helfand and co-workers [37, 38] as shown in 
eq. (6.15). The infinite molecular weight expression [37] is used in place of the finite 
chain length expression [38] so that Gc  can be evaluated for systems where X-7U-
(6.15) 
The predictions are in good agreement with the data. The most interesting aspect 
of the model is that it correctly predicts the transition from pullout to crazing as seen in 
the experimental data. We have calculated this transition to occur at the phase boundary. 
For example, for N = 1370 and T = 175 °C (Fig. 6.6(a)), this transition occurs near 2efr = 
9.9 x 1016 m"2 corresponding to x - 0.11 for PBS, which coincides with the phase 
transition as shown previously [22] where %, as a function of N is known and x can be 
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determined using Xs in the expression for x as a function of x and T. This transition is 
miscibility-mediated and the failure mechanism changes as a function of the miscibility 
of the system (from chain pullout at low Eeff to crazing at high £efr). The model slightly 
under predicts Gc at low Zeff. This under prediction is attributed to the presence of short 
chain loops that form entanglements as postulated by Schnell et al. [20] or composition 
drift in the random copolymer (which improves compatibility) as described by Benkoski 
et al. [39]. Our model, in its current form, does not account for these effects. Predictions 
for the higher molecular weight system (N = 7144) are shown in Figure 6.7 for T = 200 
°C (a) and T = 175 °C (b). Again, the model shows relatively good agreement with the 
data and predicts a transition, which again corresponds to the phase boundary of the 
system. Likewise, the predictions for N-asymmetric (Np$ ^ NPBS) interfaces are also in 
agreement with Gc data for Nps = 1370 and NPBS = 7144 at T = 175 °C as shown in Figure 
6.8. 
Figure 6.9 shows the comparison between the model and experimental data from 
Schnell et al. [20] for PS/PBS interfaces. The fracture energy was measured using a 
modified double cantilever beam geometry for PS/PBS samples and the interfacial width 
was measured using neutron reflectivity for d-PS/PBS samples [20]. Here, Gc is plotted 
as a function of a,. As is shown, the model correctly predicts Gc as a function of a; in the 
low Gc region and also captures the transition from chain pullout to crazing. The pure 
crazing regime is modeled using the Gc-cmzing expression (eq. (6.6)) (using £cfr calculated 
by eq. (6.3)), which accurately predicts the failure in the high fracture energy region. 
158 
6.4.2.2. PMMAZP(S-r-MMA) system 
The fracture energy, Gc, as a function of a, is plotted in Figure 6.10, which shows 
the comparison between the model and experimental data for PMMA with the random 
copolymer of PS and PMMA or P(S-r-MMA) as studied by Brown and co-workers [5, 
46]. The fracture energy was measured using a modified double cantilever beam 
geometry for PMMAZP(S-r-MMA) samples and the interfacial width was measured using 
neutron reflectivity for d-PMMAZP(S-r-MMA) samples. For this system, % measured for 
a diblock copolymer of PS and PMMA [47], an average segment length of 6.85 Â for a 
PS-PMMA diblock copolymer [47], and crazing properties for PMMA [4] were used. 
Again, the model accurately predicts Gc as a function of at in the low Gc and transitional 
region (ai/L* - 1) and the pure crazing regime is predicted using the Gc-cnzing expression 
(eq- (6.6)). 
Based on the comparisons of the model to experimental data for Gc as a function 
of ai (Figures 6.9 and 6.10), our model accurately predicts the transition in failure 
mechanism from chain pullout to crazing, which has been shown to be miscibility-
mediated. However, when the failure mechanism is pure crazing, Sha's model [6, 12] 
(using Eeff as derived in this work or by Brown [5]) correctly predicts the fracture energy. 
Finally, for non-reinforced polymer interfaces, we believe the miscibility of the system, 
rather than the interfacial width (or the a/L* ratio as shown by Benkoski et al. [39]), is the 
key to predicting the failure mechanism and therefore the fracture energy at the interface. 
Hence, plotting Gc as a function of the miscibility criteria (T) may reveal the universal 
nature of the pullout to crazing transition. 
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6.5 Conclusions 
We have developed a new stochastic model, which takes into consideration 
system miscibility, to calculate the areal chain density of entanglements (2efr) for partially 
miscible polymer interfaces. Based on this £efr, a fracture energy equation for non-
reinforced systems is postulated which correctly predicts the transition from chain pullout 
to crazing. This equation incorporates system miscibility via the interfacial width, 
and the average distance between entanglements. As a function of system miscibility, the 
model for £Cfr also accurately predicts a maximum in Gc as a result of the competition 
between gradient-driven and miscibility-limited interdiffusion, which is observed 
experimentally. It is shown that as Setr increases, the fracture energy increases 
accordingly. Compared to a recent model developed by Brown, the new model correctly 
predicts a reduced Gc (attributed to chain pullout) when the interfacial width is less than 
or equal to the average distance between entanglements. Theoretical predictions of the 
change in fracture energy with respect to interfacial width were in good agreement with 
experimental measurements. Finally, it is postulated that using a miscibility criterion for 
Gc may reveal the universal nature of the pullout to crazing transition. 
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Table 6.1. Molecular properties used to calculate and G„ references noted in table. 
Property Value Reference 
b 6.8 A 48 
fmono 2 x 10"" - 7x10  ^N/monomer 17 
f, 1 - 3nN 4 
C,2 14 MPa 6,49 
C22 720 MPa 6,49 
d 17-20 nm 6.49 
45 - 55 MPa 17.19 
'o 2.3 A 36 
M. 18,100 g/mol 42 
Vf 0.25 6.49 
X X= ^ (-0.0833+73.75/7) 21 
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Table 6.2. Degree of polymerization (N), extent of bromination (x) in PBS copolymer, volume 
fraction of bromine repeat units (0 in PBS copolymer, and polydispersity of PS/PBS systems. 
(CeHfg.xjBr,)*! 
N X f 
1281" 0 0 1.04 
1370 0 0 1.03 
1370 0.08 0.09 1.03 
1370 0.22 0.25 1.03 
1370 0.39 0.43 1.03 
1370 0.51 0.55 1.03 
6948* 0 0 1.07 
7058* 0 0 1.07 
7670* 0 0 1.05 
7144 0.04 0.04 1.1 
7144 0.20 0.22 1.1 
7144 0.48 0.52 1.1 
as N= 1370 
as N = 7144 
* Nominally referred to 
* Nominally referred to 
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Figure 6.1(a): Packing length as a function of mole fraction of bromine, x, in the PBS 
copolymer. 
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Figure 6.1(b): Entanglement molecular weight, M, (solid line) and average distance between 
entanglements, L* (dashed line) as a function of x in PBS. 
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Figure 6.2: Areal chain density of effective entanglements for PBS, Sng, as a function of x. 
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Figure 6J: Competing effect of decreased miscibility, I", (dashed line) and increased areal 
chain density of effective entanglements for PS/PBS interface, £ps-ras* (without explicitly 
accounting for miscibility) (solid line) as a function of x for N * 1370 and T = 175 *C [22|. 
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Figure 6.4: Areal chain density of effective entanglements for PS/PBS interface, 
(accounting for miscibility) (solid Une) as a function of x compared to fracture energy data, 
Ga (solid squares) determined experimentally [22] for N -1370 and T » 175 *C. 
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Figure 6.5: Comparison of calculated Ge as a function of a,/L« from this work (solid line) 
and Brown's work (5| (dashed line) for PS/PBS interface with N = 1370 and T » 175 "C. 
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Figure 6.6(a): Calculated Gc as a function of (solid line) and experimentally measured |22| G,(solidsquares) for N-1370 atT-175*C. 
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Figure 6.6(b): Calculated Gc as a function of E,» (solid line) and experimentally measured 
[22| Gc (solid squares) for N = 1370 at T » 150 *C. 
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Figure 6.7(e): Calculated Gc as a function of (solid line) and experimentally measured 
[22| Gc (solid squares) for N = 7144 atT= 175 "C. 
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Figure 6.7(b): Calculated Gc as a function of (solid line) and experimentally measured 
(221 Ge (solid squares) for N = 7144 at T * 200 *C. 
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Figure 6.8: Calculated Ge as a function of £«* (solid line) and experimentally measured |22| 
Gc (solid squares) for Nre = 1370 and Nns * 7144 at T -175 "C. 
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Figure 6.9: Model vs. experiment for PS/PBS interfaces: Ge as a function of a, from this 
work (solid line) and eq. (6.6) (dashed line); experimental data from Schnell and co-workers 
|20|. 
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Figure 6.10: Model vs. experiment for PMMA/P(S-r-MMA) interfaces: Gc as a function of a, 
from this work (solid line) and eq. (6.6) (dashed line); experimental data from Brown and co­
workers (5,46]. 
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CHAPTER 7 
CONCLUSIONS 
The research reported in this dissertation has contributed to a fundamental 
understanding of the effect of phase behavior and compatibility on the fracture behavior 
of polymer interfaces. The system chosen for study was polystyrene (PS) and the 
statistically random copolymer poly (styrene-r-4-bromostyrene) (PBS). Experimental 
studies involved measurement of the Flory-Huggins interaction parameter in PS/PBS 
blends, Mode I fracture energy at PS/PBS interfaces, and the use of various microscopy 
techniques to discern phase behavior in the blends and crazing in the fracture samples. In 
addition, phase diagrams for the blends were generated and compared to the experimental 
results. Finally, a stochastic model was developed to predict the areal chains density of 
entanglements (Sen). Using Eefr calculated from the model, the interfacial width, and the 
average distance between entanglements, a new equation for the fracture energy was 
developed that modeled the transition in the fracture mechanism from chain pullout to 
crazing. The model results agreed well with experimental data. 
The phase behavior of thin film blends of PS and PBS as a function of the volume 
fraction of bromine in PBS, f, and the degree of polymerization, N, was studied using 
atomic force microscopy (AFM) and small angle X-ray scattering (SAXS). The Flory-
Huggins interaction parameter, %, was measured directly from SAXS as a function of 
temperature and scales with f as % = f Xs-Brs, where Xs-Brs is the segmental interaction 
parameter between PS and poly (4-bromostyrene). Simulations were carried out using 
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Flory-Huggins theory based on % measured from SAXS to predict phase diagrams for all 
the systems studied. It was observed that the PS/PBS system exhibits UCST behavior 
and the critical temperature increases with both f and N. Using the phase diagrams, a 
miscibility map as a function of f, N, and the symmetry of N was developed and showed 
good agreement with compatibility (measured using AFM). In addition, a morphology 
progression as a function of f and N was developed using AFM, which showed that 
increasing f in PBS (for low N) leads to progressively different morphologies from flat 
topography (i.e., one phase) to narrow interconnected structures to broad interconnected 
structures. For the highest N studied, the morphology in the two phase region is in the 
form of islands, which was attributed to decreased mobility. Comparison of the 
estimated PBS volume fraction from the AFM images with PBS bulk volume fraction in 
the blend suggests encapsulation of PBS in PS, supporting work by previous researchers. 
The studies also support mutual diffusion coefficient, DM, measurements at PS/PBS 
interfaces (using Rutherford backscattering spectroscopy (RBS)). For % » %, (where 
is x at the spinodal), DM is smaller than the detection limit of RBS and for % < %,, DM 
decreases with increasing %. 
The fracture behavior was determined for the PS/PBS interface as a function of 
miscibility. This was achieved by quantification of the Mode I fracture energy (Gc) at 
PS/PBS interfaces over a range of molecular weights and annealing conditions at varying 
degrees of miscibility. A modified double cantilever beam test using a tri layer geometry 
was employed to measure the fracture energy. Crack transfer across the center layer in 
the trilayer geometry was eliminated by using a minimum layer thickness on the order of 
184 
200 pm. Correlations between fracture energy, interdiffusion dynamics (quantified via 
the mutual diffusion coefficient and interfacial width), and the Flory-Huggins interaction 
parameter (%) were obtained. It was shown that fracture energy increases as annealing 
temperature increases and N decreases. It was found that three interdiffusion/fracture 
regimes exist: (I) When N*% = 0 (PS/PS) there is no concentration gradient across the 
interface, no thermodynamic barrier to mixing and interdiffusion is solely controlled by 
the mobility of the species, or the self diffusion coefficient, Ds(T); (II) When 0 < N % < 2 
2 n N (where N' = ——), the system is miscible, gradient-driven interdiffusion takes 
Npg + NpgS 
place, leading to an increase in the entanglement density and hence, Gc; and (HI) When 
N % > 2, the system is immiscible, interdiffusion is thermodynamically limited, which 
results in a low entanglement density and decreased Gc, which continues to decrease with 
increasing f. This was supported by interdiffusion measurements carried out on the 
identical PS/PBS system (using RBS). Interfacial width, ai, calculations for N % > 2 
showed that Gc increases with interfacial width and the data fall within the chain pullout 
region. Optical micrographs did not reveal any crazes for samples where N*% > 2, 
suggesting that the entanglement density is low. Crazes were, however, prevalent in 
samples where N % < 2, as shown optically. The data indicate that when N*% > 2, the 
interfacial width is small and fracture occurs via chain pullout (low Gc). 
A new stochastic model, which takes into consideration system miscibility, was 
developed to calculate ZCfr for partially miscible polymer interfaces. Based on this ECff, a 
new fracture energy equation for non-reinforced systems was postulated which correctly 
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predicts the transition from chain pullout to crazing. This equation incorporates system 
miscibility via Eefr, the interfacial width, and the average distance between 
entanglements. As a function of system miscibility, the model for Zefr also accurately 
predicts a maximum in Gc as a result of the competition between gradient-driven and 
miscibility-limited interdiffusion, which was observed experimentally. It was shown that 
as Eeir increases, the fracture energy increases accordingly. Compared to current models, 
the new model correctly predicts a reduced Gc (attributed to chain pullout) when the 
interfacial width is less than or equal to the average distance between entanglements. 
Theoretical predictions of the change in fracture energy with respect to interfacial width 
were in good agreement with experimental measurements. 
In summary, this research has provided a fundamental framework based on both 
experiment and theory to understand the fracture behavior as a function of system 
miscibility for non-reinforced polymer interfaces. The experimental work has provided a 
thorough understanding of the phase behavior and morphology for polymer blends 
ranging in degree of miscibility. The fracture experiments have shown that maximizing 
interfacial strength is based on the competition between gradient-driven and miscibility-
limited interdiffusion and can be controlled by optimizing the miscibility of the system. 
This work also resulted in the development of a new mathematical model that calculates 
the entanglement density across a non-reinforced polymer interface by explicitly 
accounting for the system miscibility. The model predicts fracture energy and the 
transition in failure mechanism for a wide variety of polymer interfaces ranging in 
compatibility from miscible to immiscible systems. Finally, the use of the miscibility 
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criterion proposed for the fracture mechanism may be the first step in revealing the 
universal nature of the pullout to crazing transition. 
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CHAPTER 8 
FUTURE DIRECTIONS 
The fundamental knowledge of how miscibility effects fracture energy at polymer 
interfaces, which was achieved in this dissertation, can provide many quantitative 
insights for future work in this field. This work has direct implications for 
polymer/polymer interfaces, but can be readily extended to polymer/non-polymer 
interfaces. 
Since this research focused strictly on amorphous polymers, one direct extension 
of this work is to examine the role played by crystallinity in compatibility, interdifiusion, 
and fracture energy at polymer/polymer interfaces. Semicrystalline polymers are of 
interest because, as discussed in the Section 1.1, there is a large market involving 
semicrystalline polymers for interfacial applications (barrier layers, laminates, co-
extrusion, etc.). The crystalline phase will add another level of complexity to the 
problem of how chains will entangle across the interface. Studies can focus on the effect 
of annealing temperature above the glass transition (T*) but below the crystalline region 
melting point (Tm) and above both Tg and Tm. Crystallites play a dual role in the 
development of entanglements and the net effect on entanglement density across the 
interface is unclear. They may enhance the development of entanglements by providing 
rigid anchoring points for chains to entangle with or they may impede the development of 
entanglements by being slower to diffuse or by not diffusing at all (depending on T/Tm). 
Another direct extension of this work is to examine how entanglements develop at 
amorphous polymer/polymer interfaces when one of the two components is well below 
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its Tg during annealing. This is an interesting case to study because in many applications 
it may not be possible or desirable to process one component at temperatures above the 
Tg. This, presumably, will decrease the entanglement density and lead to drastically 
lower interfacical toughness. However, the mobile chains may be able to interpenetrate 
into the immobile chains (provided there is enough free volume) far enough to entangle 
with the immobile chains. In this case, the immobile chains might act as improved 
anchoring points since they are rigidly fixed. 
The work in this dissertation is also valuable in understanding interfacial strength 
of polymer/non-polymer interfaces. For example, in polymer/carbon nanotube 
composites, a relatively new field, the primary challenge is to obtain good dispersion of 
the nanotubes in the polymer matrix. A systematic understanding of the interactions at 
the polymer/nanotube surface is instrumental in obtaining the necessary compatibility for 
optimal design of the composite. In fact, one needs to consider the intended end use of 
the composite in the particular design at the interface. If impact toughness, rather than 
stiffiiess (or rigidity) is needed, the interface may need to be designed such that it can 
transfer energy from the more brittle component to the more ductile component (i.e. 
maximize compatibility at the interface). Whereas in designing for rigidity, it may be 
necessary for the load to be carried primarily by the stiffer component and minimize 
transfer to the more ductile component (i.e. reduce compatibility at the interface). 
Optimizing interfacial properties to minimize agglomeration of the nanotubes may entail 
surface treatment of the nanotubes (via functionalized end-groups or surface coatings). 
Another approach is to design the polymer matrix to control interfacial properties. Some 
ideas that this dissertation has developed that are relevant for optimization of the polymer 
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matrix for compatibility include: using blends where one component has low interfacial 
tension with the nanotube, using random or block copolymers for the same reasons, 
functionalizing end groups of the polymer molecules, and performing in situ solution 
polymerizations where the nanotubes are dispersed in an emulsion. 
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APPENDIX 1 
DERIVATION OF THE FRACTURE 
ENERGY EQUATION 
To measure the fracture energy, Gc, from the crack length, a, and the moduli of 
the constituents, Kanninen's approach had to be adapted to the trilayer geometry shown 
in Figure 5.1. The main adaptation is presented here. 
The beams are not mechanically symmetric. One beam is polystyrene (PS) only 
and the other beam is PS coupled with the poly (styrene-co-4-bromostyrene) (PBS) film. 
The effective elastic modulus of the coupled beam, E*,, which has the thickness of the PS 
beam, h, and the PBS film, e, is introduced. E*, ~ Eps since Eps ~ EPBS at low extent of 
bromination. The elastic energy stored in the beams, for a simple embedded beam, is 
then given by 
(A1„ O Q 
Here, A is the thickness of the wedge and a is the crack length. 
Taking into account slight variations in thickness between the two PS beams, the 
stored elastic energy in each beam is given by the Kanninen expression 
and 
re_3 ErfSl 
e 8 a*a-
(A1.2) 
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GfP" (A1.3) 
» a or-, 
with 
arf — 
1 + 1.92— 
a _ 
+ 1 + 1.22(—)2 
a 
+ 1 + 0.39(—)3 
a 
1 + 0.64— 
a _ 
(Al.4) 
The total fracture energy can be obtained by minimizing the total elastic energy stored in 
the two beams (PS and PBS/PS). In equation (A1.4) Hi and Hz are the PS beam 
thickness (hi) and PBS/PS coupled beam thickness (hz+e), respectively. The total 
deflection imposed 81+82 = A. The fracture energy obtained is 
Eh?E(h 2  +e) 3  
(Ehïaî+E^+eïaî )  (A1.5) 
192 
APPENDIX 2 
DERIVATION OF THE RANDOM PHASE 
STRUCTURE FACTOR 
The basis for this derivation is the Flory-Huggins free energy for a polymer 
mixture, from equation (2.3). When a polymer mixture, or blend, is in the one phase 
region near the critical point, the concentration fluctuations are large and easily detected 
by light, X-rays, and neutrons. The important parameter is the scattering wave vector, q 
q = ^sin# (A2.1) 
Here X is the wavelength and 26 is the scattering angle. In a scattering experiment, the 
correlation function, SAB between the concentrations at two points is measured. 
S,9 (r, " r2 ) = (& (r, (r2 )) - {<j>, )(^] ) (A2.2) 
Here, i and j represent the polymers (i j = A, B) where A and B are polystyrene (PS) and 
poly (styrene-co-4-bromostyrene) (PBS), respectively, the brackets ( ) signify a thermal 
average, r is the real space vector, and $ is the volume fraction. There is only one 
independent correlation function since <j>A + = 1. 
SAA = SBB = -SAB = S 
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The Fourier transform of the scattering correlation function is given by 
S(q)  = a~3 J</rexp(/çr)5(r) (A2.3) 
Here a"3 is introduced to make S(q) dimensionless and S(q) is the structure factor per site 
on the Flory-Huggins lattice. Although the calculation of equation (A2.3) appears 
difficult, it is not because on the scale of a single coil, the other polymer chains remain 
nearly identical. Based the random phase method and by using the Debye function, 
f]o(q2R$), for the scattering of an ideal chain of N monomers and when the degree of 
polymerization of A and B are the same (N = NA = Ng), the structure factor simplifies to 
the equation below. 
(A2.4) 
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