In this article, we consider cooperative and noncooperative elliptic systems that are asymptotically linear at infinity. We obtain infinitely many solutions with small energy if the potential is even. If the noncooperative system is resonant both at zero and at infinity, then the number of nontrivial solutions depends on the dimension of the eigenspaces between resonant values.
INTRODUCTION
In this article, we consider two classes of nonlinear elliptic systems of the form,
where is a bounded smooth domain in R N and λ γ δ are real parameters. f g ∈ C ¯ × R 2 R . To use the variational method, we assume that there exists H ∈ C 1 ¯ × R 2 R such that H = f g where H denotes the gradient of H in u v ∈ R 2 . P + and P − are so-called cooperative and noncooperative cases, respectively. Systems P ± are related to reaction-diffusion systems that appear in chemical and biological phenomena, including the steady-and 1 Supported by the Swedish Institute of Sweden and the Chinese NSF (10001019).
unsteady-state situation (cf. [1] [2] [3] [4] [5] [6] [7] [8] ). Particularly, [1, 2] studied P ± by introducing a so-called nonquadratic condition and obtained one (nontrivial) solution. A particular class of such problems with f x u v = f x u g x u v = g x v was considered in [5] [6] [7] . The superquadratic case was considered in [8, 10, 17, 18] .
In this article, we study the existence of multiple solutions of P ± when H is even, i.e., H x −u −v = H x u v More precisely, we first consider P + with resonance at infinity. We obtain the existence of infinitely many solutions with small energy. Then, we consider P − which is resonant both at zero and at infinity with different resonant values. In this case, the corresponding functional of P − is strongly indefinite; i.e., the functional is unbounded from below and from above on any subspace of finite codimension. We prove that the number of solutions depends on the dimension of the eigenspaces between resonant values. If P − is not resonant at zero, we also obtain infinitely many small-energy solutions as is the case for P + . Our main tools are the fountain theorem due to [12] and a new abstract critical point theorem due to [13] .
Cooperative Case P
+ .
Let A + = λ δ δ γ
Denote by σ A + = ξ ζ the eigenvalues of A + Let σ − = λ k k ∈ N 0 < λ 1 < λ 2 < · · · denote the eigenvalues of the Laplacian on with zero boundary condition. Let the multiplicity of λ k be m k with m k ≥ 1 for k ≥ 2 If σ A + ∩ σ − = we say that P + is resonant. Now, we introduce the following assumptions. For the sake of convenience, the letter c will be indiscriminately used to denote various constants where exact value is irrelevant. For two functions a b defined on , we write a x b x to indicate that a x ≥ b x with a strict inequality holding on a set of positive measure. The assumptions are the following:
for almost all x ∈ and u + v ≤ t 0 (C 4 H x −u −v = H x u v for a.e. x ∈ and u v ∈ R 2 Theorem 1.
C 3 C 4 and σ A + ∩ σ − = Then, P + has infinitely many solutions U n = u n v n satisfying I + U n → 0 − as n → ∞ where I + is the energy functional defined by ( ) in Section 2.
As a straightforward consequence of Theorem 1.1, we have the following results for a scalar case.
where F x t = t 0 f x s ds (D 3 There exist δ 1 δ 2 ∈ 1 2 such that c 1 t δ 1 ≤ F x t ≤ c 2 t δ 2 for almost all x ∈ and t ≤ t 0 , where t 0 is a positive constant.
(D 4 f x t is odd in t.
Then, P has infinitely many solutions u n satisfying
Noting that a ± x are allowed to be zero on a positivemeasure subset of , H x u v (or F x u ) may change sign. H x u v (or F x u ) can be bounded and unbounded on different subsets of . Remark 1.2. The author's article [9] studied P + for the strongly resonant case ( H is bounded globally) and obtained similar results by a different method. Except for [9] , we are not aware of similar results for an asymptotically linear elliptic equation and an elliptic system even for the nonresonant case.
Noncooperative Case P

−
For simplicity, we suppose that λ ≥ γ and δ > 0 Denote
Define operator by U = − → U − AU. Then, the eigenvalues of the linear problem U = kRU have the form (cf. [1] ):
all of the eigenvalues of the eigenvalue problem U = kRU.
We consider the following case,
where β ∞ β k 0 ∈ σ k 0 ∈ ±N Then, P − is resonant at both infinity and zero. Let
Make the following assumptions:
By the next theorem we see that the number of nontrivial solutions depends on the dimension of the eigenspaces between the resonant values β ∞ and β k 0 For the sake of convenience, we denote by F β i the eigenspace corresponding to β i ∈ σ i ∈ ±N and by ⊕ (or ) the orthogonal sum.
, and H x −U = H x U for almost all x ∈ and U ∈ R 2 Then, 
− has the same resonant value at both zero and infinity. For this case, the author's article [15] studied the existence of multiple solutions (without symmetry) by using cohomology critical groups and Morse theory.
If P − is not resonant at zero, we can get infinitely many small-energy solutions as is the case for P + .
for almost all x ∈ and U ≤ t 0 Then, P − has infinitely many solutions U n satisfying I − U n → 0 − as n → ∞ where I − is the energy functional defined by in Section 3.
Remark 1.4. For P − , the corresponding functional is strongly indefinite. References [10, 16] obtained infinitely many solutions in the case of superlinearity at infinity by using limit relative categories. Remark 1.5. The assumptions of Theorems 1.1 and 1.4 imply that the potential H has the subquadratic growth near zero.
COOPERATIVE CASE
Let H 1 0 be the usual Sobolev space with the norm · generated by the inner product
The inner product and norm of E are given by
for U = u v and = φ ψ in E. Let e 1 = x 1 x 2 and e 2 = y 1 y 2 ∈ R 2 be the normalized eigenvectors of A + such that A + e 1 = ξ e 1 A + e 2 = ζ e 2 and e 1 · e 2 = 0 e 1 = e 2 = 1 For any α ∈ R let H where the quadratic form u → u 2 − α u 2 2 is positive definite, negative definite, and zero, respectively. Here and throughout this article, we let
where id denotes the identity from
We introduce the operator
Consider the following functional,
whereH x s t = H x s e 1 +t e 2 Then, the solutions of system P + correspond to the critical points of the
). Without loss of generality, we suppose that
Now, we introduce the following subspaces,
where we denote by H λ i 1 λ i 2 λ i j the orthogonal sum of eigenspaces corresponding to
n We say that I + satisfies the PS * -condition with respect to E n ∞ n=1 , if, whenever a sequence U j ∞ j=1 is such that U j ∈ E n j for some n j n j → ∞ I + U j → c and I
has a convergent subsequence. To prove the PS * -condition of I + , we prepare the following auxiliary result.
Proof. Evidently, dim ker L + < ∞ and ker L + has the unique continuation property. Using a similar argument as that in [11] , for any ε > 0 there exists δ ε ∈ 0 1 such that meas \ u v ε < ε for any u v ∈ ker L + where
Further noting that ε ε 1 are arbitrary, we have that
as u + v → ∞ For the second conclusion, we note, by a simple computation, that lim inf
Therefore, by the first part of the proof, we see that lim inf
Proof. We suppose that (C − 2 ) holds. Let U j = u j v j be the PS * sequence, that is, U j ∈ E n j n j → ∞ I + U j → c I + n j U j → 0 Let P n j be the orthogonal projector of E onto E n j Then,
On the other hand,
Therefore, if U j → ∞ we have that
By a standard argument, U j has a convergent subsequence.
The proof of Theorem 1.1 depends on an abstract critical point theorem which we describe first.
Let E = W 1 ⊕ W 2 be a Banach space with two sequences of finitedimensional subspaces
n n = 1 2 · · · then we have the following theorem (cf. [12] ). Theorem 2.1. Assume I ∈ C 1 E R is even and satisfies the PS * -condition and (i) for each sufficiently large n ∈ N there exists R n > 0 such that I u ≥ 0 for u ∈ ∂B R n ∩ X n−1 ⊥ and b n = inf I B R n ∩ X n−1 ⊥ → 0 as n → ∞ where B R n = u ∈ E u ≤ R n (ii) for each sufficiently large n ∈ N there exist r n ∈ 0 R n and d n < 0 such that I u ≤ d n for all u ∈ ∂B r n ∩ X n Then, I has a sequence of critical values c n ∈ b n d n In particular, c n < 0 and c n → 0 
For any
2 . Therefore,
By conditions (C 1 ) and (C 3 ), there exists δ 3 ∈ 1 2 such that H x u v ≤ c u + v δ 3 Hence, H x u v ≤ c u + v δ 3 for all u v ∈ R 2 Hence, for n large enough,
where C n = max cλ
→ 0 as n → ∞ We choose R n = 8δ 3 C n 1/ 2−δ 3 Then, for U = R n U ∈ X n−1 ⊥ we have that I + U ≥ C n 8δ 3 C n δ 3 / 2−δ 3 2δ 3 − 1 ≥ 0 Evidently, b n = inf I + B R n ∩ X n−1 ⊥ → 0 as n → ∞ On the other hand, we have to prove that there exist r n ∈ 0 R n and d n < 0 such that
Hence,
By (C 3 ), it is easy to check thatH x u v ≥ c u + v δ 2 for almost all x ∈ and u + v ≤ t 1 Since dim X n < ∞ there exists a n > 0 such that max x∈ u + v ≤ a n U Choose U ≤ t 1 /2a n Then, u x ≤ t 1 /2 v x ≤ t 1 /2 for almost all x ∈ Furthermore, there exists e n > 0 (we may assume that e n → ∞) such that u ≤ e n u δ 2 v ≤ e n v δ 2 for all u v ∈ X n Then,
Choose r n = min t 1 /2a n R n /2 c/e
c/e δ 1 n 2/ 2−δ 1 < 0 for U = r n U ∈ X n By Theorem 2.1, we get the conclusion of Theorem 1.1.
NONCOOPERATIVE CASE
To deal with P − under (N 1 ), (N ± 2 ), (N 3 ) and (N ± 4 ), we need some auxiliary results. Consider the functional I − defined by
Then, I − can be rewritten as
Then, I − ∈ C 1 E R and the critical points of I − correspond to the weak solutions of P − , where L * * = 0 ∞ is a bounded self-adjoint operator. In correspondence with L * E splits as E = E + * ⊕ E 0 * ⊕ E − * (cf. [1] ) with
where F β j is the eigenspace corresponding to β j introduced in Section 1. Moreover, there exists c * > 0 such that
Proof. Without loss of generality, we assume that
Then, by [1] , any
0 is of the form
R − λ j 0 X = 0 and φ j 0 is an eigenfunction of λ j 0 ∈ σ − Consequently, dim E 0 0 < ∞ and E 0 0 has the unique continuation property. Therefore, there exists
Similar to the situation in the proof of Lemma 3.2 of [11] , for any ε 1 > 0 ε 2 > 0 there exist δ ε 1 > 0 δ ε 2 > 0 such that
one obtains that meas \ 1n < ε 1 meas \ 2n < ε 2 1n ∩ 2n = , and
as x ∈ 1n ∩ 2n and n → ∞ and
as x ∈ 2n \ 1n and n → ∞ By (N ± 4 ), for any ε > 0 there exists δ ε > 0 such that
for almost all x ∈ and U ≤ δ ε
Noting that
±P 0 x U n / U n τ dx ≤ cε 2 and that ε ε 1 ε 2 are arbitrary, one obtains that
for large n.
Next, we prove that I − satisfies the local linking condition. For a fixed orthogonal decomposition E = V 0 ⊕ W 0 we say that I − has a local linking at zero with respect to V 0 W 0 if there is a positive constant r such that
− has a local linking at 0 with respect to V 0 and W 0 .
Proof. We just consider the case of (N + 4 ). By (N 3 ), lim U →0 P 0 x U / U 2 = 0 uniformly for almost all x ∈ Therefore, for any ε > 0 there exists C ε > 0 such that P 0 x U ≤ ε U 2 + C ε U p for all U ∈ R 2 and almost all x ∈ and a constant p > 2 (in fact, we may choose p = τ). Consequently, for any U ∈ V 0 = E
for U small. On the other hand, to establish a contradiction, we assume that for any n there exists
for n large enough. If U and I − U n < 0 for n sufficiently large. These arguments imply that
wenming zou
We choose
Furthermore, I − satisfies the PS * -condition with respect to E n Proof. The proof for the first conclusion is similar to that of Lemma 2.1. The second conclusion can be proved by an argument that the PS * -sequence is bounded, an argument that is parallel to that in the proof of Lemma 2.2. Noting that I − is a compact perturbation of the isomorphismR i.e., I − =R −S, whereR E → E is an operator defined bỹ
,S E → E is compact), then by the standard argument, the bounded PS * -sequence has a convergent subsequence.
The proof of Theorem 1.3 is based on the following abstract theorem in [13] . Let E be a Hilbert space,
satisfies the PS * -condition with respect to E n ;
( 2 ) maps bounded sets to bounded sets; ( 3 ) has a local linking at zero with respect to E = V 0 ⊕ W 0 that is,
Then, the following theorem is true (see [13] ).
Theorem 3.1. Assume 1 − 3 Assume that is even. Furthermore, assume that there exist a subspace W ∞ of E and a positive constant R > 0 such that U ≤ 0 for U ∈ W ∞ with U ≥ R and that
Then, has at least d pairs of nontrivial solutions.
Proof of Theorem 1.3. We prove that I − satisfies all of the conditions of for U ∈ X n−1 ⊥ and constants c i Let µ n = sup U δ 2 U ∈ X n−1 ⊥ U = 1 Then, µ n → 0 If not, there would exist ε 0 > 0 and U n k ∈ X n k −1 ⊥ U n k = 1 U n k δ 2 ≥ ε 0 n k → ∞ as k → ∞ This implies that U n k → 0 weakly in E and that U n k → 0 in L δ 2 which contradicts U n k δ 2 ≥ ε 0 Therefore, for U ≤ 1/2c 2 1/ p−2 , n for U ∈ X n−1 ⊥ with U = R n Evidently, b n = inf I − B R n ∩ X n−1 ⊥ → 0 as n → ∞ On the other hand, for U = U − + U 0 + U + ∈ X n with U − ∈ E − ∞ U 0 ∈ E 0 ∞ and U + ∈ E + n we have that
