For a fixed digraph H, the problem of deciding whether there exists a homomorphism from an input digraph G to H is known as the H-colouring problem. An algebraic approach to this problem was pioneered by Jeavons et. al. in the context of the more general constraint satisfaction problem. Results by Larose and Zádori and by Maróti and McKenzie allows one to interpret the algebraic approach in terms of so called weak near-unanimity functions (WNUFs). In this paper we focus on weak near-unanimity functions and how they apply to the H-colouring problem in particular. Our results range from non-existence results of WNUFs for certain digraphs H, to the existence of WNUFs for the well known polynomial cases of the H-colouring problem treated by Gutjahr, Woeginger and Welzl. Along the way we develop WNUF analogs of the indicator and sub-indicator constructions of Hell and Nešetřil. These results provide evidence to the conjecture that weak near-unanimity functions are the right measure for the complexity of the H-colouring problem.
Introduction
A general relational system S consists of: (i) A finite set V = V (S), the vertices of S.
(ii) A finite set of relations R i (S), i ∈ I (I being the index set). Denote the arity of R i (S) by k i .
(iii) The finite set I and the integers k i form the pattern (or type) of S.
A homomorphism between two general relational systems S and T with the same pattern is a mapping f : V (S) → V (T ) such that (v 1 , v 2 , . . . , v k i ) ∈ R i (S) implies that (f (v 1 ), f (v 2 ), . . . , f (v k i )) ∈ R i (T ). The existence of such a homomorphism is denoted by S → T .
A constraint satisfaction problem (CSP) is the problem of finding a homomorphism between two general relational systems S and T (with the same pattern). The vertices in S may be thought of as the variables of the problem and the vertices of T as possible values for the variables. A homomorphism S → T is then an assignment of values to variables satisfying the constraints captured by the relations.
If T is a fixed relational system, then T defines a constraint satisfaction problem with respect to T , CSP(T ).
Problem 1.1 CSP(T )
Instance: A relational system S with the same pattern as T . Question: Does there exist a homomorphism f : S → T ?
A digraph is a relational system with one binary relation. Therefore the Hcolouring problem is a special case of the CSP(T ) problem.
An algebraic approach to studying the complexity of constraint satisfaction problems (and therefore that of the H-colouring problem) was proposed by Jeavons in [14] . In this framework we associate an algebra to T , and the properties of this algebra will then, hopefully, provide us with useful information on the complexity of CSP(T ).
An algebra is a pair A = (A, F ) consisting of a set A (the universe of A), and a set F of operations on A (the basic operations of A). An operation of rank (or arity) k (for some natural number k) is a function f : A k → A. Let T be a relational system with vertex set V = V (T ), index set I and relations R i (T ) = R i (of arity r i ), i ∈ I. We define the direct product T k (for k ≥ 1) by V (T k ) = V k and relations R ′ i (of arity r i ), i ∈ I by (x Denote the set of polymorphisms of T by Pol(T ). Associate with the constraint satisfaction problem CSP(T ), the algebra (V (T ), Pol(T )).
Jeavons [14] showed that for each constraint satisfaction problem, Pol(T ) could be classified into one of six categories depending on the polymorphisms present in Pol(T ). The polymorphisms present in Pol(T ) ultimately determine the complexity of CSP(T ).
In [5] , Bulatov, Jeavons and Krokhin show that if T is a core (each homomorphism T → T is an automorphism), then we only need to consider idempotent polymorphisms to determine the complexity of CSP(T ). An idempotent polymorphism f : T k → T has the property that f (x, x, . . . , x) = x for every x ∈ V (T ). An operation f : A k → A is called essentially unary if there exists a (nonconstant) unary operation g : A → A and an index i ∈ {1, 2, . . . , k} such that f (x 1 , x 2 , . . . x k ) = g(x i ) for all choices of x 1 , x 2 , . . . , x k . If g is the identity operation, then f is called a projection.
The set of polymorphisms Pol(T ), for a given constraint satisfaction problem CSP(T ), always contains the projections. The question then is whether there are other polymorphisms and whether they are of any use. The following theorem shows what happens if one is restricted to essentially unary polymorphisms. Theorem 1.1 (Bulatov, Jeavons and Krokhin [5] ). Let T be a core. If for a given constraint satisfaction problem CSP(T ), Pol(T ) contains only essentially unary polymorphisms, then CSP(T ) is NP-complete.
For an undirected complete graph K n , with n ≥ 3, the only idempotent polymorphisms are projections [16] . Therefore Theorem 1.1 furnishes a different proof of the result that (undirected) graph k-colouring is NP-complete for k ≥ 3.
It was conjectured in [5] that the essentially unary polymorphisms are exactly the dividing line between NP-complete CSP problems and CSP problems that are polynomial time solvable.
There is an equivalent formulation of Theorem 1.1 due to Larose and Zádori [17] . The equivalence follows from results in Universal Algebra, see [6, 18] for more on this.
An idempotent polymorphism f : T k → T is said to be a Taylor polymorphism if it satisfies k identities of the form f (x i1 , x i2 , . . . , x ik ) = f (y i1 , y i2 , . . . , y ik ), i = 1, 2, . . . , k, where x ij , y ij ∈ {x, y} for all i, j and x ii = y ii for i = 1, 2, . . . , k. Note that a projection is not a Taylor polymorphism. Theorem 1.2 (Larose and Zádori [17] ). Let CSP(T ), where T is a core, be given. If Pol(T ) does not contain any Taylor polymorphisms, then CSP(T ) is NP-complete.
The conjecture of Bulatov, Jeavons and Krokhin [5] is the following (here we use the alternative formulation from [17] ). Conjecture 1.3. Let T be a core. If T admits a Taylor polymorphism, then CSP(T ) is polynomial time solvable. Otherwise CSP(T ) is NP-complete.
Thus it is conjectured that the Taylor polymorphisms differ from projections in just the right way to be of use in proving CSP(T ) polynomial.
A recent result of Maróti and McKenzie [21] shows (again through Universal Algebra) that the existence of a Taylor polymorphism is equivalent to the existence of a weak near unanimity function of arity k > 1. A weak near unanimity function of arity k (WNUF k ) is an idempotent polymorphism f :
for all x, y ∈ V (T ). If f , in addition, also satisfies f (y, x, x, . . . , x, x) = x, then f is known as a near unanimity function of arity k (NUF k ). The two theorems above (Theorems 1.1 and 1.2) can now be formulated as follows. [21] ). Let T be a core. If T does not admit a WNUF k of arity k > 1, then CSP(T ) is NP-complete. In this paper, we prove that a number of (di)graphs do not possess a WNUF k with k > 1. Included among these will be all semi-complete digraphs with at least two cycles and all non-bipartite undirected graphs. This gives an independent proof of the results in [2] and [11] . We also develop WNUF analogs of the vertex (and arc) sub-indicator construction and the indicator construction.
Theorem 1.4 (Maróti and McKenzie
On the other hand, we will show that a number of known polynomial H-colouring problems all have a WNUF 3 . This lends support to the conjecture that WNUFs are the right measure for the complexity of H-colouring.
Even though some of our results follow from the algebraic approach, we decided to retain our proofs to keep the paper self-contained. Furthermore our approach is more graph theoretic than algebraic, and there has recently been some interest in finding graph theoretic proofs of results that were derived originally using the algebraic approach. See [13] for instance.
Boosting the Arity
Often when showing the nonexistence of a WNUF k we will only consider arities k ≥ 3. The results in this section show that we don't have to consider an arity of k = 2 as this would imply a WNUF 4 in particular. The following result also appears in [21] . Proposition 2.1. Let f ∈ WNUF k (H) and g ∈ WNUF l (H). Then there exists an h ∈ WNUF kl (H).
Proof. Let f : H
k → H and g : H l → H be weak near-unanimity functions on H of arities k and l respectively. Define h : H kl → H as follows
is adjacent to f (g(y 1 , y 2 , . . . , y l ), g(y l+1 , y l+2 , . . . , y 2l ), . . . , g(y kl−l+1 , y kl−l+2 , . . . , y kl )). This shows that h is a homomorphism.
It is clear that h is idempotent. Consider the kl-tuples (y, x, x, . . . , x), (x, y, x, . . . , x), (x, x, y, . . . , x), . . . , (x, x, x, . . . , y), where x and y are vertices of H. We also have that g(y, x, x, . . . , x) = g(x, y, x, . . . , x) = g(x, x, y, . . . , x) = · · · = g(x, x, x, . . . , y) = a (say).
Note that g is defined on l-tuples. When applying h to the kl-tuples shown above, the result is one of the following
depending on which block of length l y finds itself. Since f is a weak near unanimity function, these are all equal. This shows that h is also weakly nearly unanimous.
Proof. Take g = f in the proof of Lemma 2.1.
Polynomial Problems With WNUFs
In this section we show that a number of polynomial problems that were treated by Gutjahr, Woeginger and Welzl [10] have conservative WNUFs. A WNUF f :
By a result of Bulatov [7] if H admits a conservative WNUF, then the list homomorphism problem to H is polynomial-time solvable. For a fixed digraph H, the list homomorphism problem to H asks whether an input digraph D equipped with
. It is known that the list version of the problems treated by Gutjahr, Woeginger and Welzl are polynomial-time solvable; see [20] for instance. Our results in this section together with Bulatov's result from [7] provide a different proof of this fact.
The X-enumeration and WNUFs
Recall that an enumeration {h 1 , h 2 , . . . , h n } of the vertices of a digraph H is called an X-enumeration if the following property holds: if h i h j and h k h l are arcs of H, then min{h i , h k } min{h j , h l } is also an arc of H, where the minimum is taken with respect to the X-enumeration. Theorem 3.1 (Gutjahr, Woeginger and Welzl [10] ). Let H be a digraph such that H admits an X-enumeration. Then the H-colouring problem is solvable in polynomial time.
where the minimum is with respect to the X-enumeration. Its easy to see that f is idempotent and weakly nearly unanimous. We show that f is a homomorphism. Consider the arc (x 1 , x 2 , . . . , x k )(y 1 , y 2 , . . . , y k ) in H k . Let's say that min{x 1 , x 2 , . . . , x k } = x i and min{y 1 , y 2 , . . . , y k } = y j with i, j ∈ {1, 2, . . . , k}. Then x i y i and x j y j are arcs in H. By the X-enumeration, min{x i , x j } min{y i , y j } = x i y j is an arc of H. Therefore f is a homomorphism.
It turns out that an X-enumeration is equivalent to having a particular kind of WNUF.
Theorem 3.3.
A digraph H has an X-enumeration if and only if there exists an ordering of, say V (H) = {h 1 , h 2 , . . . , h n }, and a conservative WNUF 2 , f :
Proof. By Theorem 3.2, if H has an X-enumeration, then H has the appropriate WNUF 2 .
Conversely let {h 1 , h 2 , . . . , h n } be an ordering of V (H) and f :
arc of H. This shows that the ordering above is an X-enumeration.
Note that the arity of two above can be replaced by any arity k ≥ 2.
The C k -extended X property and WNUFs
It is well known that directed cycles define polynomial problems [22] . We start this section by showing that directed cycles have NUFs.
Theorem 3.4. Let C k be a directed cycle of length k. Then C k has a conservative NUF t , t ≥ 3.
Proof. Each vertex of C k has a unique in-neighbour and a unique out-neighbour. Therefore, if (x 1 , x 2 , . . . , x t ) ∈ C t k , then (x 1 , x 2 , . . . , x t ) has a unique in-neighbour and unique out-neighbour as in C t k as well. Define a conservative NUF t f : C t k → C k as follows: if (x 1 , x 2 , . . . , x t ) is unanimous or nearly unanimous, then map the 3-tuple accordingly; If (x 1 , x 2 , . . . , x t ) is not unanimous nor nearly unanimous, let f (x 1 , x 2 , . . . , x t ) = x 1 . Let (x 1 , x 2 , . . . , x t )(y 1 , y 2 , . . . , y t ) be an arc in C t k . Due to the uniqueness of in and out neighbours in C t k , the degree of unanimity (or lack thereof) in (x 1 , x 2 , . . . , x t ) is reflected in (y 1 , y 2 , . . . , y t ). Thus f preserves all arcs.
An extension of the X-enumeration was also discussed by Gutjahr, Woeginger and Welzl [10] . A digraph H is said to have the C k -extended X property if the following holds.
(i) There exists a homomorphism f :
Therefore for each arc xy of H there exists a unique integer i ∈ {0, 1, . . . , k − 1} such that x ∈ V i and y ∈ V i+1 , where the subscripts are handled modulo k.
(ii) There is an enumeration of the vertices of H such that the restriction of this enumeration to each subgraph of H induced by Theorem 3.6. Let H be a digraph that has the C k -extended X property. Then H has a conservative WNUF t , t ≥ 3.
Proof. By the definition of the C k -extended X property, H has a homomorphism to C k . Denote this homomorphism by f :
t , apply f coordinate-wise to the t-tuple to produce (f (x 1 ), f (x 2 ), . . . , f (x t )). Now apply g to this new t-tuple, the result will be f (x i ), i ∈ {1, 2, . . . , t} since g is conservative. Next, form the intersection f −1 (f (x i )) ∩ {x 1 , x 2 , . . . , x t }, this intersection is non-empty since it contains at least x i . Finally take the minimum with respect to the X-enumeration of this set. This is well defined since the C k -extended X-enumeration is defined over arcs of C k and in particular there is a minimum on each set of the form f −1 (u), where u ∈ V (C k ). The mapping therefore is
It's not too difficult to see that h is idempotent, weakly nearly-unanimous and conservative. What remains to be shown is that h is a homomorphism.
Let (x 1 , x 2 , . . . , x t )(y 1 , y 2 , . . . , y t ) be an arc of H t . Therefore
Since g is a homomorphism, ab is an arc of C k and, by the extended X-enumeration, there is an X-enumeration on the subgraph of
. . , y t }} = y j (say), where i, j ∈ {1, 2, . . . , j}. Consider the arcs x i y i and x j y j in H. By the homomorphism f :
Therefore there is an X-enumeration on x i , y i , x j , y j and so min{x i , x j } min{y i , y j } = x i y j is an arc in H. Note that min{x i , x j } = x i since both x i and x j are in f −1 (a); the same applies to y i and y j .
Of course Theorem 3.2 is really a corollary of Theorem 3.6 since we may take C k to be a loop in the case of Theorem 3.2.
The graft extension and WNUFs
Our next result deals with the X-graft extension.
Suppose that h 1 , h 2 , . . . , h n is an X-enumeration of the vertices of a digraph H 1 , where there is a loop at h n but not at any other vertex. Let H 2 be another digraph. Form a new digraph H by replacing h n by H 2 and, whenever h i h n (respectively h n h i ) is an arc of H 1 (with i < n), add arcs joining h i to (respectively from) all vertices of
Theorem 3.7 (Gutjahr, Woeginger and Welzl [10] ). Let H=X-graft(H 1 ,H 2 ) such that HOM H 2 is polynomial. Then HOM H is polynomial.
We will show that if H=X-graft(H 1 ,H 2 ), where H 2 has a (conservative) WNUF, then H has a (conservative) WNUF. In fact, we will prove a slightly stronger result that does not depend directly on the existence of an X-enumeration for H 1 . Instead, we will replace this by a condition on a WNUF k from H k 1 to H 1 . Theorem 3.8. Let H 1 be a digraph with exactly one loop, say at the vertex v. Furthermore let f 1 : 
Note that in the third case above there is at least one x i ∈ H 1 − {v} and at least one x j ∈ H 2 . This means that (y 1 , y 2 , . . . , y k ) is never equal to (v, v, . . . , v). Furthermore, by the assumption on the inverse image of v, h never maps to v.
We show that h is a homomorphism.
There are nine possibilities to consider because of the three cases present in the definition of h that apply to each k-tuple vertex in the pair forming the arc (throughout keep in mind that vv is a loop in H 1 ).
(i) If both ends are in H k 1 or in H k 2 , h preserves the arc since the same homomorphism is applied to both (f 1 or f 2 ).
(ii) If one end (either one) is in H k 1 and the other is such that it contains a vertex from H 1 − {v} and a vertex from H 2 , then h preserves the arc. The reason for this is that ultimately (after certain vertices have been replaced by vs) we apply the same homomorphism to the k-tuples (namely f 1 ).
(iii) If both k-tuples have a vertex in H 1 − {v} and a vertex in H 2 , then again after the necessary vertices have been replaced by vs we map them under them same homomorphism (f 1 ), so h preserves the arc.
(iv) Consider now the case where each a i ∈ H 1 − {v} and each
By the definition of H the arc is preserved. The reverse situation, each a i ∈ H 2 and each b j ∈ H 1 − {v} is handled in a similar way.
(v) Finally, consider the case where each a i ∈ H 2 , some b s ∈ H 1 − {v} and some
. Therefore h preserves the arc. The reverse, some a s ∈ H 1 − {v}, some a t ∈ H 2 and each b i ∈ H 2 is handled in a similar way.
The mapping h is idempotent since these are covered by the first two cases in the definition of h. Near unanimity follows easily when x 1 , x 2 , . . . , x k are all in H 1 − {v} or when they are all in H 2 (cases one and two in the definition of h, respectively). The other two nearly unanimous cases involve two distinct vertices, say a ∈ H 1 − {v} and b ∈ H 2 (so that we are dealing with case three in the definition of h). There is either exactly one a and k − 1 bs or k − 1 as and exactly one b among {x 1 , x 2 , . . . , x k }. In either case the corresponding tuple of ys that is formed is nearly unanimous so that when f 1 is applied to it, the result is always the same. Therefore h is nearly unanimous.
This shows that h is indeed a WNUF k .
Corollary 3.9. Let H 1 be a digraph with an X-enumeration {h 1 , h 2 , . . . , h n } together with a loop at h n . If H 2 has a (conservative) WNUF k , then H=graft(
Proof. By Theorem 3.2, H 1 has a conservative WNUF k , say f 1 , such that f
. . , h n )}. Therefore by Theorem 3.8, if H 2 has a (conservative) WNUF k , then H has a (conservative) WNUF k .
Adding a source or a sink vertex to a digraph G is a special case of the graft extension (where H 1 is an arc). We therefore have the following corollary.
Corollary 3.10. Let G be a digraph that has a (conservative) WNUF k . Then the digraph formed by adding a source or a sink vertex to G also has a (conservative) WNUF k .
Varieties and WNUFs
We close this section by pointing out that the collection of digraphs that define polynomial-time problems, forms a variety. That is, it is closed under retractions and products. On the other hand the collection of digraphs that admit a WNUF k also forms a variety. [12] One of the major successes of the algebraic approach to the constraint satisfaction problem was the proof by Barto, Kozik, and Niven [3] of a conjecture of Bang-Jensen and Hell [1] .
Some Non-existence Results for WNUFs
Theorem 4.1 (Barto, Kozik and Niven [3] ). Let H be a digraph without sources or sinks. If each component of the core of H is a cycle, then H-colouring is polynomially decidable. Otherwise H-colouring is NP-complete.
They proved this by establishing the following result. In this section we exhibit a number of digraphs that do not possess a WNUF k of any arity k > 1. This immediately implies that the corresponding H-colouring problem is NP-complete. Some of our results follow from the result by Barto Kozik and Niven (for instance Corollary 4.10 (i)). In order to keep the paper self-contained, we decided to retain the proofs of these results.
All digraphs in this section are loopless. We start with the following easy observation. Proof. Let xy be a 2-cycle in D and f : (i) There is a homomorphism f : P 2 → D, where P 2 is a directed path of length two: V (P 2 ) = {a, b, c} and E(P 2 ) = {ab, bc}. As a convenience we will write f (a) = 0, f (b) = 1 and f (c) = 2. k for some integer k ≥ 2:
Both cycles have 2k + 1 vertices and net-length one. Furthermore note that the vertices on the cycles are of the form
where each x j ∈ {0, 1, 2}. 
is a WNUF k and derive a contradiction. Throughout this proof let x i ∈ {0, 1, 2} (defined above).
Since f (ttt . . . t) = t and (ttt . . . t) is adjacent to ( The vertex (x 1 x 2 x 3 . . . x i tx i+1 . . . x k−2 x k−1 x k ) is an in-neighbour of the vertices (bbb . . . b1b . . . bbb) and (bbb . . . b2b . . . bbb), and so f (x 1 x 2 x 3 . . . x i tx i+1 . . . x k−2 x k−1 x k ) is a common in-neighbour of vertices 1 and 2. Therefore
It is also the case that (x 1 x 2 x 3 . . . Again if either one of (ttt . . . t0t . . . ttt) or (ttt . . . t2t . . . ttt) is mapped to t, then (x 1 x 2 x 3 . . . x i bx i+1 . . . x k−2 x k−1 x k ) must be mapped into V (D). This would force the second oriented cycle, (2), shown above to be mapped into V (D) which is not possible. Therefore, f (ttt . . . t0t . . . ttt) = 0 and f (ttt . . . t1t . . . ttt) = 1.
The vertex (x 1 x 2 x 3 . . . x i bx i+1 . . . x k−2 x k−1 x k ) is an out-neighbour of the vertices (ttt . . . t0t . . . ttt) and (ttt . . . t1t . . . ttt), and so f (x 1 x 2 x 3 . . . x i bx i+1 . . . x k−2 x k−1 x k ) is a common out-neighbour of vertices 0 and 1. Therefore
We now observe that the vertex (t00 . . . 0) is adjacent to the vertex (1b1 . . . 1). Also f (t00 . . . 0) = t and f (1b1 . . . 1) = b, but t and b are not adjacent or the adjacency is from b to t. Therefore f is not a homomorphism. The following Corollary was actually the starting point for many of the WNUF results in this paper. The cycle has 2k + 1 vertices and net-length one.
Proof. We assume that f : All of the above now implies that the oriented cycle, (3), maps to D 1 which is not possible.
Corollary 4.10. Let C k be a directed cycle of length k and P l be a directed path of length l. The following digraphs do not have a WNUF k for any k ≥ 2.
(iii) (P l 1 ⇀ P l 2 ) as long as l 1 ≥ 3 and l 2 ≥ 2,
It is worth noting that more arcs may be added between the digraphs D 1 and D 2 above. The list of arcs between D 1 and D 2 , given above, represents a minimum that is needed to prove the non-existence of a WNUF.
As pointed out earlier Corollary 4.10 (i) follows from Barto, Kozik and Niven's result: The digraph (C k 1 ⇀ C k 2 ) is a core and so does not retract to a cycle, by Theorem 4.2 (C k 1 ⇀ C k 2 ) does not admit a WNUF.
Indicators and Sub-indicators
In this section we develop the WNUF analogs to the indicator construction and the vertex (and arc) sub-indicator constructions of Hell and Nešetřil [11, 12] .
These results have a very interesting implication. Suppose that HOM H is shown to be NP-complete for a family of digraphs H. If the proof of this follows from direct NP-completeness reductions for the bases cases B 1 , B 2 , . . . , B t and by treating the remaining cases through a combination of the indicator and vertex (arc) subindicators, then there exists a proof that the family of digraphs H do not admit a WNUF k for any k > 1, provided that one can show the base cases B 1 , B 2 , . . . , B t do not admit a WNUF k for any k > 1. In fact, the two proofs will look exactly the same once the bases cases have been dealt with. The reason for this is the correspondence between the constructions in both cases: "NP-complete" can be replaced by "no WNUF." Lemmas 5.1 and 5.2 below also follow from the algebraic approach to the constraint satisfaction problem. See [6] for a general reference on the algebraic approach. Lemma 5.1 works for any pp-definable relation. For more on pp-definable relations and their connection to the constraint satisfaction problem see [5] , [8] , [9] and [15] . Lemma 5.3 does not seem to be mentioned in the algebraic study of the constraint satisfaction problem.
Indicator Construction
Let I be a fixed digraph with two specified vertices i and j. The indicator construction (with respect to the indicator I, i, j) transforms a digraph H into the digraph H * defined as follows. V (H * ) = V (H) and arcs xy if there exists a homomorphism f : I → H such that f (i) = x and f (j) = y.
Lemma 5.1. If H * does not admit a WNUF k of any arity k > 1, then H does not admit a WNUF of any arity greater than one. Proof. Let I, H and H * be defined as above. We will assume that H has a WNUF and derive a contradiction.
Assume that f : H k → H is a WNUF k . Since H and H * have the same vertex set, f is also a mapping of the vertices of (H * ) k to the vertices of H * . In fact, we will show that f is also a WNUF k of H * . To do this all we have to show is that f is a homomorphism from (H * ) k to H * since all other WNUF properties are inherited from f :
Vertex Sub-indicator
Let J be a digraph with distinguished vertices u and j. The sub-indicator construction with respect to J, u, and j transforms a digraph H with a distinguished vertex v into the induced subgraph H + of H defined as follows:
Lemma 5.2. Let H be a digraph. If H + does not have a WNUF k for k > 1, then H does not have a WNUF of arity greater than one.
Proof. The proof is by contradiction. Assume that g : H k → H is a WNUF k and that H + does not have a WNUF. We show that g|
. . , f k (w)) for each w ∈ V (J). Then it is easy to see that h is a homomorphism J → H ′ . That is, H ′ contains a homomorphic image of J.
Arc Sub-indicator
Let J be a fixed digraph with a distinguished arc jj ′ and with a distinguished vertex u. The arc-subindicator construction transforms a given digraph H with a distinguished vertex v into its subgraph H − induced by the images of the arc jj ′ under homomorphisms f : J → H, where f (u) = v.
Lemma 5.3. If H
− does not admit a WNUF k of arity k > 1, then H does not admit a WNUF of any arity greater than one.
Proof. Let H, H
− and J be given as above. We assume that H has a WNUF, and then show that this implies that H − also has a WNUF k -a contradiction. Assume that f : H k → H is a WNUF k . We will show that the restriction of f to (H − ) (suitably modified) defines a WNUF k on (H − ). The first concern is that some vertices of (H − ) k may be isolated. Choose a vertex of H − , say z, and use z as the image of all isolated k-tuples in (H − ) k . This partial mapping is a homomorphism from (H − ) k to H − (since no arcs are involved yet). If an isolated tuple is nearly unanimous, any tuple formed by rearranging its individual vertices will also be isolated, and so they will all be mapped in the same way (to z). No unanimous tuple (x, x, . . . , x) in (H − ) k is isolated since no x in (H − ) is an isolated vertex (by the definition of H − ). We now extend the partial homomorphism to all of (
is not isolated we assume without loss of generality that there is another k-tuple (y 1 , y 2 
We only have to show that f | (H − ) k actually maps into H − , the other WNUF properties are inherited from f .
The following three sections are illustrations of the correspondence between NPcompleteness proofs and no WNUF proofs alluded to at the start of Section 5. All of the results here are derived without assuming P = NP.
Undirected Graphs and WNUFs
Let H be an undirected graph that is also a core. In this section we will show that if H is a bipartite graph, then H admits a NUF 3 , and that if H is non-bipartite, then H does not admit a WNUF k of any arity k ≥ 2. This is exactly the dichotomy of Hell and Nešetřil [11] : if H is bipartite, the H-colouring is polynomial time solvable, otherwise it is NP-complete.
Proposition 6.1. If H is a bipartite graph that is also a core, then G admits a NUF 3 .
Proof. Since H is a core, H = K 2 . Define f : H 3 → H by letting f (x 1 , x 2 , x 3 ) be equal to its majority value (which is well defined since |V (H)| = 2).
The base case for the NP-completeness results in [11] is K 3 . To handle this base case we appeal to the following result of Brewster, Feder, Hell, Huang, and MacGillivray [4] . This result can also be seen to follow from the later result by Barto, Kozik and Niven [3] mentioned earlier (Theorem 4.2). Theorem 6.2 (Brewster, Feder, Hell, Huang, and MacGillivray [4] ). Let H be an irreflexive graph. If H is not bipartite, then H does not admit a NUF k for any k ≥ 3.
The results below (Lemma 6.3, Corollary 6.4 and Theorem 6.5) also follow from the result of Barto, Kozik and Niven [3] (Theorem 4.2). We decided to keep our approach since it provides an interesting link with the work of Brewster, Feder, Hell, Huang, and MacGillivray [4] cited above. Therefore f is in fact a NUF k .
Corollary 6.4. K 3 does not admit a WNUF k for any k ≥ 2.
Proof. Firstly, K 3 does not admit a WNUF 2 by Lemma 4.3 (each edge is a 2-cycle).
Secondly, the lemma above shows that K 3 can only admit a NUF k (k ≥ 3) which is not possible by Theorem 6.2.
Theorem 6.5. If H is a non-bipartite graph that is also a core, then H does not admit a WNUF k for any k ≥ 2.
Proof. Follow the proof from [11] .
Semi-complete Digraphs and WNUFs
The goal of this section is to prove that WNUFs follow the dichotomy laid out for semi-complete digraphs by Bang-Jensen, Hell and MacGillivray in [2] exactly. A semicomplete digraph D has the property that if u, v ∈ V (D), then either uv is an arc of D, vu is an arc of D or both uv and vu are arcs of D. Recall that the dichotomy says that semi-complete digraphs with at most one cycle define a polynomial problem, while semi-complete digraphs with at least two cycles define an NP-complete problem. We will show that semi-complete digraphs with at most one cycle all have a conservative WNUF 3 . No semi-complete digraph with at least two cycles admits a WNUF k , k > 1.
Acyclic Semi-complete Digraphs and WNUFs
An acyclic semi-complete digraph is a transitive tournament. Since transitive tournaments have an X-enumeration (the acyclic order of its vertices {v 1 , v 2 , . . . , v n } where v i is adjacent to v j if and only if i < j) it has a conservative WNUF 3 by Theorem 3.2.
Unicyclic Semi-complete Digraphs and WNUFs
We start by showing that most unicyclic semi-complete digraphs do not have a NUF k for any k ≥ 3 even although the corresponding homomorphism problem is polynomial time solvable. On the other hand they all have a conservative WNUF 3 . This is further evidence that WNUFs are "the right way to go." Let T be a unicyclic semi-complete digraph. Then the cycle in T has length two or three. It is well known that T may be constructed by starting with a 2-cycle or a 3-cycle and then adding sources/sinks recursively. Theorem 7.1. Let T be a unicyclic semi-complete digraph in which there are at least two vertices that dominate the cycle or in which there are at least two vertices dominated by the cycle. Then T does not have a NUF k for any k ≥ 3.
Proof. We only prove the result for a T with a 3-cycle. The corresponding result for a 2-cycle can be found by taking 0 = 2 in what follows below. Furthermore, we only consider the case where there are at least two vertices dominating the cycle. The other case is the converse of this.
Label the vertices on the cycle with {0, 1, 2}. If there are vertices dominating the cycle, let t and t ′ be the first two source vertices that were added in forming T . Therefore they both dominate the cycle, t ′ is adjacent to t and there are no other vertices "between" t and t ′ and the cycle. Assume that f :
Then f (ttt . . . t) = t and f (ttt . . . tt ′ t . . . t) = t. Furthermore (ttt . . . t) is adjacent to (x 1 x 2 x 3 . . . x k ) where x j ∈ {0, 1, 2}. Therefore f (x 1 x 2 x 3 . . . x k ) ∈ N + (t). If there are no vertices dominated by the cycle, this would imply that f (x 1 x 2 x 3 . . . x k ) ∈ {0, 1, 2}. If, on the other hand, there is a vertex dominated by the cycle, let b be the first sink vertex that was added in forming T . Then f (bbb . . . b) = b and (x 1 x 2 x 3 . . . x k ) is adjacent to (bbb . . . b). Therefore f (x 1 x 2 x 3 . . . x k ) has to be an out-neighbour of t and an in-neighbour of b implying that again f (x 1 x 2 x 3 . . . x k ) ∈ {0, 1, 2}.
In the same way, it may be shown that f (
The above implies that the oriented cycle in equation (1), which also exists in T k , maps to the 3-cycle in T . This is not possible since the oriented cycle has net-length one.
Corollary 7.2. Let T be a unicyclic semi-complete digraph. Then T has a conservative WNUF 3 .
Proof. As before we only deal with the case where T contains a 3-cycle. An easy modification of what follows yields the result when T contains a 2-cycle.
Let T be a unicyclic semi-complete digraph on n vertices in which its unique 3-cycle is being dominated by all other vertices in T . Then there exists a transitive tournament, H 1 , on n − 2 vertices and a directed 3-cycle, H 2 , such that T =graft(H 1 ,H 2 ). Therefore T has a conservative WNUF 3 , say f , by Corollary 3.9.
If T ′ is a unicyclic semi-complete digraph in which its unique 3-cycle is dominating all other vertices in T ′ , then T ′ is the converse of T above. In this case f from above is a conservative WNUF 3 for T ′ . Lastly, let T ′′ be a unicyclic semi-complete digraph in which its 3-cycle is dominating and is dominated by other vertices in T ′′ . Let A ⊆ V (T ′′ ) be the vertices dominating the 3-cycle, B ⊆ V (T ′′ ) be the vertices dominated by the 3-cycle and C the vertices on the 3-cycle. Then T ′′ =graft(G 1 ,G 2 ) where G 1 is a transitive tournament on |A| + 1 vertices and G 2 is equal to the subgraph of T ′′ induced by the vertices in B ∪ C. G 1 has an X-enumeration and G 2 has conservative WNUF 3 (it resembles the T ′ s from above). Corollary 3.9 now implies that T ′′ has a conservative WNUF 3 .
Semi-complete Digraphs With At Least Two Cycles and WNUFs
In this section we show that no semi-complete digraph with at least two cycles has a WNUF k for any k ≥ 2. The base cases from [2] are shown in Figure 4 . Note that T 5 is covered by Corollary 4.6 and that T 6 is covered by Corollary 4.10. Next, we show that the strong tournament on four vertices, T 4 , has no WNUF of any arity k ≥ 2. 
Since f is a WNUF, any tuple with k − 1 2s and exactly one 4 has to map to 2. In particular f (22 . . . 24 2 . . . Proof. Label the vertices of the semi-complete digraph as shown in Figure 4 . We use exactly the same argument as in the proof of Lemma 7.3 with a few added observations.
There are still only two 3-cycles in T ′ 4 : 134 and 234. The difference is that both 3-cycles now have consecutive vertices with a common out-neighbour. In the case of 134, vertices 1 and 4 have vertex 2 as an out-neighbour, and in the case if 234, vertices 2 and 4 have vertex 1 as an out-neighbour. This would imply that the family G t defined in the proof of Lemma 7.3 can map in one of two ways. We note that the vertices (22 . . . 242 . . . 2) and (22 . . . 224 . . . 4) (in G t ) are both adjacent to (11 . . . 11) (which has to map to 1 under any WNUF). This forces the family G t to map exactly as it did the proof of Lemma 7.3.
This walk has net-length n − 1 and by the observations above it is forced to map to the n-cycle 123 · · · n in W -a contradiction.
Therefore W does not admit a WNUF k for any k ≥ 2.
We now summarize our results in the following theorem.
Theorem 7.6. Let T be a semi-complete digraph. If T contains at most one directed cycle, then T admits a conservative WNUF 3 . Otherwise T does not admit a WNUF k of any arity k ≥ 2.
Proof. The case where T contains at most one directed cycle is dealt with in Sections 7.1 and 7.2. When T contains at least two directed cycles, we follow the proof from [2] .
Vertex Transitive Digraphs and WNUFs
A digraph D is vertex transitive if for every pair of vertices u and v of D, there exists an automorphism f : V (D) → V (D) such that f (u) = v. In [19] MacGillivray proved the following theorem.
Theorem 8.1. Let H be a vertex transitive digraph that is also a core.
(i) If H = C k , H-colouring is polynomial.
(ii) Otherwise, H-colouring is NP-complete.
The base cases here are undirected non-bipartite graphs, these are taken care of in section 6. We now have the following result. Theorem 8.2. Let H be a vertex transitive digraph that is also a core.
(i) If H = C k , then H admits a conservative NUF 3 .
(ii) Otherwise, H does not admit a WNUF.
Proof. If H = C k , use Theorem 3.4. For the remaining case follow the proof from [19] .
