The greatest advances of climatology are destined to lie in the border field of biology provided cooperative research becomes the trend in attacking future problems.
Relationships between the environment and population dynamics in ecology have a long history of polarized debates usually involving two alternative and opposite explanations that exclude each other. One of the best known examples is found in the early question of what regulates populations and the role of extrinsic vs. intrinsic factors, opposing the importance of the environment (or density-independent factors) to that of feedbacks within the nonlinear dynamics of the population itself (or density-dependent factors). Since then, population ecology has recognized the importance of the interplay between external environmental forcing and intrinsic nonlinearities in determining population dynamics. With some delay, the same polarization appeared, and is still present, in debates on the role of climate in the dynamics of infectious diseases at different temporal scales, from interannual fluctuations to longer trends. Although opposite views serve to organize our thinking and the testing of hypotheses, taken to extremes such polarization is unproductive, and delays understanding. From this perspective, review is a welcome addition to the existing literature on the importance of considering climate in the context of other aspects of change (e.g., Lindblade et al. 2000 , Chaves et al. 2008 . However, Lafferty's description of the state of the science as a ''crisis discipline, reminiscent of the early phases of conservation biology'' is already outdated, applying for example to the earlier scenarios for the global resurgence of malaria. An earlier reaction to such a ''crisis discipline'' has contributed to a polarization of the field and it would be unfortunate if conclusions in this review, on the lack of a net effect of climate change on the geographic range of infectious diseases at large spatial scales, were mistakenly taken as further support for the view that climate does not matter.
Lafferty argues that climate driven range shifts are more likely than range expansions (with no net positive change) in vector-transmitted diseases such as malaria. We focus first on this point to emphasize that range shifts will matter and should be better understood, regardless of net effects at the large scales of continents or the globe. Importantly, assessments of net effects at too large a spatial scale miss fundamental considerations, as emphasized here with a focus on epidemic malaria in tropical regions. Furthermore, assessments based on current indices of climate suitability are problematic given the limitations of the current indices themselves. Similarly problematic are extrapolations from the history of malaria in Europe to epidemic regions that are climate sensitive.
At shorter temporal scales, the relevance of climate has been addressed with seasonal and interannual patterns. Whether and how climate variability drives seasonality and cycles of longer period is important for the mechanisms by which infectious diseases will respond to climate change, for example in the length and timing of the seasons and in the amplitude of phenomena such as the El Nin˜o Southern Oscillation (ENSO). The second part of our commentary concerns Lafferty's review of interannual climate effects. We argue that the conclusions of the re-analysis of historical yellow fever and ENSO in the US do not extrapolate to yellow fever in general, and that more recent results on epidemic malaria in African highlands support a role of climate variability. With the case study of cholera on the evidence for a role of ENSO, we illustrate current approaches that consider climate drivers in the context of nonlinear disease dynamics.
The challenge of considering climate in the context of other aspects of change goes beyond socioeconomic factors and includes pathogen evolution. Importantly, however, this is not an argument against the importance of climate itself, as we illustrate with the open question of the possible synergy of climate and drug resistance.
CLIMATE CHANGE AND RANGE SHIFTS VS. EXPANSIONS
On a global scale, malaria loses its grip where population densities are low, and vector dynamics and Manuscript received 17 April 2008; revised 22 July 2008;  accepted 13 August 2008. Corresponding Editor: K. Wilson. For reprints of this Forum, see footnote 1, p. 901. 3 E-mail: pascual@umich.edu pathogen development are climatologically restricted. In low-rainfall tropical regions, vector survival beyond the parasite's incubation time is critically reduced with low humidity and high temperatures and restricted breeding sites (Molineaux 1988) . The most dramatic reduction of the distribution of malaria followed development, treatment, and vector control in higher latitude countries in the first half of the 20th century. The climatesensitive latitudinal fringes of malaria (e.g., in Canada, Sweden, and Siberia) disappeared, to be replaced by climate-insensitive ''control-fringes.'' However, in tropical malarious countries, temperature-sensitive highland fringes remain where lower temperatures reduce the generation time and biting frequency of vectors, as well as the development of the parasite in the vector. Fig. 1 illustrates such an altitudinal gradient (Cox et al. 1999) , with malaria endemicity expressed as a function of altitude, similar to those in other East African highlands (Drakely et al. 2005) . It is obvious that both climate variability and climate change can shift these gradients and that the human cost of increased temperatures would depend on both the altitudinal population distribution within countries with highlands and the absolute number of people in the fringe areas. proposes that range shifts are more likely than range expansions as the result of global warming, and provides a picture in which gains (high altitudes) and losses (arid regions) might ultimately balance each other with no net change. If the burden of malaria from the loss in desert regions were to cancel out the gains in high altitudes, the net effect of climate change would be negligible. This hypothesis is based, however, on the assumption that territorial surfaces, and more importantly human populations at risk, are similar at both ends of the distribution. This is clearly not the case for population density. In Africa and South America, the highlands are the most populous regions, and malaria itself is likely to have played a major role in this human altitudinal distribution, through migration, fecundity, lower child mortality, and economic prosperity. The low-malarious highland plains in East Africa also support the highest population densities in the continent (Fig. 2) . Although the land surface of desert fringes may exceed that of highland fringes in Africa, Ethiopia's highland population alone more or less equals the total population of all malarious countries in Africa with desert fringes (Sub Sahara and Kalahari). Not only is the absolute number of people in African highlands considerably larger than that of dry-land areas, but the population density itself is an additional risk factor, increasing the likelihood of transmission.
The extension of agriculture in the world's dryer regions does not bode well for Lafferty's assumption that the malaria burden may ease in the warmer part of malaria's global distribution. Increasing population densities in semiarid areas are found where damming FIG. 1 . Altitudinal gradient in population distribution and malaria endemicity in Ethiopia. The figure shows the cumulative population of Ethiopia (in millions, solid black line) for altitudes between 1500 and 2400 m (accounting for 75% of the total population of 77.1 million) and the regression line (r 2 ¼ 0.77) for spleen rates (solid gray), the classic measure of malaria endemicity in the second half of the 20th century (Cox et al. 1999) . A one-degree increase in ambient temperature (gray broken line) would shift the regression line 150 m, based on the local relation between increasing altitude and decreasing mean temperatures (157 m per 8C [Tulu 1996] ). On average, the Ethiopian highlands are inhabited by 6 million people for every 100 m in this altitude range. Using the population and malaria intensity for each altitude band, the malaria burden of temperature change can be estimated. When we conservatively restrict the estimate to half of the population (below 15 years, as adults are likely to have developed some degree of immunity), the increased intensity of transmission would amount for an extra 2.8 million children affected for a rise of 18C. The territorial extension of malaria for this change would result in 410 000 people (adults and children) contracting malaria in an area with unprepared health services and little or no immunity. Global warming occurring as a gradual process could facilitate human adaptation to higher levels of transmission. Interannual variability in temperatures superimposed to a warming trend may obscure or interact with the effects of gradual change in dynamical ways we do not yet understand and could result in risk scenarios of similar magnitude to the one described here over much shorter time scales. Ethiopia's last epidemic in 2003 (Negash et al. 2005 , Checchi et al. 2006 for which the official mortality figures have not been released, showed an explosive character in areas even above 2500 m. The estimated mortality for 2003 during the malaria season was between 45 000 and 114 000 people (United Nations 2004), a quarter of unofficial estimates. of rivers and irrigation projects are initiated (Sissoko et al. 2004 , Keiser et al. 2005 . Unfortunately, additional water sources in arid areas extend, rather than contract, the geographic range of the vector, and as a result, that of malaria, with irrigation in tropical Africa usually making transmission perennial rather than seasonal, increasing transmission in unstable regions (Sissoko et al. 2004 ). Apparently only the irrigation associated with rice cultivation in Africa's semiarid areas, can reduce the malaria burden (Gaddal et al. 1985) , providing less than optimal breeding sites and, most likely, economic prosperity. On the Indian subcontinent, the malaria epidemic belt has shifted to dryer regions with advancing irrigation. Whereas the semiarid Punjab was notorious for its malaria epidemics, particularly after irrigation in the late 19th and early 20th centuries, this pattern is now observed where irrigation permits subsistence in the more arid areas of Gujarat and Rajasthan bordering the Thar desert (Bouma and van der Kaay 1995, 1996) . In these desert areas, the urban vector Anopheles stephensi appears to be the main culprit behind this changing pattern (Mathur et al. 1992) , an observation that underscores the challenges for scenarios' building, in a world where vector shifts are possible and urban and peri-urban areas will increasingly grow and interface with more rural environments. Consideration of gross domestic product (GDP) alone, particularly at large scales that average across spatial heterogeneities and inequalities, will be insufficient.
Whereas conclusions on the reduction in malaria prevalence in desert fringes is premature and at best ambiguous, shifts in highlands are less questionable given the relation between altitude and malaria in malarious highlands (Fig. 1 ). In former British India, malaria has been studied and most meticulously recorded over 100 years. Here, extensive stretches of country between 1500 and 2000 m above sea level considered malaria free during the early 1900s are now reported as malarious (McMichael and Bouma 2000) . The dramatic increase of Plasmodium falciparum in Pakistan's northern region in the 1980s has been associated with rising temperatures, far in excess of the mean annual temperature, during critical months . Spatial ''suitability'' indices for malaria have been used to show that malariogenic conditions have not improved since 1901 ). This attempt to define malaria's climate envelope is loosely defined and was originally devised to identify possible malaria transmission on a large spatial scale (Garnham 1948) . This suitability index does little justice to the local vector bionomics, particularly in highland regions. In these regions, where strikingly low numbers of vectors are able to maintain malaria transmission, the seasonality of different vectors and the importance of specific windows in time when weather determines vector densities have been overlooked (Bouma 2003 ). Fig. 3 shows that for Madagascar there is no clear relationship between this index and the size of epidemics in different years, even though temperature itself in critical months is a good predictor of the interannual variability of the disease (Bouma 2003) . Examination of similar limitations in other indices would be of interest. Fig. 3 illustrates the challenges of creating scenarios for vector-transmitted diseases at global scales. The temporal population dynamics of the disease, particularly the epidemic dynamics for ''unstable'' malaria, are not explicitly considered (and couldn't be reliably modeled and parameterized for such large extents); instead, static indices derived from complex mathematical models and/or statistical relationships pertaining to the vector and/or pathogen in relation to environmental variables, are used to map risk spatially. The question of how to take into account dynamical aspects of the response to variable environments in these indices, especially given the known nonlinearities in critical parameters of vector and pathogen as a function of temperature, is a fundamental one. We need efforts that combine risk maps and more detailed studies of local long-term dynamics of the disease in climate-sensitive regions. Better and more empirical data on the effects of temperature, rainfall, and humidity on the life history of vectors are urgently needed.
Interpretation of the results in maps for future scenarios does also defy simple categorization. The predictions of Tanser et al. (2003) are cited in Lafferty (2008) as an example of little change in latitudinal ranges. However, other aspects of change appear FIG. 2. Total population (millions of people) and population density (number of people/km 2 ) in Africa's malarious desert fringe countries compared to those in the highland fringe of Ethiopia. In these transition regions, the population abundance of the vector and the development of the pathogen are limited by temperature and/or rainfall. It is in these climate-sensitive regions that the potential for impacts of climate change is highest. Even if expansions into highlands were matched by retractions from deserts from the perspective of geographical areas, it is clear that the size of the populations affected will vary considerably.
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Ecology , Vol. 90, No. 4 FORUM significant in their projections. For example, Tanser et al. (2003) also included an overall potential increase of a 16-28% in person-months of exposure (assuming a constant population), a large proportion of which will occur in areas of existing transmission, and a 5-7% increase in altitudinal distributions in their 2100 projections. As we argued above for highland fringes, such percentages only become meaningful when referred to their human impact in terms of population size, and importantly, also susceptibility, since higher mortality and more epidemic behavior of the disease is expected in these regions where immunity is low. Calculations of net change at too large a spatial scale of aggregation will not only miss the relevant scales of human suffering, but also those relevant to control measures and economic costs of intervention.
INTERANNUAL VARIABILITY IN CLIMATE AND INFECTIOUS DISEASES
Cycles of period longer than one year can result from the nonlinear dynamics of infectious diseases in the absence of any forcing by interannual climate variability such as ENSO (e.g., , Alonso et al. 2006 ). The possibility of these ''intrinsic'' cycles is one main reason why the presence alone of frequencies in disease time series that match those in climate data is not sufficient to infer a role of climate forcing . Also, disease dynamics can interact with climate FIG. 3. Suitability index and interannual variability. The highlands in Madagascar witnessed a marked rise in malaria during the 1980s (Mouchet et al. 1998) , at the same time as the rise observed in East African countries with extensive highlands. This rise followed disruptions in control efforts, and the rising trend may to some extend reflect malaria's recovery of its highland niche. However, malaria deviations (from the trend) have been explained with temperature alone (Bouma 2003 ) (panel A). Minimum temperatures in January and the preceding December show high correlations with the annual malaria burden between 1970 and 1989. Higher temperatures in these rainy months will affect the length of the transmission season and coincide with the highest densities of Anopheles gambiae (Fontenille et al. 1990 ), one of the vectors in Madagascar's highlands. ''Garnham index,'' a coarse spatial determinant of malaria (the number of months [at least two consecutive] with mean temperature over 158C, and rainfall over 152 mm [Garnham 1948 ]) has been used to show negligible changes in suitability since 1901 . However, in Madagascar's highlands, the correlation between malaria's interannual anomalies and Garnham's index is negative (À0.39). Panel B shows that the devastating epidemics in 1984 and 1987-1988 (black squares) would have occurred during the least suitable years for malaria transmission, had this index (solid line) been used for prediction. Contrary to the rising trend in minimum December-January minimum temperatures (broken lines), the trend between 1970 and 1988 of Garnham's index is negative, and not surprisingly, the correlation between both possible predictors is also negative (À0.32). The insensitivity of Garnham's index to changes in temperatures (e.g., À28C to þ28C for all months) in these highlands makes this index unsuitable to explain interannual variability (the average of Garnham's index between 1970 and 1993 for the actual temperatures at Antenarivo yields 7.4 suitable months: À28C, 7.3 months; À18C, 7.3 months; þ18C, 7.5 months; þ28C, 7.5 months). This demonstrates the dangers of using crude spatial determinants of environmental suitability to infer aspects of temporal variability, including the effects of rising temperatures on the burden of disease. 
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forcing and blur or weaken linear correlations between the two. Change in the number of immune individuals is a key mechanism behind these interactions and the generation of intrinsic disease cycles at interannual scales.
The three-year cycles of epidemic malaria in Kenyan highlands are often miscited as an example of intrinsic cycles in a vector-transmitted disease ). analyzed a monthly time series of hospitalized cases, as well as those for temperature and rainfall at a local station in Kericho, Kenya. The Fourier power spectrum of the cases shows a peak at a period of approximately three years consistent with the expectation of the natural frequency of oscillation of a Susceptible-Infected-Recovered (SIR) disease model with malaria parameters. However, this frequency was not evident in the Fourier power spectra of the concomitant environmental variables. In contrast, seasonality was pronounced in both rainfall and temperature; this makes it extremely difficult to examine the interannual variability present in these data, unless anomalies (deviations from the average seasonal cycle) are considered. Furthermore, the disease time series is highly non-stationary, with a pronounced trend and changes in the variability around this trend. A more recent analysis of the power spectrum using wavelets, a method especially well suited for nonstationary data, shows that rainfall time series for local stations do exhibit variability at the same characteristic scales than those in the disease dynamics (Pascual et al. 2008b) . A cross-wavelet spectrum shows significant patterns of local association between rainfall and cases in the 1990s for cycles of approximately two and three years. A simple SIR time series model fitted to the data does not account for the three-year cycle, further supporting the extrinsic nature of this cycle. A longer four-year cycle in a neighboring tea estate does appear to involve disease dynamics (or the resonance of these dynamics with rainfall forcing at a lower period) but these findings remain limited by possible measurement errors in the data (Pascual et al. 2008b ). It will be of interest to revisit these results using a model better suited to epidemic malaria than a weakly modified SIR framework. Rainfall has also been associated with malaria variability in desert fringes, for example in Bostwana, where it has been the basis for the development of an effective early-warning system (Thomson et al. 2006) .
A number of quantitative approaches have been developed to disentangle the role of intrinsic and extrinsic factors in disease dynamics, by fitting mechanistic (or process-based) models to disease time series for partially observed systems (for which one has information only on the number of cases and not on the number of immune and non-immune individuals, e.g., Koelle and Pascual 2004 , Ionides et al. 2006 , King et al. 2008 . Studies of endemic cholera in Bangladesh have shown that the response of seasonal epidemics to El Nin˜o events of similar magnitude can vary across years depending on the previous history of infection and therefore variation in the number of susceptible individuals , Pascual et al. 2008a . Given these confounding interactions with disease dynamics and the high mortality of historical yellow fever, the inconclusive patterns of associations described by for ENSO and this disease in the United States are not completely surprising.
More importantly, Lafferty's analysis of ENSO and yellow fever in U.S. cities provides at most some hints of climate forcing, but cannot be used to more generally refute an effect of weather on yellow fever dynamics in the proximity of enzootic reservoirs. This is because zoonoses such as yellow fever and plague have a very narrow niche in remote areas of rainforests and mountainous regions respectively. Studying the possible sensitivity to climate of these diseases in regions remote from enzoonotic foci, such as yellow fever epidemics in U.S. cities with accidental (urban) vectors and accidental human hosts is likely to yield inconclusive results.
OTHER DRIVERS OF CHANGE
Lafferty (2009) rightly emphasizes the importance of factors other than climate, such as land use, drug resistance, and socioeconomic conditions. Statistical analyses of retrospective patterns will be particularly challenging because of the difficulty in distinguishing the effects of concomitant trends. Because the timing of a trend in the rise of P. falciparum in Africa coincides with that of the spread of chloroquine resistance and rising temperatures since the 1980s, the role of temperature has been ambiguous (Shanks et al. 2005 ). However, the increase of malaria in tropical highlands has not been limited to P. falciparum and chloroquine sensitive P. vivax has also increased in regions where both species co-occur such as in Ethiopia (Tulu 1996) and Pakistan (M. J. Bouma, unpublished observations). In the highlands of Madagascar, drug resistance was not considered a problem before the devastating malaria epidemic of 1987-1988, although the gradual buildup of cases during the 1980s was similar to that seen in the East African highlands (Loevinsohn 1994) . As shown in Fig. 3A , malaria anomalies (deviations from the trend) are significantly associated with temperature. The ratio of highland to lowland cases of malaria follows the deviations, but also the trend of malaria in the 1980s, a phenomenon incompatible with drug resistance, assuming the development of resistance is not restricted to the highlands (Bouma 2003) . Future research should investigate how to identify the importance of potentially concomitant drivers using infectious disease models; this will require data sets that include quantitative measurements of the drivers themselves, including drug resistance levels. Although trends in drug resistance and temperature are typically viewed as alternative hypotheses for malaria's exacerbation in African highlands, future efforts should consider the possibility of a synergy FORUM 910 Ecology, Vol. 90, No. 4 FORUM between these factors in the larger context of pathogen evolution under changing environmental conditions.
CONCLUSIONS
The question of whether climate change is more likely to shift distributions than to generate range expansions in infectious diseases cannot be used to assess the importance of climate change effects on infectious disease dynamics. When the size of the populations affected is taken into account, projected shifts in the spatial distribution of epidemic malaria in tropical regions are not likely to be negligible. Interannual climate variability (ENSO, rainfall) has been shown to influence the size of outbreaks in a number of infectious diseases; recent modeling developments seek to identify the role of climate in the context of disease dynamics. Dynamical consequences of climate variability superimposed on longer trends are yet to be addressed. There are many urgent challenges to improve our understanding of climate-disease couplings, as well as our capacity to build informative scenarios for a warmer future. Serious limitations are the paucity of long records for the past and empirical data on the vectors and pathogens in relation to environmental variables. Challenging questions, not surprisingly, involve problems of scale, particularly in the way we incorporate our ecological understanding of temporal and spatiotemporal disease dynamics into meaningful quantities for interpreting and mapping spatial risk. Consideration of factors other than climate, including land-use, socioeconomic factors, drug resistance, the emerging HIV epidemic, and their synergistic effects with climate are also important.
INTRODUCTION
The paper by injects careful detail and new science into the question of how climate warming will affect the prevalence and distribution of vectorborne diseases of humans. This has been an area of intense controversy, in part because of implications for human health and disease prevention strategies. Six years ago, one hypothesis about climate change and infectious diseases suggested that increased temperature and rainfall could facilitate the emergence and persistence of many infectious microorganisms, i.e., a warmer world would be a sicker world (Harvell et al. 2002) . Of all the infectious diseases, it seemed likely that human vector-borne diseases would respond most promptly to localized warming events. Specifically, in temperate climates, we might expect the range and activity of FORUM mosquitoes and the pathogens they vector, such as malaria and dengue, to increase with warmer temperatures (Martens 1999 ; but see . From a later vantage point in 2009, the evidence outlined by Lafferty considers new complexities and uses long-term data sets to re-evaluate previous predictions. Surprisingly, insect-vectored diseases resoundingly do not show a net expansion in range or increase in prevalence, based on evidence and predictions from GIS analyses and mathematical modeling studies. Lafferty (2009) lays out three explanations: (1) anthropogenic activities directly influence the distributions of vectors and infectious disease in ways unrelated to climate, (2) vectors and pathogens are limited by thermal maxima, so that temperature changes lead to shifts rather than expansions in distribution, and (3) other factors such as host acquired immunity and vector or parasite life history traits are linked to habitat suitability in addition to climate. As highlighted throughout Lafferty's paper, the complexity of malaria ecology (as well as that of other mosquito-borne infections) requires that models adequately consider the effects of climate on vector population biology, biting activity and vector-parasite interactions, each of which can have a significant impact on the final predictions (Garrett-Jones 1964, Styer et al. 2007 , Harrington et al. 2008 . Human malaria is, in fact, caused by four biologically distinct species of Plasmodium. Each species has characteristic rates of development within the human host and invertebrate vector, intricate relationships with the immune systems of both host and vector, and biological compatibility with certain species of mosquito. Not all vectors are the same, just as the course of malaria pathology is not the same in all human hosts. Additionally, the impact of factors such as partial immunity and multiple infections are difficult to estimate. Therefore, the alarming predictions of malaria returning to temperate regions should be critically assessed.
One reason why the threat of malaria returning to Europe and North America is not as dire as some would predict is because humans are the only vertebrate reservoir for infection, and large numbers of infected people would be required to sustain a malaria outbreak in England and many other countries where malaria has been eradicated. Competent mosquito vectors still thrive in England, other European countries and also in the United States, but the quality of health care and standards of living have changed tremendously in these countries since malaria was considered endemic. Indeed, the potential for positive feedback between human poverty and the threat of an expansion of vector borne diseases was highlighted by Lafferty in his review, with particular reference to the difficulty in teasing apart interactions between anthropogenic environmental changes, drug resistance, lack of health care, and vector control. Given our limited scientific knowledge, Lafferty (2009) has presented a balanced overview, demonstrat-ing little evidence for net range expansions and increases in human cases based on climate warming alone. Instead, a clearer relationship between poverty, lack of effective control strategies and malaria infections represents a more certain cause of future increases in incidence of human cases of malaria.
Lafferty's focus on vector-borne human infectious diseases provides a useful test case against which to compare our expectations for the effect of global changes on pathogens affecting wildlife populations. New questions that are raised include: do simple predictions that many infections will increase with climate warming hold up where pathogens and vectors are not controlled by humans? What happens when both host and pathogen are sensitive to temperature changes? If climate-disease relationships are not observed for some pathogens, why and when is the modulating effect of climatic variables on the interaction between hosts and infectious diseases lost? In this perspective we detail a few examples of wildlife-pathogen interactions in both marine and terrestrial animal systems that emphasize how host biology can be crucially important for climatedisease relationships. Specifically, we argue that (1) correlations between climate warming and pathogen outbreaks have contributed to dramatic declines or extinctions in several groups of ectothermic hosts, (2) animal migrations and range shifts can be affected by climate change and this can potentially increase or decrease disease transmission, and (3) host acquired immunity can alter the expected direct effect of climate on disease dynamics.
PATHOGEN EXPANSIONS AND EMERGENCE
IN ECTOTHERMIC HOSTS Interactions between climate warming and pathogen outbreaks have caused serious declines or extinctions in several groups of ectothermic hosts. In terrestrial ecosystems, entire communities of amphibians have been driven to the edge of extinction and beyond owing to chytridiomycosis outbreaks, with the timing of dieoffs linked with warmer temperatures. Amphibians on the whole are extremely threatened, with nearly half of all species declining in their range of distribution (Stuart et al. 2004 ). Infectious diseases have caused some of the most rapid and severe declines, in some cases wiping out entire communities in a matter of months (Lips et al. 2006) . A correlational analysis on the amphibian community in Costa Rica provided support for warmer years favoring the growth of the pathogenic fungus Batrachochytrium dendrobatidis at high altitudes (Pounds et al. 2006 ). Specifically, it has been suggested that climate warming shifted nighttime temperature minima towards the pathogen's growth optimum, and simultaneously prevented daytime maxima from exceeding the pathogen's thermal limits through increased cloud cover. This hypothesis helps to explain the die-offs of numerous species of harlequin frogs in Central and South America following warm years, and the spread of the pathogenic fungus into amphibian populations at mid-to-high elevations. However, the strength of this climate-disease association was recently questioned by Lips et al. (2008) ; specifically, a reanalysis of mortality data suggested that multiple introductions of B. dendrobatidis, coupled with its spatial spread along mountain ranges, better explained the timing of harlequin frog die-offs (Lips et al. 2008) . It is important to note that warmer temperatures have also been linked with the occurrence of chytrid-related disease in montane regions in Spain (Bosch et al. 2007) , and that the effects of climate, disease and other factors causing amphibian declines are not mutually exclusive and could interact in ecologically significant ways.
In the ocean, several species of California abalones have experienced major population declines caused by a combination of warming water and infectious disease. Elevated seawater temperatures have been shown to play a key role driving both transmission of the rickettsial agent and development of associated clinical disease (withering syndrome, WS) in red abalone, Haliotis rufescens, one of the five California abalones that were commercially fished prior to closure of the fishery nearly a decade ago (Moore et al. 2000 , Braid et al. 2005 , Vilchis et al. 2005 . Similarly, black abalone (H. cracherodii) has been almost extirpated from southern California by its temperature-dependent susceptibility to WFS (Altstatt et al. 1996 , Moore et al. 2000 . On the Atlantic coast, infections of oysters (Crassostrea virginica), by the protozoan parasite Perkinsus marinus represent the best documented case of a marine parasite range expansion driven by climate warming. This parasite expanded from its range in the southeast up through Maryland to a new 500 km northeastern range, coincident with winter warming in the 1990s (Cook et al. 1998 ). The 1990-1991 expansion into the northeast has continued in coincidence with the anomalously warm temperatures recorded in the last decade (Ford and Smolowitz 2007) . Epizootics of P. marinus are impressively seasonal at all locations, with prevalence peaking in late summer and dying back in winter (Ford and Smolowitz 2007) . However, careful studies highlight the potential for multiple factors to be involved in warmingassociated range expansion (Ford and Smolowitz 2007) . For example, there is evidence that the level of aggressiveness and transmission of P. marinus has increased throughout its range, and hence recent epizootics are more quickly established in new areas. This raises the now familiar question of whether the new range expansion is caused by change in temperature directly, or by evolutionary changes in properties of the host or pathogen. The evolutionary hypothesis was recently rejected by experimental studies which showed that P. marinus had not differentiated genetically in northern oyster populations that had experienced more recent increases in disease; the parsimonious conclusion is that warming winter temperatures alone have allowed the northward parasite range expansion Chintala 2006, Ford and Smalowitz 2007) .
Coral reefs represent an entire marine ecosystem that is threatened by the encroachment of temperaturesensitive disease outbreaks; indeed, coral reefs are the ecosystem the most impacted by small increases in temperature causing bleaching and mortality and facilitating disease outbreaks (Hoegh-Guldberg et al. 2007) . For example, 2005 was the warmest summer/fall season recorded for the eastern Caribbean in 100 years. At its peak in late October, the warm temperature anomaly that developed reached 14 degree-heating weeks (i.e., temperatures of 18C above the typical seasonal maximum for 14 successive weeks; Wilkinson and Souter 2008). In the Virgin Islands, the primary reef building coral species bleached during this warming event, eventually recovered its pigments, but then developed lethal white plague disease (Miller et al. 2006) . As a result, coral cover was reduced by 50% in this one event alone. Again in the Virgin Islands, a disease of the federally listed endangered coral species Acropora palmata also increased during the 2005 temperature anomaly event (Muller et al. 2008) .
In many reef areas of the Caribbean, Caribbean yellow band disease (CYBD) prevalence and virulence increased significantly from the late 1990s to the mid 2000s, and this is now the most damaging bacterial disease that affects all four coral species of the genus Montastraea, the most important reef-building species for this area (Fig. 1A; Bruckner and Bruckner 2006 , Weil et al. 2006 , Croquer and Weil 2009 , Weil and Croquer 2009 ). Disease prevalence in Montastraea populations has markedly increased over the last eight years and significantly covaried (r 2 ¼ 0.787, P 0.01) with the increase in the annual mean sea water temperature from 1999 to 2007 ( Fig. 1A) . Likewise, the within-colony dynamics of the disease (based on visual disease signs and lesion growth rates) have changed dramatically in the last eight years. In fact, the seasonal pattern of high growth rates of lesions in summer and significantly lower growth rates or complete disappearance in winter has now been replaced by a significant increase in the growth rate of the lesions throughout the year, and no sign of disease decline (Fig.  1B) . A significant positive relationship was observed between the lesion growth rate and mean water temperatures (r 2 ¼ 0.54, P 0.05), providing evidence that water temperature affects the development of CYBD on colonies of the star coral Montastraea faveolata (Fig. 1B) . Winter average water temperatures used to drop below 25.58C in the area, however, following the summer of 2002, the average winter temperatures have not dropped below 26.58C, and a steady increase in the mean winter temperatures has been recorded throughout the last nine years. Warmer winters seem to favor CYBD growth and pathogenicity, which now remain high even during the winter seasons, causing epidemic levels of disease in populations of the Montastraea species in many reefs across the Caribbean.
The mechanisms of climate sensitivity for many different coral syndromes are not fully understood ). In the few cases where a coral pathogen was cultured, experiments showed a positive relationship between temperature and pathogen growth rate . One prevailing hypothesis is that many new coral pathogens are opportunists that become more virulent (grow faster or become more infectious) at warmer temperatures. Because warmer temperatures can also directly immune compromise the hosts, this combined impact of virulent pathogens and immuno-compromised hosts could underlie many dis-ease outbreaks . Although an appealing hypothesis, in the case where immunity and environment were studied in gorgonian corals using short term laboratory experiments and data from sustained field monitoring, results showed that enzymes and cellular immunity were actually activated (and not suppressed) by both pathogen inoculation and temperature increase (Ward et al. 2006 , Mydlarz et al. 2008 ). This observation raises questions concerning whether some clades of cnidarians like gorgonians corals show more immune resilience in the face of warming than others, like scleractinian corals.
As in most ecosystems, the question remains open about which is the more important driver of changing (Ellner et al. 2007 ). The tension between a direct positive effect of temperature on host defenses, combined with the potential for temperature stress to compromise host immunity, has been often highlighted in ectothermic hosts. For example, a recent study by Raffel et al. (2006) on red-spotted newts showed that between-season (longer-term) environmental temperature was positively correlated with the numbers of circulating lymphocytes and eosinophils in the individuals. Moreover, within-season effects and responses of newts to climate variability showed that these animals could be more susceptible to infectious diseases during autumn or following fluctuations in temperature. As pointed out by Fisher (2007), these considerations are important for predicting (1) how well amphibians and other ectotherms can mount an immune response against infectious agents outside of their typical climate envelope, (2) how temperature affects different types of host defenses (which in turn respond to different types of infectious diseases), and (3) the role of climate variability, in addition to average changes in temperature, on host susceptibility. ANIMAL MOVEMENTS, HOST RANGE SHIFTS, AND INFECTIOUS DISEASES Another mechanism relevant to the emergence or outbreaks of infectious diseases is the effect of climate change on the movements of animal populations to enhance their exposure to infectious diseases. Migratory species can be particularly sensitive to climate change (Collingham and Huntley 2000, Hickling et al. 2006 ) and some migratory species have already responded to altered thermal regimes by shifting their ranges of distribution and migration routes (Parmesan and Yohe 2003, Perry et al. 2005) . In other cases, climate warming could cause a gradual break down in the migration itself by making environmental conditions in breeding grounds more favorable for the year-round survival of host populations (i.e., replacing migratory populations with year-round resident populations; Lusseau et al. 2004, Bradshaw and Holzapfel 2007) . Migrations can confer multiple benefits by allowing hosts to escape the continual build-up of pathogens in the environment (Loehle 1995 , Altizer et al. 2004 or by weeding infected animals out of the population during strenuous migratory journeys (e.g., Gylfe et al. 2000, Bradley and Altizer 2005) . Several host-parasite systems offer evidence that seasonal host migrations reduce parasite prevalence, including studies of warble flies affecting reindeer (Folstad et al. 1991 ) and nematodes affecting fall armyworm moths (Simmons and Rogers 1991) .
A case study of monarch butterflies and the protozoan parasite Ophyrocystis elektroscirrha provides support for both the role of migration in lowering parasite prevalence (Altizer et al. 2000) and the vulnerability of migration to climate warming (Oberhauser and Peterson 2003) . Globally, all monarch populations examined to date are parasitized by O. elektroscirrha; prevalence is highest in monarchs from tropical locations that breed year-round (i.e., nonmigratory populations) and lowest in the population in eastern North America that migrates the longest distances annually. Climate warming, combined with increased planting of tropical milkweed species that do not die back seasonally, has enabled the persistence of small winter breeding populations in the southeastern United States in recent years. These nonmigratory populations are likely to suffer from heavy parasite burdens and can also harbor more virulent parasite strains (i.e., strains that replicate faster and cause greater harm to hosts; De Roode et al. 2008 ). Thus, reductions in migratory tendancies among animals that breed in traditionally seasonal temperate regions could favor the transmission of infectious diseases and negatively impact wildlife populations.
Altered migration routes could also result in migratory animals encountering and transferring pathogens to previously unexposed host populations, or becoming exposed themselves to novel infectious diseases. More generally, many terrestrial species are expected to undergo range shifts to higher elevations or latitudes as a result of climate warming, a phenomenon already observed for some taxonomic groups (Hickling et al. 2006) . A largely overlooked phenomenon is the degree to which these range shifts could bring novel groups of species into contact and facilitate cross-species transmission of infectious disease (e.g., Morgan et al. 2004 , Brooker et al. 2007 ). Pathogens introduced into previously unexposed host populations can spread quickly, cause high case fatality rates and lead to stunning reductions in host abundance. For example, two major outbreaks of phocine distemper virus among harbor seals in the North Sea are thought to have been triggered by viral introduction from harp seals migrating far outside of their range Vedder 1988, Jensen et al. 2002) . Although the hypothesis is that aberrant harp seal migrations were probably caused by over-fishing rather than by climate change, future introductions of novel pathogens are likely to occur as animal movement routes and geographic ranges shift in response to climate warming.
ACQUIRED IMMUNITY AND CLIMATE-DISEASE SYNERGISMS
Host immunity can play a major role in driving large scale and long term disease emergence and persistence. For parasites with direct life cycles that are not regulated by an effective immune response, we expect climate warming to increase the force of infection (the rate at which a host gets infected), leading to an increase in the prevalence and/or intensity of infection in adult hosts. On the other hand, for parasites that are regulated by inducible and lasting host defenses, climate warming could still increase the force of infection and parasite intensity in younger hosts, but older individuals will be more efficient at clearing the infection because of a faster FORUM 916 Ecology, Vol. 90, No. 4 FORUM activation of the immune response (Cattadori et al. 2005a . Therefore, if host-parasite interactions are immune-modulated, we expect that climate changes will be less powerful in driving disease dynamics, and the direct effect of climate on hostparasite interactions will be less apparent. Climate change, immunity, and the pattern of infection of two common gastrointestinal nematodes (Graphidium strigosum and Trichostrongilus retortaeformis) have been investigated in a population of European rabbits (Oryctolagus cuniculus) in Scotland. Parasite intensity has changed in the rabbit population over 26 years, but in different ways for each of the two parasite species: T. retortaeformis showed large multi-annual variations but no long term trend, whereas G. strigosum increased more than two-fold over the same time period ). These patterns were consistent among hosts of different age classes, suggesting that changes in parasite intensity were not caused by a variation in the age structure of the host population over the years. Previous studies suggested that T. retortaeformis, but not G. strigosum, elicits a strong acquired immune response (Cattadori et al. 2005a , 2007 , 2008 , Cornell et al. 2008 . Adult rabbits are able to clear almost completely T. retortaeformis infections, whereas no obvious regulation seems to occur in G. strigosum, and parasite intensity increases exponentially with host age.
Both parasite species have a free-living stage spent on the pasture, and the warm and moist environment of the grass micro-climate has a fundamental role in the survival, development, and behavior of the parasites (Crofton 1948a , b, Anderson 2000 . Climatic data from the rabbit study showed an increase of 18C in the mean air temperature and a weak positive trend in rainfall between 1980 and 2002 I. M. Cattadori, unpublished data) . These data sets were also characterized by large multi-annual variations (coefficient of variation [CV]: 4% and 16%, respectively). An analysis of the relationship between climatic variables and parasite intensity revealed a significant and positive association between G. strigosum intensity and mean air temperature (P ¼ 0.004, Fig. 2 ) but no association with total rainfall (P ¼ 0.241). As expected, no relationships between climatic variables and T. retortaeformis were observed (P ¼ 0.860 and P ¼ 0.174, for mean air temperature and total rainfall, respectively, Fig. 2) . These findings suggest that G. strigosum, which elicits no apparent immune response in its host, has been affected by temperature warming, and this probably caused the increase in parasite intensity in the adult rabbit population over two decades. Although T. retortaeformis free living stages are exposed to similar environmental conditions, the damping effect of host immunity has probably prevented this parasite from showing clear associations with climate records.
This example of climate change influencing a hostnematode interaction is not an exception. The intensity of infection of the gastrointestinal nematode Tricho-strongylus tenuis has increased in its common host, the Red Grouse (Lagopus lagopus scoticus), over the last 30 years in England ). T. tenuis has a direct life cycle with a free living stage, parasite intensity is mainly regulated by birth-death demographic processes, and acquired immunity does not appear to play a relevant role in clearing host infections Dobson 1997, Hudson et al. 2006) . Interestingly, the long term pattern of infection of this nematode very much resembles G. strigosum, such that intensity has consistently increased over the last three decades . A detailed look at this pattern revealed that mean rainfall between April and July has slowly increased in the Red Grouse in English moorlands since 1979 and a very weak but significant positive relationship has been observed between T. tenuis intensity and April-July rainfall (P , 0.024). The Red Grouse breed mainly between April and July, and during this time of the year the parasite has the most detrimental effects on host reproduction and annual growth rate (Hudson et al. 1992 ). April to July mean rainfall also exhibited large multi-annual fluctuations since 1979 (CV: 29.5%). A large scale study on the effect of climate fluctuations and nematode transmission on spatial synchrony among Red Grouse populations 
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revealed that unexpected climatic events could cause dramatic and synchronous crashes or peaks in Red Grouse abundance. These stochastic climate anomalies were suggested to have a major effect on the transmission of T. tenuis infective stages during the host breeding period, and consequently caused large scale synchrony in the dynamics of Red Grouse populations (Cattadori et al. 2005b ).
SUMMARY AND CONCLUSIONS
In conclusion, Lafferty (2009) is a strong summary of climate change effects on mosquito-transmitted human infectious diseases. The goal of our commentary was to highlight examples from wildlife diseases that span many types of animal hosts and for which human management has not yet affected our ability to detect climate drivers. Importantly, introduced diseases are driving some amphibian and coral hosts to extinction; evidence of climate-linked disease epidemics in amphibians has been recently questioned, but for corals, the evidence linking disease prevalence and severity with warmer temperatures is stronger. We also point out that the migrations of animals are recognized as being especially sensitive to climate warming, and changes in host migratory patterns will likely have important consequences for infectious disease in ways that have not yet been fully explored. Finally, as with malaria, parasites affecting vertebrate animals can be driven by host immunity, and this can dampen the effect of climate change on disease dynamics. Some invertebrate hosts, particularly in marine ecosystems, appear to lack this buffering effect and are currently experiencing strong declines by infectious and opportunistic diseases. Collectively, examples discussed here suggest that ecologists need to consider how host biology, including movement behavior and acquired immunity, can mediate the impacts of global change on parasite/pathogen dynamics and disease severity. At present, many of these mechanisms are poorly known. Immune-mediated changes in host susceptibility and resistance as well as climate-related changes in parasite transmission may alter the interaction between wildlife hosts and their communities of parasites (Cattadori et al. 2007 ). Therefore, it is important to identify how climate changes modulate, both directly and indirectly, host-parasite interaction and disease persistence. 
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Global climate change will have a diversity of impacts on ecological systems. The paper by Lafferty ) provides a number of important insights into the ways in which climate change will modify the dynamics of infectious diseases. Here I will focus on three aspects that pick up on his theme that any simple links between climate change and rates of disease transmission will be complicated by the web of ecological interactions within which host-parasite relationships are intimately embedded (Lafferty et al. 2006 ). Much of the history of mathematical modeling of infectious diseases has focused upon systems where a single pathogen infects a single host species; this approach has provided critical insights into the dynamics of many human pathogens and vital insights into how increased efficiency can be achieved in their control May 1991, Smith et al. 2005) . These approaches now need to be extended to consider systems where transmission is dependent upon climate variability and also upon systems with multiple host species and potentially multiple pathogens (Dobson 2004 ). This will be particularly important if climate warming allows vectortransmitted pathogens to spread from the species rich tropics, into the temperate and Mediterranean countries where reduced host diversity will focus vector activity and potentially increase the proportion of bites that go to humans and domestic livestock. Ironically, the complexities of studying infectious disease dynamics in the tropics will be confounded by a diversity of other interacting variables (insecticide resistance, host species diversity, land conversion and the emergence of new pathogens such as HIV); thus I will conclude with a plea to also study host-pathogen systems in the Arctic where there are less confounding variables and a stronger signal of climate change. The lessons learned in these less diverse systems will be crucial in interpreting the more complex patterns we will certainly see in the tropics.
Global change and climate variability
A variety of different approaches have been used to examine the relationship between climate and disease; they can be broadly grouped into two different approaches: static dynamics and time-series approaches. Static approaches focus on global climate change and use expressions for R 0 (basic reproductive number), or ''entomological potential'' to examine how potential changes in climate will modify the potential range of specific human pathogens. Most interest here has focused on malaria and other vector transmitted diseases as there is a considerable body of empirical work that has quantified the temperature dependence of pathogen development in the poikilothermic insect and tick species that act as vectors. While there is naturally an emphasis on expansion of the pathogen into new areas, this will always be a relatively weak prediction of these models as it assumes the vectors and pathogen can readily disperse into areas where the climate has become favorable. In contrast, much stronger predictions can be made about the reduction in malaria incidence, and other insect-vectored pathogens, that will occur in areas that are no longer viable for transmission (Dobson and Carper 1992) . While I partly agree with Kevin Lafferty that some of the costs of potential infectious disease expansion will be balanced by pathogen extinctions in FORUM other areas, I feel it is important to note that the impact of malaria will be considerably higher as it expands into areas where people have had limited prior exposure and therefore have not acquired immunity to infection. This will be particularly important if the spread is into areas of higher population density where people have chosen to live to avoid malaria, while pathogen extinction is restricted to areas of low human-population density. Similarly, the loss of pathogens from an area is not necessarily beneficial to all parties; for example, the loss of sleeping sickness from significant areas of sub-Saharan Africa would lead to massive expansion of agriculture onto soils that may be too poor to sustain anything other than the current populations of wild artiodactyls that are resistant to trypanosomiasis (Rogers and Randolph 1988) . The loss of these wild game species could lead to a significant reduction in tourism potential and a resultant loss of foreign currency income for countries such as Tanzania, Kenya, and Botswana. Malaria and other tropical pathogens have proved disturbingly resistant to the development of vaccines that have been so powerful in the control of the directly transmitted viral infections of childhood May 1985, Grenfell and Bolker 1998) . This is primarily because immunity to malaria, cholera, and other tropical diseases is transient and may require significant rates of re-exposure for hosts to mount a level of immunity that prevents disease. The transient nature of immunity may be further complicated by the strain diversity of pathogens that requires hosts to develop immunity to each strain of the pathogen present in a region (Gupta et al. 1994) . This, in turn, is further confounded by the ability of pathogens such as malaria and the trypanosomes to sequentially change their surface structure and transiently escape recognition by the host's immune system (Frank 1999 , Turner 1999 .
Climate variability has been examined for malaria and a number of other human pathogens, most notably cholera, using time-series approaches (Pascual et al. 2000 , Rodo et al. 2002 . When these approaches have been applied they provide detailed and important insights into how climate variability modifies disease dynamics. Unfortunately, the detailed long-term time-series required to parameterize the models are only available for a limited number of pathogens and for a very limited number of geographical locations. This alone is a sad testimony to the research priorities of tropical medicine over the last 25 years; most of the molecular level mechanisms upon which we have focused limited funding and capacity building have provided almost no insights into the dynamics of tropical diseases at the population level. This has considerably handicapped attempts to control these pathogens and it could be argued that ignoring the potential risk of evolution of insecticide and drug resistance, has ultimately made the task of controlling tropical pathogens much harder.
Seasonal dynamics and immunity
Initially let us simplify the problem by considering the dynamic interaction between host immunity and transmission in a system where there is a strong interaction between climate and force of infection. This will be the central feature of any human pathogen whose range could potentially be modified by global climate change. The dynamics of pathogens with intermediate levels of immunity can be examined using the standard SEIR dynamics framework. Here, I have modified the standard model and assume that transmission rate, b t , varies with a seasonal cycle, and the magnitude of variation is sufficient to reduce transmission below outbreak levels for some part of the year (R 0 , 1), while causing out breaks at one other part of the year (R 0 . 1). The model can be described by the following set of coupled differential equations:
Here, the birth and death rates of the host are assumed at some constant rate, l (¼1/70), the duration of immunity if given by 1/r, the background rate of transmission, b 0 is modified by a sinusoidal annual cycle of magnitude, b 1 . Exposed hosts take a period of 1/1, to become infectious, they the recover after a period of time 1/d; here I assume that the exposed and infectious periods last a week.
The properties of similar models have been well described for measles where seasonal forcing due to variation in rates of school attendance have been shown to amplify the intrinsic propensity of the system to cycle (Grenfell et al. 1994 . More recent studies of measles in West Africa have shown that seasonal forcing due to climate driven variation in social behavior can create even more complex measles epidemic behavior (Ferrari et al. 2008 ). However, immunity to measles is effectively life-long, so rate of loss of immunity, r, is essentially negligible (,1/70). This is not the case for many tropical diseases, such as malaria and cholera, so let us explore the dynamics of this seasonally forced system when immunity is more transient.
The more detailed interaction between transmission and immunity observed for cholera can be generalized for a broad range of levels of host immunity. Here I explore the very general case where immunity ranges from a month to 70 years. When the immunity of recovered individuals lasts nearly as long as host life expectancy, then ''herd immunity'' develops at the population level, particularly when transmission is high, as is the case for measles. The phenomenon is termed ''herd immunity'' as a significant proportion of hosts become immune and the pathogen's rate of transmission is constrained by low numbers of susceptible hosts (Fine 1993) . In contrast, levels of herd immunity are considerably lower when duration of immunity is relatively short, or when birth rates are high. The model I have used is based on those of Grenfell et al. (1994) , it assumes a human population of around a million people, initially divided into proportions of 0.939 recovered and resistant hosts, 0.06 susceptible hosts and 0.001 infectious individuals. The simple seasonal forced SEIR model is run for 100 years; after discarding the initial ninety years of transient data, I plot a bifurcation diagram of the transient dynamics of the proportion of infected hosts at different durations of immunity. When immunity is short (,1 year) the model exhibits the annual cycles of transmission that drive it. However, when immunity is more persistent the dynamics of the model pass through a number of phase transitions that exhibit more complex multi-year cycles and then chaotic dynamics (Fig. 1) . Although numbers of infected hosts fall to low numbers in the troughs, the FIG. 1. The relationship between duration of immunity and the proportion of hosts infected for a simple seasonal SEIR epidemic model with transmission set as a simple sine function that varies annually in a way that corresponds to annual climatedriven variations in insect vector abundance, or to the volume of water in which cholera is transmitted. We have assumed constant host population size of around one million hosts and endemic infection, and that transmission is always sufficient to cause an outbreak (basic reproductive number R 0 . 1), but that the intensity of transmission varies throughout the year, with mean transmission such that R 0 ¼ 1.1, with a maximum of 2.0. The initial proportion of susceptible hosts in the simulation is 0.06 of the hosts, there are also 0.939 recovered and resistant hosts, and 0.001 infectious individuals. Panel A illustrates the relationship between duration of immunity and the proportion of infected individuals in the population from time 90 to 100 years of the simulation (transients die out after 20 years). Panel B illustrates the correlations between the climate signal and the number of infected hosts at a subsequent time interval equal to the incubation period, the solid gray dots illustrate the bootstrapped 95% confidence intervals for the correlation coefficient. In both panels, the x-axis illustrates the duration of host immunity in hosts that have recovered from infection; this varies on a time scale from less than a week to full lifetime immunity. As the duration of immunity increases, the number of infected hosts exhibits more complex cycles, and the correlation between transmission and infected hosts switches between negative and positive with each phase transition of the dynamics model.
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Ecology , Vol. 90, No. 4 FORUM size of the host population is sufficiently large to prevent extinction. This interaction between seasonal forcing and the systems intrinsic tendency to cycle makes it very hard to detect any simple relationship between the observed number of infected hosts and the seasonal signal that forces the annual variation in transmission rate. This is most easily seen by plotting the correlation between the intensity of transmission and the observed number of infected hosts (in the next time interval, one exposure period) over the last 10 years of data. A significant positive correlation between the force of infection and number of newly infected hosts only occurs at intermediate durations of immunity; instead, the correlation switches between negative (when immunity is less than ten years), to positive (as immunity is more prolonged); this transition tends to occur each time the dynamic behavior of the system passes through a major phase shift. This suggests that it will be very hard to detect a strong and unambiguous signal between observed cases and transmission rates for the broad range of pathogens that exhibit relatively short durations of immunity. The magnitude of these resonance effects will differ between different pathogens and for the same pathogen in endemic versus epidemic circumstances. Unfortunately, many of the human pathogens that we are most concerned about from a climate change perspective (cholera, malaria) tend to exhibit short to intermediate durations of immunity and these will give rise to more complex epidemic dynamics. This imposes severe limits on the interpretation of analyses based only upon correlations between climate variability and disease outbreaks (Lobitz et al. 2000) . For similar reasons, it is naı¨ve, or disingenuous, to suppose that the three to five year cycles observed in time series for malaria or other vector-transmitted pathogens purely reflect the underlying intrinsic dynamics of host-parasite dynamics, rather than any interaction between climate and intrinsic dynamics . In order to interpret the dynamics of climate sensitive diseases such as cholera and malaria, we instead need to adopt time series approaches that fit models that explicitly include both immunity and climate variability (Little et al. 1996 , Rodo et al. 2002 .
A second major advantage of these ''mixed-models,'' that track both force of infection and levels of immunity in the host population, is that they will provide deeper insights into the mechanisms that drive transmission rates. Ultimately, this will be central to the development of viable mathematical and statistical models that can be used for making forecasts of when (and where) disease outbreaks are likely to occur. At present the epidemiological models are constrained by the paucity of timeseries data, while the climate models, although rich in data, are computationally constrained by the time and spatial scale over which they can make predictions. These constraints are different for the temperate, than for the tropical zones. In the tropics we can often make mid-term (six-month) forecasts for key climate variables such as rainfall over broad regions as they are highly dependent on sea-surface warming events (Charney and Shukla 1981) . In contrast, short-term (less than one week) forecasts are much less predictable for the tropics than they are for the temperate zones where the movement of weather fronts across the continents is now well characterized. Ironically, it is much harder to make mid-term predictions for the temperate zone, so this may make mid-term (six-month) disease outbreak prediction harder as the climate warms and tropical pathogens spread into these regions. This is important as mid-term predictions will be most useful for upgrading and focusing public health systems to deal with potential outbreaks.
The potential resonance of climate variability with herd immunity is likely to play a much smaller role in the dynamics of pathogens that utilize small mammals and birds as reservoir hosts (such as Hanta virus, plague, leptospirosis and West Nile virus). Here, the birth and death rates of the host populations operate at a sufficiently rapid level that immune hosts die and are replaced by young naı¨ve hosts at relatively rapid rates. Thus, it is unlikely that any significant level of herd immunity will build up (although herd-immunity may be important at transient seasonal time scales for pathogens such as West Nile virus, as is observed in the House-Finch-mycobacterium system [Hosseini et al. 2004] ). Instead, the dynamics of host-pathogen systems with short-lived mammalian and avian reservoirs are probably much more strongly influenced by climate driven host birth rates and seasonal aggregation for migration, than they are by levels of herd immunity. In these systems climate conditions that modify fecundity or social behavior will lead to changes in density and aggregation that will create conditions under which transmission crosses the thresholds that promote disease outbreaks.
The dynamics of many climate-sensitive pathogens will also be strongly coupled to the community of hosts that are used by the pathogen; this will be particularly important in the case of vector borne diseases whose development is often temperature dependent, but where transmission is also dependent upon the vector biting a viable host for the pathogen. As the pathogen's choice of host may only be a subset of the species chosen by the vector, this creates the potential for the vector to make mistakes and ''waste bites'' in communities with a diversity of host species. This phenomenon has been called the ''dilution effect''; and is defined as the reduction in rates of pathogen transmission that may occur when ''dead-end'' hosts absorb transmission events (Hudson et al. 1995 , Schmidt and Ostfeld 2001 , LoGuidice et al. 2003 .
Basic reproductive number for a vector transmitted pathogen with n host species
The potential for an outbreak of a vector transmitted pathogen such as West Nile virus or Lyme disease will April 2009 923 CLIMATE CHANGE AND INFECTIOUS DISEASES FORUM be determined by R 0 , the basic reproductive ratio (number) of the pathogen May 1982, Diekmann et al. 1990 ). The methods developed by Diekmann et al. (Diekmann et al. 1990) can readily be used to derive a general expression for R 0 for a vector transmitted pathogen within a community with n host species (Hasibeder and Dye 1988, Dobson and Foufopoulos 2001) . Consider the case for a vector-transmitted pathogen with two host species that occur at abundance C and B, each of these hosts is bitten at a rate determined by the background rate of mosquito biting b, and its relative abundance in the community (e.g., for C, relative abundance ¼ C/ [C þ B] ; notice that if each individual of species C is a times more attractive than an individual of species B, then the relative abundance that determines the proportion of bites received by C is aC/[aC þ B]). We also assume that each host species has a relative efficiency as a host for the pathogen is determined by 1/ (a þ d þ d) , where a is the pathogen induced host mortality, d is the background host mortality rate, and d is the rate at which the host recovers from infection. We designate this aggregate parameter c for species C and b for species B. When this figure has a small value the host does not sustain infection with the pathogen for a long period of time and either dies or quickly recovers. We also assume a mosquito population density of M and that mosquitoes live for a period of 1/l years.
We can then write a simple matrix expression for the ''next generation'' of infections whenever an infected host is introduced into the population: 
The basic reproductive number for the pathogen is then given by the dominant eigenvalue of this matrix:
This can readily be shown to generalize for n species of hosts to
Here, a i is the relative attraction of species i to mosquitoes, A i is the abundance of species i, and v i is species i's viability as a host (1/[a i þ d i þ d i ]). Before using this expression to examine the factors which contribute to the dilution effect it is important to use it to illustrate the key difference between tick-and mosquito (insect)vectored systems: in the mosquito case, vector abun-dance will be independent of host abundance as the carrying capacity for mosquitoes is dependent upon rainfall and the rate at which the bodies of water used as breeding sites appear and then evaporate. In contrast, tick abundance is intimately dependent upon the abundance of some of the hosts that are also hosts to the pathogen. Thus increases in host abundance should lead to increases in vector abundance in tick-vectored systems, but not in insect vectored systems. The impact of host species diversity on R 0 for hypothetical tick-and insect-vectored systems are illustrated in Fig. 2 . Two effects are important to notice here. First, increases in vector abundance always lead to increases in R 0 ; so if climate change allows vector populations to reproduce more rapidly, then this will increase the local impact of vector transmitted pathogens. Secondly, and more subtlety, increased potential host species diversity produces a consistent dilution effect that reduces the magnitude of R 0 at any vector abundance, however, the magnitude of this ''dilution effect'' is much less pronounced in the tick-transmitted system than they are in the insect-transmitted system (Randolph 1998 ). This occurs because increased host diversity (and abundance) tends to increase the vector abundance in the tick systems, but not in the mosquitovectored systems. We would thus expect to see stronger dilution effects as host density and diversity increases in insect-vectored systems, and more subtle changes in tickvectored systems. There is an irony here, as the most widely cited examples of ''dilution effects'' are for ticktransmitted systems Keesing 2000, Lo-Guidice et al. 2003 ); plainly we need to look for them more energetically in mosquito-vectored systems. In general, for vector-transmitted pathogens, increases in host species diversity always reduces R 0 , except when the species that are added are both more abundant and more viable hosts for the pathogen. The strongest dilution effects occur when host species are added to the system that are both more abundant (settle to a higher carrying capacity) and less viable as hosts for the pathogen.
Latitudinal diversity and buffering of disease outbreaks
This relatively simple modeling exercise has important implications for climate change and the transmission of vectored pathogens such as malaria, West Nile virus, blue tongue virus, and leishmaniasis (Chaves et al. 2007) . When these pathogens are restricted to tropical locations, their impact may be significantly buffered by the high levels of species diversity in these regions. If climate warming permits vector-transmitted pathogens to expand out of the tropics into Mediterranean and temperate regions, then the reduced levels of species diversity in these regions will cause the disease impact to fall hardest on the susceptible species that are most attractive to the vectors. This may well be humans and their domestic livestock. It is hard to think of a stronger utilitarian reason for conserving biodiversity; its diversity and abundance may play a major role in buffering FORUM 924 Ecology, Vol. 90, No. 4 FORUM humans and their food from the attention of the vectors of pathogens and infectious disease. The decrease of biodiversity as we move from the equator to the arctic is matched by an opposing gradient of increased climate change at the poles. Ecologists need to take much greater advantage of this by examining the impact of significant climate change on the less diverse parasite-host communities that occur in the high Arctic and northern temperate regions (Kutz et al. 2005) . In many ways these systems resemble the simpler one host, one parasite models on which so much epidemiological theory has been constructed. The patterns that we can already observe (and quantify) as Arctic systems respond to climate change will be significantly easier to interpret than those that occur in response to lower degrees of warming in the significantly more diverse host communities of the tropics. The patterns we are beginning to see in the Arctic provide an important template and ''null expectation'' for what may eventually happen in the tropics.
Patterns currently observed in the Arctic
Climate change is already well advanced in the Arctic and this is beginning to have quantifiable effects on the dynamics of parasite systems (Kutz et al. 2005) . The patterns observed here provide important insights into what is likely to occur in regions with higher species diversity. Studies of nematode parasites of caribou and musk ox have shown they complete their life cycles much more quickly in the warming Arctic; while it used to take three to four years for Protostrongylid nematodes to complete their life cycles, they can now achieve this in a single year, this produces much higher worm burdens in hosts that lead to significant levels of morbidity and mortality (Kutz et al. 2005) . The increased transmission rates of endemic pathogens are matched by a second insult; warming of the high arctic regions has allowed species such as elk and white-tailed deer to expand their range northwards into areas that overlap with the southern part of the range of musk ox and caribou. This leads to the introduction of novel pathogens to which the caribou and musk ox have no natural resistance (Dobson et al. 2003 , Kutz et al. 2005 ; so more northerly species experience a double insult, their endemic parasites complete their life cycles at a faster rate and novel pathogens are introduced by species expanding their ranges from the south. Similar effects are likely to be seen as species ranges change in temperate and neotropical regions, but the higher hosts and pathogen diversity of these regions will make it much harder to dissect out the interactions between ''climate-modified endemic pathogens'' and ''emergent pathogens'' that are shared by expanding populations of potential competing host species.
A major additional caveat to this (and almost everything else described above) is that land-use change in the Tropics is occurring at rates that may well exceed those predicted for global climate change (Jetz et al. 2007 ). Both aspects of global change will have a huge impact on host-parasite relationships, but in many tropical areas, natural systems will likely be completely disrupted by habitat conversion, before climate change makes a significant impact. In other areas, climate change and land use change will interact in ways that obfuscate straightforward interpretations of the role of climate. This is partly why there is such controversy FIG. 2 . The relationship between host-species diversity, vector abundance, and the basic reproductive number (R 0 ) of a pathogen for hypothetical (A) mosquito-borne and (B) tick-borne pathogens. In these figures, I have made a minimal number of assumptions by setting as many parameters as possible to unity; thus each host species is equally good at amplifying the tick population. Adding host species with lower viability for ticks will thus create a stronger ''dilution effect.'' The other parameters used for each species i are biting rate, b i ¼ 1 for mosquitoes and b i ¼ 0.5 for ticks; attraction of each host to the vector, a i ¼ 1; viability of each host species, v i ¼ 1; and mortality rate of ticks, l ¼ 12, and mortality rate of mosquitoes, l ¼ 24.
about the role that climate change has played in modifying the incidence of malaria in the East African highlands (see Pascual and Bouma 2009) . Ultimately, the observed increase in malaria cases represent a complex interaction between climate change, human population expansion, the evolution of drug resistance, and the rapid expansion of the AIDS epidemic. Teasing out the relative importance of each requires careful analyses of nonstationary time-series data where long term trends in global change, and annual seasonal variation in external forcing, interact with the intrinsic tendency of epidemic systems to cycle; this can produce very complex dynamics that defy simple statistical analysis. In each of these areas, there is a significant need for more theoretical work and considerably more empirical work. Increased funding is desperately needed to increase our understanding of infectious disease dynamics; there is also a major need for capacity building in this area.
INTRODUCTION
Evidence suggests that climate change is causing shifts in some species distributions. Given the recorded, let alone unrecorded, comings and goings of countless species over the past 450 million years, why should we care? Organisms of all sorts have always redistributed themselves around the globe according to changing abiotic and biotic constraints, with the vast majority failing to survive. It is estimated that less (surely far less) than 0.1% of all species that ever existed are extant today. The reason we care, of course, is that one of those extant species is Homo sapiens and some of the shifting species are pathogens and pests that threaten our species directly or indirectly.
Kevin Lafferty brings some much-needed perspective to the rising panic over the supposed impacts of humaninduced climate change on the distribution and incidence of infectious diseases ). Any infectious disease that responds to environmental conditions, both directly and indirectly, may be affected by climate change. These include a wide range of zoonotic mammalian viruses (e.g., the Hantaviruses, Nipah, Ebola, and many more), cholera and other water-borne agents, and even infections that are exacerbated by physical or mental stress through reduced nutrition or immunity. The potential ramifications are endless. , however, justifiably focuses principally on vector-borne diseases (VBDs). Because they are particularly sensitive to changing environmental conditions through the impact of temperature, moisture, and land cover on the demographics of the arthropod vectors, they are viewed as the canary in the mine, acting as an alert to focus our attention on likely threats. Implicit in almost all the literature on this subject is an assumption that environmental change is more likely to strengthen the transmission potential and expand the range, rather than to disrupt the delicate balance between pathogen, vector and host upon which these systems depend. VBDs, however, are no different from other components of global biodiversity that is predicted to be on the verge of catastrophic collapse, the sixth mass extinction (Wilson 1992, Lawton and May 1995) . The arthropods that serve pathogens are as vulnerable as those that deliver the anthropocentrically designated ''ecosystem services'' (Foley et al. 2005) .
THE ORIGINS AND PERPETUATION OF ALARMISM
Two seductive mind-sets have taken hold among scientists and lay people alike. First it is tacitly assumed, and even explicitly stated, that climate change will result only in a worsening of the situation, with expansion of VBDs into higher latitudes and increased incidence. Secondly, past events of this sort are commonly believed 
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to be due to climate change to date, adding fuel to the fire of predicted impending doom. These ideas have become widespread and entrenched in both the scientific and popular literature since the repeated publication of a set of visually arresting maps in the late 1990s showing a disproportionate increase in the risk of malaria, for example, in the high northern latitudes (Martens et al. 1995 , Martens 1998 , Epstein 2000 . These were explicitly interpreted as indicating that such infections are likely to spread northward from the tropics as temperatures rise through global warming. As Lafferty emphasizes, however, the biological, process-driven models upon which they were based did not include the generally adverse effects of increased moisture stress alongside higher temperatures. Nor did (can) they incorporate the many socioeconomic forces that have shaped the current distribution of malaria and will continue to do so; i.e., climate is not the only determinant of risk. Furthermore, they were incompletely parameterized, not least in their omission of information on the responses of vector populations to climate change. This necessitated maps of relative change in transmission potential in the assumed absence of any change in vector abundance, rather than maps of absolutely sufficient transmission potential. Pointing out these fundamental methodological flaws, and offering predictions (derived from alternative statistical, pattern-matching methods) of far more restrained shifts in malaria mostly around the edges of the current range , has done little to shake the pervasive mindsets. Any invasion into new areas, for whatever reason, will expose naı¨ve local populations, potentially causing severe disease that must not be ignored, but this is not on the same global scale as originally mapped by Martens.
These analyses fall squarely within the discipline of ecology. Lafferty's credentials as an ecologist give his measured assessment of this controversy considerable validity. Curiously, virtually none of the authors of these early predictions of VBD emergence, nor their spokespersons (McMichael et al. 1996 , Haines and McMichael 1999 , Kovats et al. 1999 , had any prior expertise in primary research on the ecology of VBDs. Despite a more cautionary tone being adopted subsequently (Kovats et al. 2001) , the original simple message was readily embraced by nonscientist commentators, and nowadays many who perpetuate these warnings are experts in the fields of virology, clinical pathology, economics, engineering, climatology, hydrology, and so on, but not ecology, yet feel qualified to write about the impacts of climate change on human health in general and VBDs in particular. Perfectly good papers in these disciplines are commonly embellished by final handwaving paragraphs warning of unwelcome effects of climate change on pathogen distributions (Gould and Solomon 2008) . There is little doubt that reference to climate change sells copy, with some editors doing little to quench the alarmist fires (Stott 2001 ) however shaky the original analyses (Lindgren and Gustafson 2001, Randolph 2001 ). Yet anything worth writing requires a proper understanding of the network of extrinsic and intrinsic forces driving the ecology (transmission processes) and epidemiology (observed patterns) of infectious diseases.
The studies reviewed by provide clear evidence that intuitive assertions based on the undeniable sensitivity of VBDs to climate, and therefore climate change, are not a reliable basis for either explaining the past or predicting the future. The mercurial epidemiology of each VBD is the systemspecific product of complex, commonly nonlinear, interactions between many disparate environmental factors. These include not only climate but also other abiotic conditions (e.g., land cover) and the physical structure of the environment (e.g., water sources), and furthermore biotic factors such as host abundance and diversity. In general, these will determine the transmission potential of each pathogen, and thus the risk posed to humans. In addition, socioeconomic factors drive human living conditions and behavior that determine the degree of exposure to that risk, and nutritional status and concomitant immunity that determine resistance to infection, so that incidence in the human population may increase or decrease without any change in the strength of the biological transmission cycles. Conversely, any increase in risk may be dealt with more or less easily by adopting avoidance or protective measures. At higher latitudes, such measures are likely to be much more effective against tropical diseases than in the tropics, partly because the force of transmission will be lower along the leading edge of expansion, where the system is up against its environmental limits, and partly because the generally higher standards of living make these measures more achievable. If the purpose of predictions about the future is to guide policy and therefore governmental spending (Huntingford et al. 2007) , exaggerated simplistic rhetoric about the universality and uniformity of the impact of climate change on infectious disease risk is morally indefensible if it distracts public health agencies from more effective ameliorative action targeted at the real causes.
EVIDENCE FROM THE PAST
Another perspective commonly overlooked is the intrinsic nature of predictions about the future; they are un-testable and therefore, by definition, nonscientific. Instead, many studies have correctly focused on the facts of the past to test hypotheses about likely events in the future. Historical perspectives on malaria in Europe and many other parts of the world clearly indicate the impact of agricultural and public health practices on the waxing and waning of malaria over several centuries (Reiter 2000 , Reiter et al. 2004 . Much compelling evidence now exists against the principal role of climate change in driving the more recent emergence of several important VBDs and in favor of other causal factors . 1a -indicating different data sources.) While the variability of malaria incidence increased, particularly for cycles of one and three years periodicity (i.e., both seasonal and interannual cycles), contemporary temperature and rainfall records show no equivalent change . Similarly, the periodicity in incidence of this and another mosquitoborne disease, dengue hemorrhagic fever in Bangkok, is best explained by intrinsic population dynamics, probably driven by host immunity, rather than climate . Conversely, clear changes in climate have been documented in many places, but they are not always spatially or temporally appropriate to explain the epidemiological patterns. Across most parts of Europe where tick-borne encephalitis (TBE) virus circulates, temperatures have increased, but not gradually as always portrayed by smoothed curves. Rather, there was a step increase in temperatures in 1989, with no trends either before (back to 1970) or after (Sˇumilo et al. 2007 ). This sharp discontinuity can be compared with equally sharp discontinuities in recorded TBE incidence. In Sweden, TBE increased abruptly from 1984, but not, as claimed Lindgren and Gustafson (2001) , dependent on an increase in the number of warm spring days, and in fact before the rise in mean spring temperatures in 1989 (Randolph 2001) . A second step increase in TBE occurred from 2000, without any obvious matching climate signal, but by then cases had appeared in a number of new foci in southern Sweden (Falt et al. 2006) , in places predicted to be climatically suitable according to satellite data for 1982 -1993 (Randolph 2000 . In the three Baltic States, on the other hand, major upsurges in each national mean TBE incidence in 1993 did indeed follow the rise in spring temperatures that might have favored TBE virus circulation. Changes in temperature and precipitation, however, were far too uniform across the Baltics to explain the variability in degree (2-to 700-fold) and timing (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) of the TBE upsurge at finer spatial scales (Sˇumilo et al. 2007 ), which appears instead to be the product of a network of environmental and socioeconomic factors, supposedly each operating differentially in time and space (Sˇumilo et al. 2008b) .
These studies illustrate the universal problem of basing conclusions on superficial correlations in time between ''emergence'' of a variety of VBDs and changes in climate that have, after all, formed the ubiquitous backdrop to all events of the past few decades. Multiple assumptions of causal mechanisms are not always supported by fully informed analyses in sufficient spatiotemporal detail. A variety of alternative causes could equally well account for disease emergence, including drug resistance, declining health service provision, reduced vector control, increased wildlife host abundance, and changes in a range of human behavior relevant to exposure to risk (Hay et al. 2002b, Patz and Olson 2006) . Epidemics of tick-borne Crimean-Congo Hemorrhagic Fever virus in 1944 -1945 in Crimea and since 2002 in Turkey, for example, have been attributed to disruption of agricultural activities during military conflicts, allowing habitat change and unusually high densities of transmission hosts such as hares (Hoogstraal 1979 , Estrada-Pen˜a et al. 2007 . With peace restored, on return to their fields, local people were exposed to increased densities of infected ticks. Furthermore, these same factors could equally well cause the observed declines in incidence of some VBDs, as trends may be rapidly reversed either by chance or through correctly targeted action. For example, the decline in pediatric malaria between 1999 and 2007 at three sites along the Kenyan coast has been tentatively attributed to the increased distribution of insecticide-treated bed nets and/or increased use of alternative antimalarial drugs (Okiro et al. 2007 ). In eastern Europe, just as visits to tick-infested forests for increased harvest of wild food in response to unemployment, poverty, and new market opportunities apparently helped drive the upsurge in TBE in the 1990s, this same factor may have been instrumental in the sharp decline in TBE in Latvia after 1998. The degree of decline varied spatially depending on previous incidence, suggesting human responses to perceived risk, partly in the form of incidence-dependent increases in vaccination, but also less frequent visits to forests (SKDS 2001 , Sˇumilo et al. 2008a ).
CONTINGENCIES
The upsurge of tick-borne diseases within preexisting endemic regions in central and eastern Europe thus appears to be an unforeseen consequence of the fall of the iron curtain and the end of the cold war, a sort of political global warming. The emergence of VBDs in lands far removed from endemic regions is more commonly recognized as being contingent on economic, commercial, or social events. The most general of these concerns global movements of people and trade goods, happily no longer one and the same. The introduction of the mosquito Aedes aegypti to the Americas within water containers on board slave ships from Africa was repeated four centuries later by the dispersal of the 
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Asian tiger mosquito, A. albopictus, from Japan to the United States within water trapped in used car tires (Hawley et al. 1987, Reiter and Sprenger 1987) . This still continues today, augmented by trade in other watercarrying goods such as the Asian Lucky Bamboo plants, allowing this mosquito species to have established itself in almost all New World countries, a dozen European countries, parts of West Africa and the Middle East. This has nothing to do with climate change. Many parts of the world are linked by similar climates, potentially hospitable to a range of exotic pests, but remaining isolated until land or seas barriers are breached by chance through a sufficient volume of plane or shipping traffic (Tatem et al. 2006) . Global maps of matching climates, linked to sources of pests and high-flow traffic routes, could allow risk to be assessed more systematically (Tatem et al. 2006 ), but it is doubtful whether such chance events as the introduction of West Nile virus into New York in 1999, most probably by air from Israel (Lanciotti et al. 1999 ), or of the BTV-8 strain of bluetongue virus into the Netherlands in 2006 from South Africa (Saegerman et al. 2008 ) could have been fully foreseen and guarded against. In both cases, the viruses found not only a hospitable climate, but a rich supply of competent resident vectors.
A FINAL PERSPECTIVE
There are, of course, many other interactions between pathogens, their hosts and the environment that determine the dynamic global patterns of infectious diseases ). The complexity within each disease system emphasizes that any expectation of a simple consistent response to climate change, i.e., a universal worsening of the situation, is ill founded. Hitherto, there is no single infectious disease whose increased incidence over recent decades can be reliably attributed to climate change. The often-repeated statistic, that climate change is currently causing approximately 150 000 extra deaths per annum, may be stamped with the authority of the World Health Organization (Campbell-Lendrum et al. 2003) , but is, in the opinion of many practicing disease ecologists, inestimable. Furthermore, large as this number is in terms of bereavements, it represents only ;0.15% of all-cause deaths (as a first approximation, assuming a global population of 6.7 3 10 9 and mean life expectancy of 67 years). Other, more avoidable, causes of premature deaths from infectious diseases deserve more attention than climate change.
There already exist tools to help predict the impact of interacting political, cultural, socioeconomic, environmental, and biological factors on the dynamics of infectious diseases within endemic and newly invaded regions. Geographical information systems (GIS) are not constrained by traditional disciplinary boundaries. They are simply computerized systems for archiving, inter-relating, analysing and displaying any sort of spatially explicit data, which, in skilful hands, can be programmed to explore the full range of multi-factorial causes of changing epidemiology. The same climate surfaces used to predict changing structural environmental conditions and human practices may also be used to drive full biological, process-based models of vector population dynamics and pathogen transmission potential (once they exist). Predictions of changing risk may then be matched to predictions of changing exposure to risk. With current emphases on both cross-disciplinary and ''translational'' research, and the birth of complex system studies (with which ecologists have long been familiar), now is surely the time to bring epidemiologists, population and climate modelers, GIS practitioners, sociologists, economists, and policy and management practitioners together to tackle this most complex of all complex systems, the changing threat of infectious diseases in a perpetually dynamic world.
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