Abstract. We consider a jump-diffusion process describing a system of diffusing particles that upon contact with an obstacle (catalyst) die and are replaced by an independent offspring with position chosen according to a weighted average of the remaining particles. The obstacle is a bounded nonnegative function V (x) and the birth/death mechanism is similar to the Fleming-Viot critical branching. Since the mass is conserved, we prove a hydrodynamic limit for the empirical measure, identified as the solution to a generalized semilinear (reaction-diffusion) equation, with nonlinearity given by a quadratic operator. A large deviations principle from the deterministic hydrodynamic limit is provided. The upper bound is given in any dimension, and the lower bound is proven for d = 1 and V bounded away from zero. An explicit formula for the rate function is provided via an Orlicz type space.
Introduction
Let N be a positive integer, T d be the d-dimensional unit torus, V (x) a bounded measurable function on T d , and a scalar function h ∈ C 1,2 ([0, ∞), T d ). We shall denote x = (x 1 , x 2 , . . . , x N ) ∈ (T d ) N , with the convention that x ij ∈ (T d ) N is the vector where the component i has been deleted and replaced with the component j, for all 1 ≤ i = j ≤ N . In addition, {w(t)} t≥0 , w(t) = (w 1 (t), w 2 (t), . . . , w N (t)) is a system of N independent Brownian motions on T d with respect to the filtration {F t } t≥0 on the probability space (Ω, Σ, P ). The probability space accommodates a family of mutually independent Poisson clocks of rate one, also independent of the Brownian motion, enabling the construction of a Feller process {x N V,h (t)} t≥0 on the Skorohod space D([0, ∞), (T d ) N ), where x(t) = (x 1 (t), x 2 (t), . . . , x N (t)) behaves as described in the following. When no confusion on the parameters (V, h) is possible, the process is simply denoted by {x N (t)} t≥0 . At time t = 0, the process starts from a distribution on (T d (1.1)
clocks with time running at rates C N i (t, x(t)) rings. At that moment, the particle x i jumps to the location of the particle x j with probability p ij ( k =i p ik ) −1 . When h is a constant, the particle redistribution is exactly the Fleming-Viot sampling mechanism.
The process x(·) is the solution of the martingale problem stating that for any f ∈ C 1,2 ([0, ∞) × (T d ) N ), the expression M f (t) is a (P, {F t } t≥0 ) -martingale, where M f (t) = f (t, x(t)) − f (0, x(0)) (1.3)
Due to the fact that sup x∈T d |V (x)| < ∞, the process is well defined for all times, P − a.s.. More precisely, it is easy to see that all particles have a finite number of jumps in every finite time interval with probability one, a consequence of the law of large numbers applied to the exponential holding times. In addition, we can write that M N f (t) = M The jump-diffusion process {x N (·)} generalizes the branching mechanism present in the particle-system construction of the catalytic Fleming-Viot measure-valued process. The branching allows conservation of mass, and is triggered by cumulative contact with the catalyst V . We choose to keep the particle system perspective on the process. Particles are tagged, and when the exponential clocks ring, they jump to a location of one of the other N − 1 particles with probabilities weighted according to the corresponding pair involved in the exchange. An interesting point of the large deviations perspective is the natural need to consider inhomogeneous redistribution mechanisms reflected in the probabilities (1.1), and then the jump probabilities from (1.5). By introducing a perturbation of the original system through the factor exp(H(s, x ij (s)) − H(s, x(s))), we have to redistribute particle i over to the location of particle j with relative weight exp(h(s, x j (s))) (after normalization). When h ≡ 0, the weights are equal to one, giving the uniform redistribution mechanism of the Fleming-Viot dynamics. An extreme case of the process, introduced in [1] , can be described informally by setting V (x) = +∞ · 1 D c , where D is a bounded region of R d . The large deviations principle in this case should also cover the average number of boundary hits by all particles, as discussed in [5] .
The empirical process (1.8) satisfies a law of large numbers (1.15) given in Theorem 1. The deterministic limit is in fact a delta function on the Skorohod space
of measure-valued time-indexed paths. Considering the case h ≡ 0, we derive large deviations results for the family of empirical processes in Theorem 2. In order to do that, we need a perturbation of the process, by introducing a drift ∇h (t, x) . An exposition of the general method used to derive large deviation principles from hydrodynamic limits is given in [7] , for symmetric simple exclusion processes, that appeared in [8] . The closest reference to the present work is [9] .
The upper bound is rather standard, leading to a variational formula (1.24) based on (3.13). For the lower bound, there are several important hurdles to overcome. One is to establish the uniqueness of the solution of a nonlinear integro-differential pde (Section 2). The others are specific to the present problem, and cannot be treated with the methods previously available. One has to solve a variational problem in an Orlicz type space (Section 4, Theorem 4, where the bound away from zero of the catalyst V is required) and especially to prove the smoothness of the weak solution of the nonlinear integro-differential equation (5.9) . This is done in Section 5, and a certain degree of smoothness is needed for V (continuity), as well as the restriction to d = 1. The latter is technical, and hopefully can be removed. Finally, we note that Proposition 4 provides the explicit form of the rate function for mildly regular paths µ(·, dx).
Empirical measure and initial profile. Denote M 1 (T d ) the space of probability mea- 
Assume that there exists µ h (dx) ∈ M 1 (T d ) such that the initial empirical distribution converge weakly to µ h (dx) in probability, in other words, for any
where L * t is the adjoint operator of L t . In addition, for any measure µ(dx), we denote
a linear (also bounded whenever V is bounded) functional on µ ∈ M (T d ) depending on h(t, x), contributing to the nonlinear part of the hydrodynamic limit (1.13). Any deterministic measure valued path {µ(t, dx)} t≥0 verifying the integro-differential equation
is said a weak solution of the nonlinear equation 
, with µ N h given in (1.8). Due to the mean field character of the evolution, the calculation is straightforward (see also [6] , and [5] for the related limit for hard obstacle V ). The martingale converges to zero, in square norm. Moreover, the quadratic variation over time intervals [s, t], 0 ≤ s < t ≤ T is bounded uniformly in N by a modulus of continuity that vanishes as t − s → 0, proving that the empirical measure process is tight in the Skorohod space, with time-
). We derive that any limit point µ h (t, dx) of the tight sequence of empirical measure processes indexed by t satisfies the weak pde (1.13). The proof is complete if (1.13) has a unique solution, which is shown in Theorem 3.
, and write
We are ready to write down the rate function:
where
We note that I(µ) may take the value +∞ and point to Proposition 4, which provides the explicit form of the rate function for paths µ(·, dx) = µ h (·, dx) that arise as hydrodynamic limits of a perturbed process as in Theorem 1. 
when V is continuous and bounded away from zero, a complete large deviations principle is satisfied with rate function I(·), given by (1.23). 2) We can also check that in Proposition 4, I dyn (µ h ) = 0 when h ≡ 0.
3) The proof remains valid when the obstacle V depends on time as well. In this case we require boundedness for the upper bound and C 2 smoothness in t, in addition to the requirements of the theorem, for the lower bound.
Proof. Section 3 proves the upper bound (1.25) and Section 5 proves the lower bound (1.26). Proof. We shall prove first that the solution is a function, and then that it is unique. The solution is a bounded function. Let p h (t, x, y) be the kernel of the semigroup with
We setg = φ in (1.13) and obtain
In case µ h (dx) = v 0,h (x)dx is a bounded function, we re-calculate the right hand side of (2.2)
which concludes the first part of the proof.
Uniqueness. We prove uniqueness under the assumption of uniform boundedness of the solutions. Let c be such that the two solutions
We show that the nonlinear term va h (v) is uniformly bounded and Lipschitz. For any t ≥ 0, i = 1, 2, in the uniform norm ·
provide a Lipschitz bound for line (2.8). The rest of the proof follows identically from Oelschläger [11] , Proposition 3.4 and 3.5.
The Upper Bound.
We apply the integral formula (
for simplification, we see that
is a martingale. We notice that we can write the last integrand as
then, the formula of the martingale (3.1) and the differential formula for semimartingales show that
is an exponential martingale with mean one. At time t = T ,
proving that, for
is a mean one exponential martingale. From (3.5), we see that, for sufficiently large N , 
where I(µ) = I init (µ) + I dyn (µ) given in (1.23), for the case when µ 0 (dx) = v 0 dx.
Orlicz norms.
Let t > 0 fixed but arbitrary, µ ∈ C([0, t], M 1 (T d )) and consider the space
Given a real-valued measurable function ρ, we define the functional
, whenever it makes sense. We shall consider the case of ρ(x) equal to one of the functions γ(x) = cosh x − 1, its convex conjugate γ * (x), and ζ(x) = e x − 1 − x. Notice that γ, γ * , ζ are (i) convex with effective domain R, (ii) equal to zero at zero, (iii) positive everywhere else. In addition, ζ is increasing everywhere, while γ, γ * are even, increasing for x > 0 and represent a pair of conjugate N -functions. We note that γ ∈ ∆ 2 , γ * ∈ ∇ 2 (for this and the definitions of Young functions the reader is refereed to [12] ).
Let Φ be one of the functionals defined above. On the spacẽ
we define the functionals Proof. The proof is straightforward and left to the reader.
Proposition 2. If V (x) is bounded above and below, then there exists constants
0 < c 1 ≤ c 2 such that (4.3) Φ γ, c 1 (f ) ≤ Φ ρ,V (f ) ≤ Φ γ, c 2 (f ) . For any f ∈ C ∞ ([0, t], T d )), we shall write (f ) = D f (t, x)µ(t, dx) − D f (0, x)µ(0, dx) (4.4) − t 0 D ∂ s f (s, x) + 1 2 ∆f (s, x) µ(s, dx) ds − t 0 D D (f (s, y) − f (s, x))V (x)µ(s, dx)µ(s,
dy) .
We want to show the following result. 
and the supremum is achieved for a function h = h µ ∈ U Φ γ,1 for which µ is a weak solution of the semi-linear equation (1.14) . The star superscript denotes the topological dual of U Φ γ,1 .
Proof. The proof is given after Lemma 1 and Proposition 3.
Proof. Young's inequality xy ≤ γ(x)+γ * (y) for a Young function γ and its convex conjugate γ * implies that the bilinear functional
is finite for any f ∈ U Φ ρ * , 1 and g ∈ U Φ ρ, 1 . A first classical fact we need is that the new functional
is an equivalent norm to ||f || Φ ρ, 1 onŨ Φ ρ, 1 /C, where C is the class of functions that differ by a constant µ-almost surely. We refer the reader to Proposition 3.3.4, page 61 from [12] .
The next step is based on the observation that γ * (x) = x ln(x+
and follows an idea from P. Lax [10] 
The previous observation and the fact that ||f || Φ ρ * , 1 ≤ ||f || Φ p, 1 show that α is a bounded linear functional on U Φ ρ, 1 . The space generated by the function p(x) is a Hilbert space, since Q(·, ·) is an inner product, and we identify functions f 1 , f 2 with
. This allows to take the supremum in the norm (4.7) over C ∞ ([0, t], T d )) ⊆ U Φ p, 1 (to ensure the validity of the inclusions, we remind that the set T d ) is a bounded region in R d ). At this point, since the norm (4.7) is equivalent to || · || Φ ρ, 1 , there exists a constant K 1 > 0 such that 
Proof. Since the closed ball centered at zero is compact in the weak* topology, one has to show that 1) the mapping f −→ (f ) − Φ ζ,V (f ) is lower semi-continuous and 2) that there exists a constant C 1 > 0 such that f ∈ K q implies that ||f || Φρ, c 2 ≤ C 1 . For 1) we remind that γ is convex with effective domain dom (γ) = R. The norms || · || Φρ, c are equivalent for all c > 0 so we shall use the norm corresponding to c = 1.
The gauge norm associated to p(x) generates a Hilbert space, which implies that there exists a subsequence f n over which ∇f n → ∇f and also that
whereǧ(s, x, y) = g(s, y) − g(s, x)
for any g ∈ U Φ p, 1 . This implies that there is a subsequence of f n indexed by n over whichf n →f almost surely with respect to the measure
To simplify notation, we denote f n by f n in the following. Furthermore, there exists at least one y 0 ∈ T d ) (actually a set of measure one of them) such thatf n (s, x, y 0 ) →f (s, x, y 0 ) on a set of measure one with respect to V (x)µ(s, dx) ⊗ ds, so f n (s, x) → f (s, x) a.s. relative to µ(s, dx) ⊗ ds, since V is bounded below. The functions ζ(f n (s, y)−f n (s, x)) and |∇f n (s, x)| 2 are nonnegative and continuous. By the Fatou lemma we have lim inf
which is what we needed to prove. For 2) we write that f ∈ K q implies
where C was introduced to compensate for the switch from c 2 to c 1 in the equivalent norms ||f || Φ ρ, c i , i = 1, 2, and the absolute value on the left hand side of the inequality is permitted due to the evenness of γ. Assume there exists no constant C 1 as above. Then there exists a sequence {f n } ∈ K q with ||f n || Φρ, c 1 → ∞. Write λ n = ||f n || Φρ, c 1 − 1. For large n, λ n >> 1. The elementary inequality
applied to the integral (4.1) defining the functional Φ ρ, c 1 with λ → λ n and x → |f |/λ n gives
The definition of the gauge norm (4.2) and the fact that 0 < λ n < ||f n || Φρ, c 1 imply that either Φ ρ,c 1 ( . Due to the right-hand side of inequality (4.3), the supremum in (4.5) remains finite when we substitute Φ ζ,V by Φ γ, c 2 
and we can write
Notice that we can always assume (f n ) > 0, otherwise we replace f n by −f n .
Part 2.
This is an application of Theorem 1.1, p. 2 in [13] , based on Proposition 3 and Lemma 1.
We have shown that the supremum is achieved for a function h ∈ U Φ γ,1 . Since this function depends on µ, we can write h = h µ when needed. The first observation is that 0 ≤ (h) − Φ ζ, V (h) < ∞. The functional is nonnegative because it equals zero at f = 0, and h is a maximizer. On the other hand, h ∈ U Φ γ, 1 , and is a bounded functional, hence the linear part is finite. The functional Φ ζ, V (h) is nonnegative and as seen above,
Once we know that, we write 
Remark. Whenever (h(s, y)−h(s, x) ) exp{(h (s, y)−h(s, x) )} is integrable, reasoning along the lines of the maximization following equation (5.8), equation (4.9) allows us to write the rate function as I dyn (µ) from (1.24). 
Lower Bound
Hence the relative entropy normalized by a factor of N −1 is
where µ N (t, dx) is the empirical measure (1.8) and E 1 (N, h) is an error term of order N −1 , depending on the supremum norm of the smooth function h.
be the hydrodynamic limit of the empirical measures (1.8) 
In addition, the explicit expression of I dyn (µ) for µ = µ h is given by (5.5 
)-(5.7).
Remark. We note that h ≡ 0 implies that I dyn (µ h ) = 0.
Proof. We know (Theorem 1) that under the law P N ρ,H , the process {µ N (·, dx)} 0≤t≤T converges in probability, uniformly in time, to the solution to the PDE expressed in weak form in (1.13). Since the perturbation term lim
We want to compare the limit (5.4) as a functional of the measure µ h (·, dx) to the value of I dyn (µ h ), where I dyn (µ) is the large deviations upper bound rate function defined in (1.24). With the notation established in (1.18), and (1.20)-(1.22), (5.8) sup
Once again, reading the equation (1.13) satisfied by µ h , we can put the quantity to be maximized from (5.8) in the form
Denote α(p, q) = pe q − (e p − 1) and notice that, as a function of p ∈ R, α is a concave function with the only critical point p = q where the maximum value sup p α(p, q) = α(q, q). By substituting p = φ(s, y) − φ(s, x) and q = h(s, y) − h(s, x) , we have proven (5.3). v(s, x) ∈ C 1,2 ([0, T ], T d ) ). To complete the proof of the lower bound, we have to prove the following statement. 
Proof. Step 1. The rate function I(µ) from (1.23) is lower semi-continuous. The part due to the initial distribution I init (µ) is the classical entropy, while I dyn (µ) described in (5.8) and (4.5) is the supremum of continuous functionals (in the sense of the weak convergence of measures) indexed by smooth test functions φ. The continuity of the linear part is evident, and the continuity of the nonlinear part is a consequence of the fact that V is continuous and bounded, and that the map taking µ(·, dx) into the direct product µ(·, dx) ⊗ µ(·, dy) is continuous. Due to the special form of I dyn (µ), we may abuse notation and identify µ with µ ⊗ µ, noticing that I dyn (µ ⊗ µ) = I dyn (µ), in the sense that we shall consider all terms in (5.8) integrated against µ(s, dy) as well, without loss of generality.
First consider a convolution of µ ⊗ µ with ρ (x) ⊗ ρ (y), where ρ is a smooth approximation of the identity with ρ (x) ≥ 0, supp ρ ⊆ [− , ] d and total mass equal to one. The convolution will be equal to 
We can assume that µ(·, dx) = v(·, x)dx with v a smooth function in x. For > 0, write µ = (1 − )µ + µ 1 , where µ 1 is a probability measure with a smooth density in both t and x bounded away from zero on a fixed time interval [0, T ], in other words, there exists
Lower semi-continuity and the convexity of I(·) applied to the convex combination that defines µ prove that we can assume without loss of generality that µ has a smooth density in x and is bounded away from zero on any finite time interval. A standard procedure (see section 10.6 of [7] ) allows us to assume that the density v is smooth in the time variable as well.
Step 2. We have shown in Theorem 4 that for any given µ(·, ·) such that I(µ) < ∞, there exists a function h ∈ U γ,1 such that µ satisfies equation (1.14) in weak form with h appearing in the nonlinear part a h (µ) of the equation. Let v be the density of the measure µ. To conclude our argument for the lower bound we need to show that if v ≥ c 0 > 0, v smooth in t and x and h satisfies in weak sense the equation
From theorem 4, we have
Since g is smooth, the right hand side 
In the following c j denote constants independent of the functions involved in the equation, and time and space variables. In the variable x, the strongly elliptic equation (6.3 [2] ). Since g 1 is a smooth function of h, we can bootstrap this argument and show that h(t, ·) ∈ C ∞ (T d )). Examining (5.9) and its detailed form (1.14) we see that h is determined up to shifts by a function of t, that is we can replace h by h(t, x) − h(t, 0) without loss of generality. The upper bound in (5.13) is integrable in the variable t. The next goal is to show that it is actually uniformly bounded in t.
Notice that hα(h) is jointly integrable in (t, x), due to the smoothness of g and |∇h(t, x)| 2 being integrable in (t, x). Multiply (5.9) by h and integrate in x. Let β(p) = pe p + e −1 , with β(p) ≥ 0.
Since h is smooth in the x variable, and the equation on T d ) has periodic boundary conditions, after applying Schwarz's inequality on the right hand side, (5.14)
Under periodic boundary conditions, ||h|| 2 ≤ c 4 ||∇h|| 2 , and ||h|| 1 ≤ c 5 ||h|| 2 . We obtain that ||∇h|| 2 ≤ c 6 and ||α(h)|| 1 ≤ c 7 , hence ||h|| 2 ≤ c 8 . These inequalities refer to norms in the x variable, but are uniform in t. This, together with (5.13) show that h(t, x) has essential supremum independent of t and x.
The next step is to prove uniform bounds in both t and x for the time-variable discrete derivative x) ), δ > 0 sufficiently small. The time interval [0, T ] is considered for arbitrary T , which implies that we can consider from the beginning a larger time interval [0, T + 1] and prove the regularity of h on [0, T ]. This takes enables us to make sense of h(t + δ, x) for any t ∈ [0, T ]. Differentiation rules applying to the discrete derivatives are described in [3] . The argument is easier to follow if we formally differentiate (5.9) with respect to the time variable and work with ∂ t h in the sense of distributions. However, at the moment, we do not know whether ∂ t h is integrable, or, for that matter, if it is a function. To prove this, based on (5.10)-(5.11), denote
where |E(δ, t, x)| ≤ c 9 is the order of magnitude of the error term, withe c 9 independent of (δ, t, x) and h. Denoting a ⊗ b = a(x)g(y) for any functions a(x), b(y), we multiply (5.18) by D δ h(t, x) and integrate over x to have
It is essential that the first bracket in the integrand of (5.19) is symmetric in (x, y). We need to show that the second term of (5.21) is nonnegative, that is (5.23)
We symmetrize the integrand
y)) v(t, x)v(t, y)dydx
and see that if we write
, then the whole integral is
Noticing that D δ and ∇ commute, and that the last three functions appearing in (5.22) are uniformly bounded in (t, x), while |(D δ v)∇h| 2 has an integral in x independent of t. Applying a Sobolev inequality to (5.21), we bound below the norm of the gradient by the norm of the function. Schwarz inequality for (5.22) gives that, in the square norm with respect to x, ||D δ h(t, x)|| H 1 ≤ c 10 , again with c 10 independent of (t, x, δ). As a consequence, letting δ → 0, we showed that h(·, x) is absolutely continuous, hence differentiable a.e., with derivative ∂ t h(t, ·) ∈ L 2 (T d )).
If α 1 (t, x, y) = e h(t,x)−h(t,y) V (y) + e h(t,y)−h(t,x) V (x) ,
we define the bounded linear operators β :
y)(u(t, x) − u(t, y))v(t, x)v(t, y)dy .
At this point we can write the pde satisfied by u(t, x) = ∂ t h(t, x) as We verify that β(u) is positive definite in the sense that β(u)udx ≥ 0, which is easier to see directly but is also a consequence of (5.23). Since β(∂ t h) is square integrable in x with uniform bound in t, we consider (5.24) as a simpler elliptic equation with right hand side equal to g 2 square integrable and uniformly bounded in t. Theorem 8.15 in [4] shows that u = ∂ t h is uniformly bounded in (t, x). The next step of the proof shows that u = ∂ t h is differentiable in t and the derivative is bounded in both t and x. The reasoning is essentially the same as for u = ∂ t h itself. In order to avoid technical difficulties related to the fact that β is a linear operator and does not fit exactly the classical theory -the corresponding case is an elliptic operator with a negative potential -we shall proceed as before, working with the discrete derivative D δ u at first. However, it is useful to write down the formal equation satisfied by ∂ t u(t, x).
Since equation ( D δ u(t, x) . All we have to verify is that β(∂ t u)∂ t udx ≥ 0. Following the same steps as before, we conclude that ∂ t u = ∂ tt h is bounded uniformly in (t, x). He have shown that h(t, x), ∂ t h(t, x), as well as the derivatives in x are continuous in (t, x) .
The last step is to show that the spatial derivatives of ∂ t h are jointly continuous in t and x. We know that the spatial derivatives for both h and ∂ t h exist as functions in L 2 (T d )) with norms uniformly bounded in t. Both (5.9) and (5.24) are classical equations when regarded in x, since the integrals over y yield uniformly bounded functions of time, independent of the space variable. The proof proceeds by differentiating in the space variable equation (5.24). The linear operator β(u) reduces to a classical term c(t, x)u, with c uniformly bounded in (t, x). Reasoning as above, we obtain in fact that all space derivatives of ∂ t h are continuous in x, with uniform bounds in (t, x). To complete the continuity in t, we know already that ∂ tt h is a bounded function for all (t, x). In conclusion we note that by iterating the same procedure, it can be shown that h is infinitely differentiable in (t, x).
