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Abstract
This paper presents some substantial relationships between revealed preference tests for a data set
and the shortest path problem in a network (a directed graph with weighted edges), using a simple
and straightforward graph theoretic argument. We clarify the interpretation of revealed preference
tests, rene Afriat inequalities, and give a unied perspective of several forms of rationalizability
tests and the classical utility representation problem of preferences. Furthermore, we provide an
additional graph theoretic structure, which we call the shortest path problem with weight adjustment.
This is a common structure for several rationalizability tests. The proposed structure leads to
ecient algorithms for checking rationalizability conditions, and for computing a solution to the
Afriat inequalities if the data are rationalizable in several settings.
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1 Introduction
Given n observations of a consumer's choices and the prices of ` goods, we say that the data set is
rationalizable if there exists a utility function u such that these choices are generated from the utility
maximization problem for u under the budget constraints created by these prices. Afriat [1] provided
the rst characterizations of data to be rationalized by a non-satiated utility function. Subsequent
research has focused on the properties of data that are rationalizable by a particular form of utility
function, e.g., homotheticity, weak separability, additive separability, and quasi-linearity. We review
three characterizations: linear budget, homothetic, and quasi-linear rationalizabilities.
Linear budget rationalizability: Given n observations of consumption choices and prices
f(xk; pk)gnk=1 where (xk; pk) 2 R`+  R`++, there is a non-satiated utility function u : R`+ ! R
that rationalizes the data if and only if there is a solution Uk; k > 0 (k = 1; : : : ; n) to the system of
inequalities
Uk0 5 Uk + kpk  (xk0   xk) for k; k0 = 1; : : : ; n: (1)
This system of inequalities is known as the Afriat inequalities. Note that these conditions are also equiv-
alent to the cyclical consistency condition of Afriat [1] and the generalized axiom of revealed preference
(GARP) of Varian [26].
Homothetic rationalizability: Similarly, for rationalizability by a homothetic utility function, the
corresponding inequalities are
Uk0 5 Uk + log(pk  xk0) for k; k0 = 1; : : : ; n: (2)
This system is equivalent to the solvability condition given in Varian [27]. Indeed, the original system
Uk0 5 Uk(pk xk0), where Uk > 0 for all k = 1; : : : ; n, is equivalent to logUk0 5 logUk+log(pk xk0), where
Uk > 0 for all k = 1; : : : ; n. Hence, the solvabilities of (2) and Varian's original system are equivalent.
Quasi-linear rationalizability: If we restrict our attention to quasi-linear rationalizability, the Afriat
inequalities are modied to
Uk0 5 Uk + pk  (xk0   xk) for k; k0 = 1; : : : ; n: (3)
These ideas and inequalities were provided by Brown and Calsamiglia [4] and the system (3) is a particular
case of (1) with k = 1 for all k = 1; : : : ; n.
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These three results only consider rationalizability problems with utility maximization problems under
a linear budget. A more general result considers the rationalizability problem under non-linear budget
utility maximization. Matzkin [18] considered a non-linear formalization of the rationalizability problem,
and Forges and Minelli [10] generalized the result to more general budget settings.
1 Although Brown and Calsamiglia [4] stated that the solution for (3) must be positive, it is obvious that we can
construct a positive solution of (3) from any solution Uk 2 R (k = 1; : : : ; n) by letting  be a number such that
 < minfUkjUk  0g and dening ~Uk := Uk    for k = 1; : : : ; n. Then, ~Uk is positive and is a solution of (3). If
the set fUkjUk  0g is empty, then the conclusion is obvious.
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General budget rationalizability: Given n observations f(xk; Bk)gnk=1 (where Bk := fx 2
R`+ j gk(x) 5 0g and gk : R`+ ! R is an increasing, continuous function satisfying gk(xk) = 0 for all
k = 1; : : : ; n) there is a non-satiated, continuous utility function u : R`+ ! R that rationalizes the data
if and only if there is a solution Uk; k > 0 (k = 1; : : : ; n) to the system of inequalities
Uk0 5 Uk + kgk(xk0) for k; k0 = 1; : : : ; n: (4)
This characterization was presented by Forges and Minelli [10]. Note that if we take gk : R
`
+ ! R as
gk(x) := pk  (x   xk) for all k = 1; : : : ; n, this result is the same as the linear budget rationalizability
characterized by the Afriat inequalities (1).
Finally, the rationalizability problem was extended to the indivisible goods setting.2
Tight budget rationalizability: Given n observations of consumption choices and prices f(xk; pk)gnk=1
where (xk; pk) 2 Z`+  Z`++, there is a discrete concave, integer valued utility function u : Z`+ ! Z that
tight budget rationalizes the data if and only if there is a integer solution Uk; k > 0 (k = 1; : : : ; n) to the
system of inequalities
Uk0 5 Uk + kpk  (xk0   xk) for k; k0 = 1; : : : ; n: (5)
This characterization was proposed by Fujishige and Yang [12]. The inequality system (5) has an identical
form to the Afriat inequalities (1), but the solutions and pk  (xk0   xk) are integers.
Obviously, inequality systems (1){(5) have the same form. As noted by Varian [27], Teo and Vohra
[25], and Fujishige and Yang [12], the form is related to a combinational optimization problem called
the shortest path problem. The above inequality systems are actually characterized by the solvability
conditions of particular shortest path problems. Therefore, the rationalizability problems are (not only
related to but also) characterized as shortest path problems. In the following, we show this fact using a
simple and straightforward graph theoretic argument.3 Our argument uses the standard shortest path
problem, and a modied shortest path problem that we dene in this paper. We call the modied
problem the shortest path problem with weight adjustment.
Through graph theoretic arguments, we have claried the interpretation of these inequality tests and
give a unied perspective for several forms of rationalizability tests by considering them as shortest path
problems. Moreover, we can see that these tests are discrete analogs of the classical problem of utility
representation of preferences (e.g., Debreu [6]). We also demonstrate that (1), (4), and (5) have identical
graph theoretic structures, i.e., the shortest path problem with weight adjustment. With this in mind,
we can apply an O(n2) algorithm to test the rationalizability of data, which was proposed by Fujishige
and Yang [12] and Nobibon et al. [23] for tight budget and linear budget rationalizabilities, respectively.
2 Polisson and Quah [17] and Forges and Iehle [9] also considered discrete settings. Since Fujishige and Yang [12]
explicitly treats the inequality system characterization, we focus on their formalization.
3 Kolesnikov et al. [14] also demonstrated this relationship using the Monge{Kantrovich mass transportation problem,
which is a general framework containing the shortest path problem. Here, we demonstrate the relationship in a
complete manner using elementary graph theoretic arguments that do not require linear programming techniques or
knowledge of the Monge{Kantrovich problem.
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This procedure is more ecient than the well-known and frequently used procedure of Varian [26], which
has O(n3) complexity. Furthermore, we extend the algorithm of Fujishige and Yang [12], which computes
a solution to the Afriat inequalities if the data are tight budget rationalizable, so that we can compute a
solution of any feasible shortest path problem with weight adjustment. Using this extended algorithm,
we can compute a solution Uk; k > 0 for the inequalities (1), (4), or (5) in O(n
3) time, for any economic
data that is linear, general, or tight budget rationalizable, respectively.
2 Revealed Preference Tests and Shortest Path Problems
The shortest path problem considers if there are shortest directed paths from one vertex to each other
vertex in a given directed graph with weighted edges. Consider the examples in Figure 1. Both graphs
consist of the same vertex and edge sets, namely, ve vertices V = fa; b; c; d; eg and eight edges E =
f(a; b); (a; d); (a; e); (b; d); (c; b); (c; e); (d; c); (e; d)g. However, the graph on the left has shortest paths
from a to all other vertices, the graph on the right does not have a shortest path from a to b, c, or
d. This is because any path to those vertices can be shortened by extending it along the closed path























Formally, a directed graph is a pair G = (V;E) where V is a nite set and E is a subset of
the ordered pairs V  V . We call an element v 2 V a vertex and an element (v; u) 2 E an
edge.4 A path (or a vi0-vim path) vi0 ! vi1 !    ! vim is a sequence of vertices and edges
vi0(vi0 ; vi1)vi1(vi1 ; vi2)vi2    vi(m 1)(vi(m 1) ; vim)vim . A path is called a cycle if vi0 = vim . A real-valued
(or integer-valued) function ` : E ! R (or ` : E ! Z) is called a weight function and represents
the weight (or length) of the edge `((v; u)) for each edge (v; u) 2 E. The weight (or length) of a path
P : vi0 ! vi1 !    ! vim is the sum of the lengths of its edges `(P ) :=
Pm 1
k=0 `((vik ; vik+1)). A shortest
path from vertex s to vertex v is an s-v path that has the minimum length over all s-v paths.5
The following theorem is a known characterization for the solvability of the shortest path problem.
We present a simple proof of this characterization in the Appendix. See Murota and Shioura [19], Ahuja
et al. [3], and Korte and Vygen [16] for more detailed discussions.
4 In this paper, we only consider simple graphs. That is, we assume that there are no loops or parallel edges in
G = (V;E).
5 Note that we use the word weight or length even if `((u; v)) or `(P ) is negative.
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Theorem 1. Let G = (V;E) be a directed graph with n vertices and m edges. Let ` : E ! R be a weight
function. Suppose that there is a path from vertex s to each other vertex v 2 V nfsg. Then, the following
conditions are equivalent.
(i) There are shortest paths from s to each other vertex v.
(ii) There is a vector  2 Rn such that (u)  (v) 5 `((v; u)) for all (v; u) 2 E.
(iii) There is no negative length cycle.
Moreover, if the weight function is integer-valued (` : E ! Z), the vector  can be chosen to be a integer
vector  2 Zn.
The vector  in Condition (ii) is called a feasible potential. This theorem says that the solvability of
the shortest path problem is equivalent to asking whether there is a cardinality (a feasible potential )
that is consistent with the given ordinal structure (a weight function ` on a directed graph G = (V;E)).
Indeed, in the above examples, the graph on the left has a feasible potential ((a); (b); (c); (d); (d)) =
(0; 4; 5; 8; 3). However, the graph on the right does not have a feasible potential because of the negative
length cycle b! d! c! b. If there were a feasible potential ~, then ~(b) 5 ~(d)+ 4 5 (~(c)  4)+ 4 5
(~(b)  1)  4 + 4, which results in the contradiction 0 5  1.
Now, observe that Condition (ii) of Theorem 1 is quite similar to the inequality system (1). As
mentioned in Varian [27], Teo and Vohra [25], Fujishige and Yang [12], and Nobibon et al. [23], we
can construct a directed graph and associate it with weights generated from the observed economic
data f(xk; pk)gnk=1.6 The directed graph G = (V;E) is constructed by introducing a vertex for each
consumption datum xk and an edge for each pair of distinct indices (xk; xk0). That is,
V := fx1; x2; : : : ; xng and E := f(xk; xk0) j k; k0 = 1; : : : ; n and k 6= k0g: (6)
If we take the weight `lb() : E ! R, for any  2 Rn++, to be
`lb((xk; xk0);) := kpk  (xk0   xk); (7)
then we have a graph theoretic characterization of the rationalizability problem.
Proposition 1. Given n observations of consumption choices and prices f(xk; pk)gnk=1 where (xk; pk) 2
R`+ R`++, the following conditions are equivalent.
(i) There is a non-satiated utility function u : R`+ ! R that rationalizes the data f(xk; pk)gnk=1.
(ii) There is a solution Uk; k > 0 (k = 1; : : : ; n) to the system of inequalities: Uk0 5 Uk+kpk  (xk0  
xk) for all k; k
0 = 1; : : : ; n.
(iii) There is some  2 Rn++ such that the directed graph G with weight `() dened by (6) and (7) has
shortest paths from x1 to each other vertex xk (k = 2; : : : ; n).
(iv) There is some  2 Rn++ such that the directed graph G with weight `() dened by (6) and (7) has
no negative length cycle.
6 Koo [15] also investigated the graph theoretic representations of revealed preferences.
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Proof. (i) , (ii): This is a well-known result. See, for example, Diewert [7], Varian [26], and Fostel et
al. [11].
(ii) , (iii) , (iv): This is a straightforward consequence of Theorem 1. Note that the directed graph
G = (V;E) dened by (6) satises the assumptions of Theorem 1. Indeed, there is an obvious path from
x1 to any other vertex xk containing only one edge (x1; xk) 2 E. Additionally, note that the inequality
Uk0 5 Uk + kpk  (xk0   xk) is a vacant condition when k = k0. Hence, the potential condition for the
constructed graph is a necessary and sucient condition for the Afriat inequality condition.
Embedding this result into the paraphrasing of the shortest path problem characterization in Theorem
1, we can say that the rationalizability problem is equivalent to asking whether there is a cardinal-
ity ((Uk)
n
k=1) that is consistent with the ordinal structure ( `lb() : E ! R on G = (V;E) ) under an
appropriate adjustment  2 Rn++. Thus, the rationalizability problem is a discrete analog of the clas-
sical problem of the utility representation of preferences (Debreu [6]). However, the preferences to be
represented here are (adjusted) revealed preferences.
For homothetic (2), quasi-linear (3), general budget (4), and tight budget (5) rationalizabilities, the
arguments are straightforward. Indeed, the correct \ordinal structure" is clear if we compare the feasible
potential condition in Theorem 1 (ii) with each of the rationalizability conditions (2){(5). Formally, we
consider the weight functions for each rationalizability test as follows.
Homothetic rationalizability: `h((xk; xk0)) := log(pk  xk0); (8)
Quasi-linear rationalizability: `q((xk; xk0)) := pk  (xk0   xk); (9)
General budget rationalizability: `gb((xk; xk0);) := kgk(xk0) for any  2 R`++; (10)
Tight budget rationalizability: `tb((xk; xk0);) := kpk  (xk0   xk) for any  2 Z`++: (11)
In short, according to the following results, linear budget, homothetic, quasi-linear, general budget, and
tight budget rationalizabilities are equivalent to asking whether there is a consistent cardinality for each
particular ordinal structure, i.e., edge weights (7){(11) on the identical directed graph G = (V;E) dened
as in (6). First, we state the characterization for the homothetic and quasi-linear rationalizabilities.
Proposition 2. Consider n observations of consumption choices and prices f(xk; pk)gnk=1.
(i) The data are homothetic rationalizable if and only if the directed graph G with the weight function
`h : E ! R dened by (6) and (8) has no negative length cycle.
(ii) The data are quasi-linear rationalizable if and only if the directed graph G with the weight function
`q : E ! R dened by (6) and (9) has no negative length cycle.
The proof is the same as in Proposition 1, because the graph is the same (6) and the only dierence
is the weight functions.
Note that the condition that there is no negative length cycle for homothetic rationalizability is actually
equivalent to the homothetic axiom of revealed preference (HARP) from Varian [27]. Indeed, log(pk1 
xk0) + : : :+ log(pk0  xkm) = 0 (no negative length cycle in the graph G with weight `h) is equivalent to
(pk1  xk0)(pk2  xk1)    (pk0  xkm) = 1 (HARP). This relationship was also mentioned in Varian [27].
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In Proposition 2, there are no degrees of freedom like the adjustment  2 Rn++ in Proposition 1 and
hence, the solvability of these shortest path problems give complete characterizations of rationalizability
problems. Consequently, quasi-linear and homothetic rationaliabilities are falsiable by a well-known
practical algorithm for solving shortest path problems.7
Next, we characterize general budget and tight budget rationalizabilities.
Proposition 3. Given n observations f(xk; Bk)gnk=1 (where Bk := fx 2 R`+ j gk(x) 5 0g and gk :
R`+ ! R is an increasing, continuous function satisfying gk(xk) = 0 for all k = 1; : : : ; n), the following
conditions are equivalent.
(i) There is a non-satiated, continuous utility function u : R`+ ! R that rationalizes the data gk(x) 5
0) u(x) 5 u(xk).
(ii) There is a solution Uk; k > 0 (k = 1; : : : ; n) to the system of inequalities Uk0 5 Uk +
kgk(xk0) for all k; k
0 = 1; : : : ; n.
(iii) There is some  2 Rn++ such that the directed graph G with weight `gb() : E ! R dened by (6)
and (10) has shortest paths from x1 to each other vertex xk, k = 2; : : : ; n.
(iv) There is some  2 Rn++ such that the directed graph G with weight `gb() : E ! R dened by (6)
and (10) has no negative length cycle.
Proposition 4. Given n observations of consumption choices and prices f(xk; pk)gnk=1, where (xk; pk) 2
Z`+  Z`++, the following conditions are equivalent.
(i) There is a discrete concave integer-valued utility function u : Z`+ ! Z that tight budget rationalizes
the data f(xk; pk)gnk=1.
(ii) There is an integer solution Uk 2 Z; k 2 Z++ (k = 1; : : : ; n) to the system of inequalities Uk0 5
Uk + kpk  (xk0   xk) for all k; k0 = 1; : : : ; n.
(iii) There is some  2 Zn++ such that the directed graph G with weight `tb() : E ! Z dened by (6)
and (11) has shortest paths from x1 to each other vertex xk, k = 2; : : : ; n.
(iv) There is some  2 Zn++ such that the directed graph G with weight `tb() : E ! Z dened by (6)
and (11) has no negative length cycle.
The proofs for Propositions 3 and 4 are also the same as for Proposition 1. However, note that in
tight budget rationalizability, kpk  (xk0   xk) are integers. Therefore, the Afriat inequalities condition
is equivalent to the integer potential condition in Theorem 1.
Here, we note that Propositions 1, 3, and 4 have degrees of freedom, i.e., the adjustment  2 Rn++
(or  2 Zn++). However, as shown in the following corollary, we can decrease the degrees of freedom by
restricting the candidates for the adjustment  0 to non-degenerated ratios.
7 There is a well-known practical algorithm for solving shortest path problems called the Moore{Bellman{Ford algo-
rithm (MOORE-BELLMAN-FORD ALGORITHM of Korte and Vygen [16]). It can be used to compute shortest
paths if there is no negative cost cycle in the graph, and to detect the existence of a negative cost cycle if one exists.
The algorithm has computational complexity O(nm), where n is the number of vertices and m is the number of edges
(Theorem 7.7, Korte and Vygen [16]). In the current setting, we have m := n(n  1) (because each of the n vertices
has n  1 outgoing edges in the graph), so the computational complexity is O(nm) = O(n(n(n  1))) = O(n3).
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Corollary 1. (i) If there is some  2 Rn++ such that the directed graph G dened as (6) with weight
`gb() has no negative length cycle, then there is some  2 Rn++ such that
Pn
k=1
k = 1 and the
graph G with weight `gb() has no negative length cycle.
(ii) If there is some  2 Zn++ such that the directed graph G dened as (6) with weight `tb() has no
negative length cycle, then there is some  2 Qn++ such that
Pn
k=1
k = 1 and the graph G with
weight `tb() has no negative length cycle.
Hence, the equivalent conditions (ii){(iv) in Proposition 1, 3, and 4 are rened so that the existence of
 0 is restricted to ratios, i.e.,  0 such that Pnk=1 k = 1.
Proof. Assume that there is some  2 Rn++ (or  2 Zn++) that does not generate a negative cost cycle in
G for `gb() (or `tb()). Dene  as k := k=(
Pn





Take an arbitrary cycle in G: xk0 !    ! xk(m 1) ! xkm (where m = 0). Then,
k0`((xk0 ; xk1)) +   + k(m 1)`((xkm 1 ; xkm))




where `((xki ; xki+1)) := gki(xki+1) (or `((xki ; xki+1)) := pki  (xki+1   xki)). The numerator on the right-
hand side is non-negative because we have assumed that there is no negative weight cycle in the graph
G with respect to `gb() (or `tb()). Moreover, the denominator is positive because  0. Hence, there
is no negative weight cycle in the graph G with `gb() (or `tb()). Note that  2 Qn++ if  2 Zn++.
Corollary 1 renes the Afriat inequalities, but the rationalizability tests still have degrees of freedom,
namely, the adjustment ratio . Hence, we cannot practically test these forms of rationalizability using
the shortest path algorithms (because there are innitely many candidates for adjustment). However,
as we will see in the next section, these rationalizability problems have an additional common graph
theoretic structure that leads to an ecient test procedure proposed by Fujishige and Yang [12] and
Nobibon et al. [23] for tight budget and linear budget rationalizabilities, respectively.
3 Rationalizability Test and Shortest Path Problem with Weight
Adjustment
Propositions 1, 3, and 4 show that we can characterize linear budget, general budget, and tight budget
rationalizabilities using a modied shortest path problem. The modied problem asks if there is a
weight adjustment  2 Rn++ (or  2 Zn++) under which the graph with adjusted weight k`((vk; vk0))
has shortest paths from a given start point to the other point. We call this problem the shortest path
problem with weight adjustment (SPPWA). Note that the adjustment  never changes the signs of the
weights `((vk; vk0)), because  0. Additionally, note that the adjustment k > 0 is identical for all the
edges from the same vertex vk.
Consider the examples in Figure 2. Both graphs consist of the same vertex and edge sets, ve vertices
V = fa; b; c; d; eg and eight edges E = f(a; b); (a; d); (a; e); (b; d); (c; b); (c; e); (d; c); (e; d)g. The graph
on the left is the same as in Figure 1, and has a negative cycle b ! d ! c ! b. However, it has an
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adjustment (a; b; c; d; e) := (1; 2; 1; 1; 1), so that adjusted weight never results in a negative cycle
(and hence, Theorem 1 implies that there are shortest paths from a to all other vertices). However, the
graph on the right does not have such an adjustment, because the negative cycle b ! d ! c ! b is
always a negative cycle under any adjustment   0, as it does not contain a positive edge. That is,
b0 + d( 4) + c( 1) 5 minfb; d; cg(0  4  1) < 0: Moreover, note that the graph on the left does























An important point that is highlighted by the above example is the existence of a negative cycle that
consists of only non-positive edges. Indeed, as shown is the following theorem, we can characterize the
solvability condition for SPPWA using this condition. The proof is presented in the appendix.
Theorem 2. Let G = (V;E) be a directed graph with n vertices and m edges. Let ` : E ! R be a weight
function. Suppose that there is a paths from vertex s to each other vertex v 2 V n fsg. For any strictly
positive vector  2 Rn++, dene an adjusted weight function `() : E ! R as
`((v; u);) := v`((v; u)) for all (v; u) 2 E: (12)
Dene a subset Enp of the edges E as
Enp := f(v; u) 2 E j `((v; u)) 5 0g: (13)
Then, the following conditions are equivalent.
(i) There is a vector  2 Rn++ such that the graph G with adjusted edge weight `() has shortest paths
from s to each other vertex v.
(ii) There is a vector  2 Rn++ and a vector  2 Rn such that (u)   (v) 5 v`((v; u)) for all
(v; u) 2 E.
(iii) There is a vector  2 Rn++ such that the graph G with adjusted edge weight `() has no negative
length cycle.
(iv) The graph Gnp := (V;Enp) has no negative length cycle with respect to the original weight ` : E !
R (a cycle containing a negative weighted edge with respect to the original weight ` : E ! R).
(v) The graph Gnp := (V;Enp) has no strongly connected component (SCC) that contains a negative
weighted edge with respect to the original weight ` : E ! R.8
8 A directed graph G = (V;E) is strongly connected if each pair of vertices v and u are strongly connected; that is,
there are v-u and u-v paths. A subgraph C of a graph G = (V;E) is a SCC of G if there is no strongly connected
8
Moreover, if the weight function is integer-valued (` : E ! Z) and the feasible adjustment   0 is
restricted to an integer vector,  2 Zn++, then the potential  can be chosen to be a integer vector,
 2 Zn.
Note that the equivalences of the rst three conditions are obvious consequences of Theorem 1; the
characterization conditions for the standard shortest path problem. Moreover, in the above example,
we observed that the non-existence of a negative cycle that consists of only non-positive edges may
characterize the feasibility of SPPWA. The equivalence (iii) , (iv) says that the observation is correct.
Indeed, the subgraph Gnp is constructed by dropping all the positive weighted edges of the originally
given graph, G. Therefore, a negative cycle in Gnp is a negative cycle that consists of only non-positive
edges in G. Finally, (iv) , (v) holds through a graph theoretic translation. The condition (v) leads to
the ecient test procedure of the rationalizability problems, which was proposed by Fujishige and Yang
[12] and Nobibon et al. [23] for tight budget and linear budget rationalizabilities, respectively.
We now return to rationalizability problems. By Propositions 1, 3, and 4, these problems are charac-
terized as SPPWAs. Formally, the directed graph is dened by (6)
V := fx1; x2; : : : ; xng and E := f(xk; xk0) j k; k0 = 1; : : : ; n and k 6= k0g;
and the weight and the adjusted weight functions are dened as
linear budget: `lb((xk; xk0)) := pk  (xk0   xk) and `lb((xk; xk0);) = kpk  (xk0   xk); (14)
general budget: `gb((xk; xk0)) := gk(xk0) and `gb((xk; xk0);) = kgk(xk0); (15)
tight budget: `tb((xk; xk0)) := pk  (xk0   xk) and `tb((xk; xk0);) = kpk  (xk0   xk): (16)
Hence, Theorem 2 implies the following proposition.
Proposition 5. Given n observations of consumption choices and prices f(xk; pk)gnk=1, where (xk; pk) 2
R`+ R`++, the following conditions are equivalent.
(i) The data f(xk; pk)gnk=1 are rationalozable with a non-satiated utility function.
(ii) The graph Gnp = (V;Enp), where Enp = f(xk; xk0) 2 E j pk  (xk0   xk) 5 0g, has no cycle that
contains an edge (xk; xk0) satisfying pk  (xk0   xk) < 0.
(iii) The graph Gnp has no SCC that contains an edge (xk; xk0) satisfying pk  (xk0   xk) < 0.
Moreover, the analogues of this result hold for general budget and tight budget rationalizabilities.
Under the language of preferences, the graph Gnp = (V;Enp) has an edge (xk; xk0) if the consumption
bundle xk is revealed to be preferred or indierent to xk0 by a non-satiated utility maximizer (when
the data are rationalizable). The graph Gnp = (V;Enp) is a graph theoretic representation of the direct
revealed preference relation R0 of Varian [26] on the nite set fxkgnk=1. Formally, R0 is dened as
xkR
0xk0 :, pk  xk = pk  xk0 , pk  (xk0   xk) 5 0. So if we construct a directed graph GR0 := (V;ER0)
where ER0 := f(xk; xk0) j k; k0 = 1; : : : ; n; k 6= k0; and xkR0xk0 holdsg, we have Gnp = GR0 .
subgraph C0 of G where C is a subgraph of C0 and C 6= C0, i.e., if C is a maximal strongly connected subgraph of G.
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Condition (ii) gives us a simple and intuitive procedure for testing the rationalizability of the observed
data. (We concentrate on linear budget rationalizability). Consider the toy example shown in Figure
3. For each consumption datum xk, draw a solid edge from xk to all data xk0 strictly below the line
Lxk = fy 2 R2 : pk  y = pk  xkg, and draw a dashed edge from xk to all data xk0 on the line Lxk (the




data, we only need to check whether there is a cycle that has at least one solid edge. In this example,
the data f(xk; pk)gnk=1 is rationalizable (as shown in the right gure).
As proposed by Fujishige and Yang [12] and Nobibon et al. [23], for real economic data in empirical
studies, we can check the rationalizability using Condition (iii) of the proposition. We can check Con-
dition (iii) using the SCC decomposition of a directed graph.9 There is a well-known and elementary
algorithm for computing this decomposition, which has a computational complexity of O(n+m), where
n is the number of vertices and m is the number of edges (Theorem 2.19, Korte and Vygen [16]).10 Even
in the densest case of the current problem, where Gnp has m := n(n  1) edges, the SCC decomposition
algorithm has a computational complexity of O(n2). If we have the SCC decomposition of Gnp, then,
from Condition (iii) of Proposition 5, the rationalizability test only requires to check if there is a non-
degenerate SCC containing a negative weighted edge; an edge (xk; xk0) satisfying pk (xk0 xk) < 0. (The
required time for this check is bounded by O(n2), because we need to check each of the edges in Enp
exactly once.) Hence, this procedure has an O(n2) time complexity, and is more ecient than Varian's
procedure, as noted by Fujishige and Yang [12] and Nobibon et al. [23].
Moreover, this procedure is generally applicable to the SPPWA.
Proposition 6. The feasibility of the SPPWA can be checked within O(n2) time. In particular, linear
budget, general budget, and tight budget rationalizabilities can be checked within O(n2) time.
Proof. The algorithm is described as follows.11
9 Because the strong connectivity of a pair of vertices is an equivalence relation, we can decompose the set of vertices, V ,
into equivalence classes under the strong connectivity relation. This decomposition is called the SCC decomposition
of the directed graph. Note that we use the phrase strongly connected components (SCCs) of a directed graph to
describe the vertex sets that decompose V into the SCC decomposition and the subgraphs that are induced by each
of the vertex sets.
10 The algorithm was originally proposed by Tarjan [24].
11 Fujishige and Yang [12] considered this algorithm in Steps 1 and 2 of their algorithm for computing solutions to the
Afriat inequalities. Nobibon et al. [23] proposed this algorithm for a graph theoretic problem they called the arc
coloring problem. We show that an essentially identical algorithm can be used to check the feasibility of SPWE, and
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n =5 Gnp SCCs of Gnp
Figure 4
|||||||||||||||{
Step 0: Construct the subgraph Gnp = (V;Enp) from the given instance G = (V;E) and `.
Step 1: Compute the SCC decomposition of Gnp (e.g., using STRONGLY CONNECTED COM-
PONENT ALGORITHM of Korte and Vygen [16]).
Step 2: For each edge (v; u) 2 Enp such that `(v; u) < 0, check whether vertices v and u are in
dierent SCCs of Gnp or not.
(a): If there is an edge (v; u) 2 Enp such that `(v; u) < 0 and vertices v and u are in a same
SCC of Gnp, then the instance is not feasible.
(b): If there is no such edge (v; u) 2 Enp, the instance is feasible.
|||||||||||||||{
First, the correctness of the algorithm is clear from Condition (v) of Theorem 2. Next, we consider
the complexity. We can implement Step 0 by checking `((v; u)) for each edge (v; u) 2 E, which requires
O(m) time. As previously mentioned, Step 1 requires O(n+m) time (Theorem 2.19, Korte and Vygen
[16]). Step 2 obviously requires at most O(jEnpj) time, because we check each edge (v; u) 2 Enp once
(at most). We are only considering a simple graph G, so these time complexities are bounded by O(n2).
Thus, the complexity of the entire algorithm is bounded by O(n2). Note that we require O(n2) time to
construct the graph dened by (6) from a economic data, thus, rationalizebility problems can also be
checked in O(n2) time.
Moreover, we can compute (integer or real) vectors  and   0 using an algorithm that is an
extended version of that in Fujishige and Yang [12]. That algorithm computes the integers Uk; k > 0
of the Afriat inequalities in the indivisible goods setting, if a data is tight budget rationalizable. The
extended Fujishige-Yang algorithm computes (integer or real) vectors  and  0 for Condition (ii) of
Theorem 2, if instances G = (V;E) and ` are feasible.
Extended Fujishige-Yang Algorithm
Input: A feasible instance of SPPWA, G and `.
Output: Vectors  and   0 that satisfy Condition (ii) of Theorem 2. (If ` is integer valued,
 and   0 are integer vectors).
to check linear, general, and tight budget rationalizabilities.
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|||||||||||||||{
Step 0: Construct Gnp and compute its SCCs, H1; : : : ; H, using the SCC decomposition algo-
rithm (e.g., STRONGLY CONNECTED COMPONENT ALGORITHM of Korte and Vygen [16]).
Here, Hd are assigned a topological order by their subscripts d = 1; : : : .
12
Step 1: Let M := minf`(v; u) j 1 > `(v; u) > 0g (or M := 1 if f`(v; u) j 1 > `(v; u) > 0g = ;).
Step 2: Dene a weight function ` as `((v; u)) := `((v;u))M for all (v; u) 2 E.
Step 3: Let L := (m  1)maxf `((v; u)) j `((v; u)) < 0g.
Step 4: For all vertices v 2 V , if v 2 Hd, then dene v as v := Ld 1.
Step 5: Compute  using the shortest path algorithm (e.g., MOORE-BELLMAN-FORD AL-
GORITHM of Korte and Vygen [16]) for instances G = (V;E) and `().
|||||||||||||||{
Note that M = 1 in Step 1 if the weight function ` is integer valued, because there is no integer `(v; u)
such that 1 > `(v; u) > 0. Hence, if ` is integer valued, the other steps of this algorithm are the same
as in Fujishige and Yang [12]. The correctness of this algorithm is proved in the Appendix. (We can see
that the proof of Theorem 2 includes the correctness of the algorithm.) Here, we state its correctness
and complexity.
Proposition 7. The extended Fujishige-Yang algorithm correctly computes vectors  and   0, which
constitute a solution of the inequality system in Condition (ii) of Theorem 2, if an instance is feasible.
This algorithm has an O(n3) time complexity.
Hence, we can compute a solution Uk; k > 0 of the Afriat inequalities for linear budget, general
budget, and tight budget rationalizabilities using the extended Fujishige-Yang algorithm.
Proposition 8. A solution Uk; k > 0 of the Afriat inequalities for linear budget, general budget, and
tight budget rationalizabilities can be computed in O(n3) time if the data are rationalzable.
4 Concluding Remarks
 The cyclical consistency condition (and hence GARP) is actually equivalent to Condition (ii) of
Proposition 5. Indeed, the cyclical consistency states that \ pk0  (xk1   xk0) 5 0; pk1  (xk2   xk1) 5
0; : : : ; pk(m 1)  (xkm   xk(m 1)) 5 0 ( where m = 0) implies that pkh  (xk(h+1)   xkh) = 0 for all h =
0; : : : ;m  1 ". If we translate this condition into the graph theoretic language we developed above, then
it becomes each cycle in Gnp contains only zero-valued edges. Therefore, it is obviously equivalent to
Condition (ii) of Proposition 5, there is no cycle in Gnp that contains a negative-valued edge.
12 That is, SCCs H1; : : : ; H are assigned their subscripts so that the following statement holds:
there is a v-u path in Gnp where v 2 Hd; u 2 Hd0 ; and d 6= d0 ) d < d0. The SCC decomposition algo-
rithm (STRONGLY CONNECTED COMPONENT ALGORITHM of Korte and Vygen [16]) simultaneously
provides such a topological order. A more detailed discussion of this can be found in Korte and Vygen [16, Theorem
2.20].
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 Besides the revealed preference tests, many researchers investigated goodness-of-t measures for GARP
(Afriat [2], Houtman and Maks [13], Varian [28], Echenique et al. [8], Smeulders et al. [21], Dean and
Martin [5]). They proposed some indices as goodness-of-t measures for GARP, but some of them
have recently been shown to be computationally dicult. Formally, some of them are NP-hard problems
(Smeulders et al. [21, 22], Shiozawa [20]).13 These indexes were dened according to the weights of GARP
violations (or the cyclical consistency violations). Hence, their validities are based on Condition (ii) of
Proposition 5. However, GARP violations (i.e., violations of rationalizability) have another equivalent
combinational form: Condition (iii) of Proposition 5. Hence, as proposed in Shiozawa [20], we have





(xk;xk0 )2Hd pk  (xk   xk0)P
(xk;xk0 )2Enp pk  (xk   xk0)
; (17)
where Hd(d = 1; : : : ; ) is the SCC decomposition of Gnp and \(xk; xk0) 2 Hd" expresses that the edge
(xk; xk0) is contained in the set of edges of Hd.
14 Note that SCCI 2 [0; 1] for any data. This index
has a natural interpretation: the ratio of the weight of irrational parts (negative weight SCCs) of the
data over the entire weight of the revealed preference relation. Moreover, it has a O(n2) time algorithm:
compute SCCs using the SCC decomposition algorithm and compute SCCI dened by (17). Hence,
based on Proposition 5, SCCI may be a new valid and computationally feasible goodness-of-t measure
for GARP.
Appendix
A proof of Theorem 1 (This argument is based on Murota and Shioura [19]).
Proof. (i) ) (ii): Let d(v) be the length of the shortest path from the vertex s to each other vertex
v 2 V . We dene d(s) := 0. (Note that if the weight function is integer valued (` : E ! Z), the shortest
path length d(v) must be an integer for all v 2 V .) Take an arbitrary edge (v; u) 2 E. Because d(u) is
the length of the shortest path from s to u, we have
d(u) 5 d(v) + `(v; u);
where the right-hand side is the length of a path from s to u that follows the shortest path from s to v
and the edge (v; u). Thus, d(u)  d(v) 5 `(v; u) for all (v; u) 2 E.
13 Specically, Smeulders et al. [21, 22] showed that it is NP-hard to compute the indices dened in Houtman and
Maks [13], Varian [28], Echenique et al. [8]. Shiozawa [20] showed that computing the minimum cost index of Dean
and Martin [5] is also NP-hard. Note, on the other hand, that Smeulders et al. [21] proposed two computationally
feasible indices and Smeulders et al. [22] proposed a feasible (polynomial-time) algorithm for computing Afriat [2]'s
index.
14 Note that if the denominator
P
(xk;xk0 )2Enp pk  (xk   xk0 ) is zero, then the data is rationalizable by Proposition 5.
In such cases, we dene SCCI := 0. Additionally, the SCC index can be dened in the same way, even in the general
budget and tight budget rationalizability settings, as noted in Proposition 5.
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`(vih ; vih+1) =
m 1X
h=0
((vih+1)  (vih)) = (vim)  (vi0) = 0:
Hence, there is no negative weight cycle K.
(iii) ) (i): Take an s-v path P  that has shortest length over all simple paths from s to v. (We say
a path is simple if it contains no cycle.) This set is not empty because there is a path from s to v by
assumption. Moreover, this set is nite because a simple path must consist of at most n   1 edges and





= m!=((m  n+ 1)!(n  1)!) combinations of edges. Hence, P  exists. Take an
arbitrary s-v path P that is not simple. Because P is not simple, there is a vertex v0 through which P
passes at least twice. Thus, P has a cycle. Because there is no negative cost cycle, the length of a path
P 0 generated by removing K from P is no more than the length of P . That is, `(P 0) 5 `(P ). Continuing
this procedure until P is reduced to a simple path P , we still have `( P ) 5 `(P ). However, because P  is
the shortest length simple path from s to v, we must have `(P ) 5 `( P ). Therefore, `(P ) 5 `(P ) holds,
and P  is the shortest path.
Proof of Theorem 2.
Proof. As previously mentioned, (i) , (ii) , (iii) is a consequence of Theorem 1. We prove the remaining
equivalences in the following.
(iv) , (v): We use a contraposition. If (iv) does not hold, then there is a cycle in Gnp that contains
a negative weighted edge (v; u) 2 Enp. For all pairs of vertices v; u 2 V that are in this cycle, there
are v-u and u-v paths. Hence, vertices v and u are in the same SCC. Therefore, Condition (v) does
not hold. Conversely, if (v) does not hold, there is a SCC of Gnp that contains a negative weighted edge
(v; u) 2 Enp. Because the vertices v and u are in the same SCC, there is a u-v path
u(u; vi1)vi1    vim 1(vim 1 ; v)v
in Gnp. Therefore, a cycle v
(v; u)u(u; vi1)vi1    vim 1(vim 1 ; v)v is in Gnp and contains the neg-
ative weighted edge (v; u) (i.e., Condition (iv) does not hold).
(iii) ) (iv): We use a contraposition. If (iv) does not hold, then there is a cycle in Gnp that contains
a negative weighted edge. Let vi0 ! vi1 !    ! vim 1 ! vi0 denote this cycle. Note that this cycle
vi0 ! vi1 !    ! vim 1 ! vi0 is also contained in the original graph G, because Gnp is a subgraph
of G. Take an arbitrary adjustment   0. Then, the weight of the cycle with respect to the adjusted
weight `() is
`((vi0 ; vi1 ;) + + `((vim 1 ; vi0 ;) = i0`((vi0 ; vi1)) +   + im 1`((vim 1 ; vi0))
5 minfhjh = i0; i1; : : : ; im 1g(`((vi0 ; vi1)) +   + `((vim 1 ; vi0))) < 0:
Thus, the graph G has a negative cycle with respect to the adjusted weight `(). Because the adjustment
 0 is arbitrary, there is no  0 such that the graph G with adjusted edge weight `() has no negative
length cycle (i.e., Condition (iii) does not hold).
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(iv) ) (iii): Suppose that Condition (iv) holds; there is no cycle in Gnp that contains a negative
weighted edge. We show that there is an adjustment   0 such that `() never results in a negative
cycle in G = (V;E).
Note that we can assume
minf`((v; u)) j `((v; u)) > 0g = 1 (18)
without loss of generality. Indeed, if the weight function is integer valued (` : E ! Z), then (18) is
obviously satised. Moreover, even if the weight function is real valued (` : E ! R), we have the
following.
Fact 1. For any weight function ` : E ! R and a positive number M 0 > 0, dene a new weight function
` : E ! R and dene Enp as
`((v; u)) :=M`((v; u)) for all (v; u) 2 E; (19)
Enp := f(v; u) 2 E j `((v; u)) 5 0g: (20)
Then,
(a) Gnp has no negative cycle , Gnp := (V; Enp) has no negative cycle; and
(b) G has no negative cycle with respect to `() , G has no negative cycle with respect to `().
Indeed, Gnp = Gnp holds from M
0 > 0 and the denitions (13), (19), and (20). For each cycle v0 !
   ! vm 1 ! v0 in Gnp(= Gnp) and/or G, we have
`((v0; v1)) +   + `((vm 1; v0)) =M 0( `((v0; v1)) +   + `((vm 1; v0)) )
and/or
0 `((v0; v1)) +   + m 1 `((vm 1; v0)) =M 0(0`((v0; v1)) +   + m 1`((vm 1; v0)) ) for any  0:
(21)
Therefore, if (18) is not satised, we can replace Gnp and ` : E ! R by Gnp and ` : E ! R for a
suciently large M 0 > 0, e.g.,
M 0 :=
1
minf`((v; u)) j 1 > `((v; u)) > 0g > 1: (22)
Now, take the strongly connected component decomposition H1;   H of Gnp, assigned its subscripts
in topological order. That is, the components are assigned subscripts so that
there is a v-u path in Gnp where v 2 Hd; u 2 Hd0 ; and d 6= d0 ) d < d0:15 (23)
15 Because SCCs are maximal strongly connected subgraphs of Gnp, there is no cycle in Gnp that contains two vertices
from dierent SCCs. Consider each SCC as a one vertex and re-dene a graph consisting of the re-dened vertices
(SCCs) and edges from SCC H0 to another SCC H00. If there is a path from a vertex of H0 to a vertex of H00, we get
a new graph that has no cycle. That is, the new graph is acyclic and has a topological order (Proposition 2.9, Korte
and Vygen [16]). When we assign subscripts d = 1; : : : ;  to the SCCs that correspond to the topological order of
the new graph, we get the stated structure.
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Next, take a large number L > 0 and dene   0 as
L := (m  1)maxf `((v; u)) j `((v; u)) < 0g > 0; (24)
i := L
d 1 for all vertex vi where vi 2 Hd (d = 1; : : : ; ): (25)
Note that   0 is a integer vector if the weight function is integer valued (i.e., ` : E ! Z). We show
that G has no negative cycle with respect to `().
Take an arbitrary cycle C in G. If cycle C contains no negative edge with respect to the weight function
`, the cycle is obviously non-negative with respect to `(). Hence, we assume that C contains at least
one negative edge (v0; u0) with respect to the weight `. Then, the vertices v0 and u0 must be in dierent
SCCs of Gnp, because Conditions (iv) and (v) are equivalent. Let d
 be the largest index of SCC Hd
that contains a vertex of the cycle C. Then, there is an edge (vi ; vi) in C such that vi 2 Hd and
vi 2 Hd0 with d0 < d. Therefore, from (23), it is clear that (vi ; vi) must be a positive edge with
respect to `. Hence, the total weight of the cycle C : vi0 ! vi1 !    ! vim (where vi0 = vim := vi and
vi1 := vi) with respect to `(









= i`((vi ; vi)) +
X
h: `((vih ;vih+1 ))50
ih`((vih ; vih+1))
= Ld 1`((vi ; vi)) +
X
h: `((vih ;vih+1 ))50
ih`((vih ; vih+1))
= Ld 1`((vi ; vi)) +
X
h: `((vih ;vih+1 ))50
ihminf `((v; u)) j `((v; u)) < 0g
= Ld 1`((vi ; vi)) +
X
h: `((vih ;vih+1 ))50
Ld
 2( maxf  `((v; u)) j `((v; u)) < 0g)
= Ld 1`((vi ; vi))   Ld 2(m  1)maxf  `((v; u)) j `((v; u)) < 0g
= Ld
 1`((vi ; vi))   Ld 2L
= Ld
 1(`((vi ; vi))  1): (26)
However, since `((vi ; vi)) > 0 and (18) holds, L
d 1(`((vi ; vi))  1) = 0. Therefore, cycle C is non
negative with respect to `(). Because C is arbitrary, we can conclude that there is no negative cycle
in G with respect to `().
Note that the proof of (iv) ) (iii) is a modied version of the proof of Lemma 2 of Fujishige and Yang
[12], which shows that their algorithm correctly computes the integers Uk; k > 0 of the Afriat inequalities
in an indivisible goods setting. We generalized it to more general settings. The graph G = (V;E) is a
simple graph that satises the assumption of Theorem 2, and the weight function ` can be an arbitrary
integer-valued or real-valued function. We can see that the extended Fujishige-Yang algorithm correctly
computes vectors  and   0, which satises the inequality system of Theorem 2 (if it is feasible).
Proof of Proposition 7.
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Proof. Step 0 ensures that the SCCs H1; : : : ; H satisfy (23). Steps 1 and 2 ensure that the re-dened
weight ` satises (18). (Note that M in Step 1 satises M 0 = 1M in Equation (22) if f`((v; u)) j 1 >
`((v; u)) > 0g 6= ;). Steps 3 and 4 compute   0, which is dened as in (25). Thus there are no
negative cycles in G with respect to `(). Hence, Equation (21)) implies that   0 never creates a
negative cycle in G with respect to `(). In step 5, the shortest path algorithm correctly computes a
feasible potential  on the instance G with `(). Consequently, we can compute a solution Uk; k > 0
of the Afriat inequalities for linear budget, general budget, and tight budget rationalizabilities (if the
data are rationalizable) using the extended Fujishige-Yang algorithm. The complexity is clearly O(n3),
which is the same as the Moore{Bellman{Ford algorithm in the current setting (Theorem 7.5, Korte and
Vygen [16]).
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