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FOREWORD
This report was prepared by the Apollo Support Department, General Electric Com-
pany, Daytona Beach, Florida, under NASA Contract NAS8-20060, control number
DCN 1-5-60-00036-01 (IF). The work reported was performed during the period
26 March 1965 through 26 November 1965. Work performed after 26 November 1965
under a supplemental agreement will be reported upon completion on 31 March 1966.
This work was under the guidance of Mr. J.R. Mitchell of MSFC Quality and Reliability
Assurance Laboratory.
Principal technical contributors were Messrs. R.O. Harper, D.G. Chappell, W.P.
Crownover, E.D. Fisher, E.A. Houser, J.W. Johnson, T.J. Little, E.W. Reinhardt,
A.L. Ruiz, H.A. Torchia, and C.A. Tsonis of the General Electric Company, Apollo
Support Department and Professor T.R. Hoffman of Union College, Schenectady,
New York.
This report has been approved for release to qualified requestors through the NASA
Scientific and Technical Aerospace Reports system.
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ABSTRACT
This study was initiated by MSFCin order to establish a soundtechnical basis for the
implementation of adigital computer simulation of the Saturn launchvehicle and its
support equipment at a level compatible with effective utilization of the simulation
outputs. Analysis has shownthat a complete discrete anddynamic simulation is both
practical and desirable. Recommendationsare made to complete the design and im-
plementation of this digital simulation.
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SECTION1
INTRODUCTION
This LaunchVehicle ComponentLevel Simulation (LVCLS) study was initiated by MSFC
to establish a soundtechnical basis for the implementation of a digital computer sim-
ulation of the Saturn launch vehicle and its support equipment at a level compatible with
effective engineering utilization of the simulation outputs. The study encompassed
analyses of the present data organization and simulation methods, the available and
anticipated computer hardware, and the potential utilizations in order to select an
optimum combination of equipment and methods. The intent of the study was to insure
meaningful results in time for utilization, andto point out and develop problem-solving
methods that will continue to be efficient anduseful for systems that follow. In order
for the study to be practical, it was necessary and advisable to give careful consider-
ation to the ultimate implementation concept andto identify and explore its technical
problem areas. It is felt that the objectives enumerated in Section 2 have beenmet
successfully.
Implementation of this simulation will provide a complete, integrated, dynamic com-
puter simulation of the launch vehicle and its support equipmentthat will aid in:
• Equipment design.
• Verification of equipment functional relationships.
• Reliability and safety evaluations of equipment and procedures.
• Test and evaluation of the functional operation of equipment.
• Generation and optimization of checkout operations and procedures.
• Validation of manufacturing tests.
• Configuration management, identification, accounting, and control.
• Growth and development of advanced systems.
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SECTION 2
ANALYTICAL STUDY OBJECTIVES
The objectives of the LVCLS study were to identify and solve problems dealing with the
general nature of the simulation - its formulation, operation, maintenance, and effec-
tiveness. The approaches and solutions yielded by this study are essential for imple-
menting the simulation.
The intention was not to develop a complete simulation program, rather selected por-
tions were programed and actual computer solutions were obtained. Only in this way
was it possible to test the feasibility of the new approaches to problems and assess their
salient features and accuracy.
The aim of this study has been to provide MSFC with specific recommendations cover-
ing the following areas:
a. Initial computer hardware requirements.
b. Computer hardware required for future needs.
c. Compatibility techniques.
d. Individual programs to be developed.
e. Order of implementation of individual programs.
f. Overall simulation requirements.
g. Data requirements for outputs from the simulation.
h. Data requirements for inputs to the simulation.
i. Procedures to insure that the simulation continues to receive current data
and contributes to configuration management decisions.
In order to reach these objectives, the study was divided into interrelated tasks and
organized sequentially as shown on Figure 2-1. Section 4, "Simulation Description, "
gives a comprehensive discussion of these tasks as well as the basis for the study re-
commendations defined in Section 3, "Summary of Results and Recommendations."
2-1
Evaluation ofDesired Output s
II
:d_'ntification of
l{cqu ired Outputs
'r
Required Inputs
_F
Data
Requirements
idcniil ication of
Polcntial I;s(,s
Start of Study and
D_'finition of Problem
ComputerR('qui remcnts
1 Ir
I Description of tPotential Uses
J 1Ewduation of
q Previous Work
Organization
', 'r
I' tC,,,mputc rl{_. (.'__r_lp,i t l_datJolls
1
|
Time 19'spmsc [
ilequircmcnts I
Data
1 I-v 'J
b----_()' ,'t'ali Simt,i:,li,m_..J
l:O.qui rc lne. nts
I Effectiveness
_ Functional Flow
i_,nd,_quir,,m,,,,s _ [ S(t(1,'']_i:ipll [:[ l[/l_dS]
t
IJse)" Commtmica- I
I ion with Simulatio_
I
Ordering of I:scs
to B(, Provided
I End of StudyTechnic:d Report
lndi\ idual Pr,,
Start of D(,sion and
hnpl e me nt a t ion
2-2
Figure 2-i. Task Flow Diagram for Analytical Study of
Launch Vehicle Component Level Simulation
SECTION 3
SUMMARY OF RESULTS AND RECOMMENDATIONS
3.1 GENERAL
This study has shown that launch vehicle simulation at the component level is practical
and desirable. Usually, when considering the problem of system simulation, the con-
figuration is modeled in terms of a well-defined set of equations describing the system
response to prescribed stimuli. The problem is then one of solving these equations.
The Launch Vehicle Component Level Simulation (LVCLS) goes another step. Here, it
is desired to be able to automatically build up both the discrete and dynamic model
equations for vehicle subsystems, as well as obtain a solution to these equations. The
users will desire to simulate different combinations of a variety of configurations.
Some may want a refined simulation of a relatively small composite of components,
while others may want a cursory simulation of a large network of components. The
user generally will not need nor want a sophisticated simulation involving in-depth
representations of several major functional systems. For instance, a study of the
structures problems associated with wind loading will require a loading profile using a
representative trajectory generator rather than one employing a sophisticated model of
the propulsion and flight control systems. In-depth simulation of a propulsion system
will include a rather cursory representation of the flight control system andvice-versa.
There are a number of solutions available for application to the mechanical and elec-
trical problems involved in this study. Many of these have been written for special
problems and are often difficult to use for anything else, while others have been written
to handle very general problems. However, the price paid in using these "ready-made"
solutions is excessive memory requirements and excessive running time. Ideally,
then, the flexibility of the general program and the efficiency of the special-purpose
program are desired. The development of a user-oriented simulation monitor system
seems to provide a means to obtain this end.
Thus
, the LVCLS is planned to have the following characteristics:
• The simulation system will contain a compiler that accepts a user-oriented
language.
• It will utilize a large program library and launch vehicle data base to com-
pile discrete and/or dynamic simulations as called for by the user.
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• Only those programs necessary for the particular simulation at hand will
be used.
• The program library will contain programs that simulate common functions,
but at varying degrees of sophistication.
• There will be provisions to add and delete programs to the library.
• Once a simulation program has been compiled, it may be kept for later use.
• The output from one simulation may be stored for use with another simula-
tion at a later time.
• The capability to be used in a time-sharing mode will be maintained through-
out the development of the system.
• Provisions will be made to include existing simulation programs in the
library.
• The strength of these existing simulations will be enhanced by the ability to
write programs under the simulation monitor that automatically will prepare
the input data from the launch vehicle data base.
There undoubtedly will be several techniques available for structuring system models
in the dynamic portion of the simulation system. The suitability of several approaches
has been investigated and the relative merits of these and other techniques will be re-
solved by the user needs. Generally, highly nonlinear functions will be handled best
with differential equations,while the transfer function or impulse response will offer a
number of advantages for more linear functions.
3.2 IMPLEMENTATION
There are three basic areas which must be implemented for a successful simulation of
the launch vehicle at the component level. The first of these is the system description
or engineering data base with its logical and functional description of vehicle hardware
in terms of discrete connections and in terms of differential equations. The second is
a discrete simulation to provide logical and functional analyses. The third is a dynamic
simulation to provide dynamic analysis of the overall system. These items, together
with the computer system on which they are run, form the core of the simulation. In
addition, other supporting routines detailed in paragraph 3.4 must be provided to
maintain a current and specified data base and to provide the required outputs.
el
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3.3 COMPUTER HARDWARE
3.3.1 COMPUTER
The various program modules of this simulation should be programed and run on an
existing computer system, such as the IBM 7044 with a disc file, during the initial
stages of implementation. Experience with the discrete simulation system for use on
the Electrical Support Equipment showed that the initial system ability of simulating
some 3,500 components could be improved to the point where it now performs a dis-
crete simulation using some 28,000 components. Final selection of the computer hard-
ware should be postponed until sufficient operating experience with the modular parts
of the simulation has firmly established the best equipment compromise for economy
and efficiency. Paragraph 4.5 discusses the simulation requirements which are
expected to limit the choice of computer configuration to one or more of the following
modern digital systems:
a. General Electric Company
b. Burroughs Corporation
c. Control Data Corporation
d. International Business Machines Corporation
GE - 625/635/645
B - 8500
CDC - 6600/6800
IBM - 360-65/75/95
The system should include large, random-access disc units, such as the DS-25, capable
of storing 200 x 106 characters. It is desirable to have three of these disc units in
order to provide the capability of simulating different configurations without excessive
waiting time. To provide ready machine access for engineers at the different MSFC
laboratories, the computer system should be capable of operation in a time-shared
mode.
3.3.2 PERIPHERAL EQUIPMENT
The following peripheral equipment is a partial listing necessary to fulfill system
requirements:
a. Digital plotter.
b. Tape units.
c. Card readers.
d. Printers.
e. CRT displays.
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3.4 ORDER OF IMPLEMENTATION
Paragraph 4.15 discusses the rationale used for development of the recommended order
of implementation. Basically, the functional interdependencies of the simulation pro-
gram modules and their estimated effectiveness have established the recommended
order of implementation so that, as computer hardware and software is built up and
specific functions become operational, individual outputs and their associated uses will
become available at the earliest practicable time. In this way, operational portions
of the simulation will provide useful output before the complete implementation of the
overall simulation system. Unlike the basic discrete and dynamic simulation modules,
the output routines may be implemented conveniently in other sequences so that MSFC
may assign higher priorities to some outputs and uses than to others, thereby changing
the sequence. Each of the 20 uses examined is comprised of one or more specific out-
puts. A total of 32 of these outputs and the associated uses are illustrated in Table 3-1
in the recommended order of implementation as shown in Appendix D.
3.5 OPERATIONAL SUPPORT PROCEDURES
To insure that the simulation accurately reflects the true system and provides optimum
usefulness, it is essential to:
• Maintain software.
• Implement changes.
• Schedule use.
Maintenance of software and implementation of changes are specifically referred to as
configuration control of the simulation. The methods to be applied during implementa-
tion will be similar to those published and followed for the current Electrical Support
Equipment simulation. The salient feature of the existing simulation configuration con-
trol system are described in paragraph 4.4.
Configuration control of the launch vehicle simulation system will have to be carried
out at a very high technical level. It is essential that the simulation at all times does
in fact meet the objectives of vehicle system mathematical definition and user require-
ments. To this end, then, it is essential that control emphasize:
a. Limiting the data base information to that which is of specific interest.
b. Converting the data base as quickly as possible to the mathematical definition
required.
c. Being informed of changes by design file indices.
d. Using a building-block approach in the growth of each simulation objective.
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Recommended Order of
Outputs*
Co de Description
AH Listing of new approved permanent data being entered.
AI Listing of new approved permanent changes being entered.
AG Listing of changes which affect LVCLS operations.
P List of equipments by panel.
Q List of equipments by drawing numbers.
R Listing of equipments by function.
AJ Listing of equipments involved within specified bounds.
B Listing of sequence of operations by time.
C Listing of component status changes.
K
U
Listing for comparison rUn.
Listing of equipments activated with time or number of activations.
AF Listing of transient response.
L Listing of delay times for selected system portion.
M Listing for comparison of delay times.
A Function sequence chart.
O
N
AE
AK
V
W
X
F
D
T
AD
H
Y
Z
AA
AB
p,
AC
Plot of transient response.
Listing of equipments unstable in operation.
Listing of conflicts in connections.
Listing of initial conditions.
Listing of differences between equipments expected to be activated and those actually
activated.
Listing of effective failure rates for selected system portions.
Listing of probabilities of not failing for selected system portions.
Listing of inconsistencies.
Listing of redundancies.
Listing of equipments and fault conditions leading to fault indicator symptoms.
Listing of points required for detection and isolation of faults.
Listing of components contributing to questionable operation.
End item approved configuration indices.
Approved ECP end item indices.
End item quantitative requirements schedule.
End item modification status.
Spares status.
* See Table D-3, Page D-9.
**See paragraph D.2, Page D-27.
DlemenOon
Applicable Uses**
I II III IV V VI VII VIII IX X XI XII XIII XIV XV XVI XVII XVIII XIXiXX
X
X
X
X X X X
X X X X
X X X X
X
X X X X
X X X X
X X X X X
X X X X X
X X X X
X X X X
X X X X
Xi X X X
X ] X X X
X X X X
X X X
X
X X X X X
X X X X
X X X X
X X X X
X X X X
X X X X
X X X
X X X X
X
X
X
X
X
3-5/3-6
e. Checkingout each stage of the simulation against specification performance
requirements and test results.
f. Demonstrating that numerical methodsdo not introduce computational inac-
curacies and instabilities.
g. Following complete mathematical definition, machine programing, andpro-
gram debuggingandverification, the changesmust be limited to those re-
quired by design ECP of the actual system and those required for user
satisfaction.
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SECTION4
SIMULATIONDESCRIPTION
4.1 GENERAL
The Launch Vehicle Component Level Simulation (LVCLS) is a part of the total Saturn V
information system. It is essentially an engineering-type tool which performs a math-
ematical simulation of the Saturn V launch vehicle and its ground support equipment on
a digital computer. The results of this simulation are presented in various forms
which best support the real engineering evaluation to be performed by men.
4.2 POTENTIAL USES
During the course of the present study, there were some 20 potential uses examined.
Many of these have multiple outputs which were also considered in determining the re-
commendations contained in this report. Use number VI, "Perform transient analysis
of a selected portion of the launch vehicle and ground support systems," and number VII,
"Follow signals through a selected portion of the launch vehicle on a discrete basis,,,
form the backbone of the simulation. Other potential uses either add capability in the
analysis of simulation results or support the simulation itself. All of the uses examined
to date can be implemented. In fact, there are examples of each type in use in other
applications now. The chief difference and advantage of LVCLS is its wide applicability
to Saturn V systems and its availability on a demand basis. The following list of the
uses is not arranged by priority but only to maintain the numerical sequence previously
used during the study, in Appendix D, and in Table 3-1:
I. Define the effect of a proposed change on operation of a selected portion of
the launch vehicle and ground support systems - The objective is to allow the
user to change data temporarily, corresponding to a proposed change, and
determine its effect on the operation of the system portion under considera-
tion; reference to Appendix D and Tables D-5 and D-12 indicates that most
of the features of LVCLS will be required.
II. Keep track of approved change orders, drawing changes, and hardware
changes made in the simulation data file and the resultant configurations -
The objective is to allow a user to keep a record of the changes that have
been made, so that administrative and technical control can be maintained
to prevent the invalidation of some or all of the system data. This provides
a method of keeping track of changes made in the data used by LVCLS in
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simulating equipmentoperations, but it does not check the effect of such a
changeor the equipment being simulated, and thus it doesnot duplicate UseI.
Further, since Use II pertains to changesin data employed by LVCLS in
simulating equipmentoperations, it doesnot duplicate Use XIX.
III. Insert approved changes into the central data file - This central data file is
a computerized source of all descriptive data necessary to support the sim-
ulation, such as advanced system schematics, identification, location, and
characteristics of components, etc. The objective is to allow a user to
update the data employed by LVCLS such that it reflects the latest system
configuration. This updating consists of inserting new information for all
items of data associated with:
• Connection statements.
• Logical statements.
• Advanced schematics.
• Panel schematics.
• Delays.
• Element parameters.
These changes will be made only under carefully controlled procedures and
a record will be kept as outlined for Use II.
IV. Change data temporarily to simulate a fault condition and follow its effect
through a selected portion of the system - The objective is to allow the user
to make such temporary changes in the data that a fault condition or a num-
ber of fault conditions may be simulated. Through the use of all the features
of the simulation, the effect of such fault conditions may be traced through
the vehicle and/or ground system, or a selected portion of it. Changes in
the data may consist of the following, singly or in consistent combinations:
• Changes in connection statements.
• Changes in delays.
• Changes in elementparameters.
• Changes in logical statements.
• Elimination of elements or signals.
This feature closely parallels that whereby the effect of a proposed change
may be traced.
V. Calculate expected times for events of the sequential operation of a selected
portion of the launch vehicle and ground support systems - The objective is
to allow a user to determine the times at which discrete operations may
occur, based on delays calculated from parameters of the elements rather
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VI.
VII.
VIII.
IX.
than on assumeddelays. This pertains to electrical, mechanical, hy-
draulic, andpneumatic elements in the portion of thevehicle and/or ground
system under consideration.
Perform transient analysis of a selected portion of the launch vehicle and
ground support systems - The objectives are:
• To determine the time of operation of the elements based on their
parameters.
• To determine stability characteristics for the portion of the system
under consideration.
• To determine transient response.
The analysis will encompass discrete and continuous operation of elec-
trical, mechanical, hydraulic, and pneumatic elements.
Follow signals through a selected portion of the launch vehicle on a dis-
crete basis - The objective is to allow the user to follow the sequence of
operations, on a discrete basis, through a selected portion of the vehicle
and/or ground support system. The system includes electrical, mechan-
ical, hydraulic, and pneumatic equipment. The time intervals may either
have predefined values or be the result of calculation (such as from Use V).
Relate the simulation to the racks, equipment numbers, etc., as given
on panel schematics, interconnection diagrams_ and advanced system
schematics - The objective is to provide, for the user, the ability to
relate the equipment used in the vehicle and/or ground support equipment
to the drawings. The comparison can be made by:
• Coding equipment designations so that they reflect type and location.
• Tying the equipment to panel and rack.
• Tying the equipment to drawing and page number.
Search out closely timed operations and identify the equipments involved
to eliminate areas of questionable operation where chance plays a signi-
ficant role in the operation of a system - Closely timed functions (e.g.,
relay races) may sometimes appear inadvertently in a system, so this
use is being considered as a means of calling attention to such a condition,
if it exists. Changes in the data which may result from such a disclosure
are not automatic - they would require evaluation and then use of proce-
dures for updating the data. The objectives are:
• To search out and define closely timed operations which may result
in questionable operation of parts of the vehicle and ground systems.
• To define the equipment involved in such operations.
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XI.
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XIV.
Check for inconsistencies such as conflicting signals and component oper-
ations which lead to inconsistent functions - Inconsistent functions are not
intentionally designed into a system, so this is a means for emphasizing
such a condition, if it exists. Changes in the data which can accompany
such a disclosure are not automatic, they would require evaluation and
then use of procedures necessary for updating data. The objectives are:
• To check for signals which conflict.
• To check for components, the operation of which lead to inconsistent
functions.
Check for redundancies to detect unintentional multiple methods of obtaining
individual signals or modes of operation and also to verify the presence
of intended redundant signals or modes included to improve reliability -
Redundancies in a system may appear inadvertently or may be included
intentionally (e.g., to increase reliability). This is a means for calling
attention to the fact that a redundancy may exist. Changes which may
result in the d,lta will not be automatic - they would require evaluation and
then use of procedures for updating the data. The objectives are:
• To check for multiple methods of obtaining individual signals.
• To check for components that lead to duplicate functions when
operated.
Define areas of possible malfunctions given a set of symptoms - This
feature is essentially the reverse of Use XIV. Its objective is to define
possible malfunctions which can give rise to a given set of symptoms. It
would be restricted to the case where the symptoms could result from
single rather than multiple simultaneous equipment malfunctions.
Allow a user to set up conditions which identify a portion of a proposed or
actual checkout or countdown sequence - The objective is to allow the user
to set up the conditions which identify a portion of a proposed or actual
checkout or countdown. This is related to Uses I and IV, and it provides
a means for specifying the time interval or equipment bounds of the sys-
tem portion to be investigated, along with the necessary initial conditions.
Allow a set of simulated fault conditions to be superimposed on a list of
conditions defining a planned checkout or countdown sequence - The objec-
tive is to allow the user to simulate a system fault during a simulated
checkout or countdown. This is related to Uses I, IV, and XIII, and pro-
vides a means for specifying simulated faults in a simulated checkout or
countdown sequence.
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Define and keep track of equipments that have been activated and maintain
a record for output - For example, during a specified period of checkout
or countdown, a record could be kept of which elements were activated,
along with either the number of activations or time during which each was
in the active state.
Define equipments which have not been activated - For example, given a
list of equipment which should be activated during some period of a check-
out or countdown sequence, define those equipments which were not
activated.
Compare resulting sequences with desired ones - The objective is to per-
mit a user to compare equipment states resulting from a simulation run
with expected states either for checkout or countdown activities. It
employs outputs from other uses and compares them with expected results.
Determine expected reliability factors for a selected portion of the
system - The objectives are:
• To determine the effective failure rate for a selected portion of the
system based on checkout or countdown usage.
• To allow the user to predict the probability of a failure in an equip-
ment during a selected portion of a test sequence.
Configuration management documentation data center and control - The
objective is to allow a user to follow the procedural concepts required
for identification, control, and accounting for all systems, equipments,
and components of the Saturn V launch vehicle as outlined in NPC 500-1.
Specifically, this is accounting information directed toward keeping
track of:
• Specifications for contract end items.
• Changes to and maintenance of specifications.
• Engineering documentation required for-
m Design releases.
• Design changes.
• Design reviews.
• Test acceptance and reviews.
This entails storage of document identification indices into the computer
bulk memory rather than the documents themselves.
Development of checkout and countdown procedures - The objective is to
aid in preparing test procedures for checkout and countdown. It is not
intended that this usage write the procedures, but, by simulating the
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consequencesof a procedural step, it acts asatoolfor individuals respon-
sibile for writing suchprocedures.
4.3 ORGANIZATION OF IMPLEMENTATION
Modularity is the key to the organization for development, for the data base, and for
utilization. During development, each computer program will be essentially complete
in itself. A program will not, in general, be dependent on other programs for essential
functions. This will insure that output will be available from separate programs when
they are programed without the necessity of waiting for the completion of programing
for the entire simulation. However, the structure and functional relationships of the
complete simulation will be designed into each separate program so that they will fit
together into an integrated simulation system.
The data base will be stage and engineering oriented. It will be preprocessed from
basic random disc files into linked and sequentially organized working disc files to
provide working data for various portions of the vehicle system bounded by time and by
hardware relationships. This preprocessing will insure that the bulk working data base
actually used in computations will be available in minimum access time and the simu-
lation can operate efficiently. These data will be file protected and verified. Tem-
porary changes or working data will not be placed in the main data base without going
through proper change procedures and being input through the control program. Per-
manent change data will be provided through flagging of the engineering data base
through the configuration management data base system and subsequently entering the
new engineering data into the random access disc file and processing it for entry into
the working disc files.
Utilization will be possible on a time-shared basis. The monitor system will select
the portion of the data base and those computer program modules necessary for a par-
ticular request and duplicate them for use during computation without destroying the
capability of the simulation to set up other combinations or repeat the same combina-
tions for other users. Dynamic and/or discrete simulations may be processed con-
currently and their results saved for possible later use if desired.
4.4 SIMULATION CONFIGURATION CONTROL
It will be necessary to set up a configuration control procedure to insure that the
simulation and its data base are protected at all times. Protection will also be main-
tained during development and for changes to insure evaluation prior to any implementation
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of a change. There is anexisting control procedure for the Electrical Support Equip-
ment simulation andthe salient features of it are given below as an example of what
must be developed. The control procedure written for LVCLS will be more complete
and in accordancewith the forthcoming computer program configuration management
document, NPC 500- .
1.0 CHANGE DEFINITION
For purposes of this document the two types of changes considered are defined
as follows:
• Error Correction - A computer program change that is necessary
because a program bug is discovered after a routine is in production.
• Design Change - A computer program change that is desirable, to
change a program function after a routine is in production.
2.0 CHANGE REQUEST FORMS AND PROCEDURES
All program error corrections must be made by a programer and in most cases
the programer will be the first to discover a coding error. However, when users
discover inconsistencies in program operation they should discuss the situation
with the Programing Task Leader who will then inform the cognizant programer
of the apparent error. If the programer finds a program error he must make the
appropriate changes and fill out a Program Error Notice form shown in Figure i.
The completed form must be submitted to the Programing Task Leader for
approval of the program correction and distribution of the notice to members of
the Digital Simulation Group.
The elements of the Program Error Notice form are as follows:
Program Name identifies the specific routine of interest.
Version Number indicates the system version, e.g. Version I.
Modification indicates the modified program by modification number.
Name of Programer is the name of the individual responsible for correcting
the program error.
Date is the month/day/year the program error is corrected.
Description of Error is a precise technical description of the program
error with an indication of impact on past user outputs.
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PROGRAMERRORNOTICE
Program Name
Version Number
Name of Programer
Description of Error:
Modification
Date
Corrective Action Taken:
Correction Approval
Program Task Leader
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Figure 1. Sample Program Error Notice Form
Corrective Action Taken is a description of program changes made in
coding, compilation, source deck, and documentation.
Correction Approval indicates the program error has been identified
correctly and proper corrective action has been taken.
2.2 DESIGN CHANGE
To simplify the operational computer program design change process, a change
request form was designed and is shown in Figure 2. The form is to act as the
change action record as each change is processed through the steps shown in
Figure 3.
The change request forms will be available from the Methodology Group Leader
or they may be prepared by a typist. With the form available any individual on
the simulation project may request a design change by filling out Section A of the
form and suLmitting it to the Methodology Group Leader. The elements of
Section A are described below:
Change Request No. will be assigned by the Methodology Group Leader.
Date is month/day/year on which the request is made.
Type of Change is the desired program function change.
Program Identification: the specific program to be changed e.g. Test
Procedure Output Program (GETS)/Version I/unmodified.
Description of Design Change: a detailed description of the new program
capability that should result from the change.
Change Required By is month/day/year change is needed.
Change Requestor is the name of the individual requesting the change.
After the design change request is submitted it becomes an action item and is
distributed for evaluation. Usually the Programming Task Leader and the cog-
nizant programer will evaluate the desired change. When the evaluation is com-
pleted the individual responsible for the evaluation must complete Section B of
the change request form and submit it to the Methodology Group Leader. The
elements of Section B are described below:
Change Recommendation and Comment: a yes/no recommendation and
general comment regarding the scope and worth of the change.
Esitmated Cost of Change: a cost summary giving the total cost, the man-
power needed, computer hours (including keypunch and tab room) and doc-
umentation costs.
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OPERATIONALCOMPUTERPROGRAMCHANGEREQUESTFORM
ChangeRequestNo.
Type of Change:
Program Identification: Name
Ve r s ion
Description of Design Change:
Date
Modification
Change Required By: Change Requestor:
Change Recommendation and Comment:
Estimated Cost of Change:
Manpower
Computer Hours
Documentation
Estimated Completion Date
Total
Change Evaluator
Change Authorized
Project Manager
Change Completed
Methodology Group Leader
Date
Date
Figure 2. Sample Operational Computer Program Change Request Form
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Describe
Design Change
Desired
l
Design Change Requestor
A-;sign Numbers
and Evaluate
Ch :rage
Methodolo_¢ Group Leader
1
Authorize
Change Digital Simulation Program Manager
,?
i
Dist libute
Authorized
Change Request
Conlplet( , D,,sign
Change and
Review
Methodolo_, Group Leader
Methodology Group Lcadel'
Di_;t i'Jl)ut(,
Complct_d I)(,sil, l_
ChallgC llequcst
MethodohJg\ Gi'oup Leader"
Figure 3. Flow Diagram of Design Change Procedure
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Estimated Completion Date: the calendar weeks required to implement the
change assuming an immediate go-ahead.
Change Evaluator: the name of the individual making the evaluation.
After the evaluation is complete a decision must be made to authorize the change.
If the change is authorized Section C is filled out by the Digital Simulation Pro-
gram Manager and the Methodology Group Leader will send a copy of the change
request to the requestor notifying him of the action taken.
Upon completion of the change (specifications revised, code changed, new listings
obtained, source deck updated, description documents revised, etc.) Section D
will be filled out and the change request form will be distributed as notification
of change completion.
Scheduling and user communication tie together in terms of the particular requirements
of the user, i.e., his priority, the area of simulation equipment required, the status
of model, output formats, and simulation development needs:
a. Priority - User priority will be based on the level of urgency of the output
data in relation to its application. Factors such as design, manufacturing,
test, and launch schedules will be used in the estimate.
b. Simulation equipment required - The simulation equipment required will
depend on the nature of the problem. For example, a dynamic simulation of
some part of the system will require main processor time for assembly and
run, in addition to peripheral equipment for outputs. Problems in the areas
of configuration accounting, file search, file maintenance, etc., can be per-
formed on off-line equipment.
c. Status of model - Users requesting service in areas where model develop-
ment is required must submit test and/or design information pertinent to the
system to be simulated. Model status will also have to be considered in
areas where the simulation is being up-dated to reflect design changes. User
needs may not be satisfied until the model truly reflects his system.
d. Output formats - Output formats must conform to user requirements. These
will be in the form of graphs, printed output, special forms (such as for con-
figuration accounting), punched cards, paper tape, magnetic tape, and direct
CRT displays.
e. Simulation development - Simulation development follow-on procedures will
be instituted. This will insure that future customer needs will be met.
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4.5 COMPUTER CONFIGURATION
The recommendation of this study is to develop the individual modules ot the simulation
using existing computer systems with disc capability and make a selection of opera-
tional computer hardwarebased on computing experience. However, there is sufficient
basis to expect the final configuration to have the following capabilities:
• Core memory of 131K words or greater.
• Access time of one microsecond with compatible add, multiply, and di-
vide times.
• Multiple disc memories each having a capacity of 33M words.
• Time-sharing capability.
• Remote terminals two of which should have local processors.
• Digital plotters.
• CRT displays.
• High-speed tape, card reader, printer, etc.
Experience with the current discrete simulation of the Electrical Support Equipment
has shown that computer running time is sensitive to small changes in the functional
description of the hardware and even to the sequence of its internal processing of
equations. Runs which were expected to take 20 minutes on an IBM 7044 computer
have been completed in 10 minutes and almost identical problems have taken 40 min-
utes. However, the following projections are made based on the "most typical" run
experience and allow for recent improvements in computational technique.
As an example, to develop a discrete event test procedure for LVCLS would require
the following time on a GE-635 or equivalent digital computer:
• Number of components simulated
(Current active components/stage = 3400)
• Number of sections in procedure
• Number of steps initiated per section
• Computational speed of simulation
• Computational speed of output
• Number of complete runs required
9000
10
250
25 steps/minute
50 steps/minute
3
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Time per discrete
test procedure 10 sections/procedure) (2 50 steps/section)= 25 steps/minute
+ (i0 sections/procedure)(250 steps/section_
50 steps/minute j 3 runs
= (i00 minutes/simulation run + 50 minutes/output run) 3 runs
= 450 minutes = 7 1/2 hours for 3 runs of a 9000-component
subsystem
Based on the number of additional iterations, it would take 30 hours for 18,000 active
components and it would take 67 1/2 hours for 27,000 active components.
On the other hand, a typical dynamic simulation is expected to require the solution of
some sixty different equations. There will also be some five to eight different sets of
coefficients for possibly thirty of these equations. This would indicate some 200 to 300
equations to evaluate. The anticipated types of equations include the following forms:
• LOX Tank
PLH = PgLO
Engine Fuel Inlet Line
1
1 + _ f (Wg L
gLO
- wVL )dt
1 + 1 f WLdt
PLVgLO
p - p
FH FO RFVI + C F
= RFI + _ FVI
( a)PF 1 +_ hFi °
144
PL( 1 +g) hLo
+ 144
a
1 + -
g f WLdt
144A L
) 2 dO)F1+ RF WFl +(LFI +LF2) dt
2
HFO N + fF (NPSH)
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• Thrust Chamber Pressure
dPT 1__1_p
dt " + TT T
7 R
%//2 \.y-1
• Turbine/Pump Configuration
a KIlL KF
dN 2
dt + _In a WL1 + eF WF1
O
cT
- 778 (Ec0) AH
+
(COLT + WFT}
• Heat Balance Equations (Plenum)
dT
X
Cx dt = Cp (ECOg)(Txl - Txo ) - (UA)x L (T'x
g
- TL) - (UA)x H (T x - TH)
Turbine Back Pressure
Assume square law flow and perfect gas law so that
2 2
Pd - Patm Pd = RxT x (ECOg)
Another example would be to perform a dynamic simulation of the S-IC stage propul-
sion system which would require the following time on a GE-635, or equivalent,
computer:
• Number of locations at which data are required 60
(from 30 to 300 depending on parameter)
• Number of parameters required 6
(temperature, energy, velocity, density,
static pressure, total pressure)
• Number of output time steps desired 200
• Number of calculations per output time step 25
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Number of engine systems
Computational speed of simulation
5
1500 calculations/second
Time per dynamic
simulation
= (60 locations)(6parameters)(200 time steps)
(1500 cal/sec)(60 see/minute)
x (25 cal/time step)(5 systems/simulation)
9,000,000 cal/dynamic simulation
90,000 cal/minute
= i00 minutes per dynamic simulation
There are four classes of computers available now or in the near future that are capa-
ble of performing the LVCLS and are all classed as information processors. They are
the General Electric GE-625/635/645, Burroughs B-8500, Control Data Corporation
CDC-6600/6800, and the International Business Machine IBM 360-65/75/95 for which
characteristic data are included in Table 4-1. Selection of the computer system that
best satisfies all simulation requirements should be postponed until after the detail
design requirements specification is developed and more detailed information becomes
available from the development and implementation of individual program modules.
The implementation of these program modules may be done on an available IBM 7044
machine with a 32K core memory and disc files. The knowledge and experience gained
during initial development will provide a better measure of the data storage, buffering,
and timing requirements for subsequent selection of final computer hardware.
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The processing system for LVCLS should be capable of simulating an estimated
300,000 components. Each component will be described by about 36 words of 36 bits
each for a total of 1300 bits of storage. The anticipated words are:
• 3 words for drawing and identification number.
• i word for item number.
• 12 words for item name.
• 2 words for component identification.
• 8 words for logical expressions.
• I0 words for dynamic expressions.
For ease of processing and data acquisition requirements of the overall simulation,
several of these words should be listed multiply, thereby expanding the data base to
twice or possibly three times its minimum size.
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One minimum description of 300,000 components uses 10,800,000 words and will re-
quire three DS-20 disc storage units (3.9 x 106 words each). The DS-25 disc storage
unit on the other hand is capable of storing 33 x 106 words each and could contain a
full description of 300,000 components with up to three times the minimum size de-
scription. Use of the DS-25 or equivalent disc unit will enable the simulation to oper-
ate on multiple configurations, up to four disc files at one time, andperform operations
on one configuration while simultaneously loading the data base for another. Computer
time chargeable to loading a configuration on a DS-25 disc will range from 6.3 minutes
to 7.1 minutes depending on what other operations are taking place on the computer at
the time. This is exclusive of the initial ten hours of preprocessing time required to
organize the working data base from random storage on source disc files. Prepro-
cessing is required only once per configuration.
The computer characteristic data presented in Table 4-1 for comparison includes ex-
ponent and mantissa double precision sign bits but does not include redundant repre-
sentations. In the case of the IBM 360, a mantissa of 54 bits is more representative
than 56 bits because this machine does not fully normalize floating point numbers.
Each of the above computer systems is equipped with the standard supervisory soft-
ware including FORTRAN IV and COBOL. The CDC version of FORTRAN IV is non-
standard and programs written therein are not directly transferable to other computers.
The Burroughs B-8500 computer is available with ALGOL in addition to the other lan-
guages. Also, compilation and information handling times on the B-8500 should be
lower because of its list-processing structure.
It is anticipated that portions of the dynamic simulation of the LVCLS will require
special programing in order to avoid numerical instabilities. There will be fewer of
these problem areas which will affect processing time and programing complexity if
the available object computer has a greater number of significant digits to work with.
With the exception of the CDC machines, the recommended computer systems have
fully compatible I/O configurations. The CDC machines are associated with 12-bit-
word satellite modules which will impose programing problems with respect to data
handling, since an additional manipulation will be required between the central pro-
cessor and bulk data, which will not be necessary on the other computers.
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An Electrical Support Equipment simulation presently operates within the capabilities
and limitations of an IBM 7044. Manyof the same capabilities will be required to re-
alize componentlevel simulation. Becauseof the larger data base and more pressing
numerical stability problems, considerable thought should be given to fixed-point
arithmetic and machine-dependentprograming.
If more than one class of computer is used during initial development of LVCLS,
machine-independentprograming may be justified during development. However, the
operational simulation shouldbe programed to take advantageof the computer hard-
ware installed at MSFC by machine-dependentprograming. This will improve the
efficiency of the simulation with respect to running time and storage requirements.
With frequent utilization, these improvements becomemore important.
4.6 DATA BASE
4.6.1 DESCRIPTION
4.6.1.1 General
The data necessary to support LVCLS are functional. They are the logical expressions,
the connection statements, the dynamic characteristics, dynamic equations, and simi-
lar engineering data used in current analysis. These data may be related to the administra-
tive data such as cost, manhours, location, date, quantity, proposal number, etc., as used
by configuration management through drawing numbers or part number_ but the con
tract end-item linkages used for configuration management are not the same as the
functional linkages used in LVCLS and engineering analysis. However, the simulation
will support the engineering evaluation of proposed changes to contract end items, and
the implementation of changes through the configuration management system should
flag parallel changes in the engineering data base where they are applicable.
Source engineering data should be gathered concurrently with configuration manage-
ment data from the stage contractors and other basic sources. There should be a
protected random access disc file system set up for these engineering data required
by LVCLS. From the source engineering data file, there will be protected working
engineering data gathered. These working bulk storage files will also be on disc
systems but will be organized by vehicle configurations. The working file will be pre-
processed and organized into linked families for computational use utilizing multiple
listing of data where advantageous.
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For each simulation run there will be a temporary problem-oriented data file selected
from the working bulk storage files. The selection criteria will be applicable hard-
ware bounds, time bounds, and type of simulation run. Although results of each sim-
ulation run may be saved, they will not reflect directly back on the working data nor
on source data. The applied failures and/or temporary changes inserted into problem
data for evaluation purposes will be isolated. Changes to source data and to working
bulk storage flies wili be controlled through both hardware and simulation configura-
tion management procedures and inserted only through application of the proper change
routine of the simulation.
The essential differences between the two systems are described in the following
paragraphs.
4.6. i.2 Configuration Management Desig]_ File
This is a business-oriented system whose purpose is to maintain:
a. Assembly records.
b. Parts records.
c. Usage records.
The system is maintained in detail in the form of:
a. Engineering design data.
b. As-is configuration data.
e. Engineering change data.
This system is maintained for customer reference upon request. Configxtration man-
agement reports (see Figure 4-1), which serve as system status indices, are sub-
mitred at periodic intervals to the customer.
4.6.1.3 Simulation System
This is an engineering-oriented system whose purpose is to assimilate system func-
tionalrelationships and to provide design and test validation outputs.
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• (1) ENGINEERING DESIGN DATA
ASSEMBLY USAGE RECORDS
1. Assembly Drawing Number and
Revision Letter
2. Assembly Name
3. Quantity
4. Next Higher Assembly Drawing Number
and Revision Letter
5. End Item Number
6. Assembly Reference Designator (MILSTD 16C)
DETAIL ASSEMBLY PARTS LIST RECORDS
1. Drawing or Part Number and Revision Letter
2. Parts List Item Number
3. Part Name
4, Quantity
5. FSCM Code (If Applicable)
6. Change Identification Number
7. Procurement Code
8. Parent Assembly Drawing Number and
Revision Letter
Data / (2)
Ji (2)
__ Computer
"AS IS" CONFIGURATION DATA
Same Data Elements as Engineering Design Data
Records Except Add Serial Numbers as Applicable.
_ank
t(3) ENGINEERING CHANGE DATA
CONTRACT END ITEM RECORDS
1. Identification Number
2. Name
3. Spec Number
4. Drawing Number
5. Serial Number
6. Location Code
ENGINEERING CHANGE RECORDS
1. ECP Number
2, ECP Title
3. CCN Number
4. Retrofit Number
5. Change Document Number
6. Drawing or Part Number and Revision Letter
7. New Drawing or Part Number Created
(If Applicable)
8. Effectivity (End Item Numbers)
9. Approval Date
10.. Scheduled Incorporation Date
11. Actual Incorporation Date
Figure 4-1. Configuration Accounting
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Specifically, then, the design file is parts-list-oriented, while the simulation is
function-oriented. The design file would serve to some extent as an up-to-date library
reference index for the simulation.
4.6.2 PROCEDURES
4.6.2.1 Data Base, Programs, and Output Requirements
The procedure for determining the simulation requirements is:
a. Scope out system to be simulated and/or users applications.
b. Determine types of output required by user.
c. From a and b, determine the nature and extent of data elements that
must be fully defined and processed.
d. Determine computer programs required to handle data elements and
supply required outputs.
Since the data base, computer programs, and output requirements are intimately re-
lated, the above four areas would be developed concurrently or with maximum overlap
to produce programs and output formats suitable for expanded utilization.
4.6.2.2 Design File
The gross outline for the configuration accounting system is shown in Figure 4-2 which
follows standard business system practices and is consistent with the requirements
of NPC-500-1.
There are four paths shown:
a. Engineering design data.
b. As-is configuration data.
c. Engineering change data.
d. Configuration management report.
Establishment
a.
b.
C.
d.
of the file would proceed as follows:
Examine manufacturing parts list, assembly, and usage records to de-
termine overall accounting system requirement.
Arrange above data for key punch operations.
Transfer data to tape (or disc) storage.
Set up data link with engineering, manufacturing, quality control, and
field operations for change identification and up-date cycle.
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4.6.2.3 Simulation
The procedures required to establish and maintain the simulation system are not as
clear cut as for the business system. This arises from the intent to provide a system
having considerable scope and flexibility. Appendix D presents 20 usages and their
functional relationships. Note that all usages tend to overlap in terms of functions
and programs, presenting the question of program arrangement and use -that is, can
the overlap be handled by a single set of tapes or should complete usage program tapes
be supplied even though it means duplication ? It is felt that the latter procedure should
be followed when one considers that time-shared or multiple processors might be
available so different programs can be run at the same time. Individual packages also
are desirable from the standpoint of freedom to duplicate for remote utilization.
Another area that will require careful handling is that of data base. Specifically, the
data base is that set of functional information completely describing the component or
system in question in terms of the intended usage and outputs required. The combi-
nation of usage/data base/and output can be lumped under the term modeling activity.
The activitywill determine the precise nature of the data required for a given usage.
For example, an area that has proven useful is the ESE discrete simulation. The
modeling activityhas concentrated on defining the ESE primarily in terms of its log-
ical sequence of events - with some additional sophistication in terms of pure delay
time between command and reaction. Thus, the sequence of modeling events is:
a. Data base:
(1) Logic equations.
(2) Delay times.
b. Computer program:
(1) Compiler program to convert logic expressions into machine
language.
(2) Evaluate logic expressions by means of Boolean arithmetic.
c. Outputs:
(1) Relay states as a function of time.
(2) Lamp states as a function of time.
(3) EA pen printout.
Another area that is completely different in nature, but follows the same pattern, would
be that of the mechanical systems as described in Appendix A. Briefly, the modeling
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activities are:
a.
bo
Co
do
System definition:
(i) Hydraulic system.
(2) Gas system.
(3) Valve actuating system.
(4) Indicator system.
(5) Propellant tankage.
(6) Turbo pumps.
(7) Engine thrusters.
(8) Sequence control.
(9) Pressurant system.
(10) Thrust control.
(11) Regulators.
Data base:
(1) Differential equations (linear and nonlinear) to describe system
dynamics.
(2) Arithmetic equations and function generation.
(3) Discrete elements.
Computer programs :
(1) FORTRAN or JOVIAL languages.
(2) Numerical integration.
Outputs: System variables versus time.
It is evident that the latter case is far more complex and will require a much higher
level of sophistication in the identification and definition of data base, program, and
outputs.
4.7 USER ACCESS
The chief users of LVCLS will be engineers located at the various laboratories of
MSFC. They must have ready access to the simulation through computer hardware
and through their ability to communicate their particular set of requirements to the
simulation system. The computer hardware recommended includes remote terminals
and time-shared capability to satisfy the first of these two requirements. The second
requirement may be satisfied by the development of a user-oriented language which
will allow each engineer to express himself in terms with which he is familiar and, at
the same time, translate these instructions into other terms which will operate most
efficiently on the computer.
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Componentlevel simulation will result in a software packageof considerable scope
and extent. It is anticipated that there will be a large number of users, each with his
own input/output requirements upon the simulation. Each user of the simulation will
have his own needswith respect to report generations. And, unless the problem is
anticipated, he will havehis own communicationproblems with the computer.
Any user-oriented languageis a device which collates programs and subprograms as
well as identifying data and output formats. This must be doneusing a languagein
which eachuser has some degree of familiarity. The vocabulary neededshouldbe
defined by the individual users. Of course, processing considerations will result in
compromises, but the objective of communication ease should not be lost.
Sucha languagebecomes an integral part of the simulation. It represents data to the
supervisor programs which enable proper execution according to user needs. Because
this languageselects programs rather thangenerates them, the problem is one of
cross-indexing by which a program associated with a computation-oriented identifier
can be fetched using a user-oriented identifier. It is anticipated that any given pro-
gram may have more than one name. In the event the usage calls for multiple pro-
gram execution, the ordering of these executionswill be controlled bythe user language.
It must be pointed out here that such a language is in no way in the category of
FORTRAN. It will not result in the generation of any new programs, and hence will
not require fancy programing techniques. It is believed that a user-oriented language
of the ATOLL type can be incorporated into the simulation without any significant in-
crease in manpower. That is, the simulation package imposes essentially the same
programing difficulties with or without such a language. It will, however, be of con-
siderable help if each user were to submit the type of words he would like to use.
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4.8 OPERATING PROCEDURES FOR SIMULATION
Duringthe detailed design and coding of the simulation, there will be a set of operational
support procedures developed specifically for LVCLS. These will be similar to ex-
isting procedures discussed under paragraph 3.4. In addition, the basic structure of
the simulation and its engineering data base are modular in order to facilitate future
development of the simulation. Changes, additions, and deletions will be made in indi-
vidual modules without necessitating complete reprograming of the simulation, The
support procedures will insure that each proposed change to the simulation or its data
base are evaluated fully prior to implementation and that each implemented change is
properly authorized.
4.9 TURN-AROUND TIME
Prior to the period when turn-around time is germaine, there is a very large effort
necessary and much time to be expended in providing a data base or system description
for utilization by the simulation. The estimated 300,000 components for the LVCLS
will require a tremendous initial data collection effort. Current estimates indicate
that once these data are organized and placed upon key punch sheets there will then
be 3000 key punch man-days, 20 hours card-to-digital-magnetic-tape transfer time,
10 hours data processing and organization on a computer, and 1/2 hour digital-tape-
to-binary-disc-files transfer time required. However, this is done only once per vehi-
cle configuration for alluses of the simulation. During operational use, a configuration
may be loaded from binary tape or portable disc tothe binary disc file onthe computer
in from 6.3 to 7.1 minutes.
Turn-around time is dependent not only on the computational time for the problem but
also on the work load of the computer system. To accurately determine running times,
problem size, etc., we should have operational programs in use which are still in the
future. However, from other computer programs and problem sizes such as encoun-
tered in the Electrical Support Equipment simulation and dynamic simulations now
operational, an engineering estimate can be made as follows:
a. There is no lost time in loading the next job.
b. Each discrete simulation run is equivalent to two sections of test procedure
(paragraph 4.5) and takes 1/2 hour. Four per day will be run for a total of
2 hours.
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c. Each dynamic simulation run is equivalent to two input conditions for a pro-
pulsion system, takes 3 1/3 hours, and one per day will be run for a total of
3 hours and 20 minutes.
d. There are 6 hours available for computing each day.
There would be one dynamic simulation, four discrete simulations, and two miscella-
neousjobs run on an average day. This will result in approximately 12magnetic tapes
of output per day with 25,000 lines per tape to be printed at a rate of 1000per minute.
This would require five hours of off-line listing which could be done on secondshift for
a one-day turn-around. If listing is doneonprime shift, thenturn-around will increase
to two days.
Output list generation times dependuponthe ordering and identification properties of
the data base. That is, it is faster to retrieve a connectedset of information than to
randomly access a scattered set of information. This is becausea connectedblock
lying on a single disc track requires only a single access, while randomly located in-
formation calls for an access for each item. Where the output calls for updating the
componentconfiguration in time, information must be processed before the output list-
ings are completed.
The following capabilities and requirements were considered in arriving at the above
estimates: Disc access requires about 50milliseconds. Information in an average
block or track is about 480words. Data transfer is about 10,000 words per secondor
10words per millisecond. Hence, 480 words stored on the same track should require
about 100milliseconds to access, while if eachword is on adifferent track, 24,000 milli-
secondswould be required. Assuming nominal efficiency of storage, that is 48 words
stored in ten tracks, access would require about 500 + 50 or 550milliseconds. Since
48 words of input data represent 1 1/3 components, random component access will
take about 0.4 secondeach.
An average disc track allows for storing 13components, with 12additional words for
miscellaneous information (not used in anypresently anticipated use). One might an-
ticipate that 6 of these 13are pertinent (on the average) for any given use. Acquisition
of all 13 canbe accomplished in 0.1 second. One can reasonably anticipate a retrieval
time of 17 milliseconds per componentfrom the LVCLS data base.
If, on the average, a computer instruction takes 4.25 microseconds, then 4000 com-
puter instructions may be executedduring the access time required for retrieving a
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single component. Many outputswill not require extensive computational operations
butwill belimited by storage andretrieval capabilities rather than computationalspeed.
Tape speeds of today (800 bpi/150 ips) allow for storing about 2.5 megawords in
192 seconds. As anexample of a typical output listing, a list of 50,000 componentsof
50words per componentwill fill a magnetic tape. Processing requirements, -neglect-
ing computer time, come to 850 + 190 1040 seconds or 17 1/3 minutes. It must be
pointed out that this 17 1/3-minute figure implies a high degree of program efficiency.
A safer figure would probably be 30 minutes.
4.10 MAINTAINABILITY
The various computer programs and routines of LVCLS will be organized in such a way
that errors of omission or commission within one routine will not interfere with suc-
cessful operation of other routines and programs. This modular structure will improve
maintainability by providing for corrections, additions, or deletions which may become
necessary in the future. That is, a particular requirement or capability has a prin-
cipal location which is referenced whenever it is used. Then whenever it is necessary
to change a specific capability, only one section of the simulation need be changed to
keep all uses of the particular capability current. Engineering working bulk data will
be preprocessed and stored on disc files in related lists for efficient computational use.
All basic data, simulation programs, and historical run results will be file protected.
Each simulation problem will draw data from the working bulk data and make necessary
temporary additions and/or deletions. These temporary data will not affect the working
file unless later processed through the simulation configuration management proee-
dures and implemented by the proper change program or routine. An executive routine
or simulation monitor will control the modular operation of the simulation. There
will be provisions for insertion of future new simulation modules, newdata, and changes
thereto. It is necessary to consider maintainability throughout the entire design and
implementation and establish change procedures which will insure its inclusion after
implementation and later modification.
4.11 EFFECTIVENESS OF THE SIMULATION
4.11.1 GENERAL
For a measure of effectiveness to be significant, it must be based on a measurable
performance. Even relative value may be used for this purpose. In the present study,
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it was possible to produce numerical values of effectiveness using relative values.
However, this value is only an expression ofengineering judgementsince it is dependent
uponthe value to the user andthe cost to him of obtaining this result, which in the pres-
ent case wouldbe engineering judgementsthemselves. The various uses of the LVCLS
are so closely interrelated that the cost of any one use is highly dependentuponthe
number andsequenceof developmentof other uses. Whenthe user has selectedthe set
of outputs which will actually be provided andthedetail design requirements for this
set have beendeveloped, then a more meaningful measure may be calculated andcom-
pared with other alternatives. The selectionof the recommendedorder of development
has, therefore, beenmade largely on the basis of the interdependencies betweenfunc-
tions andbetweenuses sothat early useful results will becomeavailable from the ex-
penditure of a minimum of effort. Also, sequential development is organized so that
most of the preceding work will contribute directly to the next following computer pro-
gram. The discussion which follows gives some insight into measures of effectiveness
and how they were applied in guiding the selected order and evaluating the various
portions of the proposed simulation system.
4.11.2 METHODOLOGY
4.11.2.1 Introduction
An analytical approach to cost effectiveness* is assumed necessary to the decision
process that is used to control the development and use of the LVCLS at all stages,
from conception through final implementation, operation, and improvement. During
the design phase, analysis will provide guidelines for selection of attributes to be
implemented and the appropriate order of implementation. During the implementation
phase, the effectiveness/cost-effectiveness analysis will be an iterated comparison of
current status with requirements, to be used in considerations of optimal progress
available within discrete time intervals, depending upon the state already obtained and
the resources available at such times.
4.11.2.2 The LVCLS Mission Definition
The mission of the LVCLS is stated in terms of'.
a. Functional description (purpose).
b. System quantitative requirements.
*See Reference 21 for a recent Government/industry review of applications status.
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The statements cover the end-item functions of the LVCLS (configuration performance,
dataprocessing, discrete simulation, dynamic simulation, analysis, output presenta-
tions, etc.} andthe locations and operating constraints under which these are to take
place. Sinceminimum requirements for some factors of effectiveness are not deriv-
able from strictly objective criteria of value, relative cost effectiveness of alternative
requirements may frequently be considered as a basis for requirement changesas sys-
tem performance data materializes. Effectiveness/system effectiveness is essential
to a viable rationale and economic and timely progress for such a general system as
the LVCLS, but its methodology, thoughusing tools often applied to the intrinsic theory
of physical systems, is at best a quasi-science blending mathematical logic and sub-
jective value arguments that are extrinsic to the physical theory of the system. It is
highly dependentuponthe provision of value judgements by the LVCLS sponsoring
authorities.
4.11.2.3 Resource Identification
Resources represent constraints upon the LVCLS implementation program, principally
in terms of:
a.
b.
C.
d.
Budget.
Manpower.
Contract requirements.
State-of-the-art limitations.
These factors can receive increasing clarification as formal ground rules for consid-
ering the alternatives to LVCLS refinements, in terms applicable to successive pro-
gram achievements.
4.11.2.4 LVCLS System Description
The system description can achieve increasing depth of detail as the system is materi-
alized. The description will progress through:
a. Identification of alternative configurations.
b. Configuration documentation, followed by system summary description.
The LVCLS will be considered in terms of the basic general configuration planned,
along with some alternatives of physical or performance characteristics at various
levels of detail. Alternatives which affect attributes of system value will furnish the
focal points for emphasis in the description development. These include reliability,
accuracy, consumption of time and labor, maintainability, availability, etc., and a
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special accountof these for successive stages of system implementation to be consid-
ered. Generally, it will be necessary to consider attributes at one level of description,
across the overall system, then revisethe system as suboptimizations at lower levels
of detail may bring out overriding considerations. Thus, it is necessary that the de-
scriptive procedure will allow for a flow upand down levels of detail, in serving the
overall optimization process.
4.11.2.5 Figures of Merit
Cost effectiveness optimization entails a selection of a combination of resources and
attained effectiveness that is best by some figure of merit. The establishment of the
figures of merit (FOM) is a judgement process, which should be based upon a consen-
sus of experts and responsible agencies; it depends upon considerable use of engineer-
ing, economic, and operational judgement. The important feature, in addition to au-
thoritative consensus, is that an adequate spectrum of system attributes are considered
to achieve a well-balanced tradeoff. A problem of considerable significance is the
establishment of system boundaries, i.e., what is being optimized, since some arbitrary
cutoff of interdependent factors is always necessary.
The most general figures of merit are system effectiveness and system cost effective-
ness. System effectiveness prediction and evaluation utilizes probabilistic rationaliza-
tion. System effectiveness is developed in terms of the probability that the system can
accomplish a mission directive at a random point in time (after operational implemen-
tation). System effectiveness is formulated as:
E = Ax Dx C
where
E = effectiveness.
A = availability.
D = dependability.
C = capability.
4.11.2.6 Availability
This is a measure of the simulator condition at the start of a desired period of usage.
There are two states: either it is ready for use, or it is shut down. The latter must
be interpreted broadly. It is obvious that the system may be inoperative because of a
requirement for repair or maintenance. But it also may be unavailable for useful out-
puts because of key portions being tied up with receiving and processing new inputs,
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such as changes. The total time of unavailability is the sum of these two. The prob-
ability that the system will be inoperable at the start of a period of desired usagemay
be estimated to be the ratio of total time of unavailability to total clock time.
To put this conceptin mathematical form, let
m
A' = Availability matrix (row vector).
a = Probability of system being available.
1
a = Probability of system not being available.
2
t -- Expected period of time system is available.
a
t. Expected period of time system is tied up for new inputs.
1
t Expected period of time system is shut down for repairs or maintenance.
r
Then
t
a
a 1 t +t. + t
a 1 r
t. + t
1 r
a z2 t _t. + t
a 1 r
a + a 1
1 2
m
A'
= [ala2]
4.11.2.7 Dependability
This is a measure of the simulation condition during a period of usage and its ability
to perform as desired. It is related to reliability. For an availability vector of two
states, there are four elements of the dependability matrix. Let:
m
D =
d =
11
d =
12
d =
21
d
22
Dependability matrix.
Probability that simulator is in operable condition at end of period, given
that it was operable at the beginning.
Probability that simulator is not operable at end of period, given that it
was operable at the beginning.
Probability that simulator is in operable condition at end of period,
given that it was not operable at the beginning.
Probability that simulator is not operable at end of period, given that it
was not operable at the beginning.
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Then
D
where
d
ii
= I dll
d21
+ d = 1
12
d]12
d22
d + d = 1
21 22
Note that dll is the conventional reliability of the system, and that all the d's may be
calculated from known or estimated failure rates and repair times using the standard
techniques developed for reliability theory. If the times for system shut down for
receiving new inputs do not occur completely randomly, some modification of these
techniques may be needed.
4.11.2.8 Capability
This is a measure of the ability of the simulation to achieve its desired objectives,
given the system conditions. Essentially, this means the probability of completing a
problem within the required accuracy. In this definition, the emphasis is on accuracy,
since noncompletion may be treated as a failure and considered in the dependability
matrix.
For a dynamic simulation, the concept of accuracy is a familiar one and the determi-
nation or estimation of the probability of its being within specified limits requires no
new methods or techniques. The chosen limits may be on instantaneous errors, on
terminal errors, on average error, on average absolute error, or on whatever func-
tion of error that may be selected.
With other usages of the simulator, the definition of accuracy may be somewhat mod-
ified. For example, in printing a list of components in a given subsystem, each char-
acter printed will be right, or it will be wrong - there will be no gradation. Being
wrong includes failure to print something that should be. The system error can be
defined as the percent of incorrectly printed characters. However, every error is
not of the same importance. In printing the word "relay, " any one of the five letters
may be incorrect and the meaning will still be intelligible. But in printing the drawing
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number of that relay, an incorrect digit completely alters the meaning. To take care
of this, it is recommended that weighting factors be used. Incorrect letters may be
assigned weights less than unity because groups are still intelligible with one wrong,
while numbers may be weighted heavily, because one incorrect digit may destroy the
meaning of a whole group. The system error, then, would be the weighted percent
error. Its distribution function will be found from experience with this or similar
simulators.
Finally, for some usages there is no such thing as a single, isolated, or small error.
For example, in plotting a sequence diagram, if the simulator says a particular relay
closes when it really should be opening, then everything beyond that point that depends
on that relay will be wrong. This type of error might better be treated as a failure
and considered in the dependability matrix.
With accuracy defined and limits chosen, the probability of keeping within those limits
may be determined or estimated by standard techniques and a capability matrix set up.
There are two cases: the probability of keeping within limits when the system is op-
erable, and the probability when the system is not operable. In all the foreseeable
cases, the second of these will be zero, but, to keep the mathematics general and com-
plete and to allow for extension of the theory, a matrix element will be included for
this probability. Thus, let
C = Capability matrix (column vector).
c -- Probability of keeping within prescribed limits given that the system is1
operable at the end of the period of use.
c = Probability of keeping within limits given that the system is not operable
2 at the end = 0 for most cases.
Then
Eel]C =
C 2
The system effectiveness may now be expressed as the product of the three matrices
for availability, dependability, and capability. Let
E -- Effectiveness matrix.
Then
E = A'DC
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In this discussion, the tacitassumptions have been made that the entire system oper-
ated or failedon a unit, and that there was a single effectiveness figure for it. This
is not strictlytrue. Itwill be possible for some portions of the simulator to be oper-
able and turning out useful results while other portions are undergoing repairs. The
matrix formula for effectiveness is easily used for this situationby adding more ele-
ments to each of the component matrices. Each element of the expanded matrices is
then defined as the appropriate probability applied to a selected subsystem, rather
than to the entire system.
4. ii.3 ANALYTICAL EXAMPLES
4.11.3.1 Relative Effectiveness
The concept of cost effectiveness as a per-unit value of a designated attribute is a many
faceted one. The kinds of costs are several, such as capital investment or operating
cost, direct or indirect, or some combination. The designated attribute may be achiev-
ing a specified level of system effectiveness, or it may be simply the ability to per-
form a given task. Clearly, the number of possible combinations of the several kinds
of costs with the many kinds of attributes is large. Which is picked out as the cost
effectiveness depends on the use to which it is to be put. It is not feasible to discuss
all such combinations. This report will concern itself with two examples.
In Appendix D are listed 20 expected uses for this simulator, 35 different outputs, and
64 functions required to accomplish these. Suppose it is desired to determine the cost
of achieving each use. One way is to assume the entire simulator will be built, use
the implementation order proposed in Table D-20, and estimate the cost of adding each
use. Examination of the table discloses that four functions must be constructed for
use III, two additional ones for use II, ten more for use XIII, and so on. Of course,
the several functions vary widely in their construction costs, but to simplify the illus-
tration, it is assumed that each has the same cost, denoted as one unit. On this basis,
the cost of each may be taken as given in Table 4-2.
Obviously, changing the order of implementation will change the unit cost of some of
the uses and, therefore, the cost effectiveness. This may clearly be seen by taking a
second example.
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Table 4-2
Cost Per Use
Use Unit Cost
III
II
VIII
XIII
XVII
XV
V
VII
VI
XIV
XVI
XVIII
X
XI
XII
I, IV, XX
XIX
4
2
8
2
3
1
4
2
7
1
2
1
2
2
5
2
5
Supposethat a managementdecision is made that use XX is the most important, and
that the simulator will bebuilt to accomplish this as a primary objective. Onthis basis,
the cost of eachuse may be taken as given in Table 4-3. From the table, it is seen
that 12uses are assigned a zero unit cost, becausethey are automatically accomplished
by a simulator built for use XX.
Naturally, the numerical values given in these examples will changewhen appropriate
weights are given to the costs of the functions and the importance of the uses. When
these are done, the type of cost effectiveness illustrated below may be determined.
Here, engineering judgements were used to assign relative values to each output and
relative cost to developmentof each function required to obtain the output. Where the
function was required for more than one output, its cost was prorated to each output.
The value of eachoutput is then compared with its total proportional cost to arrive at
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Table 4-'5
Cost Per Use
Use Unit Cost
48XX
I, IV, V, VI, VII, VIII, IX, X,
XI, XII, XV, XVI, XVII, XVIII
XIII, XIV
II, III
XIX
0
1
2
5
a"figure of merit" for each output. The results of this analysis arc illustrated in Ta-
ble 4-4. Cumulative values versus cumulative costs are [)lotted in Vigure 4-'5. This
figure correctly illustrates the fact that some portions ol the simulation produce greater
value than other portions. However, since all the development costs are prorated, it
does not provide a basis for selecting portions of the simulation to be developed.
Table 4-4
Outputs in Order of Merit
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
Output
AG
U
AK
V
AH
AI
AA
P
Q
AC
AJ
O
Z
AE
Figure
of Merit
39
23
20
19
18
18
16
16
16
1.5
1.5
1.4
Relative
1.3
1.3
Value
8
9
8
8
4.7
3.5
1,8
47
18
1
2
1
1
18
18
4.7
Relative
Cost
1.2
1.5
O. 9
2.5
1.0
1.0
1.8
1.1
1.1
1.2
1.2
3.4
1.8
3.6
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[Rank
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
Table 4-4
Outputs in Order of Merit (Cont.)
Output
AF
R
A
W,X
B
S
C
G
N
I
AD
M
AB
L
Y
H
D
F
E
K
T
Figure
of Merit
1.3
1.2
1.2
1.2
1.1
1.1
1.0
0.9
0.9
0.8
0.8
0.7
0.7
0.7
0.7
0.7
0.6
0.6
0.5
0.4
0.3
Relative
Value
5.9
1.8
2.9
5.3
2.9
4.1
1.8
2.9
5.3
2.9
5.3
1.2
1.2
1.2
2.4
2.9
1.8
1.8
1.8
1.2
3.5
Relative
Cost
4.6
1.5
2.4
4.6
2.7
3.7
1.8
3.4
5.9
3.6
6.4
1.8
1.8
1.8
3.3
4.4
3.0
3.0
3.4
3.1
11.0
4.11.3.2 Use Effectiveness
It is, perhaps, redundant to refer to use effectiveness as being in a third category. In
reality, it is a type of cost effectiveness, but it does have an additional aspect. It is a
comparison of the cost effectiveness of the simulator, or a portion of it, with the cost
of accomplishing the same things by other means currently in use.
The comparison is meaningful when other methods do exist. The determination of use
effectiveness is fairly straightforward in this case. But when other means do not
exist, and the simulator achieves results that cannot be achieved in any other way, a
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Figure 4-3. Simulator Outputs, Relative Value versus Relative Cost
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modified definition must be used. Some estimate must be made of the value to the user
of being able to achieve these particular results. This is a subjective matter depending
closely on judgment. For example, if one use is selected as prime, it is possible to
show the relative values of other outputs as illustrated in Table 4-4.
The concept of relative value versus relative cost described in the closing portion of
paragraph 4.11.3.1 may be further extended to the use categories described in Ta-
ble D-5. This was done and the outputs ranked by figure of merit in Table 4-5.
Table 4-5
Uses versus Order of Merit
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
2O
Use
II
XV
XIV
XVI
III
XIII
XVIII
VIII
VI
XIX
I
IV
XX
VII
V
X
IX
XI
XVII
XII
Figure
of Merit
2.5
2.3
2.0
1.8
1.8
1.5
1.4
1.3
1.2
1.9
0.9
0.9
0.9
0.9
0.8
0.8
0.7
0.6
0.3
0.3
Relative
Value
4.7
0.7
1.8
0.9
3.6
1.8
2.9
2.5
4.1
10.7
19.9
19.9
19.9
2.0
0.6
1.2
1.4
0.9
0.2
0.9
Relative
Cost
1.9
0.3
0.9
0.5
2.0
1.2
2.0
1.9
3.5
9.5
21.8
21.8
21.8
2.3
0.8
1.6
2.0
1.6
0.6
2.8
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This table illustrates that while some of the intendeduses have higher or lower figures
of merit, a large proportion of the simulation value and cost is associated with four
uses. They are.
Use I
Use IV -
Use XIX -
Use XX -
Define the effect of a proposed changeor operation of a selected
portion of the launch vehicle and ground support system.
Changethe data temporarily to simulate a fault condition and
follow its effects through a selected portion of the system.
Configuration Managementdocumentationdata center andcontrol.
Developmentof checkout andcountdownprocedures.
Again, in this case, the developmental costs are prorated and it is quite obvious that
different weighting factors of value cost or proration could produce significantly dif-
ferent results. Furthermore, it shouldbe emphasizedthat these results do not pro-
vide complete criteria for order or extent of implementation. Technical considerations
provide the basis for the implementation order herein.
During the course of the design and implementation of this simulation, effectiveness
studies will be conductedto establish sequential courses of action dependenton the
then current state of progress, requirements, and available resources.
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4.12 EDUCATION OF USERS
As used here, education is taken to be a two-way exchange of technical information.
The simulation must provide output with information content and format which satisfies
current needs. The user must understand both the capabilities and limitations of the
simulation in order to have confidence in the results and to obtain optimum utilization.
The demonstration of capability should include descriptive presentations, actual usable
sample results, and discussion of technical limitations. While an informed user tends
to be more receptive, this will not be a selling activity as such.
4.13 EVALUATION OF PREVIOUS WORK
There are a number of existing computer programs which have discrete or dynamic
capabilities related to those required of LVCLS. These programs for the most part
are either so general in capability as to be inefficient for LVCLS applications or so
specialized and limited in the size of hardware systems which may be simulated as to
be incapable of representing the launch vehicle at the component level. The successful
application of these programs to sample problems during the study has however shown
the practicality of LVC LS as a simulation system. The individual programs of LVC LS
will undoubtedly use significant portions of existing computer programs, but these
must be modified to fit and operate efficiently together in a complete simulation system.
4.14 SELECTION OF CAPABILITIES TO BE DEVELOPED
4.14.1 GENERAL
LVCLS is composed of three basic parts: the system description or engineering base
data, the discrete simulation program, and the dynamic simulation program. The
other functions recommended for implementation are principally in support of, use,
or interpret basic capabilities. These additional functions maintain a current data
base and edit output for specific purposes. The program functions and the engineering
data required are closely interrelated to the point where a basic capability may be ex-
panded in usefulness manyfold by the expenditure of small increments of additional
programing effort. The ease with which a particular capability may be provided is
sensitive to the selection of capabilities which have previously been provided. This
dependency was largely the basis for our selection and ordering of capabilities recom-
mended for design and implementation. This dependency influences the measure of
effectiveness discussed in paragraph 4.11. There are examples of computer programs
which have capabilities similar to each of those considered during this study. How-
ever, there is apparently no existing simulation system having the overall capability
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of LVCLS. Several techniques for solving dynamic problems developedduring the
study will provide accurate dynamic representation of vehicle systems on demandand
at reduced cost. Shouldindividual users havepressing requirements for particular
outputs, the sequenceof implementation may be changedwithout excessive penalty in
total cost or time.
4.14.2 SOURCEDATA
Basic to the requirements of all the simulation uses is a complete engineering system
description of all the componentsof the system, their type, location, function, status,
interconnections, and other pertinent information. This inventory must be kept up to
date as changesare made in the system.
Oncethis engineering database has beenestablished, the addition of comparatively
few functions and administrative data inputs to the computer will permit the prepara-
tion of the various reports necessary for effective configuration managementdecisions.
The problems that arise for this portion of the simulator do not differ in nature from
those solved by existing simulations. Theydiffer ouly in that LVCLSwill bemuch larger.
4.14.3 DISCRETESIMULATION
The very nature of the problem of simulating a system having a database consisting of
many elements calls for efficient methodsof manipulating the database to achieve the
various objectives. For the discrete portion of the LVCLS, three methods of handling
the data base were considered:
a. The iterated equationapproach - This is the technique used in the ESE
simulation, where it has beenfound quite feasible to handle a large, dis-
crete data base. This has the advantageof being anoperating technique,
already programed andtested.
b. The matrix reduction method- In this method, the Boolean equations of
the system are solved explicitly. While the method has not been pro-
gramed on a trial basis, it apparently will require more memory and
time than the other two.
c. The path tracing via adjacentnodes - This is a new method devised during
the study. Preliminary estimates indicate that it will require fewer in-
structions than the other two and is to be preferred for the implemented
simulation.
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It is recommendedthat sample problems be programed on a computer to provide a
soundbasis for determining the relative advantagesof thethree methodsat anearly date.
4.14.4 DYNAMICSIMULATION
In the study of dynamic simulation, new methods andnew applications of established
techniques were devised. All of these will be useful, and it is recommendedthat no
single one be adaptedto the exclusion of the others. Three phaseswere studied: the
generation of system equations, the solution of theseequations, andcombinationsofboth.
For each changeof state, causedby such events as the opening or closing of relays
and switches, a new set of system equations must be generated from subsystem equa-
tions and solved. Several methods of achieving this dual result were considered, but
nonewas found to be superior to all others for all situations. For different portions
of the system, different combinations of the methods will give optimum results con-
sidering such factors as accuracy attainable, computer memory and instruction re-
quirements, and speedof solution.
Methods studied for linear equations were:
a. Analytical operations on subsystemtransfer functions to obtain the sys-
tem transfer function in analytical form. This is a standard, straight-
forward method. Any method of solution may be usedwith it.
b. Numerical operations on subsystem transfer functions to obtain numerical
values of the system transfer function, from which the analytical form is
foundby curve-fitting techniques. This is a new application of established
methods and, in many cases, will require less computer capacity for the
sameproblem as the analytical method.
c. Direct numerical inversion of Laplace transforms for the solution of
equations. This is an adaptation of a technique found in the literature on
orthogonal polynomials near the end of the contract period. The charac-
teristics of this approach have not yet been evaluated.
d. The use of number series to both generate and solve the equations di-
rectly. This is an adaptation of a method from circuit theory, in which
the dynamic responses of subsystems are stored as a sequenceof num-
bers. Arithmetic operations on these yield, directly, a number series
representing the dynamic response of the system. This holds promise
of being a useful tool.
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An important break-through was achieved with a method, believed to be new, of numer-
ically solving differential equations. It is applicable to any equation, linear or non-
linear, whose form is known analytically and is differentiable. First trials on sample
problems have been very encouraging.
4.15 DEVELOPMENT OF RECOMMENDED ORDER OF IMPLEMENTATION
4.15.1 GENERAL
The recommended order of implementation developed during this study is given in
Table 3-1 under the preceding summary of results and recommendations. The analytic
rationale which resulted in the ordering and the major problem areas which influenced
decisions are discussed in the following paragraphs.
4.15.2 RATIONALE
The order of implementation recommended is dependent on the following considerations :
a. Functional interrelationships.
b. Problem areas.
c. Processing equipment requirements.
d. Customer considerations.
Analysis of these factors has resulted in the tradeoff elements that were used in devel-
oping the implementation plan.
4.15.3 FUNCTIONAL INTERRELATIONSHIPS
Analysis of the requirements for each use and the extent to which a requirement in one
shows up in all others has led to the conclusion that discrete simulation is indigenous
to the largest number of uses. Hence, implementation in this area first will provide
essential elements for a large number of other areas. This building-block idea is
considered a desirable element in the ordering. In fact, modular development, organ-
ization, and utilization is basic to all of LVCLS. Proper modularity aids future
changes, allows simultaneous unrelated usage, and reduces computer requirements.
4.15.4 PROBLEM AREAS
The problem areas that have been identified and examined in relation to uses and out-
puts are also considered to be essential factors in the selection of implementation
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order. Theseareas are discussed in detail in Section 5 and the extent to which they
affect uses andoutputs are shownin Tables 5-1 and 5-2.
The characteristics of each problem area and how they affect each use and outputhave
been translated in terms of total difficulty facing each use implementation. Onecon-
sideration in order selection is to implement first those uses which provide immediate
results and are presented with the least problem difficulty. This allows favorable de-
velopment timing so that the broad scope of problems canbe attacked and resolved
concurrently, thus permitting the implementation sequenceto proceed at the best
possible rate.
4.15.5 PROCESSINGEQUIPMENT REQUIREMENTS
Processing equipmentrequirement specifications are based on the functional require-
ments of each use, the problem areas, and equipment availability. It is considered
desirable, particularly in meeting the early implementation milestones, to minimize
the needfor extensive inventive development in the equipment area. It is plannedthat
any unusual equipmentneedswill be solved concurrently with the main program.
4.15.6 USERCONSIDERATIONS
The recommendedorder has taken into account our estimate of the user's present and
projected needs. It is expectedthat, as the program proceeds and develops, user
needs will change out of necessity. Thus, it is essential that accurate forecasts be
made andupdatedat periodic intervals.
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SECTION5
IMPLEMENTATION PROBLEMS
5.1 GENERAL
Problems identified during this study are principally related to the data base, simula-
tion programs, and computer hardware. They result largely from the exceptionally
large size of the data base, the many iterations required for discrete simulation, the
many calculations required for solution of dynamic system equations, and input/output
limitations of computer hardware. Almost without exception, similar problems for
each program module have been successfully solved on a smaller scale but have not
been combined into a general simulation of a complete launch vehicle system. The
size of the simulation system and time constraints for utilization dictate a large com-
puter system and the use of machine-dependent programing to improve the running
efficiency during operational usage. However, the individual program modules may be
developed on existing computer hardware such as the IBM 7044 digital computer with
disc files and combined at a later date under a simulation monitor developed along with
the modules. To operate the complete simulation system on a continuous demand basis
will require sophisticated computer systems as discussed in paragraphs 4.5 and 3.2.
5.2 PROBLEM AREAS
During the study, a number of specific problem areas were identified. Solutions have
already been found for some of these problems. The remaining problems appear to be
capable of solution but will require work during the implementation phase. The latter
group is listed below:
a. Data base and storage and retrieval system development.
• Time and manpower requirements.
• Read in and update functions needed to insure ready availability and
correctness of data.
• Priority ratings between engineering functional data and configuration
accounting data.
b. Compilation to process connection statements into logic statements.
• Elimination of process loops.
• Multiple storage requirements for connection statement and logic state-
ment approach.
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c. Dynamic computation.
• Computational accuracy.
• Computational stability.
• Processing time.
d. Algorithms for determining test points required for fault detection and
isolation procedures.
e. Information formatting requirements for plotter.
f. Identification of equipments leadkng to questionable operation.
Supervisory program to control computer outputslD"
h. Identifying and listing unstable equipments.
5.3 USES AND OUTPUTS VERSUS PROBLEM AREAS
Tables 5-1 (Use) and 5-2 (Outputs) summarize the extent to which the problem areas
identified above affect the proposed uses and outputs.
Table 5-1
Problem Area Summary for Potential Use
Potential Use
I
II
III
IV
V
VI
VII
VIII
IX
X
XI
XII
XIII
XIV
XV
XVI
X
x
x
X
x
X
x
x
x
X
x
x
X
x
X
x
blo
q
x x
x x
x x
X x
X
x
x
x
x
X
x X
X
X
x x
X x
x
x
x
x
f g
x x
x
x
x x
x
x
x
x
X x
x
x
X
X
X
X
x
h
x
x
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Table 5-1
Problem Area Summary for Potential Use (Cont.)
Potential Use
XVII
XVIII
XIX
XX
a b
X x
X X
X
X X
c d
x x
e f
X X
g h
X
X
x
X X
Table 5-2
Problem Area Summary for Potential Outputs
Potential Output
A
B
C
D
E
F
G
H
I
K
L
M
N
O
P
Q
R
S
T
U
V
W
X
a
X
X
X
X
X
X
x
X
X
X
X
X
X
X
X
X
x
X
X
X
X
X
X
b
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
!x
eld
X
X
X
e f
X
X
x
X
X X
x
X
g
X
X
X
X
X
X
X
X
X
X
X
X
X
x
X
X
X
X
X
X
X
X
X
h
X
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Table 5-2
Problem Area Summary for Potential Outputs (Cont.)
Potential Output a b c d e f g
Y x x
Z x x
AA x x
AB x x
AC x x
AD x x x x
AE x x
AF x x x x
AG x x
AH x x
AI x x
AJ x x x x
AK x x
h
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SECTION 6
RECOMMENDEDSTATEMENT OFWORK FORIMPLEMENTATION
6.1 INTRODUCTION
The following statement of work describes the design and implementation of the Launch
Vehicle Component Level Simulation. The scope of this work is based on the system
requirements baseline established during the Analytical Study Contract NAS-8 20060.
During this implementation, the actual programing of computers to perform the func-
tions developed during the analytical study will be accomplished in their recommended
sequence. There will be the development of a data base adequate to support the sim-
ulation and prove out its functions. This data will cover those systems supplied by
MSFC, but should be at least one complete stage and its support equipment, such as
the S-IVB. The product of this work will be an operational simulation system with a
functional data base together with the operational support procedures necessary to
utilize the simulation, expand the data base, and maintain both in an accurate and cur-
rent condition.
6.2 SCOPE OF WORK
6.2.1 GENERAL
This initial implementation will include three basic functional capabilities together with
the supporting routines to provide the capability for maintaining a current data base
and the capability to provide the specific initial outputs detailed under Phase I. That is:
a. Design and implement configuration management accounting to establish
an engineering data base and system description.
b. Design and implement a discrete simulation to provide logical and func-
tional analysis.
c. Design and implement a dynamic simulation to provide dynamic analysis
of the overall system.
d. Design and implement those supporting routines detailed under Phase I
to maintain a current and specified data base.
e. Design and implement those supporting routines detailed under Phase I
to provide the required initial outputs.
The work shall be carried out in three phases as described in the following paragraphs.
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6.2.2 PHASEI
During this phase, a Functional DesignSpecification will bedeveloped for the individual
computer programs to provide the following outputs (the reference Roman numerals,
capital letters, and small letters are the same as those used in the Functional Flow
and Requirements Report of 15September 1965and Appendix D):
a. Configuration ManagementDocumentation Data Central and
Control (XIX)
• End-ltem Approved Configuration Indices (Y)
• Approved ECP End-ltem Indices (Z)
• End-ltem Quantitative Requirements Schedule (AA)
• End-ltem Modification Status (AB)
• Spares Status (AC)
b. Follow Signals Through a Selected Portion of the Launch
Vehicle on a Discrete Basis (VII)
• Listing of Sequence of Operations by Time (B)
Listing of Component Status Change (C)
• Listing for Comparison Run (K)
• Function Sequence Chart (A)
c. Perform Transient Analysis of a Selected Portion of the
Launch Vehicle and Ground Support Systems (VI)
• Listing of Equipments Unstable in Operation (N)
Plot of Transient Response (O)
Listing of Transient Response (AF)
d. Keep Track of Approved Change Orders, Drawing Changes,
and Hardware Changes Made in the Simulation Data File
and the Resultant Configuration (II)
o Listing of Changes Which Affect Simulation Operation (AG)
e. Insert Approved Changes Into Central Data File (III)
• Listing of New Approved Permanent Data Being
Entered (AH)
¢_ Listing of New Approved Permanent Changes
Being Entered (AI)
f. Calculate Expected Times for Events of the Sequential
Operation of a Selected Portion of the Launch Vehicle and
Ground Support Systems (V)
o Listing of Delay Times for Selected System Portion (L)
• Listing for Comparison of Delay Times (M)
g. Relate the Simulation to the Advanced System Schematics
Through Actual Circuit Connection Statements so that
Components may be Identified With Terminals, Racks,
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Equipment Numbers, etc., as Given on Panel Schematics,
Interconnection Diagrams, and Advanced System Schematics (VIII)
o List of Equipments by Panel (P)
o List of Equipments by Drawing Number (Q)
• Listing of Equipments by Function (R)
• Panel Schematic (Sl)
• Drawing Schematic (S2)
• Function Schematic (S3)
Allow a User to Set Up Conditions Which Identify a Portion
of a Proposed Actual Checkout or Countdown Sequence (XIIl)
• Listing of Equipments Involved Within Specified (AJ)
Bounds
Define and Keep Track of Equipments Which Have Been
Activated and Maintain a Record for Output (XV)
• Listing of Equipments Activated With Time or
Number of Activations (U)
Compare Resulting Sequences With Desired Ones For
Checkout or Countdown Activities
• Listing for Comparison Run (K)
(XVII)
The detailed functions to provide the above outputs will be organized into subprograms
and into an overall simulation program matrix. The specification and design activities
will occur as detailed in Phases II and III.
6.2.3 PHASE II, SUBPHASE A
The tasks performed in this subphase will pertain to each of the subprograms which
make up the operational, utility, and test support software subsystems.
• The individual programs shall be designed in detail.
• All interfaces shall be identified and designed in detail.
• Test plans for the individual programs shall be prepared.
• Input/output specifications and operating procedures shall be detailed.
• Special coding rules and input/output subprograms of the operational
system shall be defined.
• Individual computer program Design Specifications Baseline shall be
developed.
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6.2.4 PHASEII, SUBPHASEB
The task performed in this subphaseshall include:
• Coding, assembly, checkout, and documentationof the individual com-
puter subprograms.
• Implementing the data base.
• Acceptancetesting of the subsystems.
• Establishing the final System and Individual Computer Program Design
Specifications.
6.2.5 PHASEIII
During this phase, the individual programs anddata base shall be integrated into the
overall LaunchVehicle ComponentLevel Simulation System.
• The system shall be brought into an operational state.
• Final detail documentation shall be completed.
• User guides anduser education material shall be completed.
• Other user education activities shall be performed.
• Detail plansfor implementing additional areas of application shall be made.
• Recommendationsfor expandedcapability shall be formulated.
6.3 REPORTS REQUIREMENTS
During the implementation, a number of reports shall be prepared and submitted for
NASA review• Listed by Phase, they are:
a. Phase I
• Launch Vehicle Component Level Simulation•
Individual Computer Program Functional Design Specifications•
b. Phase II
Launch Vehicle Component Level Simulation.
Individual Computer Program Detail Design Specification, Volume I.
Launch Vehicle Component Level Simulation.
Individual Computer Program Design Specification, Volume II.
Preliminary User's Manual•
Preliminary Launch Vehicle Component Level Simulation System
Description.
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C. Phase III
• Suggested Expanded Capability Plan.
• Final User's Manual.
• Test Specifications Manual.
• Launch Vehicle Component Level Simulation System Description.
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APPENDIX A
DYNAMIC SIMULATION AT THE COMPONENTLEVEL
A1 INTRODUCTION
Usually when considering the problem of dynamic simulation, the system configuration
to be simulated is modeled in terms of a well-defined set of equations that describe
the system response to prescribed stimuli. The problem is then a question of solving
these equations. The launch vehicle component level simulation goes another step.
Here it is desired to be able to automatically build up the model equations for vehicle
subsystems as well as obtain a solution to these equations. The user will want to be
able to simulate different combinations of a variety of configurations. Some may want
a somewhat refined simulation of a relatively small composite of components. Others
may want a more cursory simulation of a large network of components. Perhaps a
user will wish to specify as little as the input stimuli and output nodes at which the
response is to be computed, having the simulation construct the pertinent program
system from the program library and component level data base.
Examination of the major functional systems for the Saturn V launch vehicle and GSE
(Table A-l) gives an indication of the breadth and depth of the problem. It is clear
that the user generally will not need nor want a sophisticated simulation involving in-
depth representations of several major functional systems. For instance, the user
interested in studying the structures problems associated with wind loading will pre-
fer to develop a loading profile using a representative trajectory generator rather than
use a trajectory generator that employs a sophisticated model of the propulsion system
and flight control system. In-depth simulation of a propulsion system will include a
rather cursory representation of the flight control system and vice-versa.
There are a number of simulation programs available for application to mechanical
and electrical problems. Many of these programs have been written for special prob-
lems and are often difficult to use for anything else. Others have been written to
handle very general problems; however, the price paid is excessive memory require-
ments and excessive running time. Ideally, the flexibility of the general program
along with the efficiency of the special purpose program is desired. The development
of a user-oriented dynamic simulation monitor system seems to provide a means to
obtain the latter.
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Table A-1
Major Functional Systems
S-IC S-If S-IVB IU
Structures
Propulsion
Flight Control
Electrical System
Communication and
Instrumentation
Range Safety
Separation
Environmental
Control
Emergency
Detection
Saturn V Launch
Structure s
Propulsion
Flight Control
Auxiliary Power
System
Instrumentation
and Telemetry
Range Safety
Separation
Environmental
Control
Emergency
Detection
Vehicle
Structures
Propulsion
Flight Control
Electrical System
Communication
Range Safety
Separation
Environmental
Control
Structures
Guidance and
Control
Electrical Power
Communication
Range Safety
Separation
Environmental
Control
Emergency
Detection
Saturn V GSE
S-IC, S-II, S-IVB IU
Auxiliary Equipment
Handling Equipment
Transporting Equipment
Environmental Control or Protective
Monitoring and Control Equipment
Systems Integration Equipment
Network Distribution and Control
Equipment
GETS
Equipment
Service Equipment
Maintenance Equipment
Training Equipment
Other GSE
Recording Group
OAT
SIS
Simulation Equipment
Peripheral Equipment
Countdown Clock
Signal Conditioning Equipment
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The dynamic simulation system will contain a compiler that accepts a user-oriented
FORTRAN-like language. It will utilize a large program library and launch vehicle
database to compile dynamic simulations as called for by the user. Only those pro-
grams necessary for the particular simulation at handwill be used. The program
library will contain programs that simulate common functions but at varying degrees
of sophistication. There will be provisions to addand delete programs to the library.
Oncea simulation program has beencompiled it may be kept for later use. The out-
put from one simulation may be stored for use in conjunction with another simulation
at a later time. The capability to be used in a time-sharing mode will be maintained
throughout the development of the system. Provisions will be made to include existing
simulation programs in the library {suchas DYNASAR, THTB, etc.). The strength
of these existing simulations will be enhancedby the ability to write programs under
the dynamic simulation monitor that automatically will prepare the input data from the
launchvehicle data base.
There undoubtedlywill be several techniques for structuring system models available
in the Dynamic Simulation System. The suitability of several approacheshasbeen
investigated and will be discussed in depth. The relative merits of these and other
techniques will be resolved by the user needs. Generally, highly nonlinear functions
will be handledbest with differential equations. The transfer function or impulse
response will offer a number of advantagesfor more linear functions.
An over-all conceptual dynamic simulation system layout is shownin Figure A-1.
The system is divided into multiple phasesthat neednot occupy core memory simul-
taneously. The three phasesin Figure A-1 canbe further divided if necessary.
Phase I is essentially the simulation definition phase. A user's simulation specifica-
tion data are the input. These specifications are interpreted by the PhaseI program
and a simulation description in terms of programs and data base required is prepared.
The program library directory and master data base directory are searched to deter-
mine if the required programs and required dataare available in the system. The
programs not available in the system library are obtained from the appropriate input
medium, compiled, and addedto the system library. The data not available in the
system data base also is obtained from the appropriate input medium and addedto the
master data base. A simulation control list and a simulation data base list are pre-
pared to be used by Phase II.
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Phase II uses the simulation data base list to extract data from the master data base
file and prepare a simulation data base. The simulation control list is used to com-
pile the simulation system from the program library. The latter includes the Execu-
tion Monitor Program.
Phase Ill is the execution monitor that loads the simulation system and supervises the
simulation execution.
Implementation of the system will most logically proceed as follows:
(1) Implement Phase II and Phase III for a selected set of simulation
capabilities.
(2) In parallel with Step 1 initiate the Phase I development. This will include
the user language, storage and retrieval, library structure, etc.
(3) Implementation of Phases I, H, and HI for a broad selection of simulation
capabilities.
The system can have a high utility initially, but be capable of growth and expansion.
Step 1 is relatively straightforward. Step 2 will require in-depth knowledge of the
user's simulation interest. Step 3 is logically an initial implementation for a selected
set of capabilities followed by a continuing effort as needed.
A2 TRANSITION MATRIX METHOD
A2.1 INTRODUCTION
The dynamic simulation of a system involves the solution of sets of simultaneous dif-
ferential equations. These are in turn derived from sets of subsystem equations,
which are made up of sets of component equations. When all the equations are linear,
or can be approximated by linear equations, a convenient way of expressing them is
as transfer functions (i.e., Laplace transforms). The system transfer function is
obtained from algebraic operations on subsystem transfer functions, and they from
operations on component transfer functions. One way of performing these operations
in a systematic way is by reducing transition matrices as described in this section.
A2.2 NOMENC LATURE
In presenting the transition matrix method for dynamic simulation the following no-
menclature will be used.
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A-6
Network
System
Subsystem
Component
Nodes
T
n
T
S
T
e
T
SS
E
V n
V s
Vss
A
n
P..
1j
X
C
X°
1
X.
J
Yi
Yj
A network is the total collection of systems to be
considered.
A system is any collection of subsystems,
SI, Sa, ..., S i.
A subsystem is that portion of the network lying
entirely within the boundary defined by relay contacts,
or their representative nodes, x, x2, .... x n.
Any element of the network lying within the domain
bounded by the subsystem. In topological terms this
would be the collection of edges defined by the subsys-
tem network bounded by xl, x2, ... , x n. The nodes
at this level will be designated as internal nodes
YI' Y2' .... Yn"
The dependent or independent variable of the mathe-
matical model representing the network. Nodes rep-
resenting the system output may be designated as
external nodes (x,'s) and nodes representing the sub-
system configuration as internal nodes (Yi'S)"
Network transition matrix.
System transition matrix.
Transition matrix generating event.
Subsystem transition matrix.
Absolute time vector.
Event marker.
Network state vector.
System state vector.
Subsystem state vector.
System switching algorithm.
Equivalent path through subsystem from node x i to xj
or from node Yi to yj.
Cross connection node or artificial external node.
Generic system input node or external node.
Generic system output node or external output node.
Generic subsystem input node or inCernal input node.
Generic subsystem output node or internal output node.
Yi(O) -
yj (TC)
A
Z
T
t..
E
t. .
1, 1
Ti, T.]
0_°°
D
Yi (IC) Initial condition at beginning of event interval.
Terminal condition at end of event interval.
Serial representation of z.
Time constant.
Subsystem edge transfer function.
Edge transfer function from initial value node
x i, (0) to x i.
Some arbitrary system time.
Boolean variable identifying node connection.
A2.3 DYNAMIC SIMULATION AT THE COMPONENT LEVEL
The mathematical modeling of a network interlaced with relays will be facilitated by a
set of definitions.
a. Subsystem
A subsystem (see Figure A-2) is defined as that portion of the network
bounded by relays and their representative nodes; x i, x k, and xj:
Figure A-2. Subsystem Configuration
The nodes xi, xj, etc., are external nodes to the subsystem.
collection of x._s defines the system state vector Vs.1
The total
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b. System Component
A system component (see Figure A-3) is any element, or edge, bounded
by the subsystem:
x. Yi x.I Yi+l Yi+2 3
Yi+3 Yi+4
Figure A-3. Component Configuration
The nodes Yi' Yi+l' etc., are internal nodes of the subsystem. The
total collection of Yi'S defines the subsystem state vector Vss.
c. System
A system (see Figure A-4) is any collection of subsystems S, S2, $3, S4:
X. X°
x 3
-@
/
Figure A-4. System Configuration
d. Network
A network is defined as the total collection of systems. This definition
is provided in order to recognize that not all portions of a network
operate simultaneously.
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A2.4 DYNAMIC SEQUENCING
The dynamic simulation of the previous type of network will be considered for the
state dependentcase. That is for the casewhere the position of the relay contact,
openor closed, is a function of the vectors Vs and Vss.
Consider some arbitrary collection of subsystemswhose transfer functions are tij:
x2
t12 _4
x 1 x4
i
t13 ___ 34 _
x 3
Figure A-5° Generic Sequential System
where t.. represents the subsystem equivalent edge factor and c_.. is the contact ele-1] U
ment admitting the signal to t... Figure A-5 yields a system state transition matrix:
1]
W
X
1
x 1
1
x t
2 12
x t
3 13
x t
4 14
X X X
2 3 4
t
23
t t
24 34
(A-I}
In Equation A-1 zero intersections are left blank. Input nodes appear at the top. Out-
put nodes appear at the side.
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A2.5 SUBSYSTEMEQUIVALENT EDGE
The subsystemedgefactor, tij in Tss, may be derived from a subsystem that is com-
posed of a large collection of edges. Consider some arbitrary subsystem:
°
,,.,.
xi O
t22
(0' _t2' 2
Y2 )U _ t42 t44
1 1 xj
y3(olC t3'3 y4(O)
t33
Figure A-6. Generic Subsystem
The reduction of Figure A-6 to generate equivalent edges is accomplished by a sub-
system matrix that has the following form:
-- T = yTss o 1
Y
2
Y
3
Y
4
Y Y Y Y
"1 2 3 4
1 (A-2)
t t t t
12 22 32 42
t t t t
13 23 33 43
t t t t
14 24 84 44
which satisfies the following set of equations
[yi] = Wo[Yil . (A-3)
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The matrix T is now reduced to the form
O
T = T : -vlSS n-1
Y
Y
3
Y
4
Y Y Y Y
i 2 _ 4
1 (A-4)
n-1
t
12
n-1
t
13
t n-i
14
where the reduction algorithms for T are explained in Addendum A1.
O
The same process is applicable to the system matrix, Ts.
tn-1
The intersections of the reduced matrix, ij , are designated as the equivalent path
products through the system or between the subsystem nodes, Pij"
A2.6 SWITCHING ALGORITHM
The state of the contact elements, aij' which establish the connections between the
elements of V s and Vss , are controlled by algorithms. These algorithms may be
related to the system state vector Vs, the subsystem state vector Vss , to the time
vector _2, or to an event vector E. Several examples may be considered:
a. Event Switching (Figure A-7)
?
(EEi)
Yes
No
Set _ij = 0 _ji = 1
or _.. = 1 _.. = 0
1j ]1
Continue
Figure A-7. Event Switching
A-I1
b. Relay Switchingwith Delays (Figure A-8)
1,]- t':1 _j]
Y_,s
_ Yes
-bs
1-e
(br_,ak)
=0
ij
Continue
-ms
e
(make)
Set
_3
Figure A-8. Delayed Switching
c. Time Switching
Define event E. as some time T..
1 1
d. State Vector Switching
Switching algorithms based on threshold levels of the state vectors V S
and Vss, constitute the most important element or attribute of dynamic
sequencing and provide the methodology of combining large systems con-
nected by relays. As an example of a switching algorithm which is state
dependent, the situation exhibited by a house thermostat control may be
considered (see Figures A-9 and A-12). Here the subsystem state vari-
able governing the switching operation is the room temperature OR . The
thermostat is also considered to have a hysteresis of +3 ° F.
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n A
w
SP = 30 ° F
I
.. ],qB (0%) ....._
I
I
Ir I qB
1
-3 ° F [ +3 ° F
(100%)
OR Sample OR
at 1/3 Min.
System Time
Const.
No _No
I Continue
_1'5 = al'4 = 0 (qB = 0%)
Either
_14 = 1 _1, 4 = 0
or
_14 : 0 _1, 4 = 1
Set a = a
I'4 i'5
14 15
(qB " 0%)
O
Set a14 = a15 :I 1
&1'4 -- aI'5 =0
(qB -- 0%)
Indicate Time.
Indicate Change of
State: 8f, OR, qB
Start Next Event
Cycle.
Figure A-9. Generic Switching Algorithm: Thermostat
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A brief discussion of the thermostat action may be worthwhile. Here the subsystem
requires two input nodes (xi): qB (100%)and qB (0%). The subsystemhas two paths
leavingthesenodes. Hence, there are four o_'sdefining this contact element _4, _ s,
_1,4, and _1,5. An _14 = _ls = i represents the fact that the thermostat is closed
and calling for heat (qB = 100%).
An _14=_15 = 0 and o_l, 4 = _1,5 = 1 represents the fact that the thermostat is open
and the furnace turned off. If the state variable OR is less than 27 ° F, i.e., 57 ° F
room temperature or 27°F above ambient, with the contact closed, the furnace turns
on and heats up the room. As OR exceeds 30 ° F, the thermostat set point, the thermo-
stat tries to open, but the temperature has to increase 3° F more to carry it through
the hysteresis loop. At 33°F the thermostat opens and shuts off the furnace. As OR
falls the action is repeated in the reverse direction.
The above example is presented in detail because it demonstrates an important aspect
of the system modeling rule that must be followed in this methodology; i. e., that all
states of the system must at all times be accounted for. Hence, in the thermostat
problem, qB (heat input) has two separate states: qB = 100% (on) and qB = 0% (off).
This point will be illustrated in a subsequent example.
A2.7 NONLINEAR SYSTEMS
The above thermostat switching action introduces points of discontinuity into the dy-
namic response of the system and consequently is termed a nonlinear device. The
system response, however, is linear within the domain defined by the respective
switching states.
The same principle must be applied to systems described by a set of nonlinear differ-
ential equations. For such systems the representation suggested here is that the
system be piece-wise linearized into as many sections as are necessary to give satis-
factory results. This means that as many additional nodes, or states, must be in-
troduced into the systems as required by the additional piece-wise regions introduced
in the model. Switching algorithms similar to those discussed above must be issued
to take the system from one section to the next.
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A2.8 SYSTEMFLOW CHART
The mathematical structure relating the elements (nodes)of the system state vector
V and the subsystem state vector V is presented in Figure A-10.
S SS
a. Model - Total Network
The first objective is to construct a model of the total network. This
model would consist of all the contact elements in the network and the
nodal values, or state variables, appearing at the contact elements.
The formulation is such that the contact element is always connected
to a state variable regardless of its position. This means in effect that
both positions are assigned a state variable designation. See for ex-
ample, the illustrative problem. The sum total of all these nodal values,
xi's, constitutes the network transition matrix, Tn, and delineates what
contact element (relay) is connected to what contact element. This yields
a description of the network in terms of paths between the contact elements.
b. System Transition Matrix
It is doubtful if all systems in this network will be operated simulta-
neously. Therefore, it is conceivable that only a portion of the total
network need be examined at a time. Hence, the network transition ma-
trix and its associated state vectors V s and Vss could be reduced to some
smaller size by adjusting the necessary nodes, x.'sl and YivS, to accom-
modate a given finite time interval say from T. to T.. This would be
1 ]
accomplished by placing the rest of the network in storage. This opera-
tion establishes what might be called the system transition matrix and
the system state vector.
C.
d.
Switching Algorithm
Switching algorithms are now established as previously demonstrated to
cause paths to be selected through the network.
Event Marker
At the instant any contact element is caused to change state, a.. = 0 to
D
a.. = 1, or vice versa, the event interval is terminated and a new inter-
1j
val initiated. This operation requires that the terminal conditions (TC's)
of the system and subsystems state vectors V s and Vss, must become the
initial conditions (IC's) for the next interval. And the system is updated
for the next interval.
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e. Event Interval Matrix
The time dependencyof Vs and Vss betweenevents is determined by
constructing a finite, or smaller, transition matrix from the system
matrix stored for reference above. This matrix may be manipulated
as desired and is reconstructed anewfor each event interval. The re-
sulting reduction yields the frequency sensitive path product P..'s; i.e.,D
Pij - F(tij's)"
f. Time Constant Search
The transfer functions, identified as Pij above, are now examined for the
shortest time constant. The transfer function is then serialized {number
series) based on this time constant and reduccd to a single serial num-
ber. This operation is explained subsequently. Initial value of the sys-
tem state vector, involved in the interval transition, is convolvedwith
/x
the appropriate path product serial number P.. to generate a system
^ 1j/x
output P. = X. P...
g. Subsystem Contribution
The subsystem also contributes to the dynamic behavior of the system
state vector, V s or [xj]. This effect is now obtained by convolving the
input vector with the path serial number. To this result is added the
signal contributions from the subsystem internal sources; i.e., the
initial condition sources, Yi(0)'s, convolved with the path product to the
same external sink node.
at Subsystem Contribution
At the subsystem level it may be desirable to follow its behavior in this
time interval. This is accomplished with a subsystem state vector, Vss,
in the same manner as the system state vector V s. A transition matrix
is created and reduced to yield the equivalent paths from all input nodes,
both external, xi's, and internal, Yi(0)'s, to all output nodes, both ex-
ternal and internal.
It will be observed that at the time of switching for the subsequent inter-
val the external source signals will be removed but that the subsystem
internal nodes may continue to contribute to the system state vector and
to the subsystem state vector. These two signals must be sorted and
shunted to the appropriate location.
(A)
Model_ Total Network
Subsystems and
Connections
T n Network Transition Matrix
(Relay and Crossconnection Nodes: xi,
V n Network State Vector: x
$2 Absolute Time Vector xi' xj, c
xj, x c
t > Tj_+
Adjust M s ]
for T i to Tj
T
S
_v
System Transition Matrix I
Subsystem Involved T. to T I1 j
I
V s System State Vector: x.1, xj, x c ]A witching Algorithm
n
n
Satisfied
t<T.
1
Adjus
for T i
(B)
T
e
E=E+I ]
I
- _ (Max,) etc._
0 - fl (Max.)J
E Event Marker
Initiate TC's for Next Interval
Yi{0) = yj(TC); xi(0)
r
Transition Matrix for Event Interval: I
P Frequency Path Product
r Search All T..'s in P for Minimum r
tj
I
[_ Serial Path Products]
Serialize Pij" ]
A
X
Tss Subsystem Transition Matrix
_ij Serialize Elements of Tss
_ij Generate Equivalent Path and
Serialize
1
A)Source Pij
Subsystem
State Vector
AAIx. -- x.P..3 t tJ
L
I E A A Yi(O)_ij
-"x.P.. +
ij xj t 1]
X/_. A
Yi (O)P..
_ = y. (O)P_ J.
,,,9
_Jj = x i(O)Pij
( a cul  ion for yj
Figure A-IO. System Flow Chart
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A2.9 SERIAL NUMBERS/NUMBERSERIES
The system and subsystem matrix reduction schemes seek to enumerate all source
and sink, or input and output, relationships as a collection of single equivalent edges
or transfer functions. If this reduction is carried out algebraically, large order poly-
nomials may be generated and consumea large amount of storage.
In order to improve this situation it is proposedto replace all transfer functions in the
interval matrix, Te, and the subsystem matrix, To, with serial numbers or number
series as they are sometimes called (seeAddendumA2}. This serial number repre-
sents the impulse response of the transfer function in the time domain; i.e., as a
series of values at discrete intervals AT. This is a completely equivalent represen-
tation if AT is chosenon the basis of yielding a satisfactory integration scheme. For
example, if the trapezoidal rule is observed, the number of terms required is of the
order of at least 20 or slightly greater. The current program is basedon a 40-term
serial number and is generatedby a slightly modified version of a program, described
in Reference 1, in which a sample data of the time response is used to obtain the serial
number.
Thus, the proposed matrix reduction schemesare reduced to cross multiplication of
number series of fixed length. This process reduces the requirement of storing large
order polynomials in the computer and providing the paraphernalia to operate with
them. The generation of large-order polynomials is the result of the continual cas-
cading of edgesto obtain the equivalent path.
The generation of the number series is a separate subroutine.
are being investigated to carry out this operation.
Several other methods
In particular, one possibility is to replace the s operator in the transfer function with
a numerical equivalent. For example (see References 9 through 12):
s a [i, 2, 1J
s : Li, i]
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or in terms of l/s:
s 2 L1, -1
1__ = ({)n [l_.,_.__l]n
s n L1, -1_]
Such operators may have some advantages. However, the suitability of this approach
is dependent upon the proper choice of AT and needs further investigation.
A2.10 MATRIX REDUCTION SCHEME
The formal matrix reduction algorithms, for the generation of equivalent paths, or
edges, in the subsystem; i. e°, of the T o matrix {Equation A-2) is developed in Adden-
dum A1. They have a topological significance which is of some interest to the system
engineer.
This relationship may be demonstrated by considering the topological reduction of
two example_. Basically, the operation has the following characteristics:
a. All nodes are numbered in a consecutive manner, say 1 to n.
b° Reduction is started at the furthermost node (n th) and proceeds back-
ward through the graph.
c° The first operation is the elimination of the furthermost self loop and all
return paths from the furthermost node (nth).
d. The next operation is the elimination of the self loop and return paths of
the next to last node (n-lth). Simultaneously the n th and the n-1 th node
are exhibited as terminal nodes.
e. Process d is continued until all nodes are exhibited as terminal nodes.
It is to be noted that this procedure is applied at the subsystem level.
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Matrix Notation
Ix i] = [tij] [xi] or x i = Tkxi, " k = number of transformation.
Case 1.
©
T =
m
i 0 0
t t t
12 22 32
t t t
13 23 33
X
t
xz t z2 !
t
22)
t
23
t33
(A-5)
1
T
D
m
t z 3t32
t + t +
z2 1 -t 22
33
t
13
t
23
t t
23 32 0 t +_
12
t
13
l-t
t t
23 32t +_
22 [ - t
33
tl 3t32
1 - t t23
1-t
33
3
33
(A-6)
2
T
m
1
t + tz 3t32
tz3 t 23
+
1 -t 1 -t
33 33
t23t32
+T-
0 0
0 0
0 0
(A-7)
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A2. ii DYNAMIC SEQUENCINGEXAMPLE: THERMOSTAT
A2.11.1 General
As an illustrativeexample of a simple network that incorporates most of the principles
involved in dynamic sequencing, a bimetal thermostat, used in the temperature con-
trol loop of a house heating system, may be considered. The opening and closing of
the bimetal thermostat being directly analogous to the action of a relay. The sequence
of events is easily traced and the reduction process to remove self loops is included.
Further, elements of the system must be treated as a subsystem and the nodal value
appearing at the contact element as a system variable. That is to say, both the sub-
system and system vectors, V s and Vss, are involved. The switching algorithm
causing the change in state of the thermostat is an example of a subsystem state de-
pendent situation.
The event profile generated by a typical house system will be investigated. Some
effort is made to keep system parameters within representative ranges. However,
the numbers which were chosen are arbitrary and may vary slightly from actual sys-
tems. For example, the hysteresis loop of the thermostat is taken as 6 ° F (+3 ° F).
This may be larger than most cases, but it is of little consequence for the purpose here.
The system is started from rest at ambient conditions and put into operation at 60 ° F.
Only three events are determined to illustrate the method. Further investigation can
be carried out on a computer.
A2. ii. 2 Nomenclature
Of
OR
0
a
%
qa
%
Cf
C R
Hf
= furnace temperature
= room temperature
ambient temperature
heat from burner
= 30°F
3
= 2x10 Btu/min.
= heat transferred from furnace to room
= heat loss to ambient
= furnace heat capacity
= room heat capacity
= furnace heat transfer coefficient
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H R = room heat transfer coefficient
Tf -- furnace time constant
T R = room time constant
= d0/dt
s = Laplace operator
K ,K = constants
1 2
E = error signal
qf = furnace heat
SP = set point
TC = terminal condition
IC -- initial condition
A2.11.3 Analysis
The temperature control model may be analyzed with the aid of Figure A-11.
v
Furnace
qB qR
v
Room
4,* OR qa
Figure A-11. Analysis of Temperature Control Model
The heat balance for the furnace is:
qf = qB - qa
(dx/dt = x)
Cf0f = qB - Hf(0f - OR)
Tf0f + 0f = Kfq B + 0R
where
Cf
Tf -
Hf
1
Kf = H9
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Ambient
(A-12)
(A-13)
(A-14)
(A-15)
(A-16)
And in a similar manner, the heat balance for the room is:
qs = qR - % (A-17)
CR0 R = Hf(Of - OR) - HR(0 R - 0a) (A-18)
TROR+0R = K0f + K2 a'0 (A-19)
where
C R
T R = (A-20)(Hf + HR)
Hf
K = (A-21)
1 (Hf + HR)
H R
K = (A-22)
2 (Hf + HR)
The coefficients required above may be obtained for a typical case from the following
approximate data:
Ambient temperature, 0a:
Maximum temperature rise obtainable with
furnace on: AOR:
Maximum furnace temperature for A0 R
Furnace rating, qB:
Furnace lag, Tf:
Room lag, TR:
30°F
60°F:
60°F
800°F
2 x 103 Btu/min
5minutes
30minutes
Whence, from the steady-state condition:
H R = 2 x l0 s Btu/min/60°F = 33.33 Btu/°Fmin.
Hf = 2 x 10 s Btu/min/(800°-90 °) = 2.82 Btu/°Fmin.
K = 2.82/36.15 = 0.078 (num.)
1
K = 33.33/36.15 = 0.922 {num.)2
Kf = 1/2.82 = 0.355 °Fmin/Btu
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Substituting in the above equations:
50f + Of = 0.355qB + 0 a (A-23)
300 R+ 0R = 0.0780f + 0.9220 a (A-24)
Whence transforming:
5s0f(s) - 50f(0) + 0f(s) = 0.355qB(s ) + 0R(S ) (A-25)
30S0R(S ) -300R(0 ) + 0R(S ) = 0.0780f(s) + 0.9220a(S ) (A-26)
or
5 0._355 1 0R(S ) (A-27)0f(s) 1 + 5s 0f(0) + 1 + 5s qB (s) + 1 + 5s
30 0. 078 0. 922 (A-28)0R(S) = 1 + 30s 0R(0) + 1 + 30s 0f(s) + 1 + 30s 0a(S) "
For convenience Equations A-27 and A-28 are structured in Figure A-12. In Fig-
ure A-12(a) the ambient temperature 0 a will not be indicated since it can be consid-
ered as an infinite sink. The heat source qB(s) is added stepwise and consequently
the edge in Figure A-12(b) includes this factor. Note that both values of qB' 100%
and 0%, are indicated.
A2.11.4 First Interval
For the first interval, or startup conditions, the system is assumed to be at equilib-
rium at 30°F (0°F reference value for heat load). The first event is generated by
step changing the thermostat to 60 ° F.
The temperature response of the furnace is obtained from Figure A-12(b).
2x 103 0.355 (1 + 30s} (1 +5s) (A-29)
-- X X0f(s) s (1 + 5s) 150(s + 0.0303)(s + 0.2031)
= 710(1 + 30s) (A-30)
150s(s + 0.0303) (s + 0.2031)
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Equation A-30 gives a steady-state gain of 770°F (800o-30 ° F) which checks with the
heat balance.
The time response of Equation A-30 is:
- 0. 0303t - 0. 2031t
0f(t) = 770 - 83.1e - 686.9 e
and is presented in Table A-2 and Figure A-13.
(A-31)
Table A-2
Furnace Temperature: First Interval
Time
(rain)
0
10
15
30
83.1 Exp (-0. 0303t)
o F
83.1
60.6
52.2
33.1
686.9 Exp (-0.2031t)!
o F
686.9
91.3
33.0
i.37
Of
o F
0
618
685
735
Of + 30
o F
30
648
715
765
The temperature response of the room is from Figure A-12(b):
2 x103 0.355 (1 + 30s) (1 + 5s) 0.078
0R(S) = s x 1 + 5s x 150(s + 0.0303) (s + 0.2031) x 1 + 30s
0. 3688
s(s + 0.0303) (s + 0.2031)
which gives a steady-state gain of 60°F and checks the initial assumption.
(A-32)
(A-33)
The time response of Equation A-33 is:
- - 0° 0303t
0R(t) = 60 + 10.5e 0.2031t _ 70.5 e . (A-34)
Equation A-34 is plotted in Figure A-14 and represented in Table A-3.
Examination of Figure A-14 indicates that the thermostat relay opens at 63°F assum-
ing a 6°F hysteresis loop for the mechanism (+3 ° F).
The time required for the first interval is 31.7 minutes.
A-30
8OO
700
600
5OO
o
_ 4oo
_ 300
200
i00
i0 15 20 25
Time - Minutes
3O 35
Figure A-13. Furnace Temperature Startup
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Table A-3
Room Temperature: First Interval
Time
(min)
0
10
20
30
10.5 Exp (-0.2031t)
o F
10.5
1.41
0.19
0. 021
70.5 Exp (-0.0303t)
o F
70.5
52.1
38.5
28.5
OR
o F
0
9.3
21.7
31.5
OR + 30°F
°F
30
39.3
51.7
61.6
A2.11.5 Second Interval
The second interval commences with the opening of the thermostat control unit -
Event 2. The IC conditions for the start of the second interval are:
0R(0 ) = 33 °F (30 °
0f(0) = 737.1°F
qB(0) = 0Btu/min.
+ 33 ° = 63°F room temperature)
The time response for OR is (from Figure A-12b):
5.2 x 10 (1 + 5s) 5. 736 + 30- 33
0R(S) = (s + 0.0303)(s + 0.2031) 1 + 5s (1 + 30s)(1 + 5s)
30. 33
+
1 + 30s
which has a steady-state gain of 0 °, which checks, and hence:
(A-35)
- 0.0303t - 0. 2031t
0R(t ) = 43.5 e - 10.5 e (A-36)
Equation A-36 is plotted in Figure A-14 and presented in Table A-4.
Examination of Figure A-14 indicates that the thermostat turns on at 57 ° F or some
15.2 minutes later. This constitutes the generation of the third event.
A-33
Table A-4
Room Temperature: SecondInterval
Time
(min)
0
5
10
15
43.50 Exp (-0.0303t)
o F
43.5
37.3
32.1
27.7
10.50 Exp (-0, 2031t)
o F
10.5
3.8
1.4
0.5
OR
o F
33.0
33.5
30.7
27.2
OR + 30
o F
63.0
63.6
60.8
57.1
The system now starts back up and goes on a limit cycle. However, we are not in-
terested in this at the moment, and the generation of the first three events will be
sufficient for our purpose.
The piece-wise solution of the thermostat action can be formulated with the method-
ology presented with little difficulty. To formulate the problem in this manner it is
necessary to start with the oriented graph depicted in Figure A-12.
The first step involved in this process is to convert the graph of Figure A-12 to that
of Figure A-15. This is easily done by observing the laws of linear graphs, as pre-
sented, for example, in References 2 and 3.
Several comments may be made with respect to this reduction.
a. The oriented graph is reduced to an equivalent graph with no return
paths. For example, edge t(0R, Of) in Figure A-12(a) must be elimi-
nated. This is accomplished by splitting the Of node into a modified
0} node and into the real node Of. The elimination of the self loop
which would have occurred at the Of node can be accomplished in a
different manner. The alternative procedure is to absorb the self loop
on all the incoming edges. However, this leads to more complex ex-
pressions and for this reason the node splitting procedure is adopted.
b. The reduction of the original graph must start at the output end and
work backwards to preserve all internal node values. Reduction in any
other manner is non-node preserving.
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C, Any internal node may be exhibited as an output node by duplicating the
node and joining the internal node with a unity edge. See, for example,
nodes 0f(TC) and 0R(TC ) in Figure A-15.
Figure A-15 is further reduced to Figure A-16, where the contact element _, which
represents the thermostat, is a multiple value device controlling the signal from node 1
and 1' to node 4 and 5; i.e., _ has the value a14, als, c_1,4, and _1,5 where
_14 = _1 s and OL 1 T4 -- al,s • The algorithm producing the switching action is the al-
gorithm previously presented in Figure A-9. The system response is now obtained
by superposition of all the signals where 0R(0) and 0f(0) are subsystem internal source
nodes and qD(100%) and qB(0%) are system input nodes. 0R(S ) and 0f(s) represent sub-
system nodes of interest and the switching algorithm is an example of a subsystem
state, Vss, dependency.
qB(lO0%)
.355 ,s(i--_-_5 s) O_'f
0
qB(0%)
5
Of(O) 0
\
OR(O ) t_
(i e 30s) (l + 5s)
150(s + .0303)(s +.2031)
3O
1 + 30s
0f(TC)Of 1
0
+1
--
.O78
1 + 30s
_ 0R(TC) _
Of (TC)
Figure A-15. Thermostat - Signal Flow Graph
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(2) 0 f(0)_
(1)
qB(100%)
O
O
qB(0%)
(1')
0R(0) _//
(3)
s + .033
(s +.0303) (s +.2031)
.0026
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A2.12 INVERSE NUMBER SERIES
It may be desirable to perform the inverse operation of generating the analytical time
solution for some arbitrary number series. As a point of interest it may be noted
that a program is currently under development which utilizes Prony's method, Ref-
erence 4, and which can accomplish this process for some types of functions.
An example of this inverse problem is solved by Prony's method.
Consider:
the transfer function:
G(s) =
s(s + i)(s
3O
+ 2)(s + 15) (A-37)
the time solution is:
G(t) = 1 - 2.14286 e-t + 1.15385 e-2t
and its serial number is presented in Table A-5.
-_5t
- 0.010989 e (A-38)
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Table A-5
Serial Number for Transfer Function
Time
(sec)
0.0000000000-31
0.1250000001+00
0.2500000003+00
0.3750000003+00
0.5000000006+00
0.6250000006+00
0.7500000006+00
0.8750000006+00
0.1000000001+01
0.1125000001+01
0.1250000001+01
0.1375000001+01
Serial Number
0.3597888284-10
0.5865163328-02
0.3072377547-01
0.7223259903-01
0.1247566364+00
0.1835858991+00
0.2452349095+00
0.3072218927+00
0.3678303801+00
0.4259161863+00
0.4807584466+00
0.5319460164+00
0.1500000001+01
0.1625000001+01
0.1750000001+01
0.1875000001+01
0.2000000002+01
0.2125000002+01
0.2250000002+01
0.2500000002+01
0.2625000002+01
0.2750000002+01
0.2875000002+01
0.3000000002+01
0.3125000002+01
0.3250000002+01
0.3375000002+01
0.3500000002+01
0.3625000002+01
0.3750000002+01
0.3875000002+01
0.4000000005+01
0.4125000005+01
0.4250000005+01
0.4375000005+01
0.4500000005+01
0.4625000005+01
0.4750000005+01
0.4875000005+01
0.5000000005+01
0.5792913099+00
0.6227652686+00
0.6624485431+00
0.6984950893+00
0.7311052441+00
0.7605060140+00
0.7869368353+00
0.8318509648+00
0.8507990206+00
0.8676989444+00
0.8827519531+00
0.8961443452+00
0.9080473236+00
0.9186172667+00
0.9279962992+00
0.9363130557+00
0.9436835554+00
0.9502121320+00
0.9559923758+00
0.9611080606+00
0.9656340365+00
0.9696370744+00
0.9731766573+00
0.9763057131+00
0.9790712890+00
0.9815151672+00
0.9836744258+00
0.9855819458+00
30
s(s+l) (s+2) (s+15)
AT = 0.125 second
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Every other serial entry, in Table A-5, was utilized as data for the inverse Prony
Program. The following time solution was obtained:
G(t)E = 1 - 2.13871 e-°" 999347t + I.15004 e -2" oose5t _ 0.0113211 e-14" o648t. (A-38a)
Comparison of Equations A-38 and A-38a shows the accuracy of the inversion to be
quite good.
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A3 A COMBINED METHOD OF FACTORING AND CURVE FITTING FOR
REDUCTION OF LINEAR SYSTEMS IN DYNAMIC SIMULATION
A3.1 INTRODUCTION
For dynamic simulations the reduction of system matrices requires the performance
of algebraic operations on a large number of polynomials. An analytical approach
may, in some cases, require an inordinately large amount of computer memory. One
way of alleviating this situation is the use of number series. Another is the use of a
numerical technique for reducing a linear system without time delays and converting
the results to an analytical form, which is described in this section.
Such a numerical approach is feasible with a high speed digital computer. Though the
full advantages cannot be spelled out in a clear-cut fashion until some practical ex-
amples have been worked out, it may be pointed out that there are certain desirable
features associated with this numerical method.
a. Being strictly a numerical method, it uses the full capabilities of a high
speed digital computer.
b. It obtains the output in analytical form.
c. Storage requirements may be kept to a minimum.
d. Such problems as errors may be controlled satisfactorily.
e. Stability conditions may be investigated readily.
f. Partial fraction expansion of the output transforms is made possible.
g. The time response of the system can be obtained in explicit form in most
cases.
These are some of the advantages of the proposed technique. It is true that increasing
the size of the system to be treated makes the control of errors harder, but this is
also true of any other approach, whether it be numerical or analytical. This can be
best studied by means of actual examples of systems, which has not yet been done.
Such studies also can be used to evaluate the advantages and disadvantages of the ap-
plication to a particular situation of the several available techniques. It well may be
that no one technique will be found to be best for all cases, but that different systems
will require different techniques -- or appropriate combinations of techniques -- for
optimum results in the system matrix reduction.
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A3.2 SOLUTION OF EQUATIONS
Consider a linear system of equations that describes a subsystem of n nodes, such as
x i (i = 1, ..., n), with connections from node i to node j denoted by the transfer func-
tions tij. For illustration purposes, assume that one node, say x 1, is an input node
and the remaining n-1 nodes are output nodes, though in general there may be any
number of input and output nodes. A typical connection system may be the following:
x = x (input node)
1 1
n
= _ t..x. i = 2, ..., n (output nodes) .xi p J
j=l
(A-39)
It is desired to reduce the above system to the following form:
x. = t*.x i = 1, ..., n t*. =
1 ii 1 11
1 . (A-40)
The functions t*. represent the equivalent transfer functions from the input node x to
11 1
each output node x . At this stage of the game, assume that the functions tji, and hence
t* are rational functions of the form P(s)/O(s), where both P(s) and Q(s) are poly-li'
nomials in s with real coefficients.
To make the system (Equation A-39) amenable to the present method of reduction,
convert it into the following form:
n
-tlll.x = _ rjix.j ,
j=2
(A-41)
where
r.. = t.. j
P P
= t.. - 1 jjl
(A-42)
and then to a form which is denoted by
n
_. aijx. = b.x] 1 Z
j=2
(A-43)
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which is obtainedfrom Equation A-41 by eliminating the denominators in r.. Ws.
P
Thus, Equation A-43 represents a linear system in x i,
J
and related to r.. in Equation A-41 by:
P
with a.. being polynomials in s
D
a.. = r..R.
1j p 1
b. - t.R.,
1 11 1
(A-44)
where R. are the appropriate polynomials (preferably of least degree) which effect the1
conversion from Equation A-41 to A-43. These equations are to be solved for the x..
1
In matrix form, let
AX = Bx 1
where
(A-45)
n
A = (aij)l
X
1 !
IX = . B =
I
X i
n
b
3_
b
n
and the a.. are assumed to be polynomials with real coefficients.
1j
solution of Equation A-45 is:
=
q(s) 1
where
Then, the formal
(A-46)
and
n
C = (cij)l ,
C.C__= A-3_
q(s)
q(s) = ]A I . (A-47)
A-41
Thus, q(s) as well as the elements c.. of C are polynomials with real coefficients.D
Then:
Pi (s)
xi q(s) Xl i = i, ..., n (A-48)
where
n
V--7
PiiS).. = //,_ ¢..b. i = 1, ..., n1j j
j=l
(A-49)
Explicit polynomial expressions of q(s) as well as of Pi(S) (i = 1, ..., n) are sought.
In this method a number of discrete values of s are used in Equations A-47 and A-49
to find the polynomials a_ sets of numerical values, from which analytical expressions
are to be derived by curve-fitting techniques. As a first step, it is necessary to know
the degrees of the polynomials.
A3.3 DEGREES OF THE POLYNOMIALS
In simple cases, the degrees of the polynomials may be found by inspecting the forms
of A(s) and B(s). In large systems, however, this is no longer an easy matter, and
some numerical tests are needed for the degree identification of the above polynomials.
To begin with let g(s) be a polynomial representing q(s) or any of the Pi(S):
n n-1
s + d s + + d (A-50)g(s) = dn n-1 o
and let _(s) denote the numerical value corresponding to some assigned value of s.
Clearly, for sufficiently large values of s,
_(s) -* d sn
n
Now let s 1 and s 2 be two such large values of s.
Then
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g(s 1) g(s 2) " sl-n-v
-Sl v " s2V
If v is so chosen that v = n the above ratio is nearly 1.
following equation is solved:
_(s2 ) = 1
from which is obtained
V
g(s2) • log s..__2
= logs(s1) " sl
Hence to determine v, the
(A-51)
It may happen that, though s 2 and s 1 may be very large, they are not large enough,
due to the fact that the coefficient of the next power of s is very large. In this case,
the value of v determined by Equation A-51 will be incorrect. This may be tested by
taking even larger values of s 1 and s2, say twice as large, and recalculating v. If
there is a significant change, the process should be repeated. If there is still a
change, the process should be repeated as often as necessary, until two successive
values of v are essentially equal.
The value of v so calculated may not be precisely an integer, but the degree n of the
polynomial should be taken to the nearest integer to the calculated value.
A word of caution in the above procedure for the degree determination of the poly-
nomials is that the computer may impose a limitation as to the size of the numbers
that can be used. Assume that the biggest number a computer can hold, before it
3s
starts an accumulator over flow, is 10 Further, assume that the polynomial g(s)
is of the form
45 44
g(s) = d45s + d44s + . . + d o
Definitely, s cannot have a value as large as 10, which may not be large enough. Since
it is known, however, that Pi(S), for example, comes from the n th order determinant
I(aij)l, this difficulty can be overcome by computing an equivalent one of the form
This way such a limitation is avoided, and sufficiently large values of s necessary for
the correct identification of the degree can be used.
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It should be remarked that, since the x. represent transfer functions, the followingi
must be true:
x.-*0 as s_
1
Thus, the degree of q(s) must be greater than the degree of Pi(S) for all i = 1, ..., n.
A3.4 CURVE-FITTING THE POLYNOMIALS
Finding the coefficients of a polynomial that has designated values is a standard and
well-known procedure, as any interpolation formula represents such a process (see
Reference 4, for example). However, errors may tend to build up if the degree is
large. To minimize this build-up the present method combines a curve-fitting pro-
cess with the calculation of numerical values of the polynomials g(s), in such a way
as concurrently to determine the real roots. Thus g(s) is numerically expressed in
the form
g(s) = gi(s)g2(s) (A-52)
where
gi(s) = (s-_)(s-(_2)... (s-_r), 0-<r-<n (A-53)
s n-r + e s n-r-i + + e. (A-54)g2 (s) = en-r n-r-1 "'"
First will be found the roots of g(s), thereby determining gi(s). The method to be used
will be a finite difference analog of the Newton-Raphson method (Reference 4 ). Its
application will be made clear by referring to Figure A-17. Essentially it is as follows:
g(3)
g
(1) s(e) )S S (4
g
(1)
Figure A-17. Finding the Beal Roots.
s (3)
A-44
To start, choosetwo values of s, say s (1) and s (2), and calculate the corresponding
values of g, say g(s (1)) = g(1) and g(s (2)) = g(2), from their determinantal definitions,
Equation A-47 or A-49 (if g(1) = g(2), pick a different value of one s). Then calculate
s (3) from
s (3) : s (2) (s (e) _ s(Z))g( _}
- g(2) _ g(1) (A-55)
This is geometrically equivalent to passing a straight line through the points (s (x), g(1))
and (s (2), g(2)), Figure A-17, and finding its intersection with the s-axis.
For the next step, take s (_) with s (2) to calculate s (4) by the same procedure, using
Equation A-55, with the superscripts raised by unity. Equation A-55 indicates that
g(k) -, 0 as k increases, so that s (k) approaches a root of g(s).
The figure also indicates that
s(k) - s(k-l) 0
g(k) _ g(k-1) 0 '
(A-56)
which is difficult to compute accurately. In many cases the numerator of Equation
A-56 will approach zero faster than the denominator, so that the difficulty will be more
theoretical than real. In those cases, the iteration formula is:
s (k+l) = s(k) _ (s (k) _ s(k-1))g(s (k) (A-57)
g(s (k)) - g(s(k-1))
In those cases where difficulty might exist if the index k were increased one more step,
it may be avoided by continuing the iteration with the formula:
s (k-l) = s(k) _ (s (j) - s(J-1))g(s(k) ) (A-58)
g(s (j)) - g(s(J-1))
where
j < k
number at which it becomes apparent that the coefficient of g(s (k)) inis the index
Equation A-57 is becoming indeterminant.
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In all cases, the iteration continues, using either EquationA-57 or A-58, until
Is(k+l) - s(k) I < e
where e is an assignedsmall positive number determined by the desired accuracy of
the root. Whenthis occurs, one root of g(s) has beenfound:
% = s (k+l)
To find additional roots, repeat the procedure on numerical values of the function
n -_h, where
_(s)
n-,h =
S - ffl
The procedure may be repeated continually until all n roots have been found, or until
the iteration does not converge. When the latter happens, there are no more real
roots of g(s), with the possible exception of some multiple roots, or several roots
lying close together.
There are techniques for modifying the iteration scheme to find multiple, or bunched,
roots, but seldom will they be required. It is not necessary to find all the real roots
of g(s), although it is desirable to find as many as possible. If the number of roots
calculated is r, then the polynomial to be fitted is g2(s), of degree n-r, rather than
g(s), of degree n. If r is large, this will be an easier and more accurate procedure.
(The technique is well-known, Reference 4, using an interpolation formula or least
squares, so that a description of the details will not be given here. )
As many values of s as is desired may be used to calculate corresponding values of
g2(s). First, g(s) is calculated from its definition, Equation A-47 or A-49. Then
gl(s) is calculated from Equation A-53 and the r values of the located roots. Finally,
g2(s) is calculated from Equation A-52. When the coefficients of g2(s) have been
evaluated by the curve-fitting technique used, g(s) is constructed in analytical form,
with numerical coefficients, by multiplying gl(s) and g2(s).
A3.5 SUMMARY
To recapitulate, this method determines a system transfer function by calculating
numerical values for the polynomials in its numerator and denominator. The degree
of each polynomial is determined, and the analytical expression for each found by
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curve-fitting. The accuracy is enhancedby arranging the calculation so as first to
extract some or all of the real roots, and curve-fitting polynomials of lower degree.
In most cases this method makes more efficient use of computer facilities than do
algebraic methods of matrix reduction, and can, therefore, handle systems of more
subsystems and components - perhaps several times as many.
A3.6 EXPLANATION OF FLOW CHARTS
Figure A-18 illustrates the iterative procedure for extracting real roots using the
basic iteration procedure.
Xl,X 2 =
e =
degree of polynomial.
control number for either going into iteration and then into the
curve-fitting or directly into the curve-fitting problem.
two arbitrary initial predictions from where we start the iteration.
criteria parameter for convergence.
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A4 DIFFERENTIAL EQUATIONS
A4.1 APPLICATION OF DIFFERENTIAL EQUATIONS TO MECHANICAL
SYSTEMS
Mechanical systems simulation will be done by solving systems of differential equa-
tions, many of which may be nonlinear. Each equation or set of equations will repre-
sent the physical characteristics of each significant component in the system and the
external constraints imposed on that component.
Simulation design will consider all sources of input as indicated in Reference 13. The
primary types of input will be:
a. Valve actuation: both manual and remote automatic.
b. Pump startup and shutdown: both local electrical switching and remote
automatic electrical switching.
The design will further account for the sequential requirements that will occur during
checkout and countdown. This means, of course, that a sequence interface with ex-
ternal checkout and countdown equipment will have to be simulated. The most likely
method at this point will be based on the established logic statement approach as pre-
sently used in ESE simulation.
Representative output from the simulation will be:
a. Flow distributionfor all valve and pump configurations.
b. Pressure heads at all points as indicated.
c. Temperature levels at all points as indicated.
d. All valve and pump configurations as they occur during a sequence.
e. All temperatures, pressures and flows that are not indicated but are
required for design validationand/or input to more complex component
models.
The primary
a.
b.
e.
d.
e.
f.
g.
usage of this simulation will be in the following areas:
Mechanical system design validation.
Checkout and countdown sequence validation.
Phased test requirements.
Field operations engineer training.
Compatibility with other systems.
Establish boundary conditions for more complex component design models.
Safety analysis of high pressure piping systems.
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The modeling {mathematical definition} would logically start from two points:
a. Detail requirements for each subsystem unit andthe interfaces between
units as indicated in Reference 13.
b. Phase-1 model to be entirely steadystate.
The first statement is self-evident andneedsno further elaboration. The second
statement comes from simulation experience and is based on the following as
objectives:
a° A steady-state model will accurately reflect system flow, temperature,
andpressure distributions for all valve and pump configurations.
b. Precise computation of all steady-state initial conditions is an essential
requirement for determination of dynamic simulation starting point.
c. As a phaseeffort, the steady-state model can be achieved in the shortest
length of time and be put to use in the area of system checkout and count-
downdesign validation.
The abovestatements imply a Phase-2 effort directed towards dynamic simulation.
The most effective and efficient approach would be to overlap Phase 2 with Phase 1,
so that they run concurrently but with Phase2 lagging. The point in time at which
Phase 2 would bestarted would coincide with a selected build up of data base and
steady-state simulation pertinent to detailed definitions of subsystem units. It is re-
cognized that in Phase 1 a considerable amount of the transient data required for
Phase 2 will be acquired automatically. Phase2 then would be demarked by active
programming efforts and more intense efforts directed towards detailed system de-
finitions in terms of transient functions.
In conclusion, it shouldbenoted that the steady-state model will serve as:
a. A starting point.
b. A useful engineering design tool.
c. A source for dynamic model initial conditions.
The dynamic modelwill serve as:
a° A more sophisticated design tool.
b. A more life-like training tool.
c. A tool for extending studies into total system transient effects.
d. A tool for studying fail-safe requirements for such things as automatic
shut-off in case of pipe rupture.
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A4.2 MODELING AND INPUT DATA REQUIREMENTS FOI_ DYNAMIC SIMULATION
OF LAUNCH VEHICLE
A4.2.1 Purpose
The purpose of this paragraph is to describe the input data requirements for dynamic
simulation modeling of a launch vehicle.
A4.2.2 Scope
The scope of the description is limited to the cluster of Saturn V F-1 engines and as-
sociated component parts of the system that are required at ignition. The major areas
of interest are:
a. Propellant tanks.
b. Propellant piping.
c. Propellant pumps.
d. Propellant valves.
e. Injection system.
f. Thrust chamber.
g. Gas generator.
h. Propellant pump turbine.
i. Pressurant system.
j. Ignition sequencing.
k. Thrust control.
1. ESE input/output.
The treatment here is necessarily brief. For more detailed information on actual F-1
engine simulation see Reference 1.
A4.2.3 Data Resources
In order to simulate a system it is essential to know what the system is and have
access to detailed information that describes the component parts of the system, the
functional characteristics of the component parts, and the functional interrelationships
between component parts. In the conceptual and definition phase of a program, much
definitive information is missing, hence systems and component parts must be pro-
posed, analyzed and adjusted in an iterative process until a fully describable system
is laid out. The Saturn V system is presently in the hardware stage, so the systems
information is, or at least should be, available from which a simulation can be
constructed.
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The sources from which information must flow in order to have an accurate simulation
are as follows:
a. Systems descriptions.
b. System flow charts.
c. Schematics (electrical and mechanical).
d. Locations.
e. Nomenclatures.
f. Change information.
g. Personal contacts.
h. Text books, etc., for theoretical and/or empirical information.
i. Test results.
j. Test procedures.
k. Operating description and procedures.
A4.2.4 Saturn V Propulsion System
The basic components and flow paths for the F-1 engine are shown in Figure A-19.
The four remaining engines (not shown) are identical. The entire cluster has indi-
vidual piping going to the propellant storage tanks. That is, the LOX tank and fuel
tank act as propellant headers as well as storage tanks. Each engine supplies a pro-
portionate share of hot Helium and GOX for the pressurant systems. That is, the
turbopump discharge heat exchanger of each engine generates hot Helium and GOX,
which is admitted to common gas headers. Helium is bled from its header to the fuel
tank for controlled pressurization, and GOX is bled from its header to the LOX tank
for controlled pressurization. In each case the bleed is regulated to hold proper pres-
surization levels.
The engine startup sequence is shown in Figure A-20. A similar sequence of course
pertains for each engine. The start time for each engine is controlled from the launch
sequencer. Figure A-21 shows generally how the ESE discrete events control engine
startup from time for ignition to launch commit.
A4.2.5 Simulation
It is an objective to make the simulation as complete as possible within the confines of
the part of the system chosen, and within the constraints imposed by limitations on
time, systems information, and computational capability. The results will demonstrate:
(1) Utilization of data resource; (2) Modeling methods; (3) Programming methods; and
(4) Utilization of simulation.
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Figure A-19. Propulsion System
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Figure A-22 shows generally the confines of the system to be simulated. It will in-
clude ESE and engine sequencing from time for ignition to launch commit and engine
static and dynamic characteristics in the areas of electrical, mechanical, hydraulic,
and thermal systems. It will not include such things as structural dynamic interaction
nor the effects of gimbaling and guidance. The gross effect of acceleration head in the
fluid system following liftoff will of course be included, but the effects of propellant
sloshing and gyroscopic effects in the fluid system could not realistically be considered
at this time.
Figure A-23 is a flow diagram for the S-IC stage propellant fluid system. The trans-
fer function (or impedance concept) notation, and network diagraming is used so as to
emphasize the functional character of components and interrelationships. Figure A-24
shows the gas generator, turbine, heat exchanger system, and a formulation for power
generation and transfer, and heat transfer to the pressurant system. Figure A-25
shows the engine combustion chamber and thruster along with a set of pressure, tem-
perature, and thrust equations.
Figures A-23, A-24, and A-25 are presented to emphasize the source and nature of
much of the input data required for launch vehicle simulation. The extent of the sys-
tem presented here is of course represented in terms of a system of nonlinear dif-
ferential equations. Additional features, such as sequencing, controls, etc., would
of course introduce input requirements in such form as Boolean equations, function
generation, and look-up tables.
Figures A-24 and A-25 are conventional presentations of thermal power systems. The
system of equations is based on the listed references.
Figure A-23 is based on network form with each element identified in terms of its
appropriate functional characteristic. The types of elements indicated are listed
below:
a. Pure Pressure Source
v
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P is the internal pressure level of the element.
source and has no internal impedance.
It acts as a driving
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Figure A-22. System Boundaries
A-57
,-i
0 c_
I_ Ill
___..
-HI, 8
A-58
I
I
W LI3
Control
Valve
Control
Valve
Mixer Injector
GG
g
P
g
He
Out
In
Turbine
Heat
Exchanger
W
T e
Gas Generator
T = 248 + 2810 (WLI3/WFI3)
g
Pg/Pd = 12.04 + 14.05 (WL13/WF13)
Exhaust
to
Manifold
Turbine Power
- Power In - Power Load - Losses
F1) VFlaj
Power Load = - 778 EL F
Losses
= Windage + Friction
0. 536 + 0.45 (W L13/W F13)
2
- 0.4 (WL13/WF13)
1.025 + 0.24 (WLla/WFI3)
Figure A-24. s-IC Stage Turbopump Model
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Figure A-25. S-IC Stage Thrust Chamber Model
b. Fluid Resistance
R is the resistance factor, w is fluid flow, P is the pressure drop in-
duced by the element. The notation of resistance factor times absolute
value of flow indicates that the impedance varies with flow. This in
essence is square law hydraulic. The absolute value of flow must be
carried to be able to handle flow reversal.
c. Fluid Inductance
-_, AP _.rJ
do
+ LS
- W
L
The impedance LS specifically states that the pressure drop is propor-
tional to the time rate of change of fluid flow. This is required to ac-
count for the change in kinetic energy storage in the fluid mass. The
coefficient L is the equivalent length to area ratio of the piping system
over the nodal length chosen.
Capacitance
Capacitance appears in two forms:
(1) That which is attributable to the static height of fluid in a standpipe.
(2) That which is attributable to fluid (or gas) compressibility.
The standpipe capacitance in this case is the surface area of the propellant tanks. It
is of interest to note that the surface areas (A L and AF) may vary as a function of
propellant level and that the apparent area varies as a function of missile acceleration
(a/g) and gravity.
The other form of capacitance arises from the compressibility of the gases in the
combustion chamber and in the gas generator. The coefficient is a function of the
compressibility of the gas and completes the flow balance in the system.
The variable resistances indicate valves in the system that are operated through
sequencing or continuous control.
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The pressure heads indicated in the system arise from propellant tank pressurization
(PG and PH), turbopump pressure head (APL and APF), and combustion pressure
(PT and Pg).
The representation is a true system balance in terms of conservation of mass,
momentum andenergy. It permits ready identification of the input functions and input
data required for system simulation.
Furthermore, it accurately depicts interrelationships and connection points.
A4.3 RESOLUTIONOF TWO PROBLEM AREAS THAT INVARIABLY OCCUR IN
DYNAMIC SIMULATION
A4.3.1 Purpose
The purpose of this subsection is to point out two problem areas that invariably occur
in dynamic simulation and how they will be handled in the proposed mechanical systems
simulation.
A4.3.2 Problem Areas
The two problem areas are:
a. Numerical integration on digital computer.
b. The appearance of algebraic loops that cannot be handled by the
computer.
These two areas are presently being investigated and the method of handling them will
be recommended.
A4.3.3 Numerical Integration
The present methods of handling numerical integration in dynamic simulation gen-
erally do not perform satisfactorily in terms of response to very fast transients and
total dynamic range that can be handled in a given problem. A proposed new method
is discussed in detail in paragraph A4.6. A test problem has been solved using this
method. The one selected was chosen for the specific purpose of addressing the
method to a problem of maximum transient difficulty. Details of the test problem,
and the various methods by which it has been solved, and the results, are presented
in detail in paragraph A4.5.
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It is interesting to note that the method relies onusing the function and its function-
ally developedfirst three derivatives to give a stable and accurate calculation. The
results of the test case substantiate the stability and accuracy of the method. Compu-
tation time cannot be compared readily at this point, becauseof the computer used and
the fact that it was programmed in ALGOL.
Computer programming and processing requirements appear to be consistent with
other methods.
A4.3.4 Algebraic Loops
The appearance of closed algebraic loops will arise in sets of coupled equations that
represent such things as electric ladder networks and equivalent networks in fluid
systems (see paragraph A4.4}. These loops are not true physical quantities. They arise
from improper programming techniques and lack of attention to the fact that when the
computer computes a quantity from some function the quantities that make up that
function must have been computed previously. When an algebraic loop is programmed
per se, it in effect instructs the computer to compute a quantity from a function in
which all quantities have not been computed previously. As a result the computer may-
a. Give erroneous results.
b. Oscillate between functions.
c. Become completely unstable.
In any event, the machine will not give a correct result. Equations programmed in
this manner are called intransitive - they have no beginning and no end.
The DYNASAR code permits programming of this kind, except that a small time con-
stant must be inserted into the loop. This in effect slows down the feedback informa-
tion, stabilizes the computation, and will give correct results within the limits of the
error criterion. The price paid for this is very significant. This becomes apparent
when one realizes that the computer will bog down on these loop computations. That
is, the numerical integration code will select a computing increment smaller than the
time constant chosen. The time constant must be chosen to be far less than any time
constant which truly exists in the system, otherwise the transient results will be very
poor. As a consequence, the machine will spend more time computing a fictitious
quantity than it spends on the real thing.
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The programming technique that must be adhered to in order to prevent algebraic
loops is discussed in detail in paragraph A4.4.
A4.3.5 Conclusion
It is believed that the items discussed above are of maximum importance in the area
of programming for dynamic simulations. The method of numerical integration, if
not already being used elsewhere, may well represent a significant advancement in
the state of the art. The test case chosen clearly demonstrates the power of the
method.
Attention to the appearance of closed algebraic loops is equally as serious as the
matter of numerical integration. It is believed that if good programming practices
are adhered to from the very start, they will present no problem.
A4.4 ALGEBRAIC LOOPS
A4.4.1 General
Algebraic loops (that is, non-time dependent closed loops) will tend to appear when-
ever coupled sets of time dependent equations are solved. This generally arises from
an attempt to solve the set without prior rearrangement. If the program is set up and
algebraic loops are noted, then the program must be altered to remove the loops.
The problem with algebraic loops is that the computer is required to solve a set of
equations, one at a time in which each equation has more than one unknown. This can
be seen more clearly from the following example. Let the function be represented in
block form as follows:
E
where
G
A and B = f_)
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Obviously one could write
AG = 1 + AB
and program this equation.
known, and AB _ -1.
E (A-59)
This would give the correct solution provided A and B are
If on the other hand, the operation in Figure A-26 were programmed as shown, then
the computer would have to solve the following set:
G = AE + AF
and
F = -BG (A-60)
Each equation has two unknowns and the computer in general will not be able to find
consistent values for F and G in both equations.
The block diagram or branch method of approach to formulation, which is frequently
preferred by engineers, generally will lead to this situation. In the analog computer
and DYNASAR type programming, this limitation will invariably appear. The only
alternatives are:
a. Reprogram.
b. Insert a small time constant into each loop.
Methods of reprogramming are not always self-evident; hence, the second alternative
is chosen. In analog computer programming, this problem is not always evident, since
the manufacturer builds in a very small capacitor (_ 0. 001 microfarad) around each
amplifier to eliminate noise. This acts as a small time constant and permits calcula-
tion, provided a computational instability does not occur.
In the DYNASAR program (and in any digital computer for that matter) it is essential
to insert a small time constant in order to force the computation to stabilize. This of
course introduces time constants that are physically nonexistent. Worse than this,
though, the small time constant will tend to control the integration step size for the
entire program and hence slow down the computation rate to an undesirable point.
This slowing down effect is not evident in the analog computer, since it computes on a
parallel basis - it is very marked on digital computation because of the serial nature
of performing operations.
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An example of the type of systems that generate this problem and what procedures
are required to avoid it is given in the following analysis.
A4.6.2 Simultaneous Equations
A common source of simultaneous equations is the electric ladder network.
ure A-26 shows a two-loop, R-L network with voltage generators.
Fig-
R
1
L 1
R 2 R 3
) E 2
W
Figure A-26. Two-Loop, R-L Network
Two equations that properly describe the system are..
di di
1 2
E1 - E2 = (R1 + R2)iz - (R_)i2 + (L1 + L2)d-'["- L2 d-T (A-61)
diI di2
E2 = -R2il + (R2 + l_s)i2 - L2-_- + (L2 + Ls)-_. (A-62)
The typical analog approach would be to start by integrating di /dt in Equation A-611
and di2/dt in Equation A-62. This gives i 1 and ie, which can be fed back around,
added to the voltages, and used to generate dij./dt and di2/dt. The primitive block
diagram for this approach is shown in Figure A-27.
This leads to a closed algebraic loop that is considered undesirable.
alternatives:
a. Manipulate blocks to remove the loops.
b. Reform the first set of equations.
There are two
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(E 1
"_ 1L 1 +
¢
-(R I _ R 2)
L I + L 2
L2 L2 IL 1 + L 2 L 2 + L 3
i 2/d_---]
_1_ \
E2 --'_ L2-_ L3 _ L-22"_L--33 F
i F I
L 2 + L 3
R 2
L I + L 2
!
Figure A-27. Primitive Block Diagram for a Typical Analog Approach
_i I
_i 2v
The first approach is self-evident.
case much work is involved. )
a. Multiply Equation A-61 by (L a
(L a +L3) E 1 - L E = [(L a3 2
The second is discussed below. {Note in either
+ L3) and Equation A-62 by L 2 and add:
+La) R + iX LsR2] 1
+ (L2R 3 - L3Ra) i a
di
+ (L_.La + L2L3 + LaLx ) _A_ (A-63)
b. Solve Equation A-63 for dil/dt.
c. Insert this value of dil/dt into either Equation A-61 or Equation A-62
and solve for dia/dt.
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The block diagram for this procedure is shownin Figure A-28.
There are no algebraic loops present in this system, hencethe computer can handle
it without having to resort to fictitious time constants.
It is evident that the problem becomes more laborious as the number of coupled equa-
tions increases, but, from the computer programming standpoint, there is no
alternative.
It shouldbe notedthat the algebraic loop in Figure A-27 could be resolved by manipu-
lating blocks. The procedure is indicated in Figures A-29a andA-29b (in which only
the essential blocks are shown}.
Figure A-29b showsthat the algebraic loop has beeneliminated. This setup is ade-
quate for computer programming. This form can be further reduced to that of Fig-
ure A-28 by noting that the lower path couples to the upper path through block
L2/_ + L2}. This block canbe eliminated by adding the inputs to the lower path to
those of the upper path with the appropriate coefficients. The result is shownin
Figure A-30.
This canbe reduced to an identity with Figure A-28 by moving the output coefficient
(L1 + L2} (L2 + L3)/_L backwards into each input branch. This is shown in
Figure A-31.
The entire system may now be reduced to that shownin Figure A-32.
This probably represents the most symmetric form that can be achieved. The alge-
braic loops are completely eliminated and the coefficients are in the most easily
maintainable form.
A4.5 NUMERICAL INTEGRATION
The literature of numerical analysis aboundsin formulae for the solution of differen-
tial equations. In general these methods are derivable from manipulating a sequence
of Taylor series approximations and applying the law of the mean, or by selecting an
appropriate numerical integration technique andusing Picard's theorem. The first
class of methods is more popular probably because it does not require assuming the
so called Lipschitz condition as does the second. Ince (Reference 14) shows that this
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i 2
-L 3
_L
R2L 3 - R3L 2
YL
R2
L 2 + L 3
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IrL
- [RI(L 2
di i/dt
L 2
L 2 +L 3
di 2/dt
i - (R2 + R3)
L 2 + L 3 L 2 + L 3
i I
v
v
i 2
Figure A-31. Eliminating Loops by Algebraic Combinations
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R2L 3 - R3L 2
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i I
+ L 3)
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i2
R2L 1 - RIL 2
?rL
Figure A-32. Simplified Form of Diagram with Loops Eliminated
A-73
condition can be weakened slightly, but this does not seem significant. Of minor con-
sequence and justifiably beyond the scope of this section are the transform techniques
that do not seem to generalize to nonlinear equations.
Most popular of the Class I techniques is the Runge-Kutta fourth order technique,
probably because it is extremely economical with respect to computer storage. How-
ever, because the error term is of fifth order in the independent variable, multiplied
by a very complicated function of second partial derivatives with respect to the depen-
dent variables, one can often find oneself on treacherous ground by the indiscriminate
use of this technique. The usual attempt to avoid this pitfall is to compute for h and
h/2 simultaneously. It is not impossible for this procedure to lead to two wrong
answers which check. This problem can be circumvented to some extent by suitable
application of a corrector formula. However, no corrector seems to have the desir-
able storage saving properties.
The predictor-corrector techniques of Adams or Milne use first-order derivatives.
Stability problems are about the same for each one. Neither is self starting and one
is forced to compute several points initially before the continuation scheme can be
used. However, the increased accuracy over Runge-Kutta four is often used to justify
their use. A single application of a predictor-corrector scheme, however, does not
promise a stable numerical solution. Doubling the interval size requires storing ad-
ditional past history to accommodate potential use. Halving interval size is accom-
plished by some interpolation procedure at the expense of adding to the truncation
error. Usually this is done by refining the last computed intervals. A much wiser
approach would be to refine the central intervals of the past history set and integrate
over the specified range using the reduced interval size.
A scheme that used higher derivatives has been chosen for study for the following
reasons:
a. It is virtually self starting.
b. A halving formula of considerable accuracy is readily derived.
c. Doubling does not require carrying additional past history.
d. An optimum tradeoff seems to have been reached between accuracy and
computation requirements if second and third derivatives are included in
the integration formulae.
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It is believed that the necessity of having available functional expressions for the
secondandthird derivatives is not a valid objection. That is, predictor-corrector
schemes using derivatives of order higher than the first must be considered along
with the Milne and Adams methods. Also, iteration of the corrector seems to take
less computer time.
In view of the infinite variety of integration formulae available for solving differential
equations, it seems foolhardy for any one to make the statement that he has found a
best method.
ao
b.
C.
Certain observations can be made, such as:
Higher derivative formulae are usually more accurate.
Corrector iteration can be used to monitor stability.
Formulae with high-order error terms have greater scope than low-
order error formula.
The selection of a scheme for solving a system of one or more differential equation is
almost entirely heuristic. Although it may be possible to find a better method for re-
solving a given set of equations, no one should ever assume he has found the best.
A4.6 AN ALGORITHM FOR SOLVING DIFFERENTIAL EQUATIONS USING A
PREDICTOR/CORRECTOR TECHNIQUE BASED UPON DEi_IVATIVES OF
HIGHER ORDER
The following paragraphs briefly describe an algorithm capable of solving nearly any
system of differential equation. The algorithm consists basically of three fundamental
formulas: a predictor, a corrector, and an interval refiner. These three formulas
are derivable from the standard Taylor's series approximation. In the cases of the
predictor and corrector, the origin is always taken as the last point computed. In the
refiner, the computation results in a point at the origin.
The use
solution
nomical
That is,
process
of higher derivatives (second, third, etc.) with respect to predictor-corrector
of differential equations has the primary advantage of being extremely eco-
with respect to the amount of computation involved for the accuracy attained.
the truncation error (which necessarily results from replacing an infinite
by a finite process) is considerably smaller than for the same amount of com-
putation using any other approach (such as Adams-Moulton). For example: seventh
order accuracy can be attained using third derivatives. The order increases by two
for each additional derivative used for a 3 point predictor/2 point corrector technique.
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Onemay look uponthis algorithm as being concerned with three points: a previous
value, a present value, and a next value. Like other predictor-corrector schemes,
the algorithm assumes the previous Yo and present Y2 values to have been computed.
Using Yo and Y2, the next value, Y4, is predicted This predicted value of Y4 is then
corrected a number of times with respect to Y2- The difference between the predicted
value and the (finally accepted) corrected value is compared. If this difference is less
than k I, the interval size may be doubled. And Yo and Y4 are used for the next pre-
diction to get Ys" If this difference is not less than k I, but less than k 2, the interval
is acceptable. Y2 and Y4 are used for the next prediction to get Y6- If both tests fail,
then Yl is computed and Yl and Y2 are used to predict Ys" Figure A-33 illustrates
this outer loop.
Use Y0' Y2
To Predict
0Y4
v
Correct iy 4
To Get ly 4
Iterate Corrector
Until
[nY4 -(n-l)Y41 "E
nY42*h-_"_Y2h _ <-'klC >k2_
nY4 Y2
1
Predict 0y 1
From Y0' Y2
Figure A-33.
1
Correct iy 1 Until
InYl- (n-1)Yll <(
Basic Outer Loop for a Predictor/Corrector
Halver/Doubler Integration Algorithm
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Let e be a preassigned error value determined by the user of the algorithm, k 1 and
k 2 depend upon the order, n, of the translation error: k 2 _ 2nkl.
The following three formulas may be used.
The predictor:
Yn+h ' ' 2 :' "= Yn-h + 2h(4Yn - 3Yn-h)- _ ha(8y + 7Yn-h)
2 a '" ", 208
+ _-_h (7yn - 3Yn-h) + 100800 hTyV"(_) : p (A-64)
The corrector:
Yn+h =
1 ' , 1 -_ " "
Yn + _h(Yn+h + Yn ) - _-0h (Yn+h - Yn )
1 he . ,,, ,,, I hTyV,
+ 1-_ (Yn+h + Yn ) 100800 '(-}) : C (A-65)
The refiner:
Yn
1 (2 + 1 ' '
= 3"_ lYn+h llYn_h) - _-h(16n+ h - 6y n_h)
1 2 ,, ,, 2 a ,,, 20
+ _-_h (4Yn+h + Yn_h ) - -_h Yn+h + 100800 hTyV"(_) : R (A-66.)
If the independent variable is called x, then _ is a value of x in the closed interval
Xn_h, Xn+ h and is usually different for each formula. Let the error from iterating
C be e. Then
P - C = 208e + • = 209e
k 2 = 209.
h
If C were to be applied to Yn-h instead of Yn to correct Yn+h' h could be replaced by
208 21
in the predictor. In this case P - C = 1-i_e + • = --_e. Under the assumption that
21
does not change very much between formulas kz = --_ = 2. 625.
In the case of refinement R - C = 21e using the above formulas. This does not seem
significant since the coefficient of e has just been reduced by a factor of 2 -7 = 1/128.
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This method assumes that analytic formulas are available for each derivative in terms
of lower order derivations and function values. Of course, decision functions may be
included in the definitions in order to take into consideration nonanalytic points.
Storage requirements for this method are (per variable): 4 for Yn-h' 4 for Yn'
4 for oYn+ h, and 4 for iYn+ h or 4 x 4 = 16 cells per variable. With proper program-
ming no additional cells will be required for refinement.
Finally, since third order derivatives are supplied, one may use the assymptotic
properties of the Taylor series. That is, assume the error to be approximated by the
3
'" one can letfirst neglected term, in this case _ Given the initial condition, Yo6 " '
3
h y_" 1 2
__ T!
E = 6 and use the expression Yl = Yo + hYo + _ h Yo as a predictor for Yl" That
3_--. This should cause no difficulty since the algorithm will
is, initially set h = _/ y_,,
rapidly double to a reasonable interval size.
A4.7 TEST CASE FOR NUMERICAL INTEGRATION METHOD
The test case chosen was done so on the basis of presenting the method with a prob-
lem of maximum transient difficulty. The case was actually chosen in August 1963
at the Knolls Atomic Power Laboratory, Schenectady, N.Y. in order to check the
capability of the AMSINT integration procedure used in the DYNASAR code. It is the
typical nuclear reactor Kinetics equations as used in nuclear power plant systems
studies. The model assumes two effective delay groups and zero prompt neutron
lifetime. The forcing function simulates a 10-second withdrawal of the control rods
at a constant rate. At 10 seconds the rods are suddenly returned to the starting point.
Reactor power must take a sudden negative step at t = 10 seconds, then settle out to
its final value.
The simplified set of equations that describe the reactor kinetics behavior are as
follows:
(1 - Ak)0 = k.zy 1 + _.2y 2 (A-67)
dY1
d-"}- + klYl = fl0 (A-68)
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dYa
d--T+ kaY2
f + f
1 2
where:
e
Ak
Yl, Y2 =
XI,X2 =
fl' fe =
= f0
2
---- 1,
reactor power (per unit)
reactivity (per unit)
delay group concentration
delay group decay constant (sec -1)
effective fraction of 0 in delay group concentration
(A-69)
(A-70)
The form of the forcing function used is:
Ak = 0 for t < 0
Ak = .01t for 0 --<t --< 10 sec (A-71)
Ak -- 0 for t > 10 sec (A-72)
The exact solution for this equation is shown in Figure A-34. The result is from an
analog computer that was set up at the time for a power plant study. The right-hand
side of Figure A-34 shows the block diagram and equations. The lower left shows the
input Ak. The upper left shows the response of 0, Yl' and Y2" The problem was run for
for 40 seconds. The values of constants used are:
_1 = 0. 1352
: 1.3 2
fl = O.27
f2 = 0.73
(A-73)
The k1 and X2 values used are larger by a factor of five than those found in nuclear
tables. This results from the fact that the analog was scaled in time by 5-1 to in-
crease the speed of computation. It does not affect the validity of the result.
The analog result indicates that reactor power increases on a generally exponential
characteristic for 10 seconds. At 10 seconds, the power takes a step decrease be-
cause of the step change in Ak and then settles to its final value. Examination of the
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equations and block diagram show that the step changein power should occur and its
magnitude is:
AO = 05,hk, (A-74)
where
A0 = Step in power.
0 = Power at peak.
5Ak = Step change in Ak.
From Figure A-21, 0 = 7.8. The change in Ak is -0.1, therefore:
A0 = 0.1 x 7.8 = 0.78 (A-75)
The value of 0 just after the step is 7.02. The delay groups do not respond instantly
because of the time constants in them. As time prog-resses from the step, 0, Yl, and
Y2 decay exponentially to their final values as shown.
The problem also has been run on a digital computer using DYNASAR. The numbering
system associated with the block diagram in Figure A-34 refers to the numbering sys-
tem required by DYNASAR programming. The circled numbers refer to box type
(time constant, summer, divider, etc.) while the noncircled numbers refer to box
output number. The actual DYNASAR run was made on the IBM 704 located at General
Electric Ordnance Department, Pittsfield, Mass., around February 1964. The re-
sults are not presently available, but it showed a truncation of the peak at 0 = 7.6
and a decided damped oscillation in response to the step. The truncation of the peak
caused power to settle out erroneously at about 6.18. The time required to compute
the function out to 20 seconds was estimated to be about 0.5 minutes. It was generally
concluded at that time that the method of integration is not satisfactory for cases where
steps (and near steps) are present. This was not an unexpected conclusion.
Finally, the method of numerical integration described in paragraph A4.6 of this re-
port has been used to solve this problem. The result is shown in Figure A-35. Note
that it is virtually identical with the analog result. The problem was programmed on
a time-sharing GE-235/Datanet 30 configuration in Phoenix, Arizona, via teletype
from Daytona Beach, Florida, using ALGOL language. Running time was about
0.5 minutes.
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Figure A-34. Analog Results
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The machine computed the peak at:
t = 9. 99951
0 = 7.79836
The next computation was
t = 10.00000
0 = 7.01825
There was no oscillation.
On the basis of this one problem, the indications are that the new method of para-
graph A4.6 will prove to be superior.
A5 COMPONENT LEVEL SIMULATION DYNAMIC SYSTEM PROGRAM
A5.1 GENERAL
One of the techniques that shows promise of being an important factor in accomplishing
dynamic simulation is the use of serial numbers or number series. To test its appli-
cability quickly, a simple problem that could be checked by other methods was chosen.
This was the thermostat problem, discussed in paragraph A2.10, for which serial
numbers were generated. The results for the first interval are shown in Figures A-36
and A-37, which compare very well with their counterparts, Figures A-13 and A-14.
Encouraged by this trial, work was started on a more sophisticated program for the
number series application. Although not finished by the end of the contract period,
the current status of the program is described in this section.
This program incorporates a main deck, six special subroutines, and one library sub-
routine. From the beginning of the programming task, a view to future usage was
kept, but many portions of the program are tailored to the test case provided. Many
techniques used are less elegant than desired and others are, quite candidly, 'brute
force" methods incorporated in the pragmatic sense that "they work." In each of these
instances, it is visualized that improvements will be made.
The example problem supplied has been implemented and answers generated. The
answers suffer some numerical loss, but this is being rectified.
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The largest problem encountered is that of sufficient core storage. Storage used was
25,152 words including the IBSYS operating system. The example treated was, es-
sentially, a seven node subsystem. Running time for solution was about 1.5 minutes.
The heart of the method is that of generating a transmittance path from an input node
to an output node. This is accomplished in a subroutine named REDUCE. Inspection
of the test case provided showed one or two interesting items.
a. Of the 49 possible transmittance branches in the 7 by 7 subsystem matrix
only 10 were actually nonzero.
b. If the reduction algorithm were used in its present form, all elements of
the subsystem matrix (hereafter referred to as the T matrix) would be
manipulated. This would result in a great deal of wasted time inasmuch
as the T matrix was (in this case) approximately 75 percent sparse
(i.e., 75 percent of its elements were zero). Therefore, some method
would need to be devised to manipulate only the nonzero elements. This
was accomplished as follows.
A one-dimensional array, the elements of which corresponded to a row of
the T matrix, was generated. Then as an element of the T matrix, say
tij, was read in and its equiv_dent number series formed, the jth bit of
the i th word in the one-dimensional array would be turned on. This
method is simplicity itself, but it does limit the size of the T matrix to a
34-node subsystem.
The 75-percent sparseness also indicates a great deal of wasted core, so
a method of storing only the nonzero elements in a linear array is being
investigated for future work.
The actual time sequence of calculation is as follows:
(1) Read in the identification of the subsystem.
(2) Read in initial conditions and testing values for the switching
algorithm.
(3) Read in a list of all external source nodes of the subsystem.
(4) Read in a list of all internal source nodes of the system.
(5) Read in an identification card containing the location of a transmit-
tance branch in the T matrix.
(6) Call the subroutine FORM and generate a number series represent-
ing that transmittance branch.
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(7} Repeatsteps (5} and (6} until all nonzero elements of the T matrix
are formed.
(8} Store the T matrix on a peripheral device.*
(9) Form a subsystem submatrix for the first source (input} node.
{10)Reducethe submatrix to n equivalent transmittance branches, where
n is the number of outputnodes. Store these equivalent branches.
(11}Repeatsteps (9} and (10) for all input nodes.
At this point of computation, the subsystem is completely described for
further and future computational purposes. Unless the subsystem is
physically altered, the previous steps will not have to be repeated.
Therefore the equivalent transmittance branches may be stored perma-
nently or until the subsystem is changed, in which case steps (1) through
{11)will be used to updatethe description of the subsystem. For this
reason, it is recommendedthat in the future the abovesteps be a sep-
arate program used only to generate the equivalent paths through a sub-
system andto updatethe subsystemwhennecessary.
The remaining computational steps involve manipulating the generated
equivalent paths, initial conditions, and the switching algorithm to de-
scribe the system response to a given set of inputs.
(12) Form all output nodevalues for t = t + k_t.
(13} If a switching condition has been met, go to step (15}.
(14) Repeat steps (12) and (13} until switching is accomplished or other
end conditions are met.
{15) Write out the output nodal values from t = t until switching.
o
(16) Repeat steps (12} through (15} until a specified number of switchings
have occurred.
The details of some of the 16 steps follow in the description of the
subroutines.
A5.2 SUBROUTINE FORM
Subroutine FORM is essentially program 2313 of Reference 1. This program was
modified for use on the IBM 7044 since it was originally intended for use on the
*Not implemented at this time but will be for larger problems.
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IBM 7090. Certain other small modifications were made so as to make it compatible
with the component level simulation main program.
The function of FORM is to read in the LaPlace transform of a transmittance branch
in some subsystem matrix and to give an output of L-I{F(s)} sampled at some At be-
tween the limits t = t o and t = tf = t o + l_t. The parameters to, tf, At are specified
in the input. The output of FORM will hereafter be referred to as number series.
The output number series is assigned according to the location of the transmittance
branch in the subsystem matrix. For example, suppose the transmittance from node i
to node j is Pij(s), then FORM will read in Pi_(s), compute the number series, and
assign it to the ith column and jth row of the s_bsystem matrix T.
Subroutine READH is a card-reading subroutine allowing the data to be of mixed format
with continuation cards.
Calling sequence is CALL FORM (Pij' At, to).
A5.3 SUBROUTINE REDUCE
Subroutine REDUCE is designed to generate a number series representing the trans-
mittance from a given input node to a given output node. REDUCE uses the following
subroutines:
a. ADDNOS.
b. DIVNOS.
c. MULNOS.
d. SUBNOS.
The algorithm used to reduce an n-node subsystem matrix is given in Addendum A1.
The problem of multiple source nodes (indicated by tii = 1 for node i being a source
node) is no problem as each source node is treated independently.
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The method of accomplishing this is as follows• Supposethe original subsystem
matrix is as appearsbelow (this is the subsystem matrix used in the thermostat
problem) :
T
[tzz ] 0
0 t
22
0 0
tz 4 t2 4
I
0 0
0 0
0_ 0
0
0
t
33
t 0
34
0 t4s
0 0
t 0
37 -
[o o o o]
0 0 0 0
0 0 0 0
0 0 0
0 0 0
t56 0 0
t57 0 0
t =t =t =t =i
56 1"1 22 33
Note that nodes 1, 2, and 3 are source nodes while nodes 6 and 7 are output nodes.
Therefore the subsystem can be completely described by the following six equivalent
paths.
P Ps P16' m17' P26' P27' 6' 3'7 •
To form the paths P16 and P17' use the submatrix
G
1
B I
tl z 0 0 0 0
tl 4 0 0 0 0
0 t 0 0 0
45
0 0 t5 6 0 0
0 0 t57 0 0
m m
Then, upon reduction,
and
P = t • t • t
16 14 45 56
m _ ,, •17 ti 4 t45 tSV
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Likewise for the source nodes 2 and 3,
2
m
t 0 0 0 022
t24 0 0 0 0
0 t45 0 0 0
0 0 t56 0 0
0 0 t57 0 0
m
G
3
m
t 0 0 0 0
33
t 0 0 0 034
0 t 0 0 0
45
0 0 t56 0 0
t37 0 t57 0 0
m
In general if there are n nodes in a subsystem, i input nodes, and f output nodes, then:
a. It takes i • f equivalent paths to describe the subsystem.
b. The size ofaG matrix is K=n-i+lbyK=n-i+ 1.
c. There will be exactly i G matrices; note that in each of the G matrices
the second through the Kth row and the second through the K th column
are identical. Therefore this portion of the G matrix need only be formed
once and only the first row and first column need be changed for each in-
put node.
The calling sequence for REDUCE is CALL REDUCE (K, to, At).
A5.4 NUMBER SERIES ARITHMETIC PACKAGE
A5.4.1 Subroutine ADDNOS
Subroutine ADDNOS is used to add like terms of two number series.
used by ADDNOS is as follows. Given two number series,
X = {Xi}
The algorithm
Y = {Yi} i
where the braces indicate number series,
= 1, 2 .... , N
then
Z = X + Y = {X i + Yi} i = 1, 2, ..., N
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Note that ADDNOSis merely vector addition in the sense that X being a vector may be
thought of as a n-tuple in Euclidian n-space. Physically the summing algorithm is
merely the superposition of two time responses.
Calling sequence is CALL ADDNOS (X, Y, N, Z).
A5• 4.2 Subroutine DIVNOS
Subroutine DIVNOS is used to divide two number series.
X {Xi}
Y {yi}
Using the notation above:
The algorithm used is merely one of synthetic division as is used in many root-finding
programs, etc.
Calling sequence is CALL DIVNOS (Y, X, N, Z).
A5.4.3 Subroutine MULNOS
Subroutine MULNOS is used to multiply two number series. Physically, this amounts
to a convolution of two time responses. Therefore using the notation as above:
Z = X • Y = {Xi} * {Yi } = {Z i} i = 1, 2, 3, ..., N.
Since this multiplication amounts to a convolution, and convolution is integration, the
numerical integration scheme employed is the trapezoidal rule. Fuller details on
this scheme may be found in Addendum A2.
The calling sequence is CALL MULNOS (X, Y, N, Z, At, to).
A5.4o4 Subroutine SUBNOS
Subroutine SUBNOS functions exactly as ADDNOS except that the number series are
subtracted• Using the above notation:
Z = X- Y = {X i - Yi } = {Zi} i = 1, 2, 3, ..., N.
The calling sequence is CALL SUBNOS (X, Y, N, Z).
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A5.4.5 Conclusion
The remaining work is to complete and debug the program, and use it on several
numerical problems. In this way methods can be developed for verifying and con-
trolling the accuracy of the solutions. There are several ways of verifying accuracy.
One is to solve a problem by number series and by other means, and compare the
results. Another is to predict the errors, as illustrated in Appendix E.
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ADDENDUM A1
TRANSITION MATRIX REDUCTION ALGORITHM
GENERAL
The transition matrix Tss (_ To) exhibited by Equation A-2, is a matrix representa-
tion of a linear network, or a linear signal flow graph, References 2 and 3. The linear
signal flow graph is a topographical representation of a set of simultaneous linear
equations used to describe the dynamic behavior of the physical system. The equa-
tion variables may be designated as nodes and the variable coefficients, which are
transfer functions, as edges.
Thus, to process a signal through a network in a manner which indicates the nodal
behavior, it is necessary to reduce the over-all network transition matrix T to the
ss
form exhibited by Equation A-4 i.e., from T o to Tn_ 1. This operation provides the
mechanism to relate all nodal behavior to a single input node.
Consider a subsystem of n nodes. Presume that the connection from node i to node j
o
is described by the transfer function t... Then if node No. 1 is the source node and all
t]
other nodes dependent nodes, the general transfer relationship is
X 1 : X 1
o o o o
= t x + t x + t32x + -- + t xX2 12 1 22 2 s n2 n
o o o 0
x = t x + t x + t x + -- + t x
s zs z as 2 33 3 n3 n
or
o o o o
x = t x + t x + t x + -- + t x .
n zn z 2n 2 3n s nn n
n
x. : /._ ti.j x. (j = 2 ..... n)] ]
i=l
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It is desired to reduce the latter to the form
X 1 = X 1
n-i
x 2 = t12 x I
n-i
xs = tls x I
or
n-i
x 4 = tl4 Xl
x = tn-I
nl in
tn.-zX. = X
j t] z
That is, determine an equivalent transfer function from the source node to each de-
pendent node of the subsystem. Equivalently, in terms of the transfer matrix reduce
W
0
1 0 . 0
0 0 0
t t t
12 22 n2
o o o
t t . . t
zs 2s as
0 o 0
t t . t
In 2n nn
A-IO0
to the form
T
n-1
m
1
n-1
t12
= t n-1
13
tn-1
in
a
0 . . 0
0 . 0
0 . 0
0
A reduction algorithm to compute the elements of Tk+ 1 from the elements of Tkl may
be described as follows:
Tk+ 1 =
m
1 0 . 0 0 0
tk+l tk+l k+l
12 22 . t [n_(k+l)]2 0 0
tk+l tk+l k+l
in 2n " t[n-(k+l)] n 0
where for k=0, 1, 2 .... n-2
t k
tk+l = i(n-k)
i(n-k) k
1-t (n-k)(n-k)
tk+l
11
0
m
for 1 - i < n-k & t k
(n-k)(n-k) _ 1
= t.k. + k+l k for 1 < j -< n j ig n-k
_3 ti(n-k) t(n-k)j
= 0 forn-k - i - n & 1 -< j -< n
= 0 j = 1 & 1 < i -< n
= 1
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For the event tk = 1, a multiple source node is present and the above proce-(n-k)(n-k}
dure must be modified to recognize this situation. It may be stated, however, that
this situation usually does not arise in practice, or can easily be avoided.
MULTIPLE SOURCE NODES
The reduction algorithm from T k to Tk+ 1 is valid only for the case t k / 1.(n-k)(n-k)
k
The event of tln-k_ln-k__/_, = 1 complicates the situation and it is probably best to con-
sider an example before writing a general algorithm. To this end, suppose the trans-
fer matrix
T 1
m
1
1
t12
1
= t13
i
tl4
1
tl5
0 0 0 0
1 I 1
t22 ts2 t42 0
1 1 1
t23 taa t43 0
1 1
t24 t34 1 0
1 1 1
t2 5 t3 5 t4 5 0
The corresponding transform equations are
X 1 ---- X 1
1 1 1 1
X 2 = tl2Xl + te2x2 + tsex s + t42x 4
1 1 1 1
x s = t13xl + t2sx2 + tesx3 + t43x4
i 1 i
X 4 = tl4X 1 + t24x2 + t34x 3 + X 4
1 1 1 1
x 5 = tzsx I + t25x 2 + tssx3 + t45x4
By the fourth equation
1 1
t14 t24
x3 - l Xl - _ X2
t34 ts4
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Thus
X 1 ----
X 2 =
X 1
1 1(t. <t.12 -i- "Ixl+ 22
ts4 /
1 1
_ t2_ ts2?j ) 1X 2 + t42x 4
X 3
1 1
/t 1 t14t33h /t 1= 3 -1"- "IX1 + 23
ts4 /
1
X 2 + t43x 4
X 4 = X 4
1 1
x5 = t,5 _Txl • t.5
and the transfer matrix becomes
1 1
t2_tss_sq_ X2
1
+ t45x 4
1 0 0
t'¢_ t_ T- oJ. t2_t32
t34
0
1
t42
m
0
z 3 _ t 3
tls tl_ 7 t23 ts 4 /
0
0 0 0
1
t4s
(")1 t14 tss _ tt15 m t25
ts4 ts4 /
1
0 t45
Thus, node 4 is also a source node and independent of node 1. That is, a stimulus at
node 1 results in zero response at node 4 and a stimulus at node 4 results in zero re-
sponse at node 1. The response caused by stimuli at nodes 1 and 4 is the superposi-
tion of the response caused by the stimulus at node 1 alone and the response caused by
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the stimulus at node4 alone. Henceconsider two systems: (1) the equivalent system
if x4 = 0 and (2} the equivalent system if x z -- O.
X 1 = X 1
1 1 1 1
32 ,,_
X 2 = t14 X 1 + t2e x2
1 1 1 1
x s = tzs "y'- -ix z + tes x2
ts4 /
and
1 1 1 1
x5 = ta5 -1"-- "] xz + t25 -1-- "1xe
ts4 / t34 /
2%
X 4 = X 4
/
X 2 = t49- X 4 + _ t44
z z \
t24 t3_ ^
1 )X2
t34 i
/
^ 1 _ Ii
X s = t43 X 4 + kt23
1 1
t24 t3s I ^
1 1
^ 1 ^ [ 1 t__4 t35_^
x 5 = t45x 4 + \t25 -1-- -]x_ .
t34 / -
A-104
The respective transfer matrices are
m
1 0 0
m
0
( (1 t1_4 ta2 1
t_a t_ 4 / t22
ta4 t32
1
t34
0
1 t13t3 1
13 t_ 4 / a3
1 1
ta41 t3s >
ts4
0
and
(, /
t15 t: 4 / ta5
1 1
t2¢,)
ts4
0
m
1 0 0 0
, (1t42 taa t2±_.
ts4
0
, (,t43 ta3 t2_4_.
t34
• (1t45 ta5 t:4t:51
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Application of the reduction algorithm to each of these transfer matrices then yields
the transfer matrices to the dependentnodes from the respective source nodes of
the form:
L 2
0 0 0
B
1
2
= t12
2
tls
2
tz5
= x 1
0 0 0
0 0 0
0 0 0
n 2 --
El X4 = X4
D i
1 0 0 0
2
t4_ 0 0 0
2
t4s 0 0 0
'D
t45 0 0 0
2
xe = tzexz
^ 2
X 2 = t42 x 4
2
x3 = tz3 xz
2
x3 = t43 x4
2
x5 = tzsxz
Superposition leads to
X I = X I
2
X5 = t45x4 "
2 2
x 2 = tl2xz + t42x4
2 2
x s = tls x z + t4s X 4
X 4 = X 4
2 2
x s = tlsX i + t45x4
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|
For t k = 1, the general form of the algorithm to calculate the elements of the
(n-k)(n-k)
two transfer matrices say Lk+ 1 and Hk+ 1 from T k is
= t k tk t k
_ i(n-k} [n-(k+l)]j ,
D k
t[n-(k+l)] (n-k)
1 -< i < [n-(k+l)]
1 < j < n-k
k+l = t k
_ij i(j+_) -
t k t k
i(n-k) In-{k+1)] (j+lJ
t k
[n-(k+l)] (n-k)
1 <- i < [n-(k+l)l
n-k <_ j < n
k+1 k+1 = O, 1 < i -< n-I
g11 = I, _ii
k+l = O, n-(k+l) -< i <- n-l, I < j <- n-IQ'ij
k+1
h11 = I
hk+l = t k(n-k)j' 1 < j < n-k
h k+l = t k n-k - j < n
lj (n-k)(j+l)'
hk+l k+l,ij = _'ij 1 < i -< n-l, 1 -< j -< n-1.
The equivalent systems represented by Lk+ 1 and Hk+ 1 must be handled separately by
the reduction algorithm until the final response functions are determined. Superposi-
tion is then carried out in a manner like the example above.
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ADDENDUMA2
SERIAL NUMBER
The replacement of the transfer functions, or edgefactors tij's , in the transition
matrices, Ts and Tss, by "equivalent" serial numbers requires some justification.
The process is best explained by recapitulating some well-known linear system theory.
Consider an arbitrary edge, Gij(s ) connecting node x. to node x. in an oriented graph:' 1 j
x. Gij (s) x.1 j
The edge factor Gij(s ) is also known as a weighting function, a system function, trans-
fer function, etc.
If a unit impulse function, 5(t), is applied to Gij(s ) the output response is designated
as the impulse response, h(t); i.e...
a[h(t)l = Gij(s)L[5(t)]
whence, since L[5(t)] = 1:
h(s) = Gij(s )
Thus for any input x. :
1
xj(s) = Gij(s)xi(s )
(A-76)
(A-77)
(A-78)
-1
xj(t) = L [Gij(s)xi(s)] (A-79)
t
fh(T)x i (t-_) dz
o
(A-80)
t
f h(t-7)x i (T) dr
0
(A-81)
which is the standard convolution integral and has been derived for the case in which
the input is represented as a series of pulses attenuated by the system response delay
factors. This is illustrated in the following curves:
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xi
t
X,
J
I-L/++_T
xi(v}
.. - = Axj (t)
t - nat
No
J
FAx. (t)
J
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That is, xj (t) represents the area under the preceding curves i.e., the sum of all the
impulses from t = 0 to t, or from T = 0 to nAT if AT is the impulse width, and t is
divided into n strips. In essence this constitutes numerical integration.
Let the input impulse strips, at nAT, be represented by the series:
xi(nAT): Xo, x 1 x2, xa, . . Xk, . . x' ' n
and the system impulsive response, or memory function, at t - nAT, by
h(t = nAT): gn' gn-l' gn-2 " " go
(A-82)
(A-83)
Whence Equation A-81 can be written
n n
xj(t) : _, (XkATgn_k) i : AT i _ (Xkgn_k) i
k=0 k=0
(A-84)
where the subscript i is used to identify the input x i and the edge function G.l(s) op-
erating on it.
Expanding Equation A-84:
x.(t) + + +] = ATi(xogn Xzgn_ I Xngo)i" (A-85)
However, the area under a curve can be obtained by other integration schemes, i.e.,
by Simpson's Rule, the Trapezoidal Rule, Weddle's Rule, etc. If the Trapezoidal
Rule is used Equation A-85 would be modified only slightly:
A /Xogn + + 2Xng )i
x.(t)j= aTi\-"_- + Xlgn_ z
(A-86)
or
xj(0)
xj (t)
0
(xogl&Ti\ _ + i
aT xgn Xng°
iL2 + 2
+ 2 rl
(A-87)
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Equation A-87 can be evaluated by cross multiplication:
X o
7 xl x2 :% x4
go
"_ gl g2 ga g4
Xogo* Xog z Xog2 Xog3 Xog4
4 2 2 2 2
Xzgo
T xzgz xlg2 xzgs
X2go
T x2gz x2g2
Xsgo
x3gz
x4 go
2
or:
xj(O) = 0
Xogz Xlgo
xj(1At) = 2 + T
Xog2 x2g 0
xj(2At) = T + xzgl + 2
Xogs Xsgo
Xj(3At) = _ + xzg 2 + x2g 1 +
The problem can now be extended to two edges in tandem:
x 1 G12(s) x 2 G2s(S) x 3
o _- _-o
*By definition from Equation A-81 x. (t=0) = 0, so this product is not used.]
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From Equation A-84
n
x__(t) = AT1 _. (Xkgn-k)x
k=0
n
x (t) = AT _, (Xkgn_k) 23 2 '
k=0
where AT 2 may be taken as identical to AT 1.
(A-88)
(A-89)
If a unit impulse is admitted to xz, Equation A-88 reduces to:
n
Zx (t) = AT (gk)2 1 . 1
k=O
(A-90)
Substituting the summation in Equation A-90 into Equation A-89
n
xs(t ) = AT 1 _, (gk)l(gn-k)2
k=0
(A-91)
The accuracy of Equation A-91 may be increased if the trapezoidal rule is used and it
is expanded as in Equation A-87
x 3 (t)
/ (i)(2)
|go gl
• (1) (2)
. /'go gn
0-) (2))gz go
+ 2
g(nz) (2) n-I (z) (2)
go _-n gk gn- n+ 2 + k) -> 2/, /k=l
(A-92)
where the bracketed superscript is used to indicate which memory function is being
considered.
Repetition of Equation A-92 carries us through a tandem system of any order.
case for two edges in parallel, G 1 (s)
Xl _ X2
G(s)
can be reduced to the first case.
The
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x2(s) = [GI(s) + G2(s)] x1(s) (A-93)
By applying the unit impulse function:
n n
X (t) = AT _, (gk)l + AT _, (gk)22 1 2
k=0 k=0
if AT2 = AT x
(A-94)
n
x2(t) = ATZ Z [(gk)x + (gk)2]
k=0
As an example, consider a tandem system, in the time domain:
xx Gz2(S) x 2 G2s(S) x 3
Let AT = 0.2 Sec.
1
Gx2(S ) = G2s(S ) - I +
-t
Gl2(t) = G2s(t ) = e
(A-95)
Gz2(t) = e -t is plotted in Figure A-38. Its cross product muptiplication with G23(t)(=e -t)
is indicated in the attached table. The total response is indicated as the sum
k. = (x) (_).
3 • 2Z(gk gn_k )
at the bottom of the columns.
If
1 1 1
G(s) - x -i + s 1 + s (1 + s) _-
is the combined transfer function from x 1 to x2, then
-t
G(t) = te
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Figure A-39.
-t
Impulse Response: te
This is calculated at the bottom of the attached table. It agrees almost identically with
the above procedure.
The response function is plotted in Figure A-39.
The above derivation along with the illustrative example serves to demonstrate the
fundamental nature of number series and the manner in which they combine. The
series Equation A-83
go' gl' g2 " " " gn
constitutes the serial number for the transfer function G(s). Equation A-90 illustrates
the serial number response of G(s) to a unit impluse input. Equations A-91 and A-92
indicate that serial numbers are cross multiplied for cascaded edges and Equation A-95
indicates that serial numbers are added for tandem edges. These two properties
demonstrate that serial numbers can be used to replace transfer functions in the tran-
sition matrix and indicate the rules which must be used in reducing the matrix.
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APPENDIX B
DISCRETE SIMULATION
B1 GENERAL
A number of applications of the Saturn V/ESE discrete simulation are being developed
or have been developed and successfully utilized. Further, all the applications that
have been developed were successfully utilized on the S-IB simulation effort, and
based on this experience, the following paragraphs describe the discrete simulation
applications as employed on the LVCLS effort. The available methods of discrete
simulation plus a description of the different computer output programs are presented
in subsequent sections of this appendix and Appendix D.
a. Failure effects - various components or combinations of components are
failed and the resulting sequence of events is compared (by the computer) to
the normal sequence of events to identify the effect of the failure. This per-
mits the user to evaluate the over-all system impact of failures and to de-
termine if monitoring devices detected the failure and if so, how long be-
tween time of failure and malfunction detection.
b. Test data analysis - discrete event recordings (i.e., prelaunch simulated
flight data; post-launch data; etc. ,) are compared to the computed events
in the simulation and all marginal or abnormal sequence events are identified.
The user then may analyze to determine if component tolerances should be
altered, marginal components replaced, switching sequences changed, etc.
c. Power profiles - the voltage bus current required as a function of launch
countdown time (or checkout test steps) is computed and presented in a
manner that permits the user to determine at what time pesk loading occurs;
total current required for each voltage bus, voltage loads created by fail-
ures or abnormal conditions, etc.
d. RFI - Data are compiled (similar to power profiles) and graphically (or
numerically) displayed to show total switching versus time, thereby, identi-
fing for the user the critical periods of high noise levels. The simulation
data is such that the source of the noise can be identified, sequence of
events altered, and simulation iterations performed until the analysis has
optimized the noise level.
e. Design evaluation - the nature of the simulation is such that it proves the
operability of the equipment design both on a unit level as well as an
B-1
integrated system level. This eliminates last minute incompatibilities at
equipmentinterfaces. Different configurations (i.e., 501, 502, etc.} as
well as combinations of configurations caneasily be accommodated.
f. Designchangeevaluation - proposed design changesmay be incorporated
into the simulation by simply changingthe equation for the componentsaf-
fected. Then the design changesimulation can be performed, compared
with the prechange operation and all differences identified. The user may
thendetermine if the differences comply with the intent of the design change.
This methodthoroughly assessesthe over-all systems impact of a proposed
design change.
g. Test procedure verification - with a simulation model of the test configura-
tion, the operational steps of atest may be used as input to the computer
andthe outputwill be in the form of a test procedure that indicates which
monitor points (lamps, etc. } are activated (or de-activated} as a result of
eachoperation. This produces a highly accurate test procedure as well as
permitting a user to view test results (simulated} before using the procedure
on hardware. Further, verification is made, by the computer, that each
componenthas beentested plus the simulation provides a convenient media
for changingor up-dating test procedures.
h. Reliability assessment- the simulation program computesandprints out the
number of times each componentis activated during testing or launch count-
down. This data may be obtained on a per test or time period basis and
shouldbe valuable in an operation and maintenanceprogram. Also, it is
possible to compute reliability numbers for each component, equipment
rack/panel or entire system.
i. Computer software verification - the launch complex computer canbe con-
nectedto the simulation computer via special input/output devices. This
wouldpermit preliminary debuggingof the launchcomplexcomputer test pro-
grams without involving additional vehicle/ESE hardware.
j. Safingcircuit verification - the operability of safing circuits, such as cutoff,
canbe verified by simulating malfunctions the circuits are designedto de-
tect. Actually, simulation is the only way some safing circuits can be veri-
fied on a practical basis (i.e., engine fire, rough combustion, etc. }. One
simulation analysis of the cutoff circuits discovered circuits that did not
operate as desired - cutoff should have, but didn't occur - plus a condition
wherebycutoff can occur after commit. It is difficult to assign a dollar
value to this type of analysis.
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Special purpose - data listings are provided that present only data of special
interest (i.e., DEE channel status, EA pens, etc.). This canbeutilizedas
status tables in checkout or serve as back-up information during launch
countdown (i.e., verify EDS test matrices}.
Redundant components - the stimulations' logic equations (which actually re-
present the circuits) are investigated and all redundant component utilization
is identified. The user may then determine if the redundancy was intentional.
This is a tremendous aid in circuit design optimization. The investigation
also identifies logical inconsistencies (i.e., a relay is required to be on and
off simultaneously) for the user to evaluate and correct as necessary.
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B2 BOOLEAN EQUATION METHOD OF DISCRETE SIMULATION AT THE COM-
PONENT LEVEL
B2.1 GENERAL
This digital computer simulation scheme for the Saturn V is simple and straight-
forward. As has been demonstrated on the ESE simulation, logic equations are de-
veloped from Saturn V vehicle and GSE schematics and punched on EDP cards for input
to the computer. These equations describe, on a component level, all the necessary
operational requirements of each component in the system.
The initial goals of the ESE simulation were, for each component, through the use of
the logic equations, to:
a. Identify the type (relay, lamp, switch, etc.).
b. Identify the physical location (rack, panel, etc.).
c. Provide a functional description (i.e., ignitioncommand).
d. Define its operational requirements (what ittakes to make itwork).
e. Identifyits system utilization(once itoperates, where it is used).
f. Identifythe operational sequence (when in countdown itoperates).
The present simulation accomplishes this and, through various output programs, pro-
vides other very useful information as described in subsequent sections of Appendix D.
To aid in understanding how the logic equations are written and how the computer pro-
cesses them, the following example is developed.
Figure B-1 is a schematic diagram that shows the circuits of relays K382 and K401.
These circuits involve two different pieces of hardware, namely a networks panel and
a relay rack. The relay K382 is energized when the voltage +A1Dlll is on and the
switch $2 is on (closed). This can be expressed in a logic equation as follows:
RR382 = AID111* NPS02 (B-l)
where,
AID111 represents the voltage +AIDlll
NP designates networks panel location
RR designates relay rack location
NPS02 represents the switch, $2
RR382 represents the relay K382
*Means "and" (corresponds to series circuit)
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Figure B-1.
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Relays K382 and K401, Schematic Diagrams
The circuit for relay K401 is a little more complicated than K382; however, using the
same approach and definitions as used in developing Equation B-1 an equation can be
developed for K401 as follows:
RR401 = (AIDII6*NPS03*RR382) + (AID111*- RRI50*RR401) (B-2)
where,
"+" means "or" (corresponds to parallel circuit)
- means 'hot" (corresponds to de-energized state)
Equation B-2 may be read as RR401 is energized when either the voltage A1Dll6 is on
and the switch NPS03 is closed (on) an.___drelay RR382 is energized (on) or the voltage
A1Dlll is on and relay RR150 is de-energized (off) and relay RR401 is energized (on).
Naturally, RR401 will also be energized (on) if all these conditions are met; that is,
both parallel paths are active.
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Equations suchas B-1 and B-2 are punched on EDP cards, input to the computer,
compiled and stored in memory locations. Then, if at a particular time period of
interest, the input stimuli are such that A1Dlll and NPS02are on and Rt_382is not
failed off, the computer program will recognize that the requirements for energizing
R1_382have beenmet (refer to Equation B-l) and the outputwill state "Rk¢382ON,"
assumingthat RR382was previously off.
The computer also notes (reference Equation B-2) that one of the requirements for
Rk_401has beenmet, namely k_k¢382. Assume that the voltage A1Dll6 is on.
Then, any time an input statement turns NPS03 on (P_382 is still on), the computer
program will recognize that all the requirements are present for RR401 to be energized
and the output program will list "Rk_401 ON."
This method of simulation permits the user to manipulate the input stimuli in any de-
sired arrangement and the computer will determine the status of the associated com-
ponents as a result of the input stimuli. It should be noted that the scheme described
here is used throughout the simulation; therefore the terms in each equation identify
particular types of components and their locations. The ground rules for accomplish-
ing this are simple. No more than six characters are used to identify a component.
The first two (and sometimes three) characters identify a unique location. The type of
component was identified in the ESE Simulation by the third or fourth character as
follows: all components are relays unless the third or fourth character is one of the
following letters which designates:
S = switch
L = lamp
D = voltage
$ = squib
The remaining characters in the term represent the components number as assigned
on the schematic. Referring to Equation B-1 the term NPS02 represents a component
on the networks panel, NP, that is switch S number two, 02, on the schematic
Figure B-1.
B2.2 SIMULATION DATA BASE
The logic equation developed for each component includes all paths, and the components
that comprise these paths, which are capable of activating that component. Accom-
panying each logic equation is a brief functional description of the component. This
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information is placed on EDP cards and processed into the computer for error check-
ing and compiling, after which it becomes the data base for the simulation. The fact
that this data base consists of a logic equation representing or containing each active
component in the hardware guarantees the adequacy of the simulation on a one-to-one
basis. A listing of the logic equations and functional descriptions is often a welcome
replacement for schematics.
To add realism and depth of the simulation, certain additional data are included to
describe each component's operational characteristics. This data consists of time,
ranging from minutes required for preoperational warm up to milliseconds associated
with a relay's pickup or dropout. The inclusion of this additional information makes a
meaningful simulation of sequential operations possible.
Basically, the simulation consists of identifying a set of stimuli (i.e., switch closures,
voltages on or off), coding and arranging them in a desired order (preferably with
time-of-occurrence signatures), and inputting these to the computer. The computer
simulation program then applies the stimuli to the equations and computes which com-
ponents change their binary state. Also, the computed changes in state of these com-
ponents are applied to the equations and subsequent changes in state noted in the output,
along with the time (countdown time) associated with the change.
Given the data base of an operable design, the simulation program will produce a
sequence-of-events output for some given set of inputs, which represents the normal
sequence of events. This normal output consists of the total changes in status of all
active components during the period of interest and is referred to as the normal dis-
crete history output program. Additional output programs (described in detail in
paragraph B2.3) have been developed and are operating. These extract from the his-
tory only those items of interest to a particular user. For example, if a test proce-
dure were to be verified, the switch closures in the procedure would serve as inputs
to the computer and an output program would identify only those lamps that change
state as a result of the input.
B2.3 COMPUTER PROGk_AMS
There have been two versions (I and II) of computer programs developed for the ESE
simulation that accept the logic equations and perform the simulation described in
paragraph B2.1.
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Basically the Version II program accomplishes the same functions as the Version I,
with certain improvements. The most significant difference is the increase in the
number of componentsthat can be simulated. While the Version I is limited to 3500
components, the Version II can accommodatemore than 20,000 componentson the
IBM-7044 digital computer. Other notable improvements include a preprocessing
editor that checks for errors at the earliest possible point to reduce computer time in
case of error; a file maintenanceprogram that permits changesto be conveniently
made to the database with minimum computer time required to up-date; several tab
reports and various arrangements of the data can be made by the computer directly
from the data base thus eliminating the need to sort data cards.
The Version I programs have beenoperating for the past several months andVersion II
programs becameavailable at the end of October 1965. Using either version there are
several listings that may be obtained from the data base itself, and several types of
output listings from the simulation runs. A brief description of these listings, by
source, is given in the following:
a. Outputs Generatedfrom Data Base (no simulation required)
(1) A listing of all the different equipment rack and panels involved in
a particular operation.
(2) A functional description of all components in a rack, panel, or
entire system that also includes a reference to the schematic
number and page number where the component and its circuit is
located.
(3) A listing of logic equations, by rack, panel or system, that defines
the operational requirements for each active component involved.
The listing also provides, on a per component basis, and indication
of how many (if any) engineering change orders lEO's) have affected
that component.
(4) A components' system utilization cross-reference listing which
lists all active components and identifies which circuit (if any) each
component is used in and indicates whether the component is used
in the normally open (on) or normally closed (off) state. Compo-
nents such as lamps are excluded from this listing.
(5) A listing of all components which have no functional requirements.
Presumably this list would consist of switches and batteries;
however, if a relay appeared in this list it would mean that contacts
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(6)
of the relay appeared in a circuit but the coil of the relay had not
been shown on the schematics.
A combined (merged) listing of any or all of the preceding listings.
Do Outputs Generated from Simulation Data
(1) Discrete History (normal) - listseach component change in status
(discrete event) which may result from some input stimuli (switch
ON/OFF), initialcondition and operating characteristics, and
change in status of some other component. These discrete events
are grouped by time of occurrence intervals and this time may re-
present actual countdown time or correspond to a step in a test
procedure. Because itrepresents changes in status for allcom-
ponents this output is often referred to as the simulation run.
(2) Discrete History (EA Pen) - a listingconsisting of only those status
changes that involve Easterline Angus (EA) event recorder functions
(pen signals). Since this data is extracted from the normal discrete
history output, events are grouped by time or test procedure step.
(3) Discrete History (DEE) - a listingconsisting of only Discrete
Event Evaluator (DEE) status changes, grouped by time of occur-
rence (or test procedure step).
(4) Status Changes by Component Location - a listingof all components
grouped by location and component schematic reference number with
an indication for each component as to how many times itchanged
state and when (time or test step number). This is often used to
verifythat a component was tested (activated)during a particulartest.
(5) Simulation Test versus Normal Comparison - an output listing,
similar to a normal discrete history, except this listingpresents
status changes with a failedcomponent condition or trial circuit
change inserted in the data base. Included with the status changes
is an indication whenever the test run differs from a normal run.
(6) Time Line Diagrams - this output is a graphic representation of the
status changes of selected functions as computed in a simulation
run. These status changes are presented in a format akin to the
strip chart recorders.
(7) Test Procedures Report - developed specifically to support the
ESE test unit in Huntsville and is identical in format to their test
procedure. Briefly, there is an operations column, switch
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closures, etc., are listed and under an adjacent Indications column,
the corresponding lamp, monitor points, etc., status changes are
listed.
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B3 MATRIX METHOD OF DISCRETE SIMULATION AT THE
COMPONENT LEVE L
B3.1 GENERAL
The simulation of a network interlaced with relays can be treated in a different man-
ner from that indicated in the section on Dynamic Sequencing. That is to say, the
network can be represented on a discrete basis to yield a set of Boolean logic equa-
tions defining all possible system connections to satisfy some arbitrary system
condition.
Consider some arbitrary collection of connected relays, _ij's, or of an equivalent
Boolean variable (see Figure B-2):
X_
x 3
Figure B-2. Generic Boolean Network
_.. represents the relay, or Boolean variable, and has the value 1 for a closed con-1]
tact and zero for an open contact or the equivalent Boolean function. The nodes xl,
x 2 ..... x4, of the nonoriented graph, are arbitrary points in the network at which the
network components are joined or at which logic information is desired.
Figure B-2 yields a Boolean connection matrix of the network:
M
= X 1
X 2
X 3
X 4
Xl X2 X3 X4
1 (:_12 0113 0_14
(]_12 1 _23 _24
0_13 0_23 1 (_34
0Zl4 _24 0L34 1
(B-3)
B-II
The Boolean pathproduct, 7r(xi, xj), or the Boolean functional statement, for the net-
work requirement betweenany pair of nodesx. and x. may now be calculated from M.1 ]
For example, consider the condition betweenx1 andx4. M is rearranged to exhibit
x1 and x4 in the upper lefthand corner of the matrix:
X X X X
1 4 2 S
_(x, x) = x
l 4 1
X
4
X
2
x
3
1 a a a (B-4)
14 12 13
14 24 34
o_ ol i oz
12 24 23
o_ o_ o_ i
13 34 23
and reduced to a 2x2 matrix by eliminating the internal nodes x 2 and x3:
v(x,x) = x
1 4 1
X
4
X
2
X X X
1 4 2
14 13 34 24 23 34
+_ _ _ +_
12 13 23 24 23 34 1
X
1
X
4
X
1
1 (B-6)
o_ +_ (oz +_ oz )+o_ (_ +_ oz )
14 12 24 23 34 13 34 23 24
where the x 4 column is dropped in the last reduction because the x_x 4 intersection is
identical to the x4x z intersection, or to the path product =(xz, x4).
7r(x , x ) = _ +_ (o_ +_ _ ) + _ (_ +_ _ ) _B-7)
The Boolean function for any other combination of nodes can be obtained in the same
manner, i.e., the network path products are obtained by iterating node combinations.
In the illustrative reduction from Equation B-6 to Equation B-7 it is observed that the
final term (xz, x4) , represents the simplified equivalent Boolean function. This
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simplification is carried out at each stageof the reduction. The expression of Ta-
ble B-l, Reference 8, may be used.
Table B-1
BooleanAlgebra
,
2.
3.
4.
5.
6.
7.
8.
9.
I0.
11.
12.
13.
14.
15.
16.
0.X = 0 1 +X =1
1.X =X 0 +X =X
XX =X X+X =X
XX = 0 X+ X = 1
XY = YX X+Y =Y
XYZ = (XY)Z = X(YZ) X + Y + Z
XY...Z = X+Y+... +Z X + Y + ...
T(X,Y, .... Z, • , +) = f(X,V .... , _, +, .)
XY + XZ = X(Y +Z) (X +Y) (X + Z)
XY + XY = X (X +Y) (X+Y)
X + XY = X X(X +Y) -- X
X + XY = X + Y X(X +Y) = XY
ZX + ZXY = ZX+ZY
(Z +X) (Z +X +Y) =(Z +X) (Z +Y)
XY + XZ + YZ = XY + XZ
(x + Y) (X + Z) (Y + Z) = (x+Y)(X+Z)
XY+XZ = (X+Z) (X+Y)
(X+Y) (X+Z) = XZ +XY
X • f(X,X,Y .... , Z) = X- f(1, O,Y, .... Z)
X +f(X,X,Y ..... Z) = X- f(O, 1, Y ..... Z)
f(X,X,Y,... ,Z) = X. f(1, O,Y,..,Z)+X. f(O, 1, Y ..... Z)
f(X,X,Y ..... Z) = [X +f(O, 1, Y ..... Z)] IX +f(1, O,Y ..... Z)]
+ X
= (X+Y)+Z =X+(Y+Z)
+Z = XY... Z
= X+YZ
= X
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B3.2 DISCRETESIMULATION WITH TIME DELAY
The procedure outlined above is also applicable to non-ideal relay circuits. That is,
to relays which require a finite time to make and break contacts. The application to
a typical relay circuit might be considered. For example, consider the following
relay circuit (seeFigure B-3):
x 2
x.<.
K15 _ K4
X 3
Xs_x o = Dll
4 K9C
Figure B-3. Typical Relay Circuit
Here the problem is to define the Boolean circuit equation for the K-C contact ele-
ments in terms of the K9C coil energization with make and break time delays. The
K9C coil is represented by node x 4 in Figure B-3.
In order to incorporate the time delay, the graph in Figure B-3 must be rearranged
to indicate the dual states of K9C as represented by node x4, i.e., x 4 has the value
x 4 and _4:
X_
7
x_ fll xlJ _ x4 f12 x5
x 3
Figure B-4. Relay Circuit With Delay
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If the make delay factor is e-ms andthe break delay factor is 1 - e-bs the quantities
f12 e-mS and B = f13 (1 - e -bs) can be defined where fi2 and fi3 simply indicate theA
node connection conditions.
Figure B-4 yields the Boolean connection matrix:
M = x
0
x
5
x
1
x
2
x
3
x
4
x
4
X X X X X X X
0 5 1 2 3 4 4
1 fi (B-S)
1
1 A B
fl 1 K15 KI5
1
A K7
B K7
K15 1 K7 K7
K15 1 K4 K4
K4
K4 1
which on reduction yields the path product
7r(Xo,x5) = fll[A(KI5_-_" + K7KI---_)+B(KI5K4 + K7KI5)I (B-9)
or equivalently
[ -ms (K15K"-_+ K7 K15----)+f13 (1-e -bs)(K15K4+ K7 K15_
_(x, x) = 91 fl eO 5 2
(B-10)
and is the Boolean equation of the circuitwith time delay.
The Boolean connection matrix, M, can also be used in conjunction with the system
transition matrix Ts, to relate the Boolean functions with system dynamics.
In the dynamic system, as illustrated by Figure A-5, the transition matrix T (Equa-
tion A-I), is a subdiagonal matrix with 1 as the first element of the main diagonal and
0 in the remaining elements. If these zeros are converted to ones the T matrix is
transformed to a Boolean connection matrix and can be reduced in the Boolean manner.
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Thus
MT = x1
X
X
1
1
t
2 12
x t
3 13
x t
4 14
X X X
2 3 4
t 1
23
t t 1
24 34
and the corresponding frequency sensitive path from node x to x
1 4
follows:
= x
1 4 1
X
4
X
X
3
X X X X
1 4 2 3
(B-II)
may be obtained as
1 (B-12)
t 1 t t
14 24 34
t 1
12
t t 1
13 23
X
1
X
4
X
2
X X X
1 4 2
1 (B-13)
t +t t 1 t +t t
• 4 13 34 24 23 34
t
12 i
P = (t + t t ) + t (t + t t ) (B-14)
14 14 13 34 12 24 23 34
Equation B-14 can be verified by inspection of Figure A-5 for the condition in which
all the contacts are closed, i.e., a12 = a13 = a14 = 0{23 = 0{24 = 0{34 = l,
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B3.3 ILLUSTRATIVE EXAMPLES OF BOOLEAN CIRCUIT REDUCTION
In this development input nodes will be designated by ni, n 2, •., etc., output nodes
by rn l, m e, • •., etc., internal nodes by numerals, and the Boolean variable by
A, B, C,..., etc. Blank spaces in the connection matrix represent zeros.
I. n A m n m
i 3. i 1
O O 1 A 7r(n ,m ) = A
3. 11
m
1
A 1
2. n A B m n 2 m
1 2 1 1 1
O -O _ I
n 1 1 A
2 A i B
m I
n1lm l
2
n m 2
! 1
A
i B
n
1
n 1
1
m AB
1
A B 1
_(n,m )
1 1
= AB
. n
1
O
n
l
m
1
2
3
n
1
m
l
A B
2
0
C m
3 i
0 .<D
n m 2 3
1 1
1 A
1 C
2
3
m
1
A i
C B
n I
i
AB C _ (n I ,
B
l
_m
1
2
m ) -ABC
1
n 2 3 m
i i
1 A
A 1 B
B i C
C 1
n m 2
1 1
I A
1 BC
A BC I
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,
n A m
lO I i
n20 B n
1
m
1
n
n m n
1 1 2
1 A
A 1 B
B 1
n m n
2 1 1
n A m
nao B
n C
sO
n
1
n
2
m
1
n
1
n
1
m
yn!
n
m n
1 2
1 B
B 1 A
A 1
n m n n
1 1 2 3
i A
A i B C
B 1
C i
n
1
m
1
n
1 A n
1
A 1 B _"-nllB 1 n_ A
1
Similar results are obtained for remaining paths.
n
1
v m
1
n
2
vm
1
n
1
A
n
B
5. n m 2 3
1 1
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2
nn m 11 1
3
n
1
m
1
2
m
1
n m 2
1 1
1 B A n
1
B ] 1 /_m 1
A 1 1
1 A B
i i i
A 1 1
B 1 1
n
1
1
B+A
5. Continued
n _-------0-------_ m m 1
I_C J i i
_ /2 A i
C 1
n m _2 3 n
1 1 1
n
1
n m 2 3 4
1 1
m
1
2
1 A B C
1 1 1
1
1
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Same procedure for _(n , m ).
2 1
7r(n, m ) = AC
l l
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6.3 2 3
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6.3 Continued
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Total condition at m = sum of all paths (s stands for source nodes)
1
_(s,m ) = DE + BDC + ACD
1
which can be checked by inspection. Hence by the same principles all source n's can
be treated in a repeated manner with respect to the internal nodes and the output node.
Whence:
n
1
m
1
2
n m 2 3 n m 2 n
1 i 1 1 1
1 A n
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1 D --_ m
A 1 C 2
D C 1
1 A n
1
1 CD _m
1
A CD 1
1
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6.3 Continued
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whence _(s, ml) = DE + BCD + ACD
which agrees with the above reduction.
n
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n 1
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m DE
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F 1 J G
H J 1
D K G 1
C
This example will be carried out by iteration of the n's.
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6.4 Continued
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6.4 Continued
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Whence:
_(n ,m ) = KG(F + HJ)BE.
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Continued
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whence:
_(n3,m ) = KG{CJ + CH(F + HJ) + ECH(F + HJ) + ECJ(F + HJ)}1
= KG{CJ + CH(F + JH)}
= KG(CJ + CHF)
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Continued
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whence:
7r(n ,m ) = KD
4 1
and all paths have been correctly calculated.
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B4 PATH TRACING VIA ADJACENT NODES
B4.1 INTRODUCTION
During this study, a new method for handling a large data base of discrete variables
has been devised. The method and analysis are presented in this section.
The very nature of the problem of simulating a system having a data base consisting of
many elements calls for efficient methods of manipulating the data base to achieve the
various objectives. The method suggested here considers the problem of discrete
elements (relays, switches, lamps, recording pens, etc.)primarily, but its concepts
should apply equally well to the more general case in which dynamic response is also
an issue. Paragraph B4.7 touches briefly on this aspect.
Experience with the ESE simulation program has shown that it is feasible to handle a
large discrete data base by iterative techniques. The system is given an initial status,
then input stimuli are introduced, and their effects are determined by evaluating the
complete set of logical equations over and over until no changes occur on successive
iterations. Simulated countdown proceeds automatically to liftoff by specifying the
time at which each input is to become effective, and allowing for time delays in the
pickup and dropout of the relays.
A cross-reference program permits the listing of all equations in which each element
appears. No distinction in nomenclature is made between a relay coil and the contacts
of that relay.
The iterated-equation approach is the first of three methods that will be compared in
this section. Its distinct advantage over the other two methods is that it is an oper-
ating technique, already programmed and tested.
A second method, discussed in Appendix A, proposes to handle the data base in the
Launch Vehicle Component Level Simulation program by matrix methods. A connec-
tion matrix will contain the discrete elements, and a related transition matrix the
dynamic transfer functions. To process the dynamic effects of input stimuli, it will
first be necessary to determine the proper paths through the connection matrix. Such
path analysis can theoretically be performed by matrix reduction techniques regardless
of matrix size. Once the path is determined, over-all dynamic response can be found
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by use of a number series to represent the responses of the individual elements - pro-
vided that input and output nodescan be suitably identified.
The new method- path tracing via adjacent nodes - is in a sense a matrix approach,
althoughthe data basewill not require two entries of each element, _ij and _ji' as in
the connectionmatrix of Appendix A. Its outstanding feature is the fact that no ex-
plicit matrix operations will ever be performed. Rather, all status and connection
information will reside at all times within the data base, and programs designedto
establish paths, changestatus, etc., will operate specifically only upon the circuit
elements involved. Paths will be followed by referring to all nodesadjacent to either
upper or lower boundsof each involved element.
The subsequentparagraphs of this section solve a specific discrete response example
by each of the three methods just described. The objective is to estimate as accu-
rately as possible the amount of computer activity required to program each method.
It is concludedthat method three, the new method, has pronouncedadvantagesover
the other two for someapplications. Its consideration in the methodologies of both
ESE Simulation and Launch Vehicle Component Level Simulation is therefore
recommended.
B4.2 COMPARISONCIRCUIT
The discrete responseof the circuit which will be compared is shownin Figure B-5.
It is typical of the circuits found in the electrical support equipment of launch vehicles
simulated to date. Elements KA, KB.... , Kp represent relay coils. Contacts of
these relays are identified by the subscript letter alone (i. e., contacts of KA are
designatedA if normally open, _ if normally closed). Switches K, L, M, N, O, J,
X, and H represent input stimuli (i. e., independentvariables). Node00 is the power
supply node, andnode99 the common ground.
The specific objective of the comparison will be to estimate the number of computer
instructions necessary to cause the simulated circuit to complete its response to the
following sequenceof input stimuli:
a. J = 1.
b. K = 1.
c. X = 1.
d. H = 1.
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Initially, the circuit is assumed to have all relays de-energized (logical state 0) and
all switches open (logical status 0). It is further assumed that the circuit has adequate
time to stabilize between inputs. That is, the chain of events initiated by an input will
complete itself before the next input is applied.
Figure B-6 is a timing chart on which the status changes resulting from each input can
be identified. Note, for example, that when K becomes 1, K A is energized. This
causes K C to energize, which energizes K D. Finally, K B is energized by closure of
D contact, to complete the response to the K = 1 stimulus. The circuit is now stab-
ilized and nothing else will happen until another input change occurs.
B4.3 ITERATED-EQUATION METHOD
The logical equations for the eight relays of Figure B-5 appear below, written almost
as they would appear in the existing ESE simulations. Three minor differences are
the use of different symbols for a relay coil and its contacts (e. g., -K A for the coil,
A for the contact}, the use of single letters for Boolean variables (rather than the six-
character ESE code), and omission of the explicit AND operator symbol (which appears
as * in ESE simulations}.
o
KA = J(K + KL)
w
K B = J(FD + BC)
K D = J[PB(D + F) + C(KN + M)]
m D
K C = J[(KN + M) + C(D + F)PB]
K G = J(P + Q)
K F = J(A + _b}G
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Figure B-6. Timing Chart
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Kp = XF
KQ = XH
According to ESE simulation procedures, these logical equations would be compiled by
a line-scanning compiler to produce a machine language program which, when initiated
by insertion of the input stimuli, would update the state of the equation set. It is esti-
mated that the eight equations in question would produce a total of 68 instructions when
compiled. Hence one iteration through the complete set would require execution of
76 instructions - 68 to evaluate the relay states, and eight comparisons to determine
whether or not state changes occurred.
Figure B-7 shows the sequential conditions of state for the eight relays, and the eight
switches of Figure B-5 as the input stimuli are applied in the aforementioned order.
Circled l's and O's indicate states that have just changed. Any column containing
one or more element other than stimuli that have circled states will require another
iteration (i. e., another column) to ascertain whether or not stabilization has been
reached. Thus, the number of columns corresponds directly to the number of itera-
tions. If an input stimulus change does not cause any other element to change, a sec-
ond iteration is not required. Note the implicit assumption that the equations are
evaluated in the order in which they are listed. As a consequence of this, even though
closure of switch K energizes both K C and KD, an extra iteration is required to find
this out because K C happens to come after K D in the listing. If the order of K C and
K D were reversed, the energizing of both would be recorded on the first pass follow-
ing K = 1, and an iteration would be saved. By the same token, if Kp were listed
before KF, the H = 1 stimulus would require an additional iteration. The thought in-
jected here is simply that the computer time required by the iterated-equation ap-
proach might be optimized by appropriate equation arrangement. To date, no attempt
has been made to implement this possibility within the ESE framework.
Figure B-7 shows that 15 iterations are required to stabilize this eight-equation sys-
tem subject to the indicated input sequence. At 76 instructions per iteration, this
predicts a total number of executed instructions equal to 15 x 76 = 1140.
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Figure B-7. State Table Changes
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B4.4 MATRIX REDUCTIONMETHOD
In this approach, the discrete data base is organized as a connection matrix. Both
columns and rows of the matrix are labeled with the nodes of the circuit to be proc-
essed. Each Booleanvariable appears twice: as a.. and also as _.... Whena stimu-li ]1
lus is introduced, the general methodologyof Appendix A calls for a reduction of the
matrix to determine the logical path betweentwo nodes designatedrespectively as in-
put andoutput. Immediately a difficulty arises, for the nature of the circuit of Fig-
ure B-5 is such that while inputs are uniquely defined (the 8 stimuli), there are many
outputs (the intermediate relay responses leading to circuit stabilization). Another
way of stating the problem is that many logical paths may be involved in the response
to a single input, and path i will not be knownuntil path j has reacted.
To enable methodcomparison, the interpretation used here will be that the final circuit
status occasionedby applying a stimulus canbe obtained by reducing the matrix in
turn to each of the logical paths involved - both those that contain the stimulus ex-
plicitly and those activated by secondary switchings. Applicable paths must be traced
from power supply (node00, Figure B-5) to an element the lower boundof which is
node 99. In Figure B-5, this means one of the 8 relays.
To illustrate, consider the events triggered by closure of switch K, assuming that J
was previously dosed. First it will be necessary to retrieve (by matrix reduction)
the paths for KA andKC, the relays directly dependentupon K. Since both KA andKC
are energized by closure of K, the next step will be to retrieve the paths of all relays
the operation of which is dependentupon contacts of either KA or KC andinvestigate
their response. In this case, KB and KD are involved. KD will energize. Further
retrievals then will reveal the fact that KB is picked up by a contact of KD. Stabiliza-
tion due to this input will require six separate matrix reductions.
Since this methodhas not as yet beenreduced to practice for a circuit of this type, the
discussion will not be carried further here, except to point out that certain problems
of path identification seemto be inherent in it. That is, the answer to the question of
what paths to retrieve next may require stored information in excess of element name
and boundingnodes.
Figure B-8 showsthe connection matrix for the circuit of Figure B-4. It is an 18by 18
array, mostly vacuous. The main diagonal is of course all l's. Note the omission of
ground node99. It is implicit that all relay coils terminate there, and the practical
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Figure B-8. Connection Matrix
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question to be answered is: "Is the path complete from power supply (node00) to the
ungroundedend of a relay coil?" If so, the relay will energize.
To find the logical path betweenany pair of nodes, the following steps are employed:
a. Rearrange rows and columns so that the nodesthe connecting path of
which is to be investigated occupy positions 1 and 2. (Notethat Figure B-8
is set up to investigate the path betweennodes00 and47.)
b. Eliminate the other 16nodesto form a 2 x 2 matrix containing only those
nodesthe connecting path of which is to be investigated. Nodes are
eliminated one at a time by repeated use of the Boolean relationship:
Ejk
where
Ejk
Cjk
C., jl
C ik
= Cjk + CjiCik,
is the element of the reduced matrix between nodes j and k.
is the corresponding element prior to reduction.
is the element of the unreduced matrix between nodes j and i
(i is the node being eliminated).
is the element of the unreduced matrix between nodes i and k.
Each evaluation of the Ejk formula would involve five computer instructions: a FETCH,
an AND, an OR, and two STORE's. To reduce an 18 x 18 matrix to2x 2would re-
quire 816" applications of this formula, assuming a straightforward use of the matrix
reduction algorithm that makes no attempt to capitalize on the vacuous nature of the
array. The total instruction count would therefore be 5 x 816 = 4080.
A much more efficient reduction algorithm could undoubtedly be devised.
proceed as follows:
a.
b.
It might
Search the column of the node to be eliminated for nonzero entries (this
would take two instructions: a FETCH and a TEST - per zero entry).
Apply the Ejk formula to all possible pairs of nonzero entries in the
column.
Using this approach, evaluation of the 00-47 path in Figure B-5 would require about
371" instructions instead of 4080.
*See Addendum l_l of this appendix for derivation of this number.
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The foregoing instruction count estimates assumethat all that is required from the
matrix is path status evaluation. If, as in the treatment of Reference 1, the actual
Boolean equations must be generated in order to enable association of discrete paths
with dynamic transfer functions, the storage anddata handling problems become more
complicated becauseof the needfor manipulating the alphanumeric symbols for all
/
circuit elements and logical operators. Figure B-9 shows the result of reducing the
matrix of Figure B-8 to obtain the Boolean equation for the path from node 00 to
node 47. The equation is:
Too_4 7 = KD = J[CM + PB(D + F) + CN(K + MN)].
This equation is logically redundant - as, in general, all such equations will be that
are derived directly from matrix reduction The simplest form to which it can be
reduced explicitly is:
T = K D = J[C(M + NK} + PB(D + F)] .00-47
00 47
00
47
m
J[CM + PB(D + F)
+ CN(K + MN)]
J[CM + PB(D + F)
+ C_(K + M_)]
Figure B-9. Reduced Matrix (with reduction steps listed)
To determine path from 00 to 47:
a. Eliminate node 38:
b. Eliminate node 37:
c. Eliminate node 35:
d. Eliminate node 34:
e. Eliminate node 32:
f. Eliminate node 213:
g. Eliminate node 212:
no effect on remainder of matrix.
E =C +C C =B(D+F).
27 -47 27 -47 27 -47 37 -47
E =CM, E =CN, E =K+MN.
47 -i i 47 --25 11-25
E = DC.
23 -24
E =L+KK.
11-22
No effect on remainder of matrix.
No effect on remainder of matrix.
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h. Eliminate node210:
i. Eliminate node28:
j. Eliminate node27:
k. Eliminate node25:
1. Eliminate node24:
m. Eliminate node23:
n. Eliminate node 22:
o. Eliminate node 12:
p. Eliminate node 11:
No effect on remainder of matrix.
Noeffect on remainder of matrix.
E = CM + PB(D + F}.
47 -i 1
E47_i I = CM + PB(D + F) + CN(K + MN).
E =F +BCD.
11 --28
No effect on remainder of matrix.
No effect on remainder of matrix.
No effect on remainder of matrix.
Eoo_47 =J[CM + PB(D + F) + CN(K + MN)].
Further, it is evident from Figure B-5 that if the use of relays is allowed on the right-
hand side of logical equations, the logic of the T path can be expressed by the
O0 -47
following:
T = KD = K C + JPB(D + F).OO -47
The simplification algorithm is a complicated thing for a data base of many variables.
See Reference 5 for a detailed discussion of the subject. Suffice it to say that Boolean
simplification must occur either at each application of the Ejk formula, or else as a
final step, operating on the 2 x 2 matrix, to avoid logical redundancy in the path equa-
tions. Such logical redundancy, if present, would complicate the dynamic problem
considerably.
Reference to Figure B-5 reveals the fact that the sequence of stimuli under considera-
tion calls for a total of 21" relay path retrievals - hence 21 reductions of 18 x 18 arrays
to 2 x 2 arrays. Not including the problem of how to identify the nodes between which
matrix reduction should take place, or the mechanical step of rearranging rows and
columns to get the subject nodes in positions i and 2, it is estimated that the matrix
reductions themselves - assuming use of the nonzero search algorithm - would require
21 x 371 = 7791 instructions.
B4.5 PATH TRACING VIA ADJACENT NODES
In the third method to be considered (the new method), the data base will be organized
in tabular form. Each element will occupy a symbolic address, or slot, which contains
*See Addendum B1 of this appendix for derivation of this number.
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the following
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
information:
Numbers of boundingnodes.
Name of element.
Logical state of element (1 or 0).
Is this slot an OR slot (1 for yes, 0 for no).
Logical state of second element (applicable only if item 4 is 1).
Is this element a relay coil (1 for yes, 0 for no).
Numbers of node pairs containing contacts (applicable only if item 6 is 1).
Numbers of all lower bound lower adjacent nodes (LBLAN).
Numbers of all lower bound higher adjacent nodes (LBHAN).
Numbers of all upper bound lower adjacent nodes (UBLAN).
Numbers of all upper bound higher adjacent nodes (UBHAN). (Items 10
and 11 are applicable only if item 6 is 0. )
For example, the information initially associated with the element C that connects
nodes 35 and 47 in Figure B-5 would be:
1. 35-47 (C connects nodes 35 and 47).
2. C (this element is named C).
3. 0 (initial logical state of C = 0).
4. 0 (this is not an OR slot).
5. Not applicable (item 4 is not 1).
6. 0 (C is not a relay coil).
7. Not applicable (item 6 is not 1).
8. 25, 11 (nodes 25 and 11 are connected to 35 - C's lower bound - by
elements of the network).
9. 99 (node 99 is connected to 35 by a network element).
10. 37 (node 37 is connected to 47 - C's upper bound - by a network element).
11. 99 (node 99 is connected to 47 by a network element).
Similarly, the stored description of relay coil K C
1.
2.
3.
4.
5.
6.
would be as follows:
35-99 (K C connects nodes 35 and 99).
K C (this element is named KC).
0 (initial logical state of KC is 0).
0 (this is not an OR slot).
Not applicable (item 4 is not 1).
1 (this element is a relay coil).
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Figure B-10. Over-all Flow Chart for Path Tracing
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Figure B-12. SR2 Flow Chart
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Figure B-14. SR4 Flow Chart
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Figure B-16. Update to 0 Flow Chart
7. 35-47, 24-34 (contacts of relay coil K C will be found connecting nodes 35
and 47, and nodes 24 and 34).
8. 25, 11 (nodes 25 and 11 are connected to 35 - Kc'S lower bound - by ele-
ments of the network).
9. 47 (node 47 is connected to 35 by a network element).
10. Not applicable (item 6 is not 0).
11. Not applicable (item 6 is not 0).
Table B-2 shows the complete listing for all the elements of Figure B-5. The pro-
cedure for path tracing via adjacent nodes then is as follows:
a. Enter input stimulus, including new state and the numbers of all node
pairs connected by the stimulus.
b. Form a queue of the node pairs identified by step a.
c. Process first queue entry to determine whether or not the stimulus change
caused any relays to change their states. Figure B-10 is a flow chart of
the over-all processing algorithm.
d. If relay states are changedby step c., update all slots containing their
contacts and add these slots to the queue.
e. The system has stabilized when the queue has no more entries.
The gross flow chart of Figure B-10 is expanded by Figures B-11 through B-16, each
of which is a detailed flow chart of one of the subroutines of the Figure B-10 chart.
Specifically, these figures consider the following aspects:
Figure B-11: SR1 searches for one closed path from lower bound (LB) to
node 00 via LBLAN's. If such a path is found, the slots com-
prising it are stored in a tree and SR1 exits via its "any 1"
output. If there are no closed paths from LB to 00, SR1 exits
via its "all 0" output.
Figure B-12: SR2 searches for one closed path from upper bound (UB) to
node 00 via UBLAN's. Otherwise identical to SR1.
Figure B-13" SR3 finds all the closed paths from LB to the LB's of slots the
UB of which is 99 via LBHAN's, and generates a list of such
slots (i. e., relays) for processing by the UPDATE routines.
A tree similar to that described under SR1 is developed in the
process.
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Figure B- 14.
Figure B- 15:
Figure B- 16:
SR4finds all closed paths from UB to the LB's of slots whose
UB is 99via UBHAN's. Otherwise identical to SR3.
UPDATE TO i processesthe list of relays developedby SR3or
SR4. Relays, their associated contacts, and the queueare all
updated if a state changehas occurred.
UPDATE TO 0 processes the same sort of list as UPDATE
TO i. Now, however, an additional test is madefor all relays
on the list, to be sure there are no alternate paths that would
prevent a state change to 0. If said change is indicated, up-
date action is taken as in the UPDATE TO 1 case. (Note that
Figure 13 includes an additional subroutine labeled SRI'. This
is similar to SRI, except that paths to 00 are sought via
LBHAN's. Figure B-14 showsthe flow chart.)
SeeAddendumB2for a discussion of the development of the algorithm implemented by
these flow charts.
Using the flow charts of Figures B-10 through B-17, the number of computer instruc-
tions necessary to step the circuit of Figure B-5 through its response to the first four
of the input stimuli listed in paragraph B4.2 was estimated. AddendumIII contains a
sample of the detailed reasoning employed. It was concludedthat approximately 413in-
structions wouldbe neededto updatethe simulation from its initial state to the stabil-
ized condition following introduction of the H = 1 stimulus.
B4.6 NUMERICAL COMPARISON OF THE THREE METHODS
The comparison interval covers the complete processing of the first four input stim-
uli: J = 1, K= 1, X= 1, and H = 1. The results are as follows:
a. Iterated-Equation approach - 10 iterations are required to process the
first four stimuli (see Figure B-7). Hence an estimate of 760 computer
instructions is obtained.
b. Matrix Reduction method - 15 matrices must be reduced to process the
first four stimuli. The estimated computer activity is, therefore,
15 x 371 or 5565 instructions.
c. Path Tracing Via Adjacent Nodes - As indicated in paragraph B4.4,
413 instructions are estimated.
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The results favor method c somewhat. The difference between 760 and 413 is probably
not too significant, particularly since the comparison is between a proven method and
an untried concept. The order of magnitude difference between b and c is more im-
pressive, but it should be borne in mind that in method b no effort has yet been made
to simplify the reduction scheme by taking advantage of zero entries in the matrix.
However, the point of greatest interest is a consideration of what happens when the
comparison circuit is extrapolated to one of much larger size. If it is assumed that
Figure B-5 represents a subset of a larger system, but that the logical content of
Figure B-5 is complete as shown (i. e., no additional relays or switches}, then re-
gardless of system size the 413 figure remains unchanged, whereas both the 760 and
the 5565 increase rapidly.
The computer activity required by method a expands directly as the number of equa-
tions, since an iteration is an iteration whether it includes eight equations or 8000.
The matrix reduction approach expands in greater than direct proportion, since each
added node to be eliminated from the matrix at reduction time has more entries than
any previous node because of the larger matrix size. This leads to a conclusion that
is implicit in Appendix A - namely, that if an attempt should be made to deal with
large data bases by matrix techniques, it will be essential to have some way of isolat-
hug small portions of the system prior to actual manipulation of the matrices involved.
In view of the interwoven nature of the functional system, however, it is not clear yet
how the isolation can be achieved. Apparently, the foregoing demonstration shows
that even under ideal conditions, specifically, a small system, method b seems to
require a good deal more computer activity than method c, although significant dif-
ferences have not always been found in applications.
B4.7 PROJECTION TO THE DYNAMIC SIMULATION PROBLEM
The outstanding new functional aspect of the Launch Vehicle Component Level Simula-
tion study is its inclusion of dynamic system response, in addition to the discrete
analysis that the ESE equations now handle. This section consists of a few remarks
about the relative suitability of methods b and c in the dynamic area.
The key discrete operation in the dynamic simulation is the establishment of paths.
At any moment, the state of the discrete elements determines which of the dynamic
elements are currently responding to the existing stimuli (initial conditions}. Thus,
it is appropriate to compare Path Tracing Via Adjacent Nodes and Matrix Reduction
with this objective in mind.
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The matrix reduction method leads directly to the desired path from one node to one
other node. Its applicability to a situation in which many output nodes respond dynam-
ically to a single input stimulus is not so clear-cut. The general approach appears to
require as many matrix reductions as there are outputs, followed by individual dy-
namic solutions for each. There is implicit here the problem of how to handle the
case in which relay A, responding dynamically to input X, causes a switching to take
place in the circuit affecting relay B, which is also responding dynamically to X. Mul-
tiple inputs can be handled by superposition or artificially separated in time.
The Path Tracing method can provide logical equations; i.e., the discrete paths in
symbolic form, by the same series of steps outlined in paragraph B4.5. The "tree"
referred to in the flow charts defines exactly the equation in question, and if that in-
formation is explicitly needed to establish the dynamic transfer function, it is avail-
able. Every relay switching that occurs during dynamic response can be used to refer
directly to the data base for identification of all other (possibly physically remote)
functional paths that are affected. Inherently, then, it seems that method (c) offers the
advantage of path identification compared to method b.
The problem of dynamic interrelation (i.e., relay A's contact changing relay B's dy-
namic circuit) is still very much at issue. In fact, therein lies the principal challenge
in any dynamic simulation of this type of system. It appears, however, that the path-
tracing approach has advantages in the area of path establishment that are not dupli-
cated by conventional matrix techniques without additional features.
B4.8 PROJECTION TO RELATED DISCRETE AREAS
B4.8.1 Failure Effects Analysis a and Fault Location
In the related areas of failure effects analysis and fault location, the suggested ap-
proach has been to rely on the former (FEA) to provide a catalog of fault indicator
patterns (i. e., lists of discrete indications whose status is not what it would be in a
trouble-free system), which can be compared with on-line patterns to produce a con-
siderable degree of fault isolation. This general method is discussed in detail in
References 18 through 20. It depends for its effectiveness on the availability of appro-
priate test points but practical application of the algorithm has been so far content to
use the discrete indicators that are available.
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If the discrete data base were handled as described in paragraph B4.5, discrete indi-
cators (all of them elements having a UB of 99)could be designatedby a single bit in
the slot coding and scannedto determine the fault indicator pattern after each discrete
stabilization. This could serve either as a generator of patterns resulting from faults
intentionally introduced into the simulation, or as a comparison with stored patterns,
in on-line applications. If patterns not found in the library are encountered, algorithm of
Reference 20 (which is now in the process of being programmed for the ESE simulation)
will isolate the trouble to a maintenance unit. There is much still to be done here,
particularly in the areas of test-point location and maintenance unit definition, but the
feature of interest for this report is that the proposed method for data base handling
seems ideally suited to this effort.
B4.8.2 Evaluation of Engineering Changes
The evaluation of engineering changes has much in common with failure effects analy-
sis and fault patterns. The simulator can be used to analyze the effect on the count-
down events of changes, which are readily introduced into the data base by storing the
new configuration in the slots to be altered. In the iterated equation approach (present
ESE), changes require new equation cards and consequent recompilation to update the
computer program. With the path-tracing scheme, changes in the data base do not re-
quire any changes in the program, which is general and can process whatever is in the
slots. Again, it is important to point out that tested and working software are being
compared with an untried concept. However, the latter would appear to be somewhat
more flexible in this case.
Once changes are proven satisfactory, the simulation data base is permanently updated
and records are kept so that it will be possible to determine the point in time at which
a change first appeared. No special problems are anticipated in this bookkeeping
phase, regardless of data base handling methods.
B4.8.3 Engineering Drawing Printouts
This is essentially a path-tracing operation, hence should be readily compatible with
the path-tracing method data base. Node numberings - heretofore discussed as if they
were arbitrary - could contain information relative to panels, connector pins, etc.,
that would be necessary for the printout.
As suggested in Reference 19, such a printout would be a logical output from the on-line
fault isolation algorithm.
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ADDENDUM B1
Estimation of number of computer instructions required to reduce an 18 x 18 matrix to
2 x 2 size by successive elimination of nodes (i.e., columns and rows}.
BRUTE-FORCE APPROACH
Figure B-8 shows the matrix to be reduced.
the array is mostly vacuous, the reduction will proceed by applying the Boolean
relationship:
Ejk = Cjk + cjieik,
to each pair of entries in the column corresponding to the node to be eliminated.
to eliminate the 18th column will require
C = 136",
17 2
applications of Equation B-15.
Continuing, elimination of column 17 requires C
16 2
columns 18 through 3 thus results in
If no cognizance is taken of the fact that
3
X
= 17
nC2 = 816
applications of Equation B-15.
of 5 x 816 = 4080 is indicated.
= 120.
(B-15)
Thus,
(B-16)
Cumulative elimination of
Since each application requires five instructions, a total
SIMPLIFIED APPROACH
This approach takes advantage of the vacuous nature of the matrix of Figure B-8. The
procedure will be to search the column corresponding to the node being eliminated and
form a list of all non-zero entries. Then the items on the list will be compared two at
a time, and the appropriate entries in the adjacent column will be updated.
* C stands for "number of combinations of 17 things taken 2 at a time."
17 2
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For example, in Figure B-8 FETCH and TESTeach of the 17 off-diagonal entries in
column 38. Since only one is non-zero, no updates result from elimination of node 38,
and the required number of computer instructions is 34 instead of 517C 2 = 680:
To eliminate node 37, generate a list of two non-zero nodes. Parenthetically, note
that it will be necessary on the list to identify which entries are non-zero, not just
"how many." Ignoring this practical problem, there will be 32 testing instructions,
two "add to list" instructions, and one application of Equation B-15 - a total of 39 in-
structions to eliminate node 37.
Table B-3 shows the estimated instruction count for each node elimination. Summation
of these figures gives a total of 371 to reduce the matrix to 2 x 2. While it is recog-
nized that different reductions will call for matrix rearrangements that will vary this
total somewhat, it will be regarded as typical in calculations involving this method.
Table B-3
Estimated Instruction Count for Each Node Elimination
Node to be "Test for 0" "Add to List" Reduction Total for This
Eliminated Instructions Instructions Algorithm Node
38 34 - - 34
37 32 2 5 39
35 30 3 15 48
34 28 2 5 35
32 26 2 5 33
213 29 - - 29
212 22 - - 22
210 20 - - 20
28 18 - - 18
27 16 2 5 23
25 14 2 5 21
24 12 2 5 19
23 10 - - 10
22 8 - - 8
12 6 - - 6
11 4 2 5 1__._1
371
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Reference to Figure B-5 showsthat at least 21 matrices would have to be reduced,
because:
J
K
X
H
N
M
= 1 affects paths from 00 to KA, KB, KC, KD, KF, and K G
= 1 affects paths from 00 to KA, KC, KF, KB, and K D
= 1 affects paths from 00 to KQ and Kp
= 1 affects paths from 00 to KQ and K G
= 1 affects paths from 00 to KC, KD, and K B
= 1 affects paths from 00 to KC, KD, and K B
This count of 21 continues to assume some means of identifying paths (i. e., identifying
the nodes between which paths are desired). This optimistic attitude accounts for the
"at-least" phrase.
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ADDENDUMB2
PATH-TRACING ALGORITHM
To develop an algorithm for path-tracing, a general network model was employed. It
is shownin Figure B-18.
00
1
I I
I_°_°r_I_ I_°_I
I_e_or_I_ _o__ I_e_o_]
I IT
99
Figure B-18. Model for Algorithm
X is the slot being processed (because its state changed). It has lower bound LB and
upper UB. Networks 1, 2, and 5 contain contacts and switches. Networks 3 and 4
contain contacts, switches, and relays (or lamps, pens, etc.). The problem is to
locate all complete paths from 00 to slots having 99 as upper bound that include X.
Note that whether or not the state of such slots depends on X will be determined by
whether X opened or closed (i. e., by the direction of its state change).
Network 5 has the effect of shorting out slot X. That is, if network 5 is closed, state
changes of X can have no effect on any relays. It shows up in the algorithm in the
following fashion:
Paths are traced with no special consideration of network 5.
Relays on the UPDATE TO 1 list are processed as usual -
if they are already 1, no action is necessary. Relays on
the UPDATE TO 0 list should not be set to 0 if network 5
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is closed, however. Hence all paths to 00 for such relays
are checkedbefore the state changeis made. (There is
probably a more efficient way to do this. Further investi-
gation of the algorithm is indicated. }
The outline of the entire algorithm may now be given.
a.
b.
C.
It is as follows:
FETCH next queue entry for processing (X}.
Identify state of X.
In all cases, enter SR1 to search for any closed path from LB to 00 via
LBLAS (i.e., search network 1}. If closed slots are found, form a tree in
temporary storage. Each time a dead end is reached, return to most
recent branch point. Exit from SR1 with one or the other of the following
possibilities:
(1} All paths 0 from LB to 00
(2) A 1 path was found from LB to 00
d. If state of X is 1 (meaning that it just changed from 0 to 1} and SR1 exits on
case b ("any 1"} enter SR4 to search for all closed paths in network 4 from
UB via UBHAN to nodes whose UB is 99 (such nodes will be called "relay
nodes" hereafter}. If such paths are found, add the slots involved to the
UPDATE to 1 list. (Note that network 3 need not be searched, since net-
work 1 is closed. Any paths now closed in network 3 were closed before. }
e. If state of X is 1 and SR1 exits on case a ("all 0"}, enter SR2 to search for
a closed path from UB to 00 via UBLAN (i.e., search network 2}. If all
are 0, exit to queue. If any is 1, exit to SR3 to search for closed paths in
network 3 from LB to "relay nodes" via LBHAN. If any are found, add the
corresponding slots to the UPDATE TO 1 list.
f. If state of X is 0, enter SR2 for all cases. If SR1 exited "any 1" and SR2
exists "all 0," enter SR4 to search for closed paths to "relay nodes" in net-
work 4. If any are found, add them to the UPDATE TO 0 list.
If SR1 exited "all 0," and SR2 also finds "all 0, " exit to queue. If SR2 exits
on "any 1," enter SR3 to search for closed paths to "relay nodes" in net-
work 3. If any are found, add them to the UPDATE TO 0 list.
g. In the UPDATE TO 1 subroutine, we need merely set the state of all relays
on the list to 1. If any were previously 0, their contact slots must be added
to the queue and reversed in state.
h. In the UPDATE TO 0 subroutine, it will be necessary to check each relay so
designated to be sure there are no closed paths to its LB via network 5.
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This is doneby checking all paths from LB of the relay to 00. If any one is
closed, the relay should not be set to 0° If all are open, the indicated up-
datings of relay, contacts and queue are made.
The flow charts of Figures B-10 through B-17 implement the foregoing logic in detail.
It is felt that they cover all possible configurations without ambiguity. If they do have
a loophole or loopholes repair should be possible once the problem is recognized. The
basic concept appears to be sound.
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ADDENDUMB3
Estimation of number of computer steps required to cause the circuit of Figure B-5 to
respond to the input stimulus sequenceof paragraph B4.2.
This estimation was made by following the flow charts of Figures B-10 through B-17,
as appropriate, to identify each step in the logic of the operation. Following is a
step-by-step analysis of the portion starting with the introduction of the stimulus
H = 1. The system had previously stabilized (as detected by absence of queue entries)
following processing of the X = 1 input.
Operation
Set H = 1
Add 12-212 to queue
Fetch 12-212
State = 1
(SRI) LB / 00
Fetch 00-12
State = 1
LB = 00
(SR4) There are
UBHAN
Fetch 212-99
UB = 99
Add 212-99 to
UPDATE TO 1
No more UBHAN
(UPDATE TO i)
there are more
entries
Fetch 212-99
Comment
An input operation
It affects only slot 12-212
go to SR1
LB of subject slot is 12
00-12 = 1st LBLAS (Y1)
Y1 = 1 (since X = 1)
Exit via "any 1" to SR4
12-212 has one or more U BHAN
212-99 = 1st UBHAS (Yz)
Y1 is a relay (KQ)
KQ should be set to 1 if it
isn't already
Exit to UPDATE TO 1
KQ = 212-99 is on the list
Estimated No.
of Instructions
1
1
1
1
1
1
1
1
1
1
1
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Operation Comment
State = 0 KQ was previously de-energized 1
Set state = 1 KQ is now energized 1
212-99 is a relay . ". contacts must be updated 1
Fetch 11-210' First contact slot 1
Set 11-210' = 1 Update contact status 1
Add 11-210' to queue Update queue 1
No more contacts . " . exit to queue 1
Estimated No.
of Instructions
So this little piece of the discrete response - application of input H = 1 and the result-
ing pickup of relay KQ - requires a total of 22 computer instructions. In like manner,
it is concluded that the complete response of the circuit of Figure B-5to the first4 input
stimuli (J = K = X = H = 1) requires 413 instructions.
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APPENDIX C
CONFIGURATION MANAGEMENT REQUIREMENTS FOR LAUNCH
VEHICLE HARDWARE AND SIMULATION SYSTEM
C1 PURPOSE
The purpose of this section is to describe the operating procedures by which simula-
tion system configuration control will be exercised and how the simulation and account-
ing system can be used by NASA in the execution of its vehicle hardware configuration
control,
The measures outlined here are in conformity with the intent of References 15
and 16.
C2 SCOPE
The scope of this section is as follows:
a. Definition and Terminology.
b. Vehicle Requirements.
c. Simulation System Requirements.
C3 DEFINITION AND TERMINOLOGY
C3.1 GENERAL
The information presented in this paragraph is taken from Reference 15 and reorgan-
ized in order to present a more definitive picture of the requirements for configura-
tion control of the launch vehicle.
The salient features underlying configuration management and configuration control
are as follows:
a. Configuration Management and Control.
b. Configuration Status.
c. Configuration Accounting.
d. Configuration Identification.
e. Configuration Index.
f. Configuration Identification Numbers.
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g. Contract End Item (CEI).
h. Contract End Item (CEI) Number.
i. Prime Area of Activity.
j. Uniform Specification.
k. The Engineering ChangeProposal.
C3.2 CONFIGURATIONMANAGEMENT AND CONTROL
This is the formal set of procedural concepts by which a uniform system of configu-
ration identification, control, and accounting is established and maintained for all
NASA systems/equipment and components thereof.
Configuration control is the systematic evaluation, coordination, and approval or
disapproval of proposed changes.
Configuration identification and accounting is the business system required to docu-
ment and report on the as-is configuration and changes thereto.
C3.3 CONFIGURATION STATUS
Configuration Status is the official NASA documented indication of the actual config-
uration of a serially numbered system or equipment at any given time in relation to
an approved configuration.
C3.4 CONFIGURATION ACCOUNTING
This is the act of reporting and documenting changes made to systems, equipment,
and components subsequent to the establishment of a baseline configuration in order
to establish a configuration status.
C3.5 CONFIGURATION IDENTIFICATION
Configuration Identification is the technical documentation defining the approved con-
figuration under:
a. Design.
b. Development.
c. Test.
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C3.6 CONFIGURATIONINDEX
This index is a documentprepared initially during the design and developmentperiod
and continued through the acquisition phase. The document is arranged in tabular
form and has provisions for inclusion of all changeswhich result from contractor or
program office action.
a. Section I
b. Section II
c. Section III
d. Section IV
e. Section V
The identification index includes:
- End Item of ApprovedConfiguration.
- Approved ECP (Change)End Item Index.
- End Item Quantitative Requirements Schedule.
- System Configuration StatusAccounting - End Item
Modification Status.
- System Configuration StatusAccounting - SparesStatus.
C3.7 CONFIGURATIONIDENTIFICATION NUMBERS
Configuration Identification Numbers is the relationship of numbers that individually,
or in combination, permit accurate selection of the configuration required to perform
a given function. Thesenumbers are:
a. Contract End Item (CEI) numbers.
b. Part Numbers.
c. ChangeNumbers.
d. Manufacturers CodeIdentification Numbers.
C3.8 CONTRACT ENDITEM (CEI)
CEI is an arbitrary designation for the portions of a system/equipment identification
as a result of a formal, functional analysis. It is a functional entity, physically re-
lated, and selected for the purpose of system development, procurement, and logistics.
The following criteria are applied in the determination of an end item:
a. Procurable by the Governmentto a single specification.
b. Identified by a single top drawing that has beenprepared in conformance
with appropriate military specifications.
c. Identified by a separate anddistinct part number and serial number.
d. Physical and functional characteristics will be such that its configura-
tion canbe controlled anddocumentedeconomically regardless of the
number of changesapproved and/or incorporated therein.
e. The location of the distinct/separate parts of an end item should not be
remotely located with respect to each other; i. e., black boxes should
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be located in the same space system compartment, same mainte-
nance area, etc.
By definition, magnetic tapes and card decks used with checkout equip-
ment are classified as end items and subject to change control.
The significance of the CEI lies in the following criteria:
a. There must be a stated requirement for the item based on a completed
functional analysis.
b° There must be a specification that completely and accurately describes
the item of equipment.
c. There must be an accurate configuration record that documents the
approved baseline and changes to the end item.
d. For every change in end-item configuration, there must be a corre-
sponding change to all related documentation affected by the change so
that a one-to-one relationship is maintained between the item and its
identifying and supporting documentation.
The configuration management structure recognizes the CEI as the lowest level of
formal NASA configuration management and that the summation of all CErs consti-
tutes the entire system.
C3° 9 CONTRACT END ITEM (CEI} NUMBER
The CEI number is a permanent number assigned by the contractor to identify a con-
tract end item.
C3.10 PRIME AREA OF ACTIVITY
The material indicates that the prime area of activity for configuration management
and control centers around the contract end items (CErs} and engineering change
proposals (ECP's}. The program managers manage the acquisition of an end item by
use of the CEI specification and Reference 16. Together, these documents establish
the basis for configuration control.
Partial control is implemented at the start of the acquisition phase; i. e., when the
contractor is authorized to proceed with detail design and development in accordance
with approved requirements in the CEI specification. Full configuration control is
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implemented at the time of acceptanceof the first CEI manufactured to the configu-
ration required for a particular series. Thus, programs for contract end items of
equipment and facilities are:
a. Defined by detail specification.
b. Phasedfor progressive configuration control to the requirements speci-
fied therein.
c. Controlled to these requirements by the application of Reference 16.
The conclusions to be drawn from the aboveobservations are:
a. The CEI represents the natural interface betweenNASAand the
contractors.
b. There are at least as manyNASA/contractor interfaces as there
are CEI' s.
c. The logical reference line in the total system is the complete set of
CEI's.
d. All investigations into the manufacturer's subassembliesmust be done
with respect to the proper CErs as well as the manufacturer's identifi-
cation system.
C3.11 UNIFORM SPECIFICATION
The complete contract ena-ltem t_c..t_ai d_,_v ..... -_ _-- 7_--cd;._+_,.,_i,_,_nd
configuration management is the uniform specification.
It will include:
a. Referenced military and contractor specifications.
b. Documents.
c. Engineering drawings.
d. Production test requirements.
e. Production tests.
These specifications will result from technical data created in the development
program.
The concept of the Uniform Specification Program is based on the fact that the system/
equipment is not procured by single identifiable systems, but rather by separate end
items of contractor-peculiar items and commercial off-the-shelf items. It is recog-
nized that an end-item specification program must be correlated with system
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procurement programs and methods. Therefore, a basic action of the Uniform Speci-
fication Program is the preparation of contract-end-item detail specifications for each
provisional enditem of the program. The utilization of the contract end-item detail
specification thus derived will be as follows:
a. Determination of over-all systems performance for operational use.
b. Rigid control by the Configuration Control Board.
c. Acceptanceof end items by NASA.
d. Complete identification of specifications covering all end items required
to support the program.
e. Support reprocurement of identical end items where required, or simi-
lar end items if exact duplication of performance is not critical.
Formal acceptanceof the end item is accomplished at the First Article Configuration
Inspection (FACI} conductedat the contractor's facility. At or before FACI, the
complete end-item specification will be approved, which establishes the Product
Configuration Baseline.
C3.12 THE ENGINEERING CHANGE PROPOSAL (ECP}
The ECP is the primary document by which a change in system, equipment, and com-
ponents is recommended. The ECP is submitted by the contractor to the Configura-
tion Control Board along with required:
a. Original data.
b. ECP data.
c. Incorporation data.
The Configuration Control Board must evaluate each proposed change from all aspects:
a. Technical.
b. Interface.
c. Logistic s.
d. Schedule.
e. Cost.
f. Technical data.
g. Contractual efforts.
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In order to establish the total program impact, it must coordinate, with the appro-
priate Apollo coordination panel, those changeswith inter-center interface impact
prior to approval and issuance of a Configuration Control Board Directive.
All decisions will be formalized by issuing a Configuration Control Board Directive.
This directive may act on the ECP in any one of the following ways:
a. Approve as written.
b. Disapprove with clearly stated reason,
c. Approve with specific changesclearly stated.
d. Defer decision for investigation with responsibility for resolution
assignedto a specific person.
e. Refer decision to higher headquarters if judgedto be beyondthe
authority of the center CCB.
The CCB directive is the responsibility of the Program Manager or his appointed
representative. Hewill formalize his decisions by issuing a Configuration Control
Board Directive (CCBD}. Each CCB member will formalize his official position
relative to the decision of the chairman by indicating either a concurrence or non-
concurrence on the CCBD. Backup sheetsexplaining thesepositions, where required,
will be made a part of the official file. The CCBDwill be directive onall NASA
organizations.
Obviously, it is not the intent of the CCBto arbitrarily dominate the project but to
control the configuration through an evaluation of the potential gains and losses in
each changeproposal.
The CCBD authorization will constitute the sole authority for the contractor to imple-
ment the change.
An affirmative CCBDwill establish the requirement for concurrent action with respect
to development, production, retrofit requirements, and methodof accomplishing
changes for systems and equipment, including:
a. Training items.
b. AGE.
c. Peculiar tooling.
d. Spares.
e. Spare parts.
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f. Revisions to technical manuals.
g. Engineering and technical data.
h. Software end items.
C4 VEHICLE HARDWARE CONFIGURATION MANAGEMENT REQUIREMENTS
C4.1 GENERAL
The vehicle hardware configuration requirements will be satisfied in two ways by the
component level simulation:
a. Assistance in the area of engineering change evaluation of the ECP.
b. Up-to-date design file and configuration status index.
C4.2 ENGINEERING CHANGE EVALUATION
The areas where component level simulation will serve as an engineering evaluation
tool are (from Reference 16) as follows:
a. Developmental requirements.
b. Alternative solutions.
c. Safety.
d. Reliability.
e. Service life.
f. Operating and test procedure.
go Checkout.
h. Performance.
i. Weight, balance, and stability.
j. Training.
k. Training installations.
I. Interface effects.
m. Physical constraints.
n. Operational computer programs.
Although some of the above items are not specifically brought out in the usage algo-
rithms, the evaluation can be deduced through data reduction. For example, evalua-
tion of a change that affects checkout equipment would readily reveal interface effects,
developmental requirements, and alternative solutions, if necessary.
C-8
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C4.3 DESIGN FILE
The design file maintains the as-is configuration data and all change data on a parts
list, assembly, and usage record basis. The complete file record forms will be
maintained in accordance with Reference 15. These are listed in the following exhibits:
a. Exhibit VII
bo
(i) Specification Change Notice.
(2) Specification Change Log.
(3) Specification IdentificationIndex.
(4) Configuration Chart.
Exhibit VIII
(i) Configuration Control Board Directive.
(2) ANA Bulletin 445.
Exhibit XI
(1) Drawing Application Block.
(2) System Allocation Drawing.
(3) CEI Name Plate.
(4) Technical Manual Configuration Chart.
Co
d. Exhibit XV
(1) End-Item Approved Configuration Index.
(2) Approved Engineering Change Proposal End-Item Index.
(3) End-Item Quantitative Requirements Schedule.
(4) System Configuration Status Accounting: Modification Status.
(5) System Configuration Status Accounting: Spares Status.
Table C-1 lists the exhibits, forms, and specific data elements that will be main-
tained in the design file. The five forms listed in Exhibit XV reflect the configuration
status and will be updated and submitted to NASA at periodic intervals.
C5 SIMULATION SYSTEM CONFIGURATION CONTROL REQUIREMENTS
Configuration control of the simulation system will have to be carried out at a very
high technical level. It is essential that the simulation at all times does in fact meet
the objectives of vehicle system mathematical definition and user requirements.
C-9
To this end, it is essential that configuration control be imposed to:
a. Limit data base information to that which is of specific interest.
b. Assure that the information in the data base can be converted quickly to the
mathematical definitions required for the simulations.
c. Assure that the data base is routinely updatedon the basis of design change.
d. Assure a building block approach to facilitate future growth of each simula-
tion objective.
e. Provide for check out of eachmodule of the simulation against specified
performance and test requirements.
f. Assure that numerical methods do not introduce computational inaccuracies
and instabilities.
g. Assure that changesmade after mathematical definition, machine program-
ming, debuggingandverification will be limited to those required by design
ECPSof the spacesystem and those required by User needs.
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APPENDIX D
SIMULATION SYSTEM DESCRIPTION
D1 INTRODUCTION
Appendix D serves as a basis for description of the CLS system at a functional level.
The contents of the functional charts are described below:
a. Figures D-lthrough D-4 - Information flow at a functional level. This is a dia-
gram relating the potentially desirable outputs to the required functions and
required types of data.
b. Tables D-1 and D-2 - A dictionary relating the functions to their representa-
tive codes.
c. Table D-3 - A dictionary relating the potentially desirable outputs to
their codes.
d. Table D-4 - A dictionary relating the required data to their codes.
e. Tables D-5 through D-11 - Charts, organized by potential usage, relating
required functions to potentially desirable outputs. Section 6 gives an ex-
ample of applicability of the information on these sheets.
f. Tables D-12 through D-18 - Charts, organized by potential usage, relating
required data to potentially desirable outputs. For an example of applicabil-
ity of the information contained on these sheets, refer to Section 6.
g. Table D-19 - A chart indicating, in coded form, the interrelationship exist-
ing between the functions. These codes are identified in the dictionaries
mentioned above.
h. Table D-20 - A chart indicating, in coded form, not only the interrelation-
ships existing between the functions but also the recommended order of
implementation.
In addition, there follows a set of 20 write-ups, one for each of the potential uses.
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Table D-2
Dictionary Relating Functions to Representative Codes
FUNCTIONS
ba. Function to Search for Conflicts in Connections
bb. Function to List Conflicts in Connections
bc. Function to Update Permanent Data
bd. Function to Update Permanent Changes
be. Function to Include Initial Conditions
bf. Function to Extract Equipments by Function
bg. Function to Check Indicator With Required Indicator
Pattern to Determine Differences
bh. Function to List Changes Affecting Simulation Operation
bi. Function to List New Approved Permanent Data Being
Entered
bj. Function to List New Approved Permanent Changes
Being Entered
bk. Function to List Equipments Involved Within Specified
Bounds,
bl. Functioa to List Initial Conditions
NOTE:
If First Letter of Function Code Consisting of 2 or More
Letters is n, This Signifies That No Connection Statements
are Inputted but Logical Statements are.
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D
D2 DESCRIPTION OF INDIVIDUAL UTILIZATIONS
In arriving at the desirable types of outputs, data, and necessary functions, recourse
was taken to defining a series of potential uses to which a CLS might be applied. The
result is the compilation which follows. A total of twenty were compiled and each is
broken down into the following:
a. Purpose of the potential usage.
b. Usage to which this potential usage might be put.
c. Type and form of output required for the potential usage to be useful.
d. Variations on the simulation system which appear to be desirable.
e. Types of data required.
f. Functions required for implementation.
g. Tie-in of required functions.
h. Source of required data.
It is from such a compilation that the desirable outputs, data, and functions have been
determined.
It is from these lists that selection is expected to be made for the CLS portions to be
implemented.
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I, DEFINE THE EFFECT OF A PROPOSED CHANGE ON OPERATION OF A
SELECTED PORTION OF THE LAUNCH VEHICLE AND GROUND SUPPORT
SYSTEMS
Potential Usage I applies to possible changes which might be made to equipment being
simulated by CLS. Thus, it would cut across all functions which make up the
simulation.
D-28
A. Purpose
1. To check the effect of a circuit parameter change on delays associated
with operation of elements in the system portion under consideration.
2. To check the effect on operation sequence of a change in:
a. Delays.
b. Addition or deletion of elements.
c. Addition or deletion of signals.
d. Rerouting of signals.
3. To check for conflict in physical location of connections between ele-
ments of the system portion under consideration.
4. Changes in the data base are not made under this feature. This feature
is a check only and if a permanent change is to be made, it will be
handled under a different operation.
5. To check for possible redundancies, inconsistencies, or questionable
operation of equipment making up the system portion under considera-
tion using the possible change data.
6. To perform transient analysis for the system portion under considera-
tion and using the possible change data.
B. Usage
Usage will be in areas requiring knowledge of the following:
1. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or dynamic
operation of the vehicle and/or ground system.
4. Logical connections.
5. Panel and rack equipment.
6. Panel schematics.
7. Advanced schematics.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkoutandcountdownpersonnel requiring knowledgeof logical and
dynamic operation of equipment.
C. Type and Form of Output Required for This Feature to be Useful
The types of output associated with this potential usage are listed on
Tables D-5 and/or D-12. These output types are coded (capital alphabetic
characters) for conciseness. The dictionary for these codes is given on
Table D-3.
D. Variations on the Simulation System
1. Portions of the system to be considered:
a. Smallest part - a signal or a function.
b. Intermediate portion - number of such signals or functions.
c. Largest portion - total system including both the vehicle and
ground systems.
2. One or more of the outputs as indicated to the simulation.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-12.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-5. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1
and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
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H. Source of Data
The sources of the required data for this potential usage are as follows.
1° Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4° Reliability data.
5. Vendor information on equipment parameters.
6. Quality and reliability assurance test and analysis data for the
equipment.
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II. KEEP TRACK OF APPROVED CHANGE ORDERS, DRAWING CHANGES, AND
HARDWARE CHANGES MADE IN THE SIMULATION DATA FILE AND THE
RESULTANT CONFIGURATIONS
A. Purpose
To keep a record of the changes that have been made such that administra-
tive and technical control can be kept to prevent the invalidation of some or
all of the system data. This potential usage provides a method of keeping
track of changes made in the data used by C LS in simulating equipment
operations. It does not check the effect of such a change or the equipment
being simulated and thus it does not duplicate Potential Usage I. Further,
since Potential Usage II pertains to changes in data used by C LS in simu-
lating equipment operations, it does not duplicate Potential Usage XIX.
B. Usage
Usages will be in areas requiring knowledge of the following:
1. Sequential operation of the vehicle and/or ground system with changes
inc luded.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or dynamic
operation of the vehicle and/or ground system.
4. Logical connections.
5. Panel and rack equipment.
6. Panel schematics.
7. Advanced schematics.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
4. Simulation administrative personnel having responsibility for manage-
ment of the simulation status.
C. Type and Form of Output Required for This Feature to be Useful
The types of output associated with this potential usage are listed on Ta-
bles D-5 and/or D-12. These output types are coded (capital alphabetic
characters} for conciseness. The dictionary for these codes is given on
Table D-3.
D-31
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D. Variation on the Simulation System
Portions of the system to be considered:
1. Smallest portion - a signal, a function, or an element in which a change
has been made.
2. Intermediate portion - a number of such signals, functions, or elements.
3. The number of such changes could extend to the total system although
such an extension would not be expected since completely new data
would be read in for such a case.
Changes resulting in the data control from such other changes as those fed
in will be made automatically. This results in the entries in the data con-
trol being consistent. Records of such changes will be kept and will be part
of the output.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-12.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-5. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
H. Source of Data
The
1.
2.
3.
4.
5.
6.
sources of the required data for this potential usage are as follows:
Advanced system schematics.
Panel schematics.
Connection diagrams.
Reliability data.
Vendor information on equipment parameters.
Quality and reliability assurance test and analysis data for the
equipment.
III. INSERT APPROVED CHANGES INTO THE CENTRAL DATA FILE
A. Purpose
To update the data used by C LS such that it reflects the system configura-
tion in its latest form. This updating consists of inserting new information
for all items of data associated with the following:
1. Connection statements.
2. Logical statements.
3. Advanced schematics.
4. Panel schematics.
5. Delays.
6. Element parameters.
These changes will be made only under carefully controlled procedures and
a record will be kept.
B. Usage
Since the use of this feature results in updated information being in the data
central, the results of its use are available in all areas requiring:
1. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or ground
system.
4. Logical connections.
5. Panel and rack equipment.
6. Panel schematics.
7. Advanced schematics.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
C. Type and Form of Output Required for This Feature to be Useful
The types of output associated with this potential usage are listed on Ta-
bles D-6 and/or D-13. These output types are coded (capital alphabetic
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characters) for conciseness.
Table D-3.
Variations on the Simulation System
Portions of the system to be considered:
The dictionary for these codes is given on
1. Smallest portion - a signal, a function, or an element in which a change
has been made as indicated under the above section - Purpose.
2. Intermediate portion - a number of such signals, functions, or elements.
3. The number of such changes could extend to the total system although
such an extension would not be expected since completely new data
would be read in for such a case.
Changes resulting in the data central from such other changes as those fed
in by this feature will be made automatically. This results in the entries
in the data central being consistent.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-13.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
{alphanumeric} is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potentialusage are given
on Table D-6. This sheet relates required functions to potentialoutputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-ln of Functions
The tie-inof the required functions for this potential usage is shown on
Fi_xtres D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4. Reliability data.
5. Vendor information on equipment parameters.
6. Quality and reliability assurance test and analysis data for the equipment.
IV. CHANGE THE DATA TEMPORARILY TO SIMULATE A FAULT CONDITION
AND FOLLOW ITS EFFECT THROUGH A SELECTED PORTION OF THE
SYSTEM
A. Purpose
To allow one to make such temporary changes in the data that a fault con-
dition or a number of fault conditions may be simulated. Through the use of
all of the features of the simulation, the effect of such fault conditions may
be traced through the vehicle and/or ground system or a selected portion of
it. Changes in the data may consist of the following, singly or in consistent
combinations:
1. Changes in connection statements.
2. Changes in delays.
3. Changes in element parameters.
4. Changes in logical statements.
5. Elimination of elements or signals.
This feature closely parallels the one whereby the effect of a proposed
change may be traced.
B. Usage
Usage will be in areas requiring knowledge of the following:
1. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or dynamic
operation of the vehicle and/or ground system.
4. Logical connections.
5. Panel and rack equipment.
6. Panel schematics.
7. Advanced schematics.
8. Knowledge of the effect of abnormal conditions on system operations.
9. Knowledge of maintenance activities required.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
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3. Checkoutand countdownpersonnel requiring knowledge of logical and
dynamic operation of equipment. This includes those training, those
trained, and those doing the training.
C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on
Tables D-6 and/or D-13. These output types are coded (capital alpha-
betic characters) for conciseness. The dictionary for these codes is given
on Table D-3.
D. Variations on the Simulation System
1. Portions of the system to be considered:
a. Smallest part - change in a signal, element, or a function.
b. Intermediate part - change in a number of such signals, elements,
or functions.
c. Largest part - theoretically the whole vehicle and/or ground sys-
tem. However, it is inconceivable that this many faults will be
simulated.
d. The effects of these changes will be observed on a specified portion
of the system up to the whole.
2. One or more of the outputs may be obtained as desired.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-13.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-6. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
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no Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4. Reliability data.
5. Vendor information on equipment parameters.
6. Quality and reliability assurance test and analysis data for the
equipment.
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V. CALCULATE EXPECTED TIMES FOR EVENTS OF THE SEQUENTIAL OPERA-
TION OF A SELECTED PORTION OF THE LAUNCH VEHICLE AND GROUND
SUPPORT SYSTEMS
A. Purpose
To determine the times at which discrete operations may occur but based
on delays calculated from parameters of the elements rather than assumed
delays. This pertains to electrical, mechanical, hydraulic, and pneumatic
elements in the portion of the vehicle and/or ground system under
consideration.
B. Usage
Usage will be in areas requiring knowledge of the following:
1. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Logical connections.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on
Tables D-7 and/or D-14. These output types are coded (capital alpha-
betic characters) for conciseness. The dictionary for these codes is given
on Table D-3.
D. Variation on the Simulation System
1. Portion of the system to be considered:
a. Smallest part - a signal or function.
b. Intermediate part - a number of such signals or functions.
c. Largest part - total system including both the vehicle and ground
system.
2. Outputs from this to be used with portions of the simulation for discrete
events.
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E. Types of Data Required
The types of data required by this potential usage are listed on Table D-14.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-7. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4. Vendor information on equipment parameters.
5. Quality and reliability assurance test and analysis data for the
equipment.
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VI. PERFORM TRANSIENT ANALYSIS OF A SELECTED PORTION OF THE
LAUNCH VEHICLE AND GROUND SUPPORT SYSTEMS
A. Purpose
To perform transient analysis of a selected portion of the vehicle and
ground system, the objective being:
1. To determine the time of operation of the elements based on their
parameters.
2. To determine stabilitycharacteristics for the portion of the system
under consideration.
The portion of the system under consideration includes electrical, mechani-
cal, hydraulic, and pneumatic elements. Further, discrete as well as
continuous operation will also enter into the analysis.
B. Usage
Usage will be in areas requiring knowledge of the following:
I. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or dynamic op-
eration of the vehicle and/or ground system.
4. Logical connections.
In particular this covers the following areas:
i. Design Engineering.
2. Quality and ReliabilityAssurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potentialusage are listedon
Table_ D-7 and/or D-14. These output types are coded (capitalalpha-
betic characters) for conciseness. The dictionary for these codes is given
on Table D-3.
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D. Variations on the Simulation System
I. Portion of the system to be considered:
a. Smallest part - a signal or function.
b. Largest part - total system including both the vehicle and ground
system.
2. One or more of the outputs as desired and indicated to the simulation.
3. Outputs from this to be used with portions of the simulation for discrete
events.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-14.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-7. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-I and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
H. Source of Data
The
1.
2.
3.
4.
5.
sources of the required data for this potential usage are as follows:
Advanced system schematics.
Panel schematics.
Connection diagrams.
Vendor information on equipment parameters.
Quality and reliability assurance test and analysis data for the
equipment.
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VII. FOLLOW SIGNALS THROUGH A SELECTED PORTION OF THE LAUNCH
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VEHICLE ON A DISCRETE BASIS
A. Purpose
The object of Potential Usage VII is to allow the user to follow the sequence
of operations, on a discrete basis, through a selected portion of the vehicle
and/or ground system. The system involved includes electrical, mechanical,
hydraulic, and pneumatic equipment. The time intervals either have pre-
defined values or are the result of Potential Usage V - Calculate Expected
Times for Events of the Sequential Operation of a Selected Portion of the
Launch Vehicle and Ground Support Equipment.
B. Usage
Usage will be in areas requiring knowledge of the following:
I. Sequential operation of the vehicle and/or ground systems with changes
included.
2. Evaluation of alternate schemes for the sequential operation of the
vehicle and/or ground system.
3. Logical connections.
4. Panel schematics.
5. Advanced schematics.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on
'Fables D-7 and/or D-14. These output types are coded (capital alpha-
betic characters) for conciseness. The dictionary for these codes is given
on Table D-3.
D. Variations on the Simulation System
1. Portions of the system to be considered:
a. Smallest part - a signal or a function.
b. Largest portion - total system including both the vehicle and/or
ground system.
c. Intermediate portion - a number of signals or functions.
2. Oneor more of the outputs as indicated to the simulation.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-14.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-7. This sheet relates required functions to potential outputs
and the dictionary for these coded functions ks given on Tables D-1 and D-2.
G. Tie-In of Functions
Tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4. Vendor information on equipment parameters.
5. Quality and reliability assurance test and analysis data for the
equipment.
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VIII.
D-44
RELATE THE SIMULATION TO THE RACKS, EQUIPMENT NUMBERS, ETC.,
AS GIVEN ON PANEL SCHEMATICS, INTERCONNECTION DIAGRAMS, AND
ADVANCED SYSTEM SCHEMATICS
A. Purpose
The purpose of Potential Usage VIII is to provide, for the user, the ability
of relating the equipment used in the vehicle and/or ground equipment back
to the drawings. This can appear in more than one form such as:
1. Coding of equipment designations such that they reflect type and
location.
2. Tying the equipment back to panel and rack.
3. Tying equipment back to drawing and page number
B.
Usage will be in areas requiring knowledge of the following:
1. Logical connections.
2. Panel and rack equipment.
3. Panel schematics.
4. Advanced schematics.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on
Tables D-7 and/or D-14. These output types are coded (capital alpha-
betic characters) for conciseness. The dictionary for these codes is given
on Table D-3.
D. Variations on the Simulation System
1. One or more of the outputs as indicated to the simulations.
2. Portion of the system as desired and as indicated to the simulation.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-14.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-7. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-l and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-I through D-4. This is an information flow diagram relating
functions with data and potential outputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
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IX. SEARCH OUT CLOSELY TIMED OPERATIONS AND IDENTIFY THE EQUIP-
MENT INVOLVED TO ELIMINATE AREAS OF QUESTIONABLE OPERATION
WHERE CHANCE PLAYS A SIGNIFICANT ROLE IN THE OPERATION OF A
SYSTEM
A. Purpose
Closely timed functions (e. g., relay races) may sometimes appear inad-
vertently in a system and so this potential usage is being considered as a
means for calling attention to such a condition, if it exists. Changes in the
data which may result from such a disclosure is not automatic - they would
require evaluation and then use of procedures necessary for updating of
data. Thus, this potential usage has, as its objective, the following:
1. To search out and define closely timed operations which can result in
questionable operation in the vehicle and ground system.
2. To define the equipment involved in such closely timed operations in the
ground and vehicle system that they result in highly restrictive or
questionable operation of the system.
B. Usage
Usage will be in areas requiring knowledge of the following:
1. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or dynamic
operation of the vehicle and/or ground system.
4. Logical connections.
5. Panel and rack equipment.
6. Panel schematics.
7. Advanced schematics.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and ReliabilityAssurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
D-46
C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on
Tables D-8 and/or D-15. These output types are coded (capital alpha-
betic characters) for conciseness. The dictionary for these codes is given
on Table D-3.
D. Variations on the Simulation System
1. Portions of the system to be considered:
a. Smallest part - a signal or function.
b. Largest part - total system including both the vehicle and ground
systems.
c. Intermediate portion - a number of such signals or functions.
2. One or more of the outputs as desired and indicated to the simulation.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-15.
This sheet relates the required types of data to the potential outputs and _ll
entries are in coded form. The dictionary for the required data codes
(alphanumeric} is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-8. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
H. Source of Data
The
1.
2.
3.
4.
5.
sources of the required data for this potential usage are as follows:
Advanced system schematics.
Panel schematics.
Connection diagrams.
Vendor information on equipment parameters.
Quality and reliability assurance test and analysis data for the
equipment.
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X. CHECK FOR INCONSISrENCIES SUCH AS CONFLICTING SIGNALS AND COM-
PONENT OPERATIONS WHICH LEAD TO INCONSISTENT FUNCTIONS
A. Purpose
Inconsistent functions are not intentionally designed into a system and so this
potential usage is being considered as a means for calling attention to such a
consideration, if it exists. Changes in the data which can accompany such a
disclosure are not automatic, they would require evaluation and then use of
procedures necessary for updating of data. This potential usage has as its
objective, the following:
1. Check for signals which conflict.
2. Check for components, the operation of which lead to inconsistent
functions.
B. Usage
Usage will be in areas requiring knowledge of the following:
1. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Logical connections.
4. Panel and rack equipments.
5. Panel schematics.
6. Advanced schematics.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on
Tables D-8 and/or D-15. These output types are coded (capital alpha-
betic characters) for conciseness. The dictionary for these codes is given
on Table D-3.
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D. Variations on the Simulation System
1. Portions of the system to be considered
a. Smallest part - a signalor a function.
b. Intermediate portion - a number of such signals or functions.
c. Largest part - the totalsystem including both the vehicle and
ground systems.
2. One or more of the outputs as indicated to the simulation.
E. Types of Data Required
The types of data required by thispotential usage are listedon Table D-15.
This sheet relates the required types of data to the potentialoutputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Require d
The functions in coded forms, required for this potentialusage are given
on Table D-8. This sheet relates required functions to potentialoutputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-inof the required functions for this potentialusage is shown on
Figures D-I through D-4. This is an information flow diagram relating
functions with data and potentialoutputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4. Vendor information on equipment parameters.
5. Quality and reliability assurance test and analysis data for the
equipment,
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XI. CHECK FOR REDUNDANCIES TO DETECT UNINTENTIONAL
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MULTIPLE METHODS OF OBTAINING INDIVIDUAL SIGNALS
OR MODES OF OPERATION AND ALSO TO VERIFY THE
PRESENCE OF INTENDED REDUNDANT SIGNALS OR MODES
INCLUDED TO IMPROVE RELIABILITY
A. Purpose
Redundancies in a system may appear inadvertently or may have been in-
cluded intentionally (e.g., to increase reliability). This potential usage is
being considered as a means for calling attention to the fact that a redun-
dancy may exist. Changes which may result in the data will not be auto-
matic - they would require evaluation and then use of procedures necessary
for the updating of the data. Thus, this potential usage has, as its objec-
tive, the following:
1. Check for multiple methods of obtaining individual signals.
2. Check for components, the operation ofwhich lead to duplicate functions.
B. Usage
Usage will be in areas requiring knowledge of the following:
1. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or dynamic
operation of the vehicle and/or ground system.
4. Logical connections.
5. Panel and rack equipment.
6. Panel schematics.
7. Advanced schematics.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on
Tables D-8 and/or D-15. These output types are coded (capital alpha-
betic characters) for conciseness. The dictionary for these codes is given
on Table D-3.
D. Variations on the Simulation System
1. Portions on the system to be considered:
a. Smallest part - a signal or function.
b. Intermediate portion - a number of such signals or functions.
c. Largest part - total system including both the vehicle and ground
systems.
2. One or more of the outputs as indicated to the simulation.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-15.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-8. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4. Vendor information on equipment parameters.
5. Quality and reliability assurance test and analysis data for the
equipment.
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XII. DEFINE AREAS OF POSSIBLE MALFUNCTIONS GIVEN A SET OF SYMPTOMS
A.
Sl
Purpose
This feature is essentially the reverse of Potential Usage XIV - change the
data temporarily to simulate a fault condition and follow its effect through a
selected portion of the system. It has as its purpose to define possible
malfunctions which can give rise to the given set of symptoms. It would be
restricted to the case where the symptoms could result from single rather
than multiple simultaneous equipment malfunctions.
Usage
Usage will be in areas requiring knowledge of the following:
1. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or dynamic
operation of the vehicle and/or ground system.
4. Logical connections.
5. Panel and rack equipment.
6. Panel schematics.
7. Advanced schematics.
8. Effect of abnormal conditions on vehicle and/or ground systems
operations.
9. Diagnosis of fault conditions which can occur during checkout or count-
down activities.
10. Maintenance activities which might be required.
In particular this covers the following areas:
I. Design Engineering.
2. Quality and ReliabilityAssurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment. Specificallythis covers checkout or
countdown operating personnel who will direct testing and maintenance
activitiesparticularly where fault diagnosis is required. Itincludes
those in training, those trained, and those doing the training.
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C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on
Tables D-8 and/or D-15. These output types are coded (capital alpha-
betic characters) for conciseness. The dictionary for these codes is given
on Table D-3.
D. Variations on the Simulation System (Portions of the System to be
Considered}
a. Smallest portion - a symptom consisting of one erroneous signal.
b. Normal sized part - a symptom consisting of a number of er-
roneous signals.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-15.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-8. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
H. Source of Data
The
1.
2.
3.
4.
5.
6.
sources of the required data for this potential usage are as follows:
Advanced system schematics.
Panel schematics.
Connection diagrams.
Reliability data.
Vendor information on equipment parameters.
Quality and reliability assurance test and analysis data for the
equipment.
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XIII. ALLOW A USER TO SET UP CONDITIONS WHICH IDENTIFY A PORTION OF A
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PROPOSED OR ACTUAL CHECKOUT OR COUNTDOWN SEQUENCE
A. Purpose
To allow the user to set up the conditions which spell out a portion of a pro-
posed or actual checkout or countdown. Since this potential usage ties in
with the two listed below, its function is not to duplicate them. Instead, it
provides a means for specifying the time interval or equipment bounds of
the system portion to be investigated along with the necessary initial con-
ditions. The two potential usages with which it ties in are:
1. Define the effect of a proposed change in the operation of a selected
portion of the vehicle and/or ground system.
2. Change the data temporarily to simulate a fault condition and follow its
effect through a selected portion of the system.
B. Usage
Usage will be in areas requiring knowledge of the following:
1. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or dynamic op-
eration of the vehicle and/or ground system.
4. Logical connections.
5. Panel and rack equipment.
6. Panel schematics.
7. Advanced schematics.
8. Checkout and countdown procedures, either existing ones or ones in
development.
9. Effect of test procedures on operation of the system.
10. Maintenance activities required.
11. Effect of abnormal conditions on system operations.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment. Specifically, this covers checkout or
countdown operating personnel who will direct testing and maintenance
activities particularly where fault diagnosis is required. It includes
those in training, those trained, andthose doing the training.
C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on
Tables D-9 and/or D-16. These output types are coded {capital alpha-
betic characters} for conciseness. The dictionary for these codes is given
on Table D-3.
D. Variations on the Simulation System
1. Portions of the system to be considered:
a. Smallest part - input conditions or output conditions concerned
with a single signal, element or logical statement.
b. intermediate portion - input conditions or output conditions con-
cerned with a group of signals, elements of logical statements.
c. Largest portion - a test sequence concerned with the whole system.
2. One or more of the outputs as indicated to the simulation by the user.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-16.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
{alphanumeric} is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-9. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-in of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4. Quality and reliability assurance test specifications.
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XIV. ALLOW A SET OF SIMULATED FAULT CONDITIONS TO BE SUPERIMPOSED
ON A LIST OF CONDITIONS DEIGNING A 15LAI_NEIJ 'CHECKOUT OR' C OUi_I'T-
DOWN SEQUENCE
A. Purpose
To allow the user to simulate a system fault during a simulated checkout or
countdown. Since this potential usage ties in with the three listed below, its
function is not to duplicate them. Instead, it provides a means for specify-
ing simulated faults in a simulated checkout or countdown sequence. The
three potential uses with which it ties in are.
I. Change the data temporarily to simulate a fault condition and follow
its effect through a selected portion of the system.
2. Define the effect of a proposed change on the operation of a selected
portion of the system.
3. Allow an operator to set up initial conditions according to a predefined
plan on the vehicle and checkout equipment.
B. Usage
Usage will be in areas requiring knowledge of the following:
i. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or dynamic
operation of the vehicle and/or ground system.
4. Logical connections.
5. Panel and rack equipment.
6. Panel schematics.
7. Advanced schematics.
8. Checkout and countdown procedures either existing or in development.
9. Effect of test procedures on system operation.
I0. Maintenance activities required.
ii. Effect of abnormal conditions on system operations.
In particular this covers the following areas:
I. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment. Specifically, this covers checkout or
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countdownoperating personnel who will direct testing and maintenance
activities particularly where fault diagnosis is required. It includes
those in training, those trained, and those doing the training.
C. Type and Form of Output Required for this Feature to be Usef,,1
The types of output associated with this potential usage are listed on
Tables D-9 and/or D-16. These output types are coded (capital alpha-
betic characters) for conciseness. The dictionary for these codes is given
on Table D-3.
D. Variations on the Simulation System
1. Portions of the system to be considered:
a. Smallest part - input conditions or output conditions concerned
with a single signal, element or logical statement.
b. Intermediate portion - input or output conditions concerned with a
group of signals, elements, or logical statements.
c. Largest portion - a test sequence concerned with the whole system.
However, simulated faults would only appear in limited numbers.
2. One or more of the listed outputs as indicated by the user to the
simulation.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-lB.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given in Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-9. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
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no Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4. Quality and reliability assurance test specifications.
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D
XV. DEFINE AND KEEP TRACK OF EQUIPMENT WHICH HAS BEEN ACTIVATED
AND MAINTAIN A RECORD FOR OUTPUT
A. Purpose
To help the user to verify the efficiency of an existing or proposed test pro-
cedure. This potential usage is intended to identify the equipment which has
been exercised and the time of activation. This is particularly applicable
during a simulated checkout or countdown.
B. Usage
Usage will be in areas requiring knowledge of the following:
1. Equipment and system reliability.
2. Checkout or countdown procedures either existing or in development.
3. Effect of test procedures on system operation.
4. Maintenance activities required.
5. Evaluation of alternate schemes for the sequential and/or dynamic
operation of the vehicle and/or ground system.
In particular this covers the following areas:
1. Design Engineering,
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on Ta-
bles D-9 and/or D-16. These output types are coded (capital alphabetic
characters) for conciseness. The dictionary for these codes is given on
Table D-3.
D. Variations on the Simulation System
Portions of the system to be considered:
1. Smallest part - a signal or function.
2. Intermediate portion - a number of such signals or functions.
3. Largest part - total system including both the vehicle and ground
systems.
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E. Types of Data Required
The types of data required by this potential usage are listed on Table D-16.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes {alpha-
numeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-9. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. These are information flow diagrams relating
functions with data and potential outputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4. Quality and reliability assurance test sequences.
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XVI. DEFINE EQUIPMENTS WHICH HAVE NOT BEEN ACTIVATED
A. Purpose
To help the user to verify the efficiency of an existing or a proposed test
procedure. This potential usage is intended to identify equipment which was
not exercised even though it was intended to be activated during some portion
of the test procedure under investigation. It is essentially the converse of
Potential Usage XV - Define and Keep Track of Equipment which has been
Exercised and Maintain a Record for Output.
B. Usage
Usage will be in areas requiring l_owledge of the following:
1. Equipment and system reliability.
2. Checkout or countdown procedures either existing or in development.
3. Effect of test procedures on system operation.
4. Maintenance activities required.
5. Evaluation of alternate schemes for the sequential and/or dynamic
operation of the vehicle and/or ground system.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on Ta-
bles D-9 and/or D-16. These output types are coded (capital alphabetic
characters} for conciseness. The dictionary for these codes is given on
Table D-3.
D. Variations on the Simulation System
Portions of the system to be considered:
1. Smallest part - a signal or function.
2. Intermediate portion - anumber of such signals or functions.
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3. Largest part - total system including both the vehicle and ground
systems.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-16.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
{alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-9. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2°
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4, These are information flow diagrams relating
functions with data and potential outputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4. Quality and reliability assurance test sequences.
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XVII. COMPARE RESULTING SEQUENCES WITH DESIRED ONES
A. Purpose
The purpose of this potential usage is to permit a user to compare equip-
ment states resulting from a simulation run with expected states. It is
not intended that this potential usage duplicate other usages, such as de-
termining the equipment states. Instead, it uses such information and
compares it with anticipated ones.
B. Usage
Usage will be in areas requiring knowledge of the following:
1. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or dynamic
operation of the vehicle and/or ground system.
4. Logical connections.
5. Panel and rack equipment.
6. Panel schematics.
7. Advanced schematics.
8. Checkout or countdown procedures either existing or in development.
9. Effect of test procedures on system operation.
10. Maintenance activities required.
11. Effect of abnormal conditions on system operation.
In particular this covers the following areas:
i. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment. Specifically, this covers checkout or
countdown operating personnel who will direct testing and maintenance
activities particularly where fault diagnosis is required. It includes
those in training, those trained, and those doing the training.
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C. Type and Form of Output for this Feature to be Useful
The types of output associated with this potential usage are listed on Ta-
bles D-10 and/or D-17° These output types are coded (capital alphabetic
characters) for conciseness. The dictionary for these codes is given on
Table D-3.
D. Variations on the Simulation System
Portions of the system to be considered:
a. Smallest part - a signal or function.
b. Intermediate portion - a number of such signals or functions.
c. Largest part - total system including both the vehicle and ground
systems.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-17.
This sheet relates the required types of data to the potential outputs and
all entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-I(I. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. These are information flow diagrams relating
functions with data and potential outputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
3. Connection diagrams.
4. Vendor information on equipment parameters.
5. Quality and reliability assurance test sequences.
XVIII. DETERMINE THE EXPECTED RELIABILITY FACTORS FOR A SELECTED
PORTION OF THE SYSTEM
A. Purpose
1. To determine the effective failure rate for a selected portion of the
system based on checkout or countdown usage. In making reliability
predictions, the normal assumption is that the failure rate (k) is con-
stant which, in turn, assumes a Poisson distribution for failure pre-
diction. The determination of failure rate for an equipment that is
made up of many elements becomes quite involved. A reasonable
estimate of the equipment failure rate may be obtained from the sum
of weighted failure rates of the elements - weighted by the ratio of
time of activation (number of activations) to the total activation time
(total number of activations) of the equipment. Since these times
(activations) are normally ball-park guesses, keeping track of them
during a simulated test procedure can improve precision in the equip-
ment failure rate.
2. To allow the user to predict the probability of a failure (or its con-
verse, not failing) in an equipment during a selected portion of a
test sequence.
B. Usage
Usage will be in areas requiring knowledge of the following:
1. Equipment and system reliability.
2. Checkout or countdown procedures either existing or in development.
3. Effect of test procedures on system operation.
4. Maintenance activities required.
5. Evaluation of alternate schemes for the sequential and/or dynamic
operation of the vehicle and/or ground system.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipment.
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C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on Ta-
bles D-10 and/or D-17. These output types are coded (capital alphabetic
characters) for conciseness. The dictionary for these codes is given on
Table D-3.
D. Variations on the Simulation System
1. Portions of the system to be considered:
a. Smallest part - a signal or a function.
b. Intermediate portion - a number of such signals or functions.
c. Largest part - total system including both the vehicle and ground
systems.
2. One or more of the outputs as indicated to the simulation.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-17.
This sheet relates the required types of data to the potential outputs and
all entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-I(_. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. These are information flow diagrams relating
functions with data and potential outputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
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3. Connectiondiagrams.
4. Reliability data.
5. Vendor information on equipmentparameters.
6. Quality and reliability assurance test specifications and analysis data
for the equipment.
l
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XIX. CONFIGURATION MANAGEMENT DOCUMENTATION DATA CENTER AND
CONTROL
A. Purpose
1. To allow the user to follow the procedural concepts required for identi-
fication, control, and accounting for all systems, equipment, and com-
ponents of the Saturn V launch vehicle. These are the procedures out-
lined by NPC 500-1.
2. Specifically this is accounting information directed toward keeping track
of the following information:
a. Specifications for contract end items.
b. Changes to and maintenance of the specifications.
c. Engineering documentation required for:
(1) Design releases.
(2) Design changes.
{3) Design reviews.
(4) Test acceptance and reviews.
3. This does not entail storage of the documents themselves into the com-
puter bulk memory, but, rather, the document identification (indices)
containing the required information on changes to the design, when
completely cleared through the configuration management system.
4. Reference to engineering changes in layout, structural, etc., drawings
will be from the indices listed under outputs.
B. Usage
Usage will be in areas requiring knowledge of the following:
1. End item approved configuration indices.
2. Approved ECP end item indices.
3. End-item quantitative requirements schedule.
4. End-item modification status.
5. Spares status.
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C. Type and Form of Output Required for this Feature to be Useful
Do
Eo
The types of output associated with this potential usage are listed on Ta-
bles D-10 and/or D-17. These output types are coded (capital alphabetic
characters) for conciseness. The dictionary for these codes is given on
Table D-3.
Variations on the Simulation System
One or more of the outputs as indicated to the simulation.
Types of Data Required
The types of data required by this potential usage are listed on Table D-17.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
(alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-10° This sheet relates required functions to potential outputs and
the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. These are information flow diagrams relating
functions with data and potential outputs.
H. Source of Data
1° End item approved configuration indices.
2. Approved ECP end item indices.
3. End item quantitative requirements schedule.
4. End item modification status.
5. Spares status.
D-69
XX. DEVELOPMENT OF CHECKOUT AND COUNTDOWN PROCEDURES
AI
Bt
Purpose
The intent of this potential usage is to act as an aid in preparing test pro-
cedures for checkout and countdown. It is not intended that this usage write
the procedures, but, by simulating the consequences of a procedural step,
it acts as a tool for individuals responsible for writing such procedures.
Usage
Usage will be in areas requiring knowledge of the following:
1. Sequential operation of the vehicle and/or ground system with changes
included.
2. Dynamic operation of the vehicle and/or ground system with changes
included.
3. Evaluation of alternate schemes for the sequential and/or dynamic opera-
tion of the vehicle and/or ground system.
4. Logical connections.
5. Panel and rack equipment.
6. Panel schematics.
7. Advanced schematics.
8. Checkout or countdown procedures either existing or in development.
9. Effect of test procedures on system operation.
10. Maintenance activities required.
11. Effect of abnormal conditions on system operation.
In particular this covers the following areas:
1. Design Engineering.
2. Quality and Reliability Assurance.
3. Checkout and countdown personnel requiring knowledge of logical and
dynamic operation of equipments. Specifically, this covers personnel
responsible for developing and writing up test procedures to be used in
checkout and countdown.
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C. Type and Form of Output Required for this Feature to be Useful
The types of output associated with this potential usage are listed on Ta-
bles D-11 and/or D-18. These output types are coded {capital alphabetic
characters) for conciseness. The dictionary for these codes if given on
Table D-3.
D. Variations on the Simulation System
1. Portions of the system to be considered:
a. Smallest part - a signal or a function.
b. Intermediate portion -a number of such signals or functions.
c. Largest part - total system including both the vehicle and ground
systems.
2. One or more of the outputs as indicated to the simulation.
E. Types of Data Required
The types of data required by this potential usage are listed on Table D-18.
This sheet relates the required types of data to the potential outputs and all
entries are in coded form. The dictionary for the required data codes
{alphanumeric) is given on Table D-4.
F. Particular Function Required
The functions, in coded forms, required for this potential usage are given
on Table D-11. This sheet relates required functions to potential outputs
and the dictionary for these coded functions is given on Tables D-1 and D-2.
G. Tie-In of Functions
The tie-in of the required functions for this potential usage is shown on
Figures D-1 through D-4. This is an information flow diagram relating
functions with data and potential outputs.
H. Source of Data
The sources of the required data for this potential usage are as follows:
1. Advanced system schematics.
2. Panel schematics.
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3. Connection diagrams.
4. Reliability data.
5. Vendor information on equipment parameters.
6. Quality and reliability assurance test sequences and analysis data for
the equipment.
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APPENDIX E
COMPUTATIONAL ERRORS
E1 GENERAL
This appendix illustrates one method of verifying the accuracy of numerical results,
such as the cross-multiplication of number series or the solutions of differential
equations, by comparing the solutions of a difference equation and a differential equa-
tion to which it is equivalent. Two examples are given, an exponential and a sinusoid,
as the solutions would be obtained on a Litton Digital Differential Analyzer. They are
based on work done at the Hanford Laboratories, General Electric Company, Richland,
Washington, in January 1960.
E2 INTRODUCTION
The Litton DDA uses the trapezoidal rule for integration. Formulas for determining
the errors made in evaluating definite integrals exist and are not difficult to apply.
But the solution of a differential equation involves a feedback, and it is not simple to
infer the error over a period of time from that computed for a definite integral. The
error can be determined, however, by setting up and solving the difference equations
the DDA uses to approximate differential equations for a few simple cases.
E3 ERROR IN AN EXPONENTIAL
One of the simplest differential equations is that which determines an exponential:
dx
d'T = px • (E-I)
The solution of Equation E-1 is:
x(t) = x(0)e _t ,
where x(0) is the initial value of x(t).
The DDA solves Equation E-1 by integrating both sides:
(E -2)
x = c + pfxdt. (E-3)
E-I
Let t increase by an amounth and express Equation E-3 as a definite integral:
t+h
x(t + h) - x(t) = U / x(t) dt.
L2
t
(E -4)
Now approximate the right side of Equation E-4 by using the trapezoidal rule to evalu-
ate the definite integral:
x(t + h) - x(t) = p{(h)[x(t + h)+ x(t)l } (E-5)
Equation E-5 is that used in the DDA to approximate the solution of Equation E-1. It
may be written in the form of a first-order linear difference equation, as follows:
(2 - h.)x(t + h) - (2 + hu)x(t) = 0. (E-6)
For a solution of Equation E-6, try
t
x(t) = cp
Substituting Equation E-7 in Equation E-6:
t+h t
(2 - hu)cp = (2 + h_)cp =
t
Dividing through by cp :
(2 - hu)p h - (2p + hu) = 0
+h )l hP = - hp
With Equation E-10 in Equation E-7:
x(t) = e(_ +- hph_)t/h
(E-7)
o. (E-S)
(E-9)
(E-10)
(E-11)
One point of difference between differentialand difference equations is that the latter
are defined only for discrete values of t, in this case, values which differfrom each
other by multiples of h. Hence in Equation E-11 the constant of integration, e, may
have the value cI for t=0, h, 2h, 3h .... , but it may have the value c2 for
t = h/2, 3h/2, 5h/2.... and Equation E-11 stillbe a solution of Equation E-6. More
E-2
generally, c is a periodic function of time with a period h. In most cases the periodic-
ity of the constant of integration is of no practical significance, especially when h is
small, as in DDA solutions (in an analysis of reactor kinetic equations, ph was equal
to 2 -15 units}. In this appendix, c will be treated as a true constant.
Putting t = 0 in Equation E-11 gives
x(O)
and
= c (E-12)
x(t) = x(0)( 2 + h) t/h- (E-13)
To put Equation E-13 in a form easier to compare with Equation E-2, make the
substitution
hu = tanh (h__ (E-14)
2 \z/
Using Equation E-14:
1
2 + hp =
2 - h_
1
i + tanh _h2-_)
1 - tanh _h2-_
cosh _h2-_) + sinh (h2"_)
cosh _h2--_) - sinh (h-_2 ')
e
e
(E-15)
E-3
in which the properties and definitions of hyperbolic functions have beenused. Finally,
with EquationE-15 in Equation E-13:
x(t) = x(0) e p't . (E-16)
Thus Equation E-16, the solution of the difference Equation E-6, is the same as Equa-
tion E-2, the solution of the corresponding differential equation, but with the growth
constant, p, replaced by _'. From Equation E-14:
_' = (2_tanh-1 (h-_o _ . (E-17)
\I, 1\_1
Approximately:
P' = Z 2 3 "'" (E-18)
= #( 1 + h'_ + )12 "'"
or
hSP3 + (E-19)
P' - P = 12 "'"
The difference is negligible when h is small.
The analogy between Equation E-2 and Equation E-16 may be interpreted in two ways.
First, write Equation E-16 as:
x(t) = x(0) e (_'-_)t ePt. (E-20)
At any given time the magnitude of Equation E-20 is greater than that of Equation E-2
by a factor e (p ' -p)t, where p ' - p is given by Equation E-19, and is small with h small.
Second, write Equation E-16 as:
x(t) = x(0) e pt' , (E-21)
E-4
where, from Equation E-18,
2 2
t(1 )12 .... (E-22)
With this interpretation, Equations E-2 and E-21 have the same magnitudes at dif-
ferent times, t and t', respectively. This is equivalent to plotting Equation E-2 and
stretching the paper uniformly by an amount 1 + h2_a/12 in the horizontal direction.
E4 ERROR IN A SINUSOID
The differential equation, the solution of which is a pure sine or cosine, can be written
as a single second-order equation:
d2x 2
-- + cox
dt2
= 0 (E-23a)
or as a pair of first-order equations:
dx
= £0zdt
(E-23b)
dz
d"_" = - cox
the solution of which is:
x = c sin cot + c cos cot
1 2
(E-24)
z = c cos tot - c sin wt .
1 2
The constants of integration, c1
x(o) = c
2
z(o)= c
1
and c 2, may be found by setting t = 0 in Equation E-24.
(E-25)
E-5
Putting Equation E-25 into E-24:
x(t) = z(0) sin cot + x(0) cos cot
z(t) = z(0) cos cot - x(0) sin cot.
(E-26)
To get the comparable DDA solution, write Equation E-23b in the form of integrals:
t+h
x(t + h) - x(t) = co/ z(t) dt
t
t+h
z(t + h) - z(t) - co/ x(t) dt.
t
(E-27)
With the trapezoidal rule approximation to the right sides, Equation E-27 becomes:
x(t + h)- x(t)= (_) [z(t + h) + z(t)]
z(t + h) - z(t) = -(_ [x(t + h) + x(t)]
(E-28)
To convert Equation E-28 into a single second-order difference equation, write a
second set of equations for the interval t + h to t + 2h:
x(t
z(t
+ 2h)- x(t + h) = (_)[z(t + 2h) + z(t + h)]
+ 2h) - z(t + h) = _(hw)[x(t + 2h) + x(t + h)]
(E-29)
Equations E-28 and E-29 constitute a set of four simultaneous equations in six un-
knowns: x(t), x(t + h), x(t + 2h), z(t), z(t + h), and z(t + 2h). From these any three
of the unknowns may be eliminated to give a relation between the other three. Thus
the z's may be eliminated to give the desired difference equation.
E-6
Rewriting Equations E-28 and E-29"
(_)z(t) +
- z(t)+
-h-_)z(t+h) + [x(t) - x(t+h)] = 0
z(t + h) + (-_)[x(t) + x(t + h)] = 0
(-_z(t+h) +-_)z(t+2h)+. [x(t+h)- x(t+2h)] = 0
-z(t+h)+z(t+2h)+(-_) [x(t+h)+x(t+2h)] = 0
(E-30)
To eliminate the z's, Equation E-30 may be treated as a set of four equations in four
variables, z(t), z(t + h), z(t + 2h), and the coefficient of the last term on each left
side. For the set to have a solution different from zero, the determinant of the coeffi-
cients must be zero. Thus:
hw hw
-_- -_ 0 [x(t) - x(t + h)]
-i 1 0
hw hw
0 -- --2 2
0 -i i
-_)[x(t) + x(t + h)]
[x(t + h) - x(t + 2h)]
(-_)[x(t+h) + x(t+2h)]
= 0. (E-31)
To evaluate Equation E-31, first subtract the first and third columns from the second:
560
-_- 0 0 [x(t) - x(t + h)]
-1 2 0
5090 0 2
0 -2 1
-_)[x(t) + x(t + h)]
[x(t + h) - x(t + 2h)]
-_)[x(t + h) + x(t + 2h)]
= 0. (E-32)
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Next, add the secondrow of Equation E-32 to the fourth:
h____ 0 0 [x(t) - x(t + h)]2
-1 2 0
509
0 0 --2
-i 0 1
(-_)[x(t) + x(t+h)]
[x(t+ h) - x(t + 2h)]
-_) [x(t) + 2x(t + h) + x(t + 2h)]
= O. (E-33)
Determinant E-32 is reduced to third order by expansion by minors of the second
column. The resulting third-order determinant is evaluated by the usual rules.
h___w 0 [x(t)- x(t + h)]
2
5o9
0
2
-i 1
[x(t+h) - x(t+2h)]
-_)[x(t) + 2x(t + h) + x(t + 2h)]
= 0. (E-34)
2 [x(t) + 2x(t + h) + x(t + 2h)]
-(_[x(t+h)- x(t+ 2h)]} =
+ h)]
(E-35)
(h¢o) (-h-_)2 [x(t) + 2x(t + h) + x(t + 2h)]
+ [x(t) - 2x(t +h) + x(t+ 2h)]} = O .
(E-36)
2
.. (4 + h w 2) x(t + 2h) - 2(4 - h2w 2) x(t + h) + (4 + h2¢o 2) x(t) = 0. (E-37)
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Equation E-37 is the difference equation by which the DDA approximates EquationE-23a
or Equation E-23b. For its solution try
t
x(t) = cp (E-38)
By substituting Equation E-38 in E-37, and following the same procedure as in solving
Equation E-6, it is seen that
(4 + h2092)p 2h - 2(4 - h2w2)p h + (4 + h2co 2) = 0. (E-39)
The solution of Equation E-39 gives two values of p:
h
P
2 2(4 - h2w 2) + (4 - h2w 2) - (4 + h2w 2)
4+h 2 250
L 24 - h2w 2 + 16hmw
4+h 2 2£0
4 _ 5 2 2w + 4ihw
2 2
4+hw
(E-40)
= (2 _- ihw) 2
(2 + ihw)(2 - ihw) '
where, as usual, i =f_'. From Equation E-40 the two values of p are:
2+ ihco._ I/h"i = -
_ ih, l/h
P2 = (2 "_ ihwJ •
(E-41)
(E-42)
Hence, with Equations E-41 and E-42 in Equation E-38:
22+ ihw_t/h (2 - ihw_t/hx(t) = cx' - ihw/ + c '2 + i"h-_ (E-43)
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z(t) may be foundby solving Equation E-28 and substituting Equation E-43, as follows:
(_)[z(t
h_z(t)
+h) + z(t)l = [x(t+ h) - x(t)]
+h) - z(t)] = - --
= i + x(t + h)
[x(t+ h) + x(t)] (E-28b)
-I1- (-_)e]x(t) •
4hwz(t) = (4+h_w) c 1 -ihw/ + c2
_ ihw_( t+h)/h
2+ ihc0_t/h (22 _ ihw'_t/h(2 + ihw) e c 1 ' - i-_w/] + (2 - ihw) e c2 ' + ih /
I (2+ihw_ t/h ,(22 - ihw'_t/h ](4-h2w 2) cz' --i-'h-_] + c2 +ihw)
z(t) = i c 1' -ihw) - c2' ¥ i-'h-_w) J"
(E-44)
To put Equations E-43 and E-44 into a form more suitable for comparison with Equa-
tion E-24, let
h___w = tan fh___.'_, (E-45)
2 k2/
Then:
cos -- + i sin --
2 + ihw
2 - ihw
1- itan(h2'_ cos(h2'_) - i sin(h2 '_)
e ih¢_'
= e
(E-46)
E-IO
With Equation E-46 in Equations E-43 and E-44:
iw 't -iw 't
x(t) = c 'e + c 'e
1 2
z(t) = ic 'e ico't - ic 'e -ico't
1 2
Or:
x(t) c 1 '(cos cot + i sin co't) + c 2'(cos co't - i sin co't)
z(t) = ic '(cos cot + isinco't) - ic '(cos co't - i sin co't).
1 2
(E-47)
(E-48)
In Equation E-48, put
c1 = i(c 1' - c2 ')
C = C v + C v
2 1 2
• . x(t) = c I sin co't + c 2 cos co't
z(t) = c cos co't - c sin co't .
1 2
(E-49)
(E-50)
This is the same form as Equation E-24.
x(O) = c
2
z(O) = c
1
Putting initialconditions into Equation E-50:
(E-51)
Finally:
x(t) = z(0) sin co't + x(0) cosco't
z(t) = z(0) cos co't - x(0) sinw't.
(E-52)
Equations E-52 are the solutions of the difference Equation E-37. This is the output
of the DDA as an approximate solution of Equation E-23. It is seen that the approxi-
mate solution (Equation E-52) is of the same form as the true solution (Equation E-24);
E-II
for the same initial conditions it is a sine wave of the same amplitude and phase, but
with a slightly smaller frequency (¢0'instead of w).
w' = (h)tan -1 (_)
2 h¢o += _ 3 ""
1 h 2 2 ]ca - 1_ ""
From Equation E-45:
(E-53)
From this relation it is evident that w' differs from w by a negligible amount when h
is small, as it usually is.
In a manner similar to the case of the exponential, Equation E-52 can be made identical
to Equation E-24 if it is plotted and the paper then shrunk uniformly by an amount
1 - h2w2/12 in the horizontal direction.
E6 ERROR IN OTHER SOLUTIONS
The form of solutions of other linear differential equations with constant coefficients
and their error can be found by the methods employed herein. For practical problems,
the errors can undoubtedly be estimated closely enough from the equations of this
appendix, since solutions of this type of equation are expressed in terms of exponen-
tial and sine functions.
The errors in solutions of other types of differential equations are not as easy to cal-
culate, in general. It is reasonable to believe, however, that they can be estimated
in most cases from the known errors in sinusoids and exponentials.
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