An approach to the numerical verification of solutions for obstacle problems  by Ryoo, Cheon Seoung
Computers and Mathematics with Applications 53 (2007) 842–850
www.elsevier.com/locate/camwa
An approach to the numerical verification of solutions for
obstacle problems
Cheon Seoung Ryoo
Department of Mathematics, Hannam University, Daejeon 306-791, Republic of Korea
Received 27 February 2006; accepted 1 March 2006
Abstract
In this paper, we consider numerical techniques which enable us to verify the existence of solutions for a general obstacle
problem using computers. We describe the numerical verification algorithm for solving a two dimensional obstacle problem and
report a numerical result.
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1. Introduction
We consider a numerical method to verify the existence of solutions to generalized obstacle problems for two-
dimensional cases. In this paper, we propose enclosure methods to verify the existence of solutions to a general
obstacle problem with a convex set K = {v ∈ H10 (Ω); v ≥ ψ}, where ψ is the height of the obstacle. The remainder
of the paper is organized as follows: In Section 2, we briefly outline the basic concepts of numerical verification
methods developed. In Section 3, we describe procedures that verify the existence of solutions by numerical enclosing.
Actually, we verify a set which includes a solution. Such a set is constituted by a sum of two subsets in H10 (Ω). In
order to verify the solutions of generalized obstacle problems by Nakao’s computer-assisted method, it is required to
find a constant in the a priori error estimates for the finite element approximations. So, in our numerical verification
methods, the magnitudes of the constants in the a posteriori error estimates for finite element solutions play an essential
role. We consider a method to estimate such constants numerically in Section 4. Finally, a numerical example for a
general obstacle problem is presented in Section 5.
2. Method of verification
Let Ω be a bounded convex domain in R2, with a piecewise smooth boundary ∂Ω . We set H10 (Ω) = {v ∈
H1(Ω); v|∂Ω = 0} and consider H10 (Ω) with the inner product
E-mail address: ryoocs@hannam.ac.kr.
0898-1221/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2006.03.042
C.S. Ryoo / Computers and Mathematics with Applications 53 (2007) 842–850 843
a(u, v) =
∫
Ω
∇u · ∇vdx, u, v ∈ H10 (Ω)
and L2(Ω) with the inner product
(u, v) =
∫
Ω
u · vdx, u, v ∈ L2(Ω).
Let A be the operator defined by
Au = −
2∑
i, j
∂
∂xi
(
∂u
∂x j
)
.
Then, for u, v ∈ H10 (Ω), we obtain a(u, v) = (Au, v). Denote ‖ · ‖L2 as the standard L2 norm on Ω . Next, we define
K = {v ∈ H10 (Ω); v ≥ ψ a.e. on Ω}. Here, ψ is a given function in H2(Ω) such that ψ ≤ 0 on ∂Ω . First, we assume
g ∈ L2(Ω). Then, we consider the following problem:
a(u, v − u) ≥ (g, v − u), ∀v ∈ K , u ∈ K . (2.1)
In [1], it is well known that problem (2.1) admits a unique solution in u ∈ H10 (Ω) ∩ H2(Ω) and the estimate
|u|H2(Ω) ≤ max{‖g‖L2 , σ } (2.2)
holds, where σ is the solution of the equation
σ = ‖ sup(Aψ, 0)‖L2(σ + ‖g‖L2)/(σ − ‖g‖L2).
In addition, |u|H2 implies the semi-norm of u on H2(Ω).
Now, let us consider the following obstacle problem:
Find u ∈ K such that a(u, v − u) ≥ ( f (u), v − u), ∀v ∈ K . (2.3)
Here, we assume that f satisfies the hypotheses as follows:
Assumption 1. f is the continuous map from H10 (Ω) to L
2(Ω).
Assumption 2. For each bounded subset W ⊂ H10 (Ω), f (W ) is also bounded set in L2(Ω).
We now take an appropriate finite dimensional subspace Vh of H10 (Ω) for 0 < h < 1. Letting N denote the set of
the nodes of the space Vh , we then define Kh , an approximation of K , by
Kh = {vh ∈ Vh; vh(p) ≥ ψ(p),∀p ∈ N }.
Note that, in general, the set Kh is not a subset of K .
For an arbitrary solution u ∈ H10 (Ω) of (2.1) and its finite element approximation uh ∈ Kh , defined by
a(uh, vh − uh) ≥ (g, vh − uh), ∀vh ∈ Kh, (2.4)
a C(g, ψ, h) exists such that
‖u − uh‖H10 (Ω) ≤ C(g, ψ, h). (2.5)
Thus, C(g, ψ, h) → 0 when h → 0. In the two-dimensional case with K = {v ∈ H10 (Ω); v ≥ 0 on Ω}, it is easy
to estimate C as a constant O(h). For the general case with K = {v ∈ H10 (Ω); v ≥ ψ a.e. on Ω}, we describe the
method to estimate C(g, ψ, h) in Section 4.
To verify the existence of a solution for (2.3) in a computer, we used fixed point formulation. In [2], the problem
(2.3) is equivalent to that of finding u ∈ H10 (Ω), such that
u = PK F(u). (2.6)
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Here, the map F : H10 (Ω) −→ H10 (Ω) is a compact operator and PK denotes the projection operator from H10 (Ω) to
K .
Now, we describe a numerical verification method to verify the existence of a solution for (2.3). First, we determine
a set V for the bounded, convex and closed subset U ⊂ H10 (Ω) as
W = {v ∈ H10 (Ω); v = PK F(u),∀u ∈ U }.
From Schauder’s fixed point theorem, if W ⊂ U holds, then a solution for (2.3) exists in the set U . Our goal is to find
a set U which includes W . A procedure to verify W ⊂ U using a computer is as follows [2]:
For any u ∈ H10 (Ω), we define the rounding R(PK F(u)) ∈ Kh as the solution to the following problem:
a(R(PK F(u)), vh − R(PK F(u))) ≥ ( f (u), vh − R(PK F(u))), ∀vh ∈ Kh .
We define the rounding R(W ) ⊂ Kh as
R(W ) = {vh ∈ Kh; vh = R(PK F(u)), u ∈ U }. (2.7)
Also, we define for W ⊂ H10 (Ω) the rounding error RE(W ) ⊂ H10 (Ω) as
RE(W ) = {v ∈ H10 (Ω); ‖v‖H10 (Ω) ≤ supu∈U C( f (u), ψ, h)}. (2.8)
From this definition, V ⊂ R(W )+ RE(W ). Thus, it is sufficient to find U , which satisfies R(W )+ RE(W ) ⊂ U .
Next, let us introduce the procedure for finding such a set U using computers. First, we describe how to obtain
such a set of H10 (Ω) on a computer. In order to find a set U satisfying the above condition, we use a simple iterative
method as follows:
(1) First, we obtain an approximate solution v(0)h ∈ Kh to (2.3) by an appropriate method. Set U (0)h = {v(0)h } and
α0 = 0.
(2) Next we define R(W (i)) and RE(W (i)) for i ≥ 0, where W (i) is the set defined as follows:
W (i) = {v(i) ∈ V : v(i) = PK F(u(i)), u(i) ∈ U (i)}.
R(W (i)) is defined by the subset of Kh , which consists of all the elements v
(i)
h ∈ Kh , such that
a(v(i)h , η − v(i)h ) ≥ ( f (u(i)), η − v(i)h ), ∀η ∈ Kh (2.9)
holds for some u(i) ∈ U (i). Note that R(W (i)) can be enclosed by R(W (i)) ⊂ ∑Mj=1 A jφ j , where A j = [A j , A j]
are intervals, {φ j }Mj=1 is a basis of Vh and M = dim Vh . Next, RE(W (i)) is defined as
RE(W (i)) = {v ∈ V : ‖v‖H10 (Ω) ≤ supu(i)∈U (i)
C( f (u(i)), ψ, h)}. (2.10)
Hence, W (i) ⊂ R(W (i))+ RE(W (i)) holds.
(3) Next, we check the verification condition:
R(W (i))+ RE(W (i)) ⊂ U (i). (2.11)
If the condition is satisfied, then U (i) is the desired set and a solution to (2.3) exists in W (i) and hence in U (i).
(4) If the condition is not satisfied, we continue the simple iteration by using δ-inflation (i.e. let δ be a certain
positive constant given beforehand) and take
αi+1 = Ch sup
u(i)∈U (i)
‖ f (u(i))‖L2 + δ,[
αi+1
] = {v ∈ H10 (Ω) : ‖v‖H10 (Ω) ≤ αi+1},
U (i+1)h =
M∑
j=1
[
A j − δ, A j + δ
]
φ j ,
U (i+1) = U (i+1)h + [αi+1].
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We then return to the second step. If the condition (2.11) is satisfied in our verification method of solutions for (2.6),
the solution u is enclosed in the set U (i), which we call ‘a candidate set’ of the form U (i) = U (i)h + [αi ] (see [2], [3]
for details).
3. Computing procedures for verification
We propose a computer algorithm to obtain a set U which satisfies the verification condition (2.9).
To do so, we consider the following auxiliary problem associated with (2.3), concerning any g ∈ L2:
a(u, v − u) ≥ (g, v − u), ∀v ∈ K , u ∈ K . (3.1)
We then define the approximate problem corresponding to (3.1) as
a(uh, vh − uh) ≥ (g, vh − uh), ∀vh ∈ Kh, uh ∈ Kh . (3.2)
Let {φ j } j=1,...,M be a basis of Vh such that φ j (x) ≥ 0,∀x ∈ Ω and satisfying
φ j (xi ) =
{
1, i = j,
0, i 6= j,
where xi is a node of the finite element mesh. A function vh ∈ Vh now has the representation
vh(x) =
M∑
j=1
z jφ j (x), z j = vh(x j ), for x ∈ Ω .
Let us recall that the problem (3.2) is equivalent to the following system [2]:w − Dz = −P, w ≥ 0z −$ ≥ 0,
w(z −$) = 0,
(3.3)
Here, D = (di j ), with di j = (∇φi ,∇φ j ),$ = (ψ j ), ψ j = ψ(x j ), w = (w j ), 1 ≤ i, j ≤ M , and P ≡
(
(g, φ j )
)
is a
M-dimensional vector.
Thus, we can proceed in the following manner:
Let R+ denote the set of all nonnegative real numbers. For α ∈ R+, we associate
[α] ≡ {φ ∈ H10 (Ω); ‖φ‖H10 (Ω) ≤ α}. (3.4)
This set corresponds to the rounding error defined in Section 2. Now, let A j (1 ≤ j ≤ M) be intervals on R1 and let∑M
j=1 A jφ j be a linear combination of {φ j } (i.e. an element of the power set 2Sh in the following sense):
M∑
j=1
A jφ j =
{
M∑
j=1
a jφ j ; a j ∈ A j , 1 ≤ j ≤ n
}
.
Then, setting U =∑Mj=1 A jφ j + [α] and g = f (U ) in (3.2), we consider the nonlinear system{
w − Dz = −( f (U ), φ j ), 1 ≤ j ≤ M,
w(z −$) = 0, w ≥ 0, z −$ ≥ 0. (3.5)
(3.5) is in fact a nonlinear system of equations whose right-hand side consists of intervals with constrained conditions
w ≥ 0, and z − $ ≥ 0. Here, ‘intervals’ means the right-hand side of the former equation in (3.5) is evaluated
as intervals. Let x = (w1, . . . , wM , z1, . . . , zM ) and n = 2M . (3.5) is written as a nonlinear system of equations
J (x) = 0, provided that w ≥ 0, and z − $ ≥ 0. Many algorithms for solving (3.5) are designed via an equivalent
system of nonlinear equations, where
J (x) = 0. (3.6)
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Here J : Rn −→ Rn is continuous map. Let x˜ := (w˜1, w˜2, . . . w˜M , z˜1, z˜2, . . . z˜M ) be an approximate solution of
(3.5). Let I resp. J be the set of indices i resp. j for which w˜i resp. z˜ j is approximately zero.
To enclose solutions for (3.6), we use the following theorem [4],
Theorem 3.1. Let J : Rn → Rn be a function with continuous first derivative and let M ∈ Rn×n (real n × n
matrix), where x˜ ∈ Rn . Denote the Jacobian matrix of J by J ′ ∈ Rn×n and for X ∈ IRn (real interval vectors with
n components), define J ′(X) := ∩{Y ∈ IRn;J ′(x) ∈ Y for all x ∈ X}. If for some X ∈ IRn with 0 ∈ X
−M · J (x˜)+ {I −M · J ′(x˜ + X)} · X ⊆ ◦X ,
then a xˆ ∈ x˜ + ◦X with J (xˆ) = 0 exists.
Theorem 3.2. Solving the nonlinear system (3.5) using Theorem 3.1 and let Wi , 1 ≤ i ≤ M, i 6∈ I and Z j , 1 ≤ j ≤
M, j 6∈ J be the computed inclusions for the solutions. Define Wi := 0 for i ∈ I and Z j − ψ j := 0 for j ∈ J and let
W := (W1,W2, . . . ,WM ) ∈ IRM and Z := (Z1, Z2, . . . , ZM ) ∈ IRM . If then inf(Wi ) ≥ 0 and inf(Z j −ψ j ) ≥ 0 for
1 ≤ i, j ≤ M then the problem (3.5) has an optimal solution x ∈ X = (W, Z).
In actual computation of the solution for (3.5), first, we enclose a solution x of (3.6) as an interval vector
X = (W, Z) by application of Theorem 3.1, second, using Theorem 3.2 we check the condition that inf(W ) ≥ 0
and inf(Z −$) ≥ 0.
We now consider the fully automatic computer generation of the set {U (i)} in (2.9). First, we generate a sequence
of sets {U (i)}, i = 0, 1, . . . , which consists of subsets of H10 (Ω), in the following manner:
We present an iterative procedure to generate {U (i)}i=0,1,2...,. For i = 0, we choose appropriate initial values
u(0)h ∈ Kh and α0 ∈ R+ and define U (0) ⊂ V by
U (0) = u(0)h + [α0].
Usually, u(0)h is determined as
a(u(0)h , vh − u(0)h ) ≥ ( f (u(0)h ), vh − u(0)h ), ∀vh ∈ Kh, u(0)h ∈ Kh . (3.7)
This corresponds to the Galerkin approximation for (2.3).
For U (i)h =
∑M
j=1 A
(i)
j φ j and αi ∈ R+, we set U (i) = U (i)h + [αi ], i ≥ 1. Then, we define U (i+1)h ⊂ Kh and
αi+1 ∈ R+ according to{
w − Dz = −( f (U (i)), φ j ), 1 ≤ j ≤ M,
w(z − ψ) = 0, w ≥ 0, z − ψ ≥ 0. (3.8)
αi+1 = C( f (U (i)), ψ, h). (3.9)
Using the above algorithm, we can find a solution set of (3.8). Here, U (i+1)h is determined as the solution set of (3.8),
as described above. Of course, the solution of (3.8) satisfies the conditions of Theorem 3.2 in application to the case
in which U = U (i). Thus we define
U i+1 :=
(
U (i+1)h +
M∑
j=1
[−δ,+δ]φ j
)
+ [αi+1 + δ]
and then we go back to the iteration scheme in Section 2.
4. Computation of the constants
In this section, we consider the two-dimensional case. In order to verify solutions numerically, it is necessary to
determine some constants that appear in the a priori error estimates. The smaller the value C(g, ψ, h) in (2.5), the
higher the possibility verifications can be obtained with the procedure described in Section 2. In addition, higher
accuracy can be obtained.
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Fig. 1. Partition of Ω .
Let Ω be a square with side 1 and let Th be the uniform triangulation of Ω according to Fig. 1.
We introduce Σh = {p; p ∈ Ω , p is a vertex of T ∈ Th} and define the approximate Vh of H10 (Ω) by
Vh = {vh; vh ∈ H10 (Ω) ∩ C0(Ω), vh |T ∈ P1,∀T ∈ Th}. Here, vh |T denotes the restriction of vh to T and P1
representing the space of polynomials in two variables of degree ≤1. It is then quite natural to approximate K by
Kh = {vh ∈ Vh; vh(p) ≥ ψ(p),∀p ∈ Σh}.
We have the following well known estimation for Courant’s triangles [3,5]:
Lemma 4.1. For any Φ ∈ H2(Ω), let Φ˜ be the unique interpolating polynomial of degree ≤ 1 of Φ. Then, we have
‖Φ˜ − Φ‖H10 (Ω) ≤ 3
`2
ρ
|Φ|H2(Ω)
and
‖Φ˜ − Φ‖L2(Ω) ≤ 3`2|Φ|H2(Ω),
where ` is the greatest length of the sides of T and ρ is the diameter of the inscribed sphere of T .
Regarding the approximation error ‖uh − u‖H10 (Ω), we then have
Theorem 4.2. Let u and uh be solutions of (3.1) and (3.2), respectively. If g ∈ L2(Ω), then we have
‖uh − u‖H10 (Ω) ≤ C(g, ψ, h), (4.1)
where,
C(g, ψ, h) ≤ sup
g∈L2(Ω)
√
(0.494)2h2|u|2H2 + 2(‖g‖L2 + ‖Au‖L2)((0.494)2h2|u|H2 + 6h2|ψ |H2).
Proof. We have
a(uh − u, uh − u) ≤ a(u, u)+ a(uh, uh)− a(u, uh)− a(uh, u),
and, using (2.1) and (2.4),
a(u, u) ≤ a(u, v)+ (g, u − v), ∀v ∈ K ,
a(uh, uh) ≤ a(uh, vh)+ (g, uh − vh), ∀vh ∈ Kh .
Hence, we deduce that for all v ∈ K and all vh ∈ Kh
a(uh − u, uh − u) ≤ a(u, v − uh)+ a(uh, vh − u)+ (g, u − v)+ (g, uh − vh)
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Fig. 2. Obstacle function ψ .
= a(u, v − uh)− (g, v − uh)+ a(u, vh − u)− (g, vh − u)+ a(uh − u, vh − u)
= (g − Au, uh − v)+ (g − Au, u − vh)+ a(u − uh, u − vh).
Since g − Au ∈ L2(Ω), we further conclude for all v ∈ K and vh ∈ Kh that
‖u − uh‖2H10 (Ω) ≤ ‖g − Au‖L2(‖u − vh‖L2 + ‖uh − v‖L2)+ ‖u − uh‖H10 (Ω)‖u − vh‖H10 (Ω).
Since
‖u − uh‖H10 (Ω)‖u − vh‖H10 (Ω) ≤
1
2
(‖u − uh‖2H10 (Ω) + ‖u − vh‖
2
H10 (Ω)
),
we have, combining the two previous inequalities,
1
2
‖u − uh‖2H10 (Ω) ≤ ‖g − Au‖L2(‖u − vh‖L2 + ‖uh − v‖L2)+
1
2
‖u − vh‖2H10 (Ω). (4.2)
Next, for v ∈ K , we define the linear interpolation rhv by
rhv ∈ Vh, (rhv)(p) = v(p), ∀p ∈ Σh . (4.3)
Since (rhv)(p) = v(p) ≥ ψ(p), it is also an element of the set Kh . Thus replacing vh with rhu in (4.2), we have
1
2
‖uh − u‖2H10 (Ω) ≤ ‖g − Au‖L2(‖u − rhu‖L2 + ‖uh − v‖L2)+
1
2
‖rhu − u‖2H10 (Ω). (4.4)
Therefore, by (4.2) and the standard results of the approximation theory [6–8], we have
‖rhu − u‖H10 (Ω) ≤ 0.494h|u|H2(Ω) (4.5)
and
‖rhu − u‖L2 ≤ (0.494)2h2|u|H2(Ω). (4.6)
Next, we have to estimate ‖uh − v‖L2 for all v ∈ K . In order to evaluate the term ‖uh − v‖L2 for all v ∈ K , it is
convenient to introduce the function u∗h = max{uh, ψ} so that u∗h ≥ ψ holds in Ω . Since both functions uh and ψ are
in the space H1(Ω), it follows that their maximum u∗h is also in H1(Ω). Hence, since uh ∈ Kh , the condition ψ ≤ 0
on Γ implies that u∗h ∈ H10 (Ω). Thus, the function u∗h is an element of the set K . Let Ψ = {x ∈ Ω; uh < ψ}. Since
uh − u∗h = 0 on Ω −Ψ , we have
‖uh − u∗h‖2L2 =
∫
Ψ
|uh − ψ |2dx .
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Fig. 3. Approximate solution u(0)h .
Now, we consider the following space such that Vh ⊂ V ∗h by:
V ∗h = {v ∈ H1(Ω); v|T ∈ P1,∀T ∈ Th}.
For ψ ∈ H2(Ω), we define the linear interpolation Πhψ by
Πhψ ∈ V ∗h , ψ(p) = Πh(p), ∀p ∈ Σh .
Furthermore, since uh(p) ≥ ψ(p) = Πh(p),∀p ∈ Σh , it follows that
uh −Πhψ ≥ 0 in Ω .
Consequently, ∀x ∈ Ψ , 0 < |(ψ − uh)(x)| = (ψ − uh)(x) ≤ (ψ −Πhψ)(x) = |(ψ −Πhψ)(x)| and thus,
‖uh − u∗h‖2L2 =
∫
Ψ
|uh − ψ |2dx ≤
∫
Ψ
|ψ −Πhψ |2dx ≤ ‖(ψ −Πhψ)‖2L2 .
Using Lemma 4.1,
‖Πhψ − ψ‖L2 ≤ 6h2|ψ |H2(Ω),
so we obtain
‖uh − u∗h‖L2 ≤ 6h2|ψ |H2(Ω). (4.7)
Therefore, from (4.4)–(4.7) and by replacing v with u∗h in (4.4), we obtain
‖uh − u‖2H10 (Ω) ≤ 2(‖g‖L2 + ‖Au‖L2)((0.494)
2h2|u|H2(Ω) + 6h2|ψ |H2(Ω))+ (0.494)2h2|u|2H2(Ω). (4.8)
From the above arguments and (2.2), we can estimate C(g, ψ, h) in (4.1) by
C(g, ψ, h) ≤ sup
g∈L2(Ω)
√
(0.494)2h2|u|2H2 + 2(‖g‖L2 + ‖Au‖L2)((0.494)2h2|u|H2 + 6h2|ψ |H2).  (4.9)
5. Example of numerical verification
In this section, we provide a numerical example of verification in the two-dimensional case according to the
procedures described in the previous section. Let Ω = (0, 1) × (0, 1). We consider the case f (u) = Ku +
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Fig. 4. Illustration of the contact zone.
sinpix sin 2piy and ψ = sinpix sinpiy. For simplicity, we only consider the uniform mesh here. First, we divide
the domain into small triangles with a uniform mesh size h and choose the basis of Vh as the pyramid functions.
The execution conditions are as follows:
K = 0.1.
dim Vh = 100.
Obstacle function ψ = sinpix sinpiy the outline of ψ is shown in Fig. 2.
Initial value: u(0)h = Galerkin approximation (3.7), α0 = 0 the outline of u(0)h is shown in Fig. 3.
Illustration of contact zone between obstacle and approximate solution is shown in Fig. 4.
Extension parameters: δ = 10−5.
Results are as follows:
Iteration numbers for verification: 2
H10 (Ω)-error bound: 0.15437
Maximum width of coefficient intervals in {A(N )j } = 0.00001.
Remark 5.1. In the above calculations, we carried out all numerical computations using standard double precision
computer arithmetic instead of strict interval computations (e.g. ACRITH-XSC, PASCAL-XSC, FORTRAN-XSC,
C-XSC, PROFIL, INTLAB, etc.). Therefore, we neglected the round-off error.
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