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ABSTRACT 
Large legacy systems that have been in use for several decades 
need to evolve in order to take advantage of new technological 
advances. One such development is the emergence of multi-core 
processors and parallel platforms. However, the evolution of code 
written for single-core platforms into code that can take 
advantage of multi-core technology is challenging. The aim of 
this research is to explore the challenges that parallel 
programmers face in the evolution of existing software to exploit 
multicore and parallel architectures. A review of the current 
literature was conducted and ten frequently reported challenges 
were identified. It is important to raise awareness of potential 
challenges that practitioners may face when evolving sequential 
code to exploit multicore platforms in order to be better prepared 
for future evolution. The research community can use these 
results to develop a research agenda in order to design and 
develop solutions to address these challenges. 
Categories and Subject Descriptors 
D.1.3 [Programming Techniques]: Concurrent Programming – 
Parallel programming.  
General Terms  
Documentation, Performance, Human Factors 
Keywords 
Challenges, concurrency, evolution, multicore, parallel, program  
1. INTRODUCTION 
Lehman’s first law of software evolution states that a program 
must undergo continual change or become less useful [1]. New 
requirements can drive this change such as a request for a new 
feature or a need to fix the software [2]. Another important 
motivation for software evolution is to exploit new technological 
advances [3]. An emerging technological advancement is the 
move from single processor architecture to multicore processors 
[4]. This is particularly important for large legacy software 
systems that are too expensive to be developed from scratch, such 
as specialised scientific systems or large business systems. The 
focus of this research is the evolutionary process of transforming 
sequential programs into parallel implementations in order to 
meet the increasing need for performance improvements in a 
multicore environment.  
The concept of parallel programming is not novel [5] and 
has a strong track record in both the academic and commercial 
sector. However, the availability of parallel hardware through the 
affordable and continuously evolving de facto standard multicore-
based architectures, generates a new requirement in the field of 
parallelization. That is, support for the evolution of the code from 
a serial to a parallel paradigm. This particular type of evolution is 
challenging and is often referred to as one of the key constituents 
with respect to the next software engineering crisis [6].  
This paper reviews current literature exploring the 
challenges posed when migrating from sequential to parallel 
deployment infrastructures. Understanding these challenges will 
aid the process of evolving existing software to exploit multicore 
and parallel architectures fully. The scope of this research does 
not allow for consideration of software once it is parallelized. 
This paper is structured as follows: Section 2 provides 
background and outlines the necessity for parallel programming 
drawing from the history of processors. Section 3 presents the 
research design. Section 4 presents the results of the literature 
review. The findings are discussed in Section 5. Section 6 
concludes this paper and presents an outlook to future work.  
2. BACKGROUND AND MOTIVATION 
As computer software evolves, faster rates of execution are 
expected. In 1965, Gordon Moore [7] predicted that the number 
of transistors on a chip would roughly double every 18 months 
into the near future. This prediction, now referred to as Moore’s 
law, has borne fruit as Intel chips reached 2GHz in 2001 and 
consequently, software has experienced exponential hikes in 
performance. In keeping with Moore’s law, clock speeds should 
have continued to increase and have surpassed 15GHz in 2010. 
However, this has not been the case [8]. In Figure 2-1, the blue 
dots represent the clock frequency for Intel x86 processors from 
1970-2010. The increase in frequency came to a halt circa 2005 
as it became infeasible to cool the heat generated from the amount 
of transistors that could fit on a single chip [9]. Clock speed 
increases can no longer support software performance gains so as 
an alternative, CPU manufacturers have started to increase the 
number of processor cores; this is represented by the red dots in 
Figure 2-1. In order to sustain ever-increasing computing 
performance, developers are faced with the task of evolving 
systems that run on single processors to alternatively utilise 
multiple processors [8]. 
Microsoft software architect and chair of the C++ standards 
committee Herb Sutter claimed the "free lunch was over" for 
programmers riding the wave of exponential growth in processor 
performance predicted by Moore [5]. Sutter emphasised the need 
to change development practice and incorporate parallelization. 
However, the task of parallelization is not an easy feat as 
Massingill et al. [10] emphasise: 
Creating parallel software is difficult, time-consuming and 
error-prone. It is especially challenging for legacy applications 
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Figure 2-1 Intel processor range ([9]) 
The future is paved with high performance environments and so 
the challenges posed by evolving sequential codebases to parallel 
must be overcome [11]. 
3. RESEARCH DESIGN 
3.1 Research question 
It is important to have a clear understanding of the challenges that 
programmers face in the task of evolving legacy systems to 
exploit multicore technologies. This can be useful for the research 
community to develop a research agenda to overcome these 
challenges and for practitioners to be better prepared for potential 
obstacles they may encounter. To the best of the researchers’ 
knowledge, there has been no systematic identification of these 
challenges. Therefore, the research question is: 
 
What challenges are reported in the literature facing 
practitioners who are concerned with evolving legacy systems 
to exploit multicore environments? 
 
We discuss the research design to address this question in 
subsection 3.2 and present the results in Section 4.  
3.2 Literature review 
In order to address the research question, we conducted an 
exploratory literature review. This preliminary study, while not 
based on the systematic method as proposed by Kitchenham [12], 
surveys recent publications in order to identify and synthesize 
commonly reported challenges of evolving code from serial to 
parallel. 
3.2.1 Study selection 
In order to identify the literature reviewed in this paper, a search 
was conducted using Google Scholar as the search engine. The 
search was designed where primary fields such as Multicore and 
Parallelization were identified in order to base the literature in 
the correct field, while secondary fields such as Challenges and 
Software were selected to scope the literature more specifically. 
Based on title relevance, an initial set of 4237 articles were 
selected and further refined to 114 based on abstract relevance. 
Finally 15 papers were chosen. Further details and results of the 
selection process are accessible online [13]. A number of 
challenges were found to recur repeatedly in the literature and 
through iterative refinement ten distinctive classifications were 
identified, which encompassed all the recorded challenges. The 
results of the literature review are presented in Section 4. 
4. CHALLENGES IN PARALLEL 
COMPUTING: A REVIEW OF THE 
LITERATURE 
The literature review returned a set of ten challenges that 
developers face when evolving systems from sequential to 
parallel. The results are presented in Table 4-1 where references 
to the literature are listed, identifying where each challenge was 
reported. The frequency of the occurrence of each challenge is 
enumerated. A grounded approach was adopted where four 
categories were derived, bottom up, through identification of the 
individual challenges mentioned in the papers and derivation of 
common themes between these challenges. The four categories 
are as follows: 
 Developer: Challenges involving human analytical 
factors. These challenges are focussed on the developer’s 
knowledge and capacity to reason 
 Development Methods and Tools: Challenges related to 
tool support or methods used by the developer  
 Application Specific: Challenges related to the specific 
software system that is being parallelized 
 Constraints: Challenges surrounding limitations enforced 
on the developer during the parallelization process 
Figure 4-1 shows how the four categories of challenges are 
related to one another and together model the evolution of a 
sequential legacy system into a parallel system. The developer 
performs and uses development methods and tools, to parallelize 
a legacy application. There are various constraints that together 
form a boundary in which this evolution takes place. The 
remainder of this section discusses the different challenges, which 
are structured according to the categories outlined.  
 
Figure 4-1. Relationship of categories for evolving 
applications from sequential to parallel 
4.1 Category: Developer  
4.1.1 Parallel Comprehension - C1 
Parallel code is more difficult to understand than sequential code. 
Seven papers reported this challenge (see Table 4-1). A sequential 
program has one thread of control, data structures and memory 
management; understanding the sequence of events is 
straightforward. Parallel programs add the additional complexity 
of multiple threads of control [14]. Sutter et al. [11] claim humans 
are “quickly overwhelmed” by this complexity. When a 
programmer studies the text of a program, the flow of execution 
is not always evident. The programmer must imagine the 
interplay of parallel activities. Asanovic et al. [8] claim “not 
every programmer is able to understand the nitty gritty of 
concurrent software”. Sections of code cannot be independently 
reasoned about in a parallel program, as state is frequently shared 
and interactions between threads are not always obvious [11].  
4.1.2 Lack of Training – C2 
Programmers are not receiving training in the field of parallel 
programming. Six papers reported this challenge. Students are 
graduating from universities with software engineering 
qualifications without adequate experience in concurrency 
techniques [15]. These graduates as employees, must take it upon 
themselves to acquire this knowledge [16]. The future need from 
industry for parallel expertise will not be met unless educational 
institutes adapt and make courses available [17]. As mentioned in 
C1, humans do not naturally lend themselves to thinking 
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Table 4-1. Challenges facing parallel programmers 
concurrently, therefore it is important to provide this grounding at 
an early stage. Education and training are cited as the best 
approach to tackle the problem of parallel programming in the 
long term [20]. Goth suggests initial emphasis should be on 
higher-level parallel concepts rather than parallel languages [17]. 
4.1.3 Lack of Domain Knowledge – C3 
Parallel programmers lack the domain knowledge necessary to 
fully parallelize an application. Three papers reported this 
challenge. Domain expertise is essential in order to parallelize 
large applications; commercial compilers are limited in this area 
and have only had success when parallelizing simplistic code [21]. 
Often, the only way to successfully complete parallelization and 
assure its effectiveness is to use explicit parallelism, programmers 
explicitly state where the concurrency can occur, which involves 
both domain and programming expertise [11, 22]. As a parallel 
programmer’s domain is computing and not that of the 
application, lack of in-depth knowledge of the system’s 
algorithms can lead to incorrect results when converting to 
parallel.  
4.2 Category: Development Methods & Tools  
4.2.1 Testing – C4 
Testing parallel programs is challenging. Six papers reported this 
challenge. A range of threads is spawned when running a program 
in parallel. Testing all the possible configurations including 
running order of these threads is a complex task. When evolving a 
test suite to run in a parallel environment, the suite must exercise 
“a range of thread counts and a more diverse range of hardware 
configurations” [14]. A program is deterministic if it always does 
the same thing on the same input, no matter how the instructions 
are scheduled on the multicore computer and it is 
nondeterministic if its behaviour might vary from run to run. The 
flow of control in a parallel program is nondeterministic so a 
program that passes a suite of tests when run serially, may not do 
so when run in parallel [14]. Verifying the correctness of these 
problems has been described in the literature as a ‘nightmare’ 
[15]. All possible interleaving in the program must be proven to 
produce the correct results [11]. Programmers must ensure 
deadlocks, conflicts, race conditions and other issues do not occur 
regardless of running order of threads. Parallel programming is 
reported as much more tedious and error prone than serial 
programming [23] therefore comprehensive testing is crucial.  
4.2.2 Lack of Tools – C5 
There are insufficient tools available to aid parallel programmers. 
Four papers reported this challenge. Tools are required for all 
phases of parallelization from modifying serial code to execution 
setup. The literature reports the need for better tools to 
systematically find defects and bottlenecks and also to aid testing, 
debugging and tuning of parallel programs [11]. Tools currently 
available do not help in the optimization of code when 
parallelizing, as specific hardware constraints need to be known to 
programmers. This lack of tools causes problems for programmers 
from previous generations reliant on compilers [14]. Sutter et al. 
[11] maintain today’s concurrent tools are at the level sequential 
tools were at the beginning of the structured programming era. 
Dig [21] claims there is a lack of tooling to support the steps in 
between refactoring and performance tuning such as profiling. 
After locating performance bottlenecks, the programmer requires 
assistance to determine the most efficient refactoring method.  
4.2.3 Complex Debugging – C6 
Debugging a parallel program is a challenge. Three papers 
reported this challenge. As mentioned in 4.2.1, flow of control is 
nondeterministic in a parallel program making debugging a 
difficult task [14]. The scheduling of threads is the responsibility 
of the system so the programmer cannot predict the execution path 
of the program. For example, developers wanting to correct a 
concurrency problem such as a deadlock may not be able to 
reproduce the flow of control. Typical methods of debugging 
using breakpoints will not work for a program running in parallel, 
as the behaviour in one execution may vary from the behaviour in 
another making bug fixing and maintenance a difficult task [4, 
11]. Better logging facilities that keep a record of messages being 
passed may aid this debugging process [11].  
4.3 Category: Application Specific  
4.3.1 Data dependencies – C7 
Managing data dependencies when writing parallel code is 
challenging. Three papers reported this challenge. A data 
dependence results from multiple use of the same location(s) in 
storage by different tasks, for example one statement produces a 
Category ID Challenge Description Freq. Reported in 
Developer 
 
C1 Parallel 
Comprehension 
Parallel code is more difficult to understand than 
sequential code 
7 
 
[5, 8, 10, 11, 14, 18, 19] 
C2 
 
Lack of Training Programmers are not receiving training in the field 
of parallel programming 
6 [14-17, 19, 20] 
C3 Lack of Domain 
Knowledge 
Parallel programmers lack the domain knowledge 
necessary to fully parallelize an application 
3 [11, 21, 22]  
Development 
Methods 
& Tools 
 
C4 Testing Testing parallel programs is challenging 6 [10, 11, 14, 15, 18, 23] 
C5 Lack of Tools There are insufficient tools available to aid parallel 
programmers 
4 [4, 11, 14, 21] 
C6 Complex Debugging Debugging a parallel program is a challenge 3 [4, 11, 14]  
Application 
Specific 
C7 
 
Data Dependencies Managing data dependencies when writing parallel 
code is challenging 
3 [11, 14, 18] 
 
Constraints 
 
C8 
 
Interdependence of 
Abstraction Levels 
Maintaining consistency across all levels of 
abstraction is challenging 
3 [4, 11, 14] 
C9 Hardware Variance The connection configuration of cores on a 
processor may vary widely and affect the software 
2 [14, 15]  
C10 Time Limitations Rewriting sequential legacy programs is time 
consuming 
2 [10, 18] 
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result and saves it in a location, and a second statement references 
that result by looking up that location. To perform work 
effectively, each calculation needs to have access to data that it 
needs. If this data (for example, the result) is being processed on 
another core, as is commonly the case if the code is parallelized, 
the synchronisation of these parts should not take more processing 
than what is saved by adding parallelism into the code [18]. 
Incorrect management of data dependencies can typically lead to 
inefficient results [14, 18].  
4.4 Category: Constraints  
4.4.1 Interdependence of abstraction levels – C8 
Maintaining consistency across all levels of abstraction is 
challenging. Three papers reported this challenge. When 
parallelizing an application, there is a dependency between 
programming languages, compilers, libraries, middleware and 
operating systems. These parts cannot be viewed in isolation 
without considering all others. If the system is viewed at a higher 
level of abstraction in isolation, lower level guarantees may be 
ignored leading to problems [4]. Similarly if the system is viewed 
at a lower level of abstraction synchronization defects can occur, 
as developers may not be aware of the behaviour at a higher level. 
Concurrency should be expressed systematically at all levels of 
abstraction so that a system can run efficiently in accordance with 
the architecture of the machine it is running on [11].  
4.4.2 Hardware variance – C9 
The connection configuration of cores on a processor may vary 
widely and sometimes affect the software. Two papers reported 
this challenge. The architecture of computers varies hugely. Intel 
alone, has shipped 10 different multicore processors in the period 
of 6 years (2004-2010) [15]. If the parallel program is optimal 
when the thread count matches the number of cores on the 
machine, or the memory model is being utilised by the 
programmer (for example data locality to cache size), then these 
need to be carefully recalibrated when porting the software to 
another machine [14, 15]. Reliance on hardware and the 
subsequent variance of hardware can raise many problems when 
code is ported to a different parallel environment.  
4.4.3 Time limitation – C10 
Rewriting sequential legacy programs is time consuming. Two 
papers reported this challenge. Often legacy programs are 
complex and have been written by many programmers over a long 
time period. Programmers often assigned to parallelize legacy 
codebases are not the programmers who wrote the code initially. 
A lot of time needs to be allocated to transform these codebases 
from sequential to parallel, as the programmers are unfamiliar 
with the code base [18]. Typically these programmers will not 
have the luxury of investing a lot of time to understand every 
detail due to this time-lag and so must carry out the work without 
having full knowledge of the application [10]. This can lead to 
errors and failed parallelization efforts. 
5. DISCUSSION 
The challenges categorised in Section 4, will help inform 
practitioners of the problems they may encounter when evolving a 
sequential codebase to a high performance environment. The 
following subsections, suggest potential research areas, with a 
focus on the challenges identified in this paper. 
5.1 Category: Developer  
Software patterns are used to help the developer to reason about 
code and learn from the experiences of others [9]. Research is 
currently being carried out in the area of parallel design pattern 
languages. Pattern Language for Parallel Computing (PLPP) [10] 
was developed in order to embody a development methodology 
for parallel programmers in a structured set of patterns. This 
project has since merged with Our Pattern Language (OPL) [24] 
and is an exploratory project hoping to create a sufficient design 
pattern language for parallel programmers. The effectiveness of 
using OPL as a framework for providing solutions to the 
challenges reported in this paper would be a beneficial study.   
5.2 Category: Development Methods & Tools  
Development methods and tools, performed and used by 
developers drive the parallelization process. Case studies reported 
by Pankratius [4] investigating programming approaches such as 
Transactional Memory, OpenMP and Pthreads, highlight the need 
for more extensive tool choice to support parallel programmers. 
Some tools are becoming available (e.g. Cilk ++ from Cilk Arts, 
which allows parallel programs written in C++ to retain serial 
semantics), however these are not in widespread use [17]. 
Systematic defect detection tools would be very welcome in 
parallel programming to find all possible execution paths in a 
program [11]. If such a tool existed and could effectively 
reproduce complex errors, the challenge of testing and debugging 
parallel applications (C4 and C6) would be greatly reduced.  
While the literature does acknowledge that the goal of 
parallelization is increased performance [4], only one paper 
explicitly lists performance optimisation as a challenge in the 
evolutionary process [14]. As this research reported frequently 
occurring challenges (more than once), performance related 
optimisation could not be included. However, the researchers are 
aware that as memory hierarchies are radically different between 
platforms as highlighted in C9, optimisation is a challenging 
process; a more systematic review of the literature may have led 
to this conclusion. In a sequential code scenario, the compiler 
takes the responsibility for optimisation, however, in a parallel 
context the programmer is charged with this responsibility [14]. 
Often, error-prone experimentation is used for performance 
tuning; there is a distinct need for tools to aid this process. 
5.3 Category: Application Specific  
The software system is the unit of evolution within the 
parallelization process. Locks are used to enforce data dependence 
(C7) in a parallelized software system. However, locks can often 
lead to race conditions, priority inversion or deadlock. 
Transactional memory is an alternative approach to using locks. It 
is based on the concept of database transactions whereby a list of 
operations must all be completed before the transaction can be 
deemed as finished. If the operation is interrupted, all the 
operations involved are cancelled. The transactional memory 
approach allows a parallel program to be broken down into blocks 
and worked on in an all-or-nothing basis. This field of research is 
on-going, as a tool is yet to emerge that caters for finding all 
possible dependencies, eliminating the need for locks [25]. 
5.4 Category: Constraints  
Developers must be aware of the constraints that bound the 
parallelization process. Rajan [15] proposes a solution in his 
concurrent design pattern framework to the challenge of hardware 
variance; each pattern exposes concurrency opportunities in code 
yet does not enforce concrete mapping to threads/locks etc. This 
enables the runtime environment to choose the mapping between 
the program and the platform disconnecting the dependency on 
the hardware. Rajan expresses the need for further research in this 
area. Awareness of levels of abstraction when parallelizing code is 
4
crucial as relying on the perspective of only one level within a 
system may result in inconsistences elsewhere, potentially leading 
to inefficient code. Tools providing appropriate abstractions of a 
system during parallelization, would be very beneficial [11].  
6. CONCLUSIONS AND FUTURE WORK 
This paper consolidates findings from selected literature 
identifying challenges encountered in the process of parallelizing 
sequential codebases. Challenges are reported relating to the 
developer who evolves the sequential code into parallel format, 
the methods and tools performed and used by the developer, the 
application that is undergoing evolution and the constraints 
bounding the evolutionary process. As this is a preliminary study 
the following work is planned in the future: 
1. Conduct a thorough search of the literature based on the 
guidelines for conducting a Systematic Literature Review 
(SLR), as presented by Kitchenham [12] in order to elaborate 
on the challenges found and also to explore the abstractions 
of use within the parallelization process. 
2. Conduct a case study involving parallel programmers in 
order to investigate if the challenges are systematically 
encountered in a real world environment. 
The findings in this study show that there are serious, unresolved 
challenges in evolving from the sequential to parallel paradigm. 
These challenges are unlikely to be overcome quickly or easily, 
and if increased computing power continues to depend on the best 
use of available cores, then it is probable that we are going to have 
to prepare for continuous evolution to avail of the performance 
opportunities presented by ever-increasing core counts. As Sutter 
says, “the free lunch is over”.  
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