Abstract. In this article, we study the pseudo-isomorphism class of the dual fine Selmer group X attached to a p-adic Galois deformation whose deformation ring Λ is isomorphic to the ring of formal power series. By using the "Kolyvagin system" arising from a given Euler system c, we shall construct a collection {C i (c)} i≥0 of ideals of Λ, and prove that the ideals C i (c) approximate the higher Fitting ideals of X under suitable hypothesis. In particular, we shall prove that the ideals C i (c) arising from the Euler system of Beilinson-Kato elements determine the pseudoisomorphism classes of the dual fine Selmer groups attached to ordinary and nearly ordinary Hida deformations satisfying certain conditions.
1. Introduction 1.1. Setting and main results. Let p be an odd prime number. For any n ∈ Z >0 , we denote by µ n the group roots of unity in Q, and put µ p ∞ := m≥0 µ p m . We fix a finite set Σ of prime numbers containing p. We denote by Q Σ the maximal Galois extension field of Q unramified outside Σ, and put G Q,Σ := Gal(Q Σ /Q). For a topological G Q,Σ -module M and any i ∈ Z ≥0 , let
be the i-th continuous Galois cohomology groups. We denote the inertia subgroup of G Q ℓ := Gal(Q ℓ /Q ℓ ) by I ℓ for any prime number ℓ.
Let F be a finite extension field of Q p , and O := O F the ring of integers of F . We fix a uniformizer ̟ of O, and put k := O/̟O. Let r ∈ Z >0 be a positive integer, and Λ := Λ We consider a free Λ-module of finite rank d equipped with a continuous Galois action ρ T : Gal(Q Σ /Q) −→ Aut Λ (T) ≃ GL d (Λ), and put A * := Hom cont (T, µ p ∞ ). (In this article, our main interest is the case when T is an ordinary or nearly ordinary Hida deformation of elliptic modular forms. For details, see §7.) For any ring homomorphism f : Λ −→ A, we define f * T := A ⊗ Λ,f T. We putT := T/mT, and denote the maximal m-torsion Λ-submodule of A by A * [m] . In this article, we assume the following conditions.
(A1) The representationT of G Q,Σ is absolutely irreducible over k. (A2) There exists an element τ ∈ G Q(µ p ∞ ) := Gal(Q/Q(µ p ∞ )) which makes the Λ-module T/(τ − 1)T free of rank one. − be the maximal Λ-submodule of T on which the complex conjugate acts via −1. Then, the Λ-module T − is free of rank one.
Note that we need the assumptions (A1)-(A5) and (A8) in order to apply the theory of Kolyvagin systems established by Mazur and Rubin in [MR] . The assumptions (A6) and (A7) are technical ones which simplify the local conditions at bad primes.
We define a Λ-module Sel p (Q, A * ) by Note that if c is the Euler system of circular units or Beilinson-Kato elements corresponding to a certain p-adic L-function via the Coleman map, then the property (NV) for c follows from the non-vanishing of the p-adic L-function. In [Oc2] , Ochiai proved that under the assumption (NV), the Λ-module X is torsion, and satisfies char Λ (X) ⊇ Ind R (c),
where char Λ (X) is the characteristic ideal of the Λ-module X. In order to state some pieces of our results, we also consider the following condition (MC) on the pair (T, c).
(MC) The Euler system c satisfies (NV), and it holds that char Λ (X) = Ind Λ (c).
If c is the Euler system of circular units or Beilinson-Kato elements corresponding to a certain p-adic L-function via the Coleman map, then the property (MC) for c is equivalent to the Iwasawa main conjecture for T.
In §4.1, by using the "universal Kolyvagin system" corresponding to c, we shall construct an ideal C i (c) of Λ, which is an analogue of Kurihara's higher Stickelberger ideal Θ δ i in [Ku] , for any i ∈ Z ≥0 . The following is our first main theorem which does not need the assumption (MC). Theorem 1.1. Let T be a free Λ-module of finite rank with a continuous Λ-linear action of Gal(Q Σ /Q). We assume that T satisfies the assumptions (A1)-(A8). Let c be an Euler system for T satisfying the condition (NV) which can be extended to cyclotomic direction. Then, for any height one prime ideal p of Λ and for any i ∈ Z ≥0 , we have Fitt Λp,i (X p ) ⊇ C i (c)Λ p .
We shall state stronger results under the assumption (MC). Here, we treat the cases when T is a one variable deformation, or the cases when T is the cyclotomic deformation of a one variable deformation. In such cases, we can deduce finer results than Theorem 1.2 and Theorem 1.3 under the assumption (MC).
The results for one variable cases are as follows. . Let (T, c) be as in Theorem 1.1. We assume that the Euler system c for T satisfies the condition (MC). Let p be a height one prime ideal of Λ. Then, for any i ∈ Z ≥0 , we have
In particular, the pseudo-isomorphism class of the Λ-module X is determined by the collection {C i (c)} i∈Z ≥0 of ideals of Λ. Now, let us consider the case when T is the cyclotomic deformation of a one variable deformation. We put Γ := Gal(Q ∞ /Q). Let χ cyc : Γ −→ Z × p be the cyclotomic character, and γ ∈ Γ the topological generator given by χ cyc (γ) = 1 + p. We put Λ 0 = Λ (1) . From now on, we assume that r = 2, and that we have . We assume that the Euler system c for T satisfies the condition (MC). Let p be a height one prime ideal of Λ. Then, for any i ∈ Z ≥0 , we have
In particular, the pseudo-isomorphism class of the Λ-module X is determined by the collection {C i (c)} i∈Z ≥0 of ideals of Λ.
1.2. Strategy. Here, we introduce the strategy of the proof of our main results. Theorem 1.1 is proved by the induction on the number r of variables in Λ = Λ (r) . When r = 0, namely the case when Λ is a DVR, the assertion like Theorem 1.1 follows from the theory of Kolyvagin systems established by Mazur and Rubin in [MR] . When r = 1, by using the method developed in [MR] §5.3, we can reduce the proof to the non-variable cases. Namely, for each hight one prime ideal p of Λ, we take a sequence {p n } n≥0 which is a "perturbation" of the prime ideal p, and observe asymptotic behavior of the reduction by p n . For r ≥ 2, we use the method developed by Ochiai in [Oc2] . We take a suitable "linear element" g ∈ Λ of Λ, and reduce the proof of Theorem 1.1 for the pair (T, c) over Λ (r) to the proof of that for (π * g T, π * g c) over Λ (r−1) , where π g : Λ −→ Λ/gΛ = Λ (r−1) denotes the reduction map. In the induction arguments, a property called "a weak specialization compatibility" which says that the image of the ideal C i (c) for (T, c) by the reduction map π g is contained in the ideal C i (π * g c) for (π * g T, π * c) becomes a key. (For the weak specialization compatibility, see Proposition 5.2.) Theorem 1.2 and Theorem 1.3 are also proved by reduction arguments like [MR] §5.3 and [Oc2] , but we need more careful arguments. In order to prove these theorems, we need to show a property on C i (c) called a strong specialization compatibility which says that that the image of the ideal C i (c) by the reduction map π g coincides with the ideal C i (π see §3.2.) By the definition of N (T, I), a prime divisor ℓ of an element n ∈ N (T, I) makes (T/(Frob ℓ − 1)T) ⊗ Λ Λ/I be a free Λ/I-module of rank one. This implies that the set N (T, I) is smaller than N (π * g T, π g (I)). So, the ideal π g (C i (c)) may be smaller than C i (π * g c). We can overcome this difficulty in the situations of Theorem 1.2 and Theorem 1.3 as follows.
• When Λ = Λ
(1) , we can embed Λ/I in to a certain quotient ring of DVR. By using the theory of Kolyvagin systems over DVR, we can deduce that π g (C i (c)) is not small. (For details, see the proof of See Theorem 5.3 in §5.2.) • When T is the cyclotomic deformation of a Galois deformation T 0 over Λ (1) , the proof of the strong specialization compatibility for T can be reduced to that for T 0 , namely Theorem 1.2. (For details, see the proof of Theorem 1.3 in §5.3.)
The contents of our article is as follows. In §2, we introduce some basic notion and preliminary results. In §3, we review the theory of Euler systems for Galois deformations and Kolyvagin systems over DVR. In §4, we define the ideal C i (c), and prove their basic properties, that is, independence of the choice of a certain system of parameters of Λ (Proposition 4.8) and the stability under scalar extensions (Proposition 4.12). In 5, we prove the weak/strong specialization compatibility of C i (c). In §6, we prove our main results. In §7, we apply our results to ordinary and nearly ordinary Hida deformation.
Notation
We put N := Z ≥0 ∪ {∞} and N >0 := Z >0 ∪ {∞}.
Let n ∈ Z >0 be any positive integer. We put H n := Gal(Q(µ n )/Q). We define Λ /I,[n] := Λ/I[H n ], and denote by π I, [n] : Λ −→ Λ /I,[n] the natural ring homomorphism. For simplicity, we write π I := π I, [1] : Λ −→ Λ/I. We also write Λ [n] 
Let R be a DVR, and v R : R −→ Z ∪ {∞} the additive valuation on R. Then, for any ideal I of R generated by an element a ∈ R, we define v R (I) := v R (a).
Let S be a commutative ring, and I an ideal of S. Let a be an element of S, and C a subset of Λ. Then, we denote by a I (resp. C I ) the image of a (resp. C) in S/I. Let A be a set, and a := (a 0 , . . . , a r ) ∈ A r+1 any element. For any i ∈ Z with 0 ≤ i ≤ r, we define truncated systems a ≤i and a ≥i by
Acknowledgment
The author would like to thank Tadashi Ochiai for his helpful advices. This work is supported by JSPS KAKENHI Grant Number 26800011.
Preliminaries
Here, we recall some basic notion and preliminary results. In §2.1, we recall structure theorem of Λ-modules, and we also recall the definition and basic properties of Fitting ideals. In §2.2, we define the notion of monic parameter systems which is a system of parameters of Λ consisting of "monic polynomials" in certain sense. The quotient of Λ by ideals generated by powers of elements in a fixed monic parameter system have some useful properties. For instance, such rings become 0-dimensional Gorenstein rings. (See Lemma 2.9.) In §2.3, we recall some control theorems for Galois cohomology groups.
We keep the notation introduced in §1.1. In particular, we fix an odd prime number p, and we put Λ :
. Let T be a free Λ-module of finite rank with a continuous Λ-linear action of G Q,Σ satisfies the conditions (A1)-(A8).
2.1. Higher Fitting ideals and structure theorem of Λ-modules. First, let us recall the definition and basic properties of higher Fitting ideals.
Definition 2.1. Let R be a commutative ring, and M a finitely presented R-module. Suppose that we have an exact sequence
of R-modules. Then, for any i ∈ Z, we denote by Fitt R,i (M) the ideal of R generated by all (n − i) × (n − i)-minors of A. Note that if n − i > m (resp. n − i ≤ 0), then we define Fitt R,i (M) := {0} (resp. Fitt R,i (M) = R). We call Fitt R,i (M) the i-th Fitting ideal of R. Not that the ideals Fitt R,i (M) is independent of the choice of the exact sequence (1).
We shall review some basic properties on higher Fitting ideals briefly. Let R and M be as in Definition 2.1. Then, by definition, we can verify the following properties easily.
(i) Higher Fitting ideals {Fitt R,i (M)} forms an ascending filtration of R.
(ii) For any ring homomorphism f :
Namely, the higher Fitting ideals are compatible with base change. (iii) Let ann R (M) be the annihilator ideal of the R-module M. Then, we have
(This is a remarkable property of Fitting ideals though we do not use it in this article.)
Now let us introduce some important examples for higher Fitting ideals.
Example 2.2. Let R be a PID, and M a finitely generated R-module. Then, by the structure theorem, we have an isomorphism
where
Hence by the definition of higher Fitting ideals, we have
This implies that the isomorphism class of the R-module M is determined by the higher Fitting ideals {Fitt R,i (M)} i≥0 .
Example 2.3. Let R be a local ring with the maximal ideal m R , and M the finitely generated R-module. By the base change property of Fitting ideals, we have
Namely, the minimal number of generators of M is determined by higher Fitting ideals {Fitt R,i (M)}. In particular, we can easily verify that the R-module M is free of rank one if and only if Fitt R,i (M) = 0 and Fitt R,1 (M) = R. Now, let us consider the ring Λ := Λ
, where O is the integer ring of a finite extension field F of Q p . Note that the ring Λ is Noetherian UFD.
First, we recall the notion of pseudo-null modules and pseudo-isomorphisms. Let f : M −→ N be a homomorphism of finitely generated Λ-modules. We say that the Λ-module M is pseudo-null if and only if M p = 0 for any height one prime p of Λ.
Recall that we have the following structure theorem of finitely generated torsion Λ-modules.
Proposition 2.4. Let M be finitely generated torsion Λ-module. Then, we have a pseudo-isomorphism
where the following hold.
For the finitely generated torsion Λ-module M in Proposition 2.4, we define the characteristic ideal char Λ (M) of the Λ-module M by
Note that the higher Fitting ideals are independent of the choice of the pseudoisomorphism ι M in Proposition 2.4. Example 2.5. Let M be a finitely generated torsion Λ-module, and {d i } i≥0 the sequence in Λ \ Λ × as in Proposition 2.4. Then, by the base change property of higher Fitting ideals, for any any i ∈ Z ≥0 and for any prime ideal p of Λ, we have
Namely, for any i ∈ Z ≥0 , there exists an ideal A i of height at least two satisfying
In particular, the characteristic ideal char Λ (M) is the minimal principal ideal of Λ containing Fitt Λ,0 (M). The pseudo-isomorphism class of M is determined by the higher Fitting ideals {Fitt Λ,i (M)} i∈Z ≥0 .
Monic parameter systems.
Here, we use the notation introduced in §Notation, namely, in the end of §1. For instance, for each n ∈ Z >0 and each ideal I of Λ, we denote by
Definition 2.6. Recall that we put
(Here, we define h ∞ i := 0) (iii) We regard N >0 as a subset of (N >0 ) r+1 via the diagonal embedding. In particular, for any integer N, we write h N := h (N,...,N ) . Note that we write N ≥ m if and only if N ≥ m i for any i. (iv) We denote by I(h) the ideal of Λ generated by {h i | 0 ≤ i ≤ r}. Now let us introduce a notion monic parameter systems, which plays an important role in our article.
r+1 is called a monic parameter system of Λ if it satisfies the following conditions (1)-(3):
(ii) For any i ≥ 1, the i-th component h i is a monic polynomial in the variable x i whose coefficients of lower terms are contained in the maximal ideal of the ring
Note that x := (̟, x 1 , . . . , x r ) forms a monic parameter system of Λ. We call x the standard monic parameter system of Λ.
Here, let us observe some basic properties of monic parameter systems.
Lemma 2.8. Let h be a monic parameter system of Λ. Then, the following hold.
(i) The (r + 1)-ple h forms a system of parameters for the maximal ideal m Λ . In particular, the order of
r+1 , the (r + 1)-ple h m is a monic parameter system. (iii) Let i ∈ Z be any integer satisfying 0 ≤ i ≤ r, and put
Then, there exists an exact sequence
Proof. The assertions (i) and (ii) immediately follows from the definition of monic parameter systems. Let i ∈ Z ≥0 be any element. Since h = (h i ) i is a monic parameter system, the
T is free of finite rank. Moreover, since h is a monic parameter system, the image of h i in Λ (i) /I(h ≤i−1 ) is not a zero divisor. This implies that the scalar multiplication map ×h i : π *
Hence the assertion (iii) follows.
Let h be a monic parameter system of Λ, and m = (m 0 , . . . m r ) ∈ (Z >0 ) r+1 any element. Take any element n ∈ N Σ . Then, by definition, the ring Λ /I(h m ), [n] becomes locally complete intersection. In particular, the ring Λ /I(h m ), [n] is Gorenstein. Since
is a finite direct product of 0-dimensional local rings, we obtain the following lemma which becomes a key of some ring theoretic arguments in our article.
is injective. Remark 2.10. It is convenient to consider the notion of "monic parameter systems" to construct systems of parameters for the local ring Λ systematically. Note that Lemma 2.8 (iii) and Lemma 2.9 are benefits of the fact that a monic parameter systems forms systems of parameters for Λ. For instance, if we use a power of the maximal ideal of Λ instead of I(h m ), similar assertion to Lemma 2.9 does not hold.
2.3. Control theorems of Galois cohomology groups. Here, we introduce some preliminary results which are related to Iwasawa theoretic reduction arguments. Let us consider the Λ[Gal(Q Σ /Q)]-module T satisfying all the conditions in Theorem 1.1. First, we give a description of our Selmer group X = X(T) in terms of the Galois cohomology group of the second degree.
Lemma 2.11. We have a natural isomorphism X ≃ H 2 Σ (T) of Λ-modules.
Proof. By the assumption (A6), we have
So, by (the projective limit of) the Poitou-Tate exact sequences, we obtain
By the local duality theorem of Galois cohomology groups and the assumptions (A6) and (A7) imply H 2 (Q ℓ , T) = 0 for any ℓ ∈ Σ. Hence we obtain our proposition.
Let h ∈ Λ r+1 be a monic parameter system, and m ∈ Z r+1 >0 any element. We put I := I(h m ). By the similar arguments to that in the proof of [Ne] (8.4.8.1) Proposition, we obtain the following proposition.
Proposition 2.12. We have a spectral sequence
Remark 2.13. In [Ne] (8.4.8.1) Proposition, Nekovár obtained the spectral sequence in the case when Λ is an Iwasawa algebra of a Galois group Γ ≃ Z r p , and I is the augmentation ideal of Λ. But, by Lemma 2.8 (iii), similar arguments work in our situation.
By Lemma 2.11 and Proposition 2.12, we immediately obtain the following corollary.
Corollary 2.14 (Control Theorem). The following hold.
Euler systems
Let T be as in Theorem 1.1. In this section, we recall the definition and some basic preliminary results on Euler systems and Kolyvagin systems. In §3.1, we introduce the definition of Euler systems for Galois deformations. In §3.2, we recall the definition and basic properties of Kolyvagin derivatives. In §3.3, we recall the theory of Kolyvagin systems over DVR established by Mazur and Rubin in [MR] . In §3.4, we introduce a notion of universal Kolyvagin system, which is a system of linear combinations of Kolyvagin derivatives whose specialization to DVR forms a Kolyvagin system. 3.1. Definition. Here, we recall the notion of Euler systems for Galois deformations, which is a generalization of the Euler systems in the sense of [MR] . (We adopt the axiom of Euler systems slightly different from Ochiai's one in [Oc2] .) For any σ ∈ G Q,Σ , we define a polynomial P (x; T|σ) by
where Frob ℓ ∈ Gal(Q Σ /Q) is an arithmetic Frobenius element at ℓ. The definition of Euler system in this paper is as follows.
Definition 3.1. We define the set N Σ by N Σ := {n ∈ Z >0 | n is square free and prime to Σ} .
We call a collection
of Galois cohomology classes an Euler system for T if the collection c satisfies the following conditions.
(i) For any n ∈ Σ, the Galois cohomology class c(n) is unramified outside p.
(ii) Let ℓ be any prime number not contained in Σ, and n ∈ N Σ any integer prime to ℓ. Then, we have
is the corestriction map of Galois cohomology.
Remark 3.2. Our Euler system axiom is slightly different from that in [Ru] or [Oc2] . Indeed, Euler systems z = {z(n) ∈ H 1 (Q(µ n ), T)} n in the sense of [Oc2] satisfies the following condition (ii)' instead of (ii) in Definition 3.1.
(ii)' Let ℓ be any prime number not contained in Σ, and n ∈ N Σ any integer prime to ℓ. Then, we have
Here, we put
We prefer the axiom (ii) to (ii)' since (ii)' is useful to apply the theory of Kolyvagin systems. By Proposition 3.3 below, we can construct an Euler system in our sense by a canonical way when an Euler system in the sense of [Oc2] is given.
Proposition 3.3 ( [Ru] Lemma 9.6.1 and Corollary 9.6.4). Let z = {z(n) ∈ H 1 (Q(µ n ), T)} n∈N Σ be a collection of continuous Galois cohomology classes satisfying (i) in Definition 3.1 and (ii)' in Remark 3.2. For each n ∈ N Σ and each divisor d of n satisfying d > 1,
where ϕ denotes Euler's ϕ function. Then, the system
forms an Euler system for T in the sense of Definition 3.1.
Definition 3.4. Let R be a topological Λ-algebra with a structure map π : Λ −→ R.
satisfies conditions (1) and (2) in Definition 3.1, we call c an Euler system for π * T (ii) For any Euler system c for T, we can define an Euler system c for π * T by
We consider the cyclotomic Z p -extension Q ∞ /Q, and put Γ :
Definition 3.5. In this article, we say that an Euler system c := {c(n)} n for T can be extended to the cyclotomic direction if there exists an Euler systemc := {c(n)} n for T cyc such that aug T (c) := {aug T (c(n))} n coincides with c. The Euler systemc is called an extension of c to the cyclotomic direction.
Remark 3.6. Let R be a topological Λ-algebra. If an Euler system c for R ⊗ Λ T satisfies similar conditions to that in Definition 3.5, we say that c can be extended to the cyclotomic direction.
Lemma 3.7. Let c be an Euler system for T.
(i) Let R be any topological Λ-algebra, and π : Λ −→ R the structure map of the Λ-algebra R. If an Euler system c for T can be extended to the cyclotomic direction, then π * c can be extended to the cyclotomic direction. (ii) Letc be an Euler system for T satisfying aug T (c) = c. Then,c can be extended to the cyclotomic direction.
Proof. First, Let us show the first assertion. The map π induces a continuous ho-
So π * c can be extended to the cyclotomic direction.
Next, Let us show the second assertion. The diagonal embedding ∆ : Γ −→ Γ × Γ induces a continuous homomorphism
Then we have a commutative diagram
where aug is the augmentation map, and pr 1 is the ring homomorphism induced by the first projection map Γ × Γ −→ Γ. By th commutative diagram (2), we can immediately verify that the Euler system
arg T cyc c =c. This completes the proof of Lemma 3.7.
3.2. Kolyvagin derivatives. Here, we fix an Euler system c = {c(n)} n for T. Let us recall the construction of Kolyvagin derivative arising from the Euler system c.
First, we introduce some notation in general setting. Let R be any pro-finite commutative ring, and T a free R module of finite rank with continuous R-linear G Q,Σ -action ρ T . Let I be an ideal of R of finite index. For any prime number ℓ / ∈ Σ, we set the ideal I T,ℓ of R by I T,ℓ := (ℓ − 1, P ℓ (1; T)), where for any prime number ℓ / ∈ Σ, we define a polynomial P ℓ (x; T ) by
For any n ∈ N Σ , we define the ideal I T,n of Λ by
We define a set P(T ; I) of prime numbers by (3) P(T ; I) := ℓ ℓ / ∈ Σ, I T,ℓ ⊆ I, and the Λ/I-module T /(IT + (Frob ℓ − 1)T ) is free of rank one , and define a set N (T, I) of positive integers by
n is a square free integer, and all prime divisors of n are contained in P(T, I) .
For simplicity, when (R, T ) = (Λ, T), we write I n := I T,n .
Remark 3.8. Let I be any ideal of Λ of finite index. Here, we give some remarks on the sets P(T, I) and N (T, I).
(i) The assumption (A2) and the Chebotarev density theorem imply that the sets P(T, I) and N (T, I) are not empty. (ii) Let ℓ be an integer not contained in Σ. Suppose that (ℓ − 1) ∈ I, and the Λ/Imodule T/(IT + (Frob ℓ − 1)T) is free of rank one. Then, we have ℓ ∈ P(T, I). (iii) We note that 1 ∈ N (T, I).
Let ℓ ∈ P(T, I) be any element. and fix a generator
Let n ∈ N (T, I) be any element. We denote the set of prime numbers dividing n by Prime(n). Then, we have
where tensor products are taken over Z. We define
By the similar arguments to the proof of [Ru] Lemma 4.4.2, we deduce that
. By the assumptions (A1) and (A3), the restriction map
Hn becomes an isomorphism. Hence we obtain the following definition.
Definition 3.9. We denote by κ(c; n) I the unique element of
n whose image by the restriction map
coincides with D n c(n) I ⊗ ℓ∈Prime(n) σ ℓ . Note that the element κ(c; n) I is independent of the choice of generators σ ℓ ∈ H ℓ . The element κ(c; n) I is called the Kolyvagin derivative of the Euler system c.
3.3. Mazur-Rubin theory over DVR. Let us recall the theory of Kolyvagin systems over DVR, namely the case when Λ = Λ (0) , established by Mazur and Rubin in the book [MR] .
First, let us recall basic settings in the book [MR] . Let R be the integer ring of a finite extension field of Q p . We denote the maximal ideal of R by m R . Let T be a free R module of finite rank with continuous R-linear G Q,Σ -action. We put A * := Hom Zp (T, µ p ∞ ). Let F can be the canonical local condition for T in the sense of [MR] , namely
denotes Bloch-Kato's finite local condition. We denote by F * can the dual local condition for F can in the sense of [MR] Definition 2.3.1. Let P be a set of prime numbers contained in P(T, m R ). Here, the set P(T, m R ) is defined by similar manor to (3). We denote by N (P) the set of positive integers which are square free products of several prime numbers in P. We assume that the triple (T, F can , P) satisfies the hypotheses (H1)-(H6) in [MR] . Mazur and Rubin introduced the notion of the core rank χ(T ) := χ(T, F can , P) ∈ Z ≥0 ∪{∞} of the triple (T, F can , P). (See [MR] Definition 4.1.11 and Definition 5.2.4.) In our situation, the core rank χ(T ) is given by the formula
where T − is the maximal R-submodule of T where the complex conjugate acts via the scalar multiplication by −1. (See [MR] Theorem 5.2.15.) Example 3.10. Let T be as in Theorem 1.1. In particular, we assume that T satisfies conditions (A1)-(A8). Let f : Λ −→ R be any continuous ring homomorphism. Here, we put T := f * T. Take any n ∈ Z >0 , and put P := P(T, m n R ). Then, we can easily verify that the triple (T, F can , P) satisfies hypotheses (H1)-(H6), and χ(T ) = 1. Moreover, we have a canonical isomorphism
Now let us recall the definition of Kolyvagin systems. Let (T, F can , P) be as above. For each n ∈ P, We define a new local condition F can (n) by
is called a Kolyvagin system for the triple (T, F can , P) if it satisfies the following two conditions:
(ii) Take any n ∈ N (P), and let ℓ ∈ P be an element prime to n. We put
is a composite of the localization (namely, restriction) map and the natural surjection, and
is the composite of the localization map and the finite singular comparison map
We denote the set of Kolyvagin systems for (T, F can , P) by KS(T, F can , P). The set KS(T, F can , P) has a natural R-module structure.
The following are main results on Kolyvagin systems (of rank one) over DVR proved in [MR] §5.2.
Theorem 3.12 ([MR] Theorem 5.2.10). Suppose that χ(T ) = 1. Then, the R-module KS(T, F can , P) is free of rank one.
Let κ = {κ n } n ∈ KS(T, F can , P) be any Kolyvagin system. For each n ∈ N (P), we define
In particular, we put ∂ 0 (κ) t := ∂(κ; 1) t .
Theorem 3.13 ([MR] Theorem 5.2.12). Let t ∈ Z >0 be any positive integer. Suppose that χ(T ) = 1. Let κ = {κ n } n be a generator of the R-module KS(T, F can , P). Then, for any i ∈ Z ≥0 , we have
3.4. The universal Kolyvagin system. Here, by using Kolyvagin derivatives of a fixede Euler system c, we shall construct a collection of Galois cohomology classes called a "universal Kolyvagin system", whose specializations to DVRs become Kolyvagin systems. From now on, we assume that the Euler system c extends to cyclotomic direction. Fix an Euler system c = {c(n)} n∈N Σ on T cyc which is an extension of c to the cyclotomic direction.
We use the following notation. Recall that we put Γ := Gal(Q ∞ /Q). We denote by a Γ the augmentation ideal of the completed group ring
]/Ĩ be the natural projection. We write I n := I T cyc ,n . If the ideal I contains I n , then as in Definition 3.9, we can define the Kolyvagin derivative
arising from the Euler system c on T.
Let n ∈ N Σ be any element. We denote by S Prime(n) the set of Permutations on Prime(n). Let α ∈ S Prime(n) be any element. the sign of α is denoted by sign(α), and the set of elements fixed by α is denoted by Prime(n) α . We put
Let ℓ be a prime number not contained in Σ, andĨ an ideal of Λ [[Γ] ]. We denote by a I,H ℓ the augmentation ideal of the group ring
We have an isomorphism
]/Ĩ-modules defined by eĨ ,H ℓ (σ − 1) = 1 ⊗ σ for any σ ∈ H ℓ . Similarly, for any ideal I of Λ of finite index, we denote the augmentation ideal of Λ /I,[ℓ] = (Λ/I)[H ℓ ] by a I,ℓ , and define the isomorphism
Definition 3.14. Let n ∈ N Σ be any element.
(ii) Similarly to (i), for any ideal I of Λ of finite index containing I n , we define an element κ
(iii) For any α ∈ S Prime(n) and any prime divisor ℓ of n/d α , we fix an element A(n; α, ℓ) ∈ Λ satisfying
Remark 3.15. Let n ∈ N Σ be any element, and I any ideal of Λ of finite index containing I n . Then, by definition, the following hold.
(i) When n = 1, we have
cyc with π * I T via the natural isomorphism. Then, we have
16. An axiomatic framework of Kolyvagin systems for Galois deformations are studied in [Bu] . Note that our notion of "universal Kolyvagin system" is slightly different from that in [Bu] . On the one hand, in [Bu] , a "universal Kolyvagin system in [Bu] is a system of Galois cohomology classes satisfying certaion axioms. We have not proved that our "universal Kolyvagin systems" satisfies the axioms required in [Bu] . (In our article, we can omit to check it since our main results follow from the theory of Kolyvagin systems over DVRs.)
Recall that we have fixed an Euler system c = {c(n)} n∈N Σ on the cyclotomic deformation
We put T ⊗ χ := e χ T cyc , and consider the Euler system c ⊗ χ := e * χ c on T ⊗ χ. Roughly speaking, the following proposition implies that a specialization of the universal Kolyvagin systems becomes Kolyvagin systems. 
forms a Kolyvagin system for the Selmer triple (f
denotes the continuous ring homomorphism induced by f .
Proof. For each ℓ ∈ P(T, m Λ ) and N ∈ Z >0 , we denote by Ξ ℓ,N the subset of
Since Ξ is a countable set, the set U \ Ξ is not empty.
Take any character χ ∈ U \ Ξ. Then, the pair (f * (T ⊗ χ), P(T, m Λ )) satisfies the assumptions in [MR, Theorem 3.2.4 ] . So by the construction of the Kolyvagin system κ in Theorem 3.2.4, which is explained in [MR, Appendix A] , the system f * κ univ (c⊗χ) becomes a Kolyvagin system for the Selmer triple (f
Let O ′ be the ring of integers of a finite extension field F ′ of F , and f : Λ −→ O ′ any continuous ring homomorphism. For each n ∈ N Σ , we define
For each t ∈ Z >0 and i ∈ Z ≥0 , we put
Corollary 3.18. Let f : Λ −→ O ′ be as in Proposition 3.17, and m O ′ the maximal ideal of O ′ . Assume that the order of X(f * T) is finite, and we have
Proof. Recall we have fixed a topological generator γ ∈ Γ. By proposition 3.17, there exists a continuous homomorphism χ :
becomes a Kolyvagin system for the Selmer triple (f * (T ⊗ χ), F can , P(T, m Λ )). By Theorem 3.12 and Theorem 3.13, there exists N ∈ Z >0 such that
O ′ , the cohomological exact sequence arising from the short exact sequence
implies that we have a natural isomorphism
We also have a natural isomorphism
Since we have a natural
we obtain the isomorphism
Hence by (6) and Theorem 3.13, for any i ∈ Z ≥0 , we have
This completes the proof.
The ideal C i (c)
Let (T, c) be as in Theorem 1.1. In this section, we shall construct the ideals C i (c), and prove their basic properties. In §4.1, we fix a monic parameter system h, and construct the ideals C i (c; h). (Note that we shall define C i (c) := C i (c; x), where x denotes the standard monic parameter system.) In §4.2, we vary the monic parameter system C i (c; h), and prove the independence of the ideal C i (c; h) of the choice of the monic parameter system h. In §4.3, we prove a basic property of the ideals C i (c; h), namely the stability under scalar extensions (Proposition 4.12). This property plays an important role in the reduction arguments in §6 based on Ochiai's work [Oc2] . In §4.2, we show another basic property of of the ideals C i (c; h), that is, the stability under affine transformations (Proposition 4.14). This stability will not be used in the proof of our main results, but it seems to be important ingredient to deal with concrete problems since this stability implies that in some sense, the definition of C i (c; h) does not depend on parameters x 1 , . . . , x r of Λ.
4.1. The construction. In this subsection, we fix a monic parameter system h of Λ. We shall construct an ideal C i (c; h) of Λ for any i ∈ Z ≥0 . Definition 4.1. Let I and I ′ be ideals of Λ satisfying I ⊆ I ′ , and n ∈ N Σ any element.
(i) We define the ideal KI(c; I; n) of Λ /I ′ , [n] by
We call KI(c; I; n) the ideal of Kolyvagin images. (ii) We denote by KI(c; I ′ ; n) I the image of KI(c; I ′ ; n) in Λ /I, [n] . (iii) Assume that n ∈ N (T, I). Then, by (4) in §3.2, the set KI(c; I ′ ; n) I is fixed by the action of H n . We define the ideal C(c; I ′ ; n) I of Λ/I by the inverse image of KI(c; I ′ ; n) I by the isomorphism
where we put
(iv) If I = I ′ , then we put C(c; I; n) := C(c; I; n) I .
Remark 4.2. Let h be a monic parameter system of Λ, and m ∈ (Z >0 ) r+1 any element. We put I := I(h m )Λ. Let n ∈ N (T, I) be any element. Then, by the isomorphism (5) in §3.9 and the injectivity of the Λ I,[n] -module Λ I,[n] (see Lemma 2.9), we have
Note that the ideal C(c; I; n) is independent of the choice of generators σ ℓ and elements A(n; α, ℓ) ∈ Λ.
In order to define the ideals C i (c; h) the following lemma becomes a key.
Lemma 4.3. Let h be a monic parameter system of Λ, and m, m ′ ∈ (Z >0 ) r+1 elements satisfying m ′ ≥ m. We put I := I(h m ) and I ′ := I(h m ′ ). Let n ∈ N Σ be any element.
commute, where π 1 and π 2 are natural maps.
commute.
Proof. We put h = (h 0 , . . . , h r ) and h = (m 0 , . . . , m r ). In order to show our lemma, we may and do assume that m ′ is written in the form m ′ = (m ≤i−1 , m i + 1, m ≥i+1 ) for some integer i with 0 ≤ i ≤ r. Then, we have an isomorphism
We denote by
T. By definition, the maps ν 1 • π 1 and ν 2 •π 2 are endomorphisms defined by the scalar multiplication by h i respectively. Since the Galois representation T is unramified at each prime divisors of n, the assumption (A3) and the short exact sequence
Let us prove the first assertion. Note that the image of f ′ • ν 1 is annihilated by I. We define a homomorphism
so the map f satisfies the required properties.
Next, let us show the second assertion. Since the map ν 1 is an injection, we can define the Λ /I ′ ,[n] -linear map 
Since ν 2 is an injection, we obtain π 2 • f ′ = f • π 1 . This completes the proof.
By Lemma 4.3, we obtain the following corollary, which is plays an important role in §5. In particular, if n ∈ N (T, I), then we have C(c; I ′ ; n) I = C(c; I; n).
Let h be a monic parameter system of Λ, and fix a collection of non-empty subsets
Let m ∈ (Z >0 ) r+1 and i ∈ Z ≥0 be arbitrary elements. We define
Then, we denote by C i (c; I(h m ); N) the ideal of Λ /I(h m ) generated by 
Hence we obtain a projective system
Definition 4.5. Let h be a monic parameter system of Λ. Then, we define an ideal C i (c; h) of the ring Λ by
Especially, we put C i (c; h) := C i (c; h; N(T; h)) and C i (c) := C i (c; x; N(T; x)), where x denotes the standard monic parameter system.
4.2.
Varying monic parameter systems. In the previous subsection, we have constructed the collection {C i (c; h)} i≥0 of ideals of Λ by using the "universal Kolyvagin system" arising from the Euler system c. Note that a priori, the definition of the ideals C i (c; h) depends on the choice of the monic parameter system h. Here, we shall prove Proposition 4.8 which assert that the ideals C i (c; h) are independent of h. This independence becomes a key of the induction arguments in the proof of our main results.
Lemma 4.6. Let h be a monic parameter system of Λ, and i ∈ Z an integer satisfying 0 ≤ i ≤ r. We assume that h ≤i−1 = x ≤i−1 if i ≥ 1. We put So by Corollary 4.4, we deduce the assertion of Lemma 4.6 for i = 0.
Next, let us assume that i ≥ 1. By the definition of monic parameter systems, there exist a positive integer δ and elements g 0 , g 1 , . . . , g δ−1 ∈ m Λ (i−1) satisfying
≤i−1 ). Then, we have (8) h
By the congruence (8), we obtain I(hν) = I(h ν ) and KI(c; I(hν); n) = KI(c; I(h ν ); n).
Hence the assertion of Lemma 4.6 follows from Corollary 4.4.
Lemma 4.7. Let h be a monic parameter system of Λ. Then, for any m, m
for any integer i with 1 ≤ i ≤ r. Then, by using Lemma 4.6, we deduce, via induction on i, that
for any 0 ≤ i ≤ r. Hence, by Corollary 4.4, the equality (9) for i = r implies the assertion of our lemma.
Proposition 4.8. For any monic parameter system h of Λ and any i ∈ Z ≥0 , we have C i (c; h) = C i (c). Namely, the ideal C i (c; h) is independent of the choice of h.
Proof. Let {N ν } ν>0 be an increasing sequence of positive integers which satisfies
) for any j ∈ Z ≥0 . We put I 2j−1 := I(x N 2j−1 ) and I 2j := I(h N 2j ) for any j ∈ Z >0 . Then, Lemma 4.7 implies that {C i (c; I ν )} ν>0 forms a projective system. Hence we obtain
This completes the proof of Proposition 4.8.
Extension of Scalars.
Here, we observe the behavior of the ideals C i (c) along extensions of the rings of constants.
Let F ′ be a finite extension field of F , and O ′ the ring of integers of F ′ . We denote the ramification index of F ′ /F by e. Fix a uniformizer ̟ ′ ∈ O ′ . We put
We define the new "standard parameter system"
We define
r+1 be any element, and put m ′ := (em 0 , m ≥1 ). and denote by I O ′ (x ′m ′ ) the ideal of Λ generated by {x
Put I := I(x m ) and
Since O ′ is a free O-module of finite rank, we have an isomorphism
of Λ ⊗ O O ′ -modules for any i ∈ Z ≥0 . Let ℓ be a prime number not contained in Σ. Since O ′ is faithfully flat over O, the O ′ -module
is free of rank one if and only if the O-module T/(IT + (Frob ℓ − 1)T) is free of rank one. So, we obtain
For any n ∈ N (T, I), we denote by C(c ′ ;
Similarly, we define C i (c
We can easily check that the new data satisfies all conditions required in Theorem 1.1 if the old data (Λ, T, c) satisfies them.
Lemma 4.9. The following hold.
(i) For any n ∈ N (T, I), we have C(c ′ ;
Proof. By the equality (11), the assertion (i) implies the assertion (ii). So, it suffices to show the assertion (i). We have
Indeed, the first equality follows from (10) for i = 1, and the second equality holds since Λ O ′ /I ′ = Λ/I ⊗ O O ′ is a free Λ/I-module. Hence by the definition of the ideals C(c; I; n) and C(c ′ ; I ′ ; n) O ′ , we obtain the assertion (i).
Here, let us prove Proposition 4.12 below, which states that the ideals C i (c) is compatible with base change and descent arguments along extension of the coefficient rings. We need some lemmas.
Lemma 4.10. Let J be an ideal of Λ/I. Then, as a subset of
Similarly, we haveJΛ
The ring O ′ is faithfully flat over O, so we obtain J =J.
By Lemma 4.9 and Lemma 4.10, we immediately obtain the following lemma.
Lemma 4.11. The following hold.
(i) For any n ∈ N (T, I), we have C(c; I; n) = C(c ′ ;
By the above arguments, we deduce the following.
Proposition 4.12. We have
In the end of this section, we give a remark on the behavior of the Selmer group side along the extension of the rings of coefficients. The following holds. Proposition 4.13. We have
Proof. Since O ′ is a free O-module of finite rank, we have an isomorphism
of Λ O ′ -modules for any i ∈ Z ≥0 , any n ∈ N Σ and any ideal I of Λ. So, by definition of the ideal C i (c) and the base change property of Fitting ideals, we obtain the assertion of Proposition 4.13.
Affine transformations.
Here, we introduce affine transformations on the ring Λ = Λ (r) , and show that the ideals C i (c) are stable under affine transformations. (Note that we do not use this property in the proof of our main results.) Let us define affine transformations. For any A ∈ GL r (O) and any v ∈ (̟O) ⊕r , we define an automorphism
where we regard x = (x i ) r i=1 and v as column vectors. We call this automorphism an affine transformation on Λ = Λ (r) . Now, we introduce certain special affine transformations called elementary affine transformations. First, let us recall the definition of elementary matrices.
(i) For any u ∈ O × and any ν ∈ Z with 1 ≤ ν ≤ r, we define a matrix P ν (u) = (c ij ) i,j ∈ GL r (O) by
(ii) Let ν, µ ∈ Z be distinct integers with 1 ≤ ν, µ ≤ r. Then, we define a matrix
(iii) Let ν, µ ∈ Z be integers with 1 ≤ ν, µ ≤ r and µ > ν. For any a ∈ O, we define a matrix R µ,ν (a) = (c ij ) i,j ∈ GL r (O) by
The matrices of the form P ν (u), Q µ,ν or R µ,ν (a) are called elementary matrices. Note that since O is a local ring, any element A ∈ GL r (O) is decomposed into a product of elementary matrices. For any a ∈ ̟O and any ν ∈ Z with 1 ≤ ν ≤ r, we define an element δ ν (a) = (v i ) • The matrix A is elementary, and v = 0 • The matrix A is the identity matrix, and v = δ i (a) for some a ∈ ̟O and ν ∈ Z with 1 ≤ ν ≤ r.
Note that any affine transformation is a composite of finitely many elementary affine transformations.
Proposition 4.14. Let A ∈ GL r (O) and v = (v i ) r i=1 ∈ (̟O) ⊕r be arbitrary elements. We put y = (y i )
Then, for any i ∈ Z ≥0 , we have
Proof. By the definition of the ideal C i (c; x), the first equality
is clear. Let us prove the second equality. Since any affine transformation is decomposed into a composite of elementary affine transformations, we may assume that
Let us consider the case when v = 0. First, we assume that A is equal to P µ (u) or Q µ,ν . In this case, we have I(x N ) = I(y N ) for any N ∈ Z ≥1 . So, by definition, we have C i (c; I(x N )) = C i (c; I(y N )). This implies that C i (c; y) = C i (c; x). Next, let us assume that A = R µ,ν (a). Then, the system y = (̟, x 1 , . . . , x µ−1 , x µ + ax ν , x µ+1 , . . . x r ) becomes a monic parameter system. Hence by Proposition 4.8, we obtain C i (c; y) = C i (c; x).
Let us consider the case when A = 1. Put v = δ ν (a). In this case, the system y = (̟, x 1 , . . . , x ν−1 , x ν + a, x nu+1 , . . . x r ) forms a monic parameter system, so Lemma 4.8 implies that C i (c; y) = C i (c; x).
Reduction of C i (c)
Let Λ = Λ (r) and (T, c) be as in Theorem 1.1. In particular, we assume that c satisfies (NV). In the proof of our main results, namely Theorem 1.1, Theorem 1.2 and Theorem 1.3, a certain properties of the ideals C i (c) related to the specialization of the coefficient ring called the weak/strong specialization compatibility become a key. Roughly speaking, the specialization weak (resp. strong) compatibility says that if the reduction map π I : Λ −→ Λ/I ≃ Λ (r−1) for a certain ideal I is given, then for any i ∈ Z ≥0 , the image of C i (c) by π I is contained in (resp. coincides with) the ideal C i (π * I c). C i (π * I c) defined by the data (π * I T, π * I c, N(π * I T; x ≤r−1 )). In this section, we shall study the specialization compatibilities of ideals C i (c).
In §5.1, we shall prove Proposition 5.2, that is, the weak specialization compatibility for general multi-variable cases. In §5.2, we will show the strong compatibility in one variable cases, namely Theorem 5.3. Note that the proof of Theorem 5.3 is the most technical part of this article. In §5.3, we shall prove Theorem 5.8, which asserts that the strong compatibilities hold in the case when T is a cyclotomic deformation of a one variable deformation. 5.1. Weak specialization compatibility. Here, let us study the weak specialization compatibilities. We need the notion of linear elements in the sense of Ochiai's article [Oc2] .
Definition 5.1. A linear element g in Λ = Λ (r) is a polynomial written in a form
where a 0 ∈ ̟O, and (a 1 , . . . , a r ) ∈ O ⊕r \ (̟O) ⊕r .
As in §Notation, namely, the end of §1, for each ideal J of Λ, we denote by Let i ∈ Z ≥0 be any element. Recall that we assume that c satisfies (NV). So, we have a non-negative integer c such that
By in §4.1, in order to prove Theorem 5.3, it suffices to show the following Proposition. Proof. By (7), we may replace m ′ with suitable larger one, and assume that m of O-algebras. The kernel of e is generated by the irreducible distinguished polynomial
′ , and e induces an injection
Similarly, we have an injectionē m 0 :
Then, by definition, we obtain a commutative diagram
where π 1 and π 2 are natural surjections.
We put N (m) := N (e * T; ̟ m O ′ ) for any m ∈ Z >0 . Then, the following lemma holds. Proof. First, let us show first equality N (m 0 ) = N (T; I). Let ℓ be a prime number not contained in Σ, and put
free of rank one if and only if the
is free of rank one. Hence the first equality follows from the definition of N (m 0 ) and N (T; I).
Let us show the second equality, namely N (m ′ 0 ) = N (T; I ′ ). We denote the compositeē
. Let ℓ be a prime number not contained in Σ. In order to show the second equality of our lemma, it suffices to show that the Λ/I-module π * and Fitt Λ/I ′ ,1 (π * We need the following lemma and its corollary.
is free of rank one if and only if Fitt
Lemma 5.6. Let n ∈ N (m ′ 0 ) be any element. Then, the following hold.
(iv) C(c; I; n) =ē
Proof. Let us show the assertion (i) of Lemma 5.6. First, we shall prove
The mapē m ′ 0 induces an exact sequence
The assumption (A3) implies that we have
Note that by construction, we have
• f is an O-linear map, and since F ′ /F is unramified, we can define an
Hence we obtain (13).
Next, let us prove
We denote by f 0 the restriction off
By Lemma 2.9, the Λ/I ′ -module Λ/I ′ is injective, so we have a homomorphism
which is an extension of f 0 . Then, we have
Hence we obtain the assertion (i). The assertion (ii) follows similarly.
We shall show the assertion (iii). By the assertion (i), we have
) be any element. Then, we have an element
Since the map em′ 0 is an injection, we obtain an element f ∈ Hom Λ/I ′ (π * I ′ T, Λ/I ′ ) satisfying f (κ univ n (c) I ′ ) = y by similar arguments to those in the previous paragraph. So, we have y ∈ C(c; I ′ ; n). This implies that the assertion (iii) holds. We also obtain the assertion (iv) by similar manner.
Corollary 5.7. For any i ∈ Z ≥0 , the following hold.
Proof. The assertion (i) (resp. (ii)) of Corollary 5.7 immediately follows from Lemma 5.5 and Lemma 5.6 (i) (resp. Lemma 5.5 and Lemma 5.6(ii)).
Let us show the assertion (iii). By the assertion (i), we have
Hence we obtain the assertion (iii). Similarly, the assertion (iv) follows.
Let us finish the proof of Proposition 5.4. Recall that we have the commutative diagram (12). By Corollary 3.18, we have
′ is a quotient of a DVR, and since we assume that m ′ 0 ≥ m 0 > c, we have
So, by Corollary 5.7 (iii) and (iv), we obtain
Note that the second equality follows from the equality (14), the commutativity of (12), and the surjectivity of the homomorphism π 1 : Λ/I ′ −→ Λ/I. This completes the proof of Proposition 5.4. 5.3. Strong compatibility for cyclotomic two variable deformations. Here, we study a special case of r = 2, that is, the cyclotomic deformation of one variable deformations. The goal of this section is Theorem 5.8, which is an analogous result to Theorem 5.3.
In this section, we put
-module studied in the previous subsection, which is denoted by T there. Recall that we put Γ := Gal(Q ∞ /Q) and Λ := Λ 0 [[Γ] ]. We fix a topological generator γ ∈ Γ. Here, we use similar notation to that in Definition 3.5. In this subsection, we put T := T cyc 0 . Via the isomorphism O[[x 1 , x 2 ]] ≃ Λ defined by x 2 −→ γ−1, and regard Λ as the ring of two-variable formal power series. Note that T is a Λ-module on which Gal(Q Σ /Q) acts via ρ T 0 ⊗ χ taut .
Let h ∈ Λ an element of the form h = ax 1 + x 2 + b, where a ∈ O and b ∈ ̟O. We put Λ := Λ/(h), and let π := π hΛ : Λ −→ Λ be the natural projection. Note that Λ is naturally isomorphic to Λ 0 as a Λ 0 -algebra. Now we can state the main result in §5.3.
Theorem 5.8. For any i ∈ Z ≥0 , we have
where C i (π * c) is the ideal of Λ defined in Definition 4.5 for the data
Proof. For any positive integer M, we define a set P M of prime numbers by
Let m be any positive integer. We put I := I(m) := I(̟ m , x m 1 , h) and
Since χ taut factors through the group Γ ≃ 1 + pZ p , the continuity of χ taut implies that there is a positive integer N = N(m) with N ≥ m such that for any ℓ ∈ P N , it holds that
We put
). Let ℓ ∈ P N be any element, and J ∈ {I, I ′ }. We denote by J 0 the ideal of Λ 0 generated by ̟ m and x m 1 . We put T 0,ℓ := T 0 /(Frob ℓ −1)T 0 and T ℓ := T/(Frob ℓ −1)T. By the congruence (15), we have
Since Λ/J is faithfully flat over Λ 0 /J 0 , the Λ/J-module T ℓ ⊗ Λ Λ/J is free of rank one if and only if the Λ 0 /J 0 -module T 0,ℓ ⊗ Λ 0 Λ 0 /J 0 is free of rank one. So we obtain
Hence by Corollary 4.4 and (7) in §4.1, we have
and obtain
This completes the proof of Theorem 5.8 (i).
Proof of main results
Let (T, c) be as in Theorem 1.1. In this section, we prove our main results, namely Theorem 1.1, Theorem 1.2 and Theorem 1.3. In §6.1, we review Mazur-Rubin's observations in [MR] §5.3 which become important ingredients to study the onevariable deformations, that is, the modules over Λ
(1) . In §6.2, we prove the results for one-variable cases, namely Theorem 1.1 for Λ = Λ
(1) and Theorem 1.2. In §6.3, we prove Theorem 1.1 in general setting. In §6.4, we prove Theorem 1.3. 
We also write f ∞ := f . We put p N := f N Λ for each N ∈ Z >0 . Note that p N is a prime ideal of Λ, and the residue ring O N := Λ/p N becomes a DVR which is finite flat over O. Indeed, by definition, we have
We adopt the following notation. The following elementary lemma becomes a key.
Lemma 6.2. Let g ∈ Λ be a prime element.
(1) If g is prime to f , then there exist a positive integer N such that for any n ∈ Z with n > N, the length
e , then for any N, the length of Λ/(g, f N ) as O N -module is finite. Moreover, we have
Let M be a finitely generated Λ-module, and fix an integer i ∈ Z ≥0 . We define an integer α by
where ̟ N is a prime element of O N . Then, by Lemma 6.2 and the structure theorem of finitely generated torsion Λ-modules, we obtain the following corollary.
Corollary 6.3. There exist a positive integer N(M, p) such thatᾱ(N) < ∞ for any N ∈ Z with N > N(M, p). Moreover, we havē
6.2. Proof of results on one variable cases. Here, we prove Theorem 1.1 for Λ = Λ (1) and Theorem 1.2. Let f ∈ Λ be a prime element of Λ and put p := f Λ. Fix any i ∈ Z ≥0 . We define integers α i , β i ∈ N >0 by
In order to show Theorem 1.1 for the case when Λ = Λ (1) (resp. Theorem 1.2), it suffices to show α ≤ β (resp. α = β under the assumption (MC)). Let F ′ be a finite extension field of F such that in F ′ [x 1 ], the polynomial f (x 1 ) is decomposed into the product of linear factors. We denote by O ′ the ring of integers of F ′ , and fix a root a ∈ O ′ of f . We putf :
. Let e be the ramification index of the extension Λ ′ p /Λ p of DVRs. By Proposition 4.12 and Proposition 4.13, we have
In order to show Theorem 1.1 for the case when Λ = Λ
(1) and resp. Theorem 1.2), we may replace (O, T, c) with
, and assume that f = f ′ = x 1 − a.
Let us apply the observation in §6.1 to our situation. For any N ∈ N >0 , we put 
Proof of Theorem 1.1 for the case when Λ = Λ
(1) . By Corollary 2.14, Theorem 5.3 and Corollary 6.3, we obtainᾱ
Since Theorem 3.13 impliesᾱ i (N) ≤β i (N), we have
Hence we obtain α i ≤ β i .
For the proof of Theorem 1.2, we need a bit more careful arguments. Assume that (MC) for (T, c) holds. Let us show α i = β i . By (16) and (17), it suffices to show β i (N) ≺ᾱ i (N). We need the following lemma which describes a relation between the ideals Ind(c) and C 0 (c).
Lemma 6.4. We denote by X pn the maximal pseudo-null Λ-submodule of X. Then, we have ann Λ (X pn )Ind(c) ⊆ C 0 (c).
Proof of Lemma 6.4. Let ψ ∈ Hom Λ (H 1 Σ (T), Λ) be any element, and m ∈ Z >0 any positive integer. In order to prove Lemma 6.4, it suffices to show that for any a ∈ ann Λ (X pm ), we have π I(x m ) (aψ(c(1))) ∈ C 0 (π I (x m ) * c). Note that we have a projective resolution 0 −→ Λ
Let a ∈ ann Λ (X pn ) be any element. By Corollary 2.14, the element a annihilates the kernel of the natural map P m : π *
commute. Hence we obtain
This completes the proof of Lemma 6.4.
Proof of Theorem 1.2. Fix any i ∈ Z ≥0 . Let us show thatᾱ i (N) ∼β i (N). By Theorem 1.1 for one-variable cases, it suffices to show thatβ i (N) ≺ᾱ i (N). By (MC) for (T, c) and Lemma 6.4, we have
By Corollary 2.14 and Theorem 5.3, we obtain
. Since the height of the ideal ann Λ (X pn ) of the ring Λ is at least two, there exists a positive integer L 0 ∈ Z >0 such that for any N ∈ Z >0 , we have
. for any N ∈ Z >0 . By Corollary 3.18, we have
for any N ∈ Z >0 . Hence we obtainβ i (N) ≺ᾱ i (N).
6.3. Proof of Theorem 1.1. In §6.2, we have already proved the assertions of Theorem 1.1 for one-variable cases. Here, let us complete the proof of Theorem 1.1 by induction on the number r of the variables in the coefficient ring Λ. For each r ∈ Z ≥1 , we consider the following induction hypothesis (I) r , which claims that the assertion of Theorem 1.1 for the r-variable cases holds:
(I) r Let F be a finite extension field of Q p . We denote O the ring of integers of F , and put
. Let T ′ be an arbitrary free Λ (r) -module of finite rank equipped a continuous Λ (r) -linear action of G Q,Σ satisfying the conditions (A1)-(A8). Let c ′ be an Euler system for T ′ satisfying the condition (NV) which can be extended to cyclotomic direction. Then, for any height one prime ideal p of Λ (r) and for any i ∈ Z ≥0 , we have
Note that in the assertion of (I) r , we vary the field F .
Here, we fix any finite extension field F of Q p . Let r ∈ Z ≥2 , and put Λ = Λ (r) . In order to prove Theorem 1.1, it suffices to show the following assertion:
Proposition 6.5. Suppose that the hypothesis (I) r−1 holds. Let (T, c) be a pair over Λ satisfying the assumptions in Theorem 1.1. Then, for any height one prime ideal p of Λ and for any i ∈ Z ≥0 , we have
Now let (T, c) be the pair over Λ = Λ (r) satisfying the assumptions in Theorem 1.1, and fix a height one prime ideal p of Λ and an integer i ∈ Z ≥0 . By the structure theorem, we have pseudo-isomorphisms
where p 1 , . . . , p s are distinct height one prime ideals of Λ, and {e ab (X)} ta b=1 (resp. e a (C)) is an increasing sequence of non-negative integers (resp. a non-negative integer) for any a ∈ Z with 1 ≤ a ≤ s. We may (and do) assume p 1 = p, and e 11 (X) > 0. We may also assume that t 1 > i. We put δ := t 1 −a a=1 e 1a (X). Then, in oder to prove the assertion (1) of Proposition 6.5, it suffices to show the inequality (18) δ ≤ e 1 (C) under the hypothesis (I) r−1 .
Here, we shall prove the inequality (18) via the reduction arguments by using principal ideals of Λ generated by a linear element, which are developed in the Ochiai's work [Oc2] .
Recall that in Definition 5.1, we have introduced the notion of linear elements in the sense of Ochiai's article [Oc2] . A principal ideal of Λ generated by a linear element is called a linear ideal of Λ. Ochiai introduced the following sets consisting of certain linear ideals. 
Let F ′ be a finite extension field of F , and O ′ the ring of integers. We fix a uniformizer ̟ ′ of O ′ , and denote by k ′ the residue field of O ′ . We have a bijection
defined by
to be the composite of the map P P,O ′ and the reduction map
Let us recall the following two lemmas proved in [Oc2] .
Lemma 6.7 ([Oc2] Lemma 3.5). Let a be a height two prime ideal of Λ.
is infinite if and only if the ideal a contains at least two elements of L (r)
(ii) Assume that there exist two distinct element g 1 , g 2 ∈ Λ satisfying a = (g 1 , g 2 ). If ̟ ∈ a, then there exists an elementx
(iii) Assume that there exist two distinct element g 1 , g 2 ∈ Λ satisfying a = (g 1 , g 2 ).
If ̟ / ∈ a, then there exists a section s :
is contained in the image of s. Lemma 6.8 ([Oc2] Lemma 3.5). Let M be a finitely generated pseudo-null Λ (r) -module, and let Assoc 2 Λ (r) (M) be the set of all height two associated primes of M.
Then, We have
Proof of Theorem 1.1. We denote by I char the set of height one primes of Λ containing the ideal char Λ (X) char Λ (Λ/Ind C (c)). We define a set I of prime ideals of Λ by
By definition, the set I is finite. So Lemma 6.7 and Lemma 6.8 imply that after replacing F by a suitable finite extension field of it, there exists a linear element g = a 0 + r i=1 a i x i ∈ Λ which is not contained in any a ∈ I. By Proposition 4.14, Moreover, Lemma 6.7 implies that we may assume that a r ∈ O × .
For any pseudo-isomorphism ι : M 1 −→ M 2 of Λ-modules, we consider the following condition P ι (h) for a linear element h ∈ Λ. P ι (h) "For any height two prime ideal a ∈ Assoc Λ (Ker ι)∪Assoc Λ (Coker ι), the ideal hΛ is not contained in a."
By the definition of I, the linear element g satisfies the following properties:
(LE1) The ideal gΛ does not contain the ideal char Λ (X) char Λ (Λ/Ind Λ (c)).
(LE2) The linear element g ∈ Λ satisfies the conditions P (ι X ) and P (ι C ).
(LE3) For any a ∈ Z with 2 ≤ a ≤ s, the height of the ideal p + p a + gΛ of Λ is three.
Let π g : Λ −→ Λ/gΛ = Λ be the reduction map. It follows from the property (LE1) that π g (p) becomes a non-zero principal ideal of the UFD Λ. We fix a height one primep of Λ containing π g (p), and define a positive integer m byp m Λp = π g (p)Λp. Note that by the above property (LE2), the maps
induced by π g are pseudo-isomorphisms of Λ-modules. By Corollary 2.14, we have natural isomorphism X(T) ⊗ Λ,πg Λ ≃ X(π * g T). Since g satisfies (LE3), and sinceῑ X is a pseudo-isomorphism, we obtain
So, the property (LE3) and the pseudo-isomorphismῑ C imply that
. Hence the induction hypothesis (I r ) implies that we havē
and we obtain the inequality (18), namely δ ≤ e 1 (C).
6.4. Proof of Theorem 1.3. Here, let us prove Theorem 1.3.
First, we recall some notation. We denote the cyclotomic Z p -extension by Q ∞ /Q, and put Γ := Gal(Q ∞ /Q). We fix a topological generator γ ∈ Γ. We put Λ 0 := Λ Proof of Theorem 1.3. In order to prove Theorem 1.3, it suffices to show that for any i ∈ Z ≥0 and any height one prime p of Λ, we have Fitt Λp,i (X(T)) = C i (c).
As in §6.3, we take pseudo-isomorphisms
We may assume p = p 1 . Put δ := t 1 −a a=1 e 1a (X). In order to show Theorem 1.3, it suffices to show the equality (19) δ = e 1 (C).
Let I be the finite set of prime ideals of Λ defined in §6.3. Let pInd Λ (c) be the minimal prime ideal of Λ containing Ind Λ (c), and A Ind the ideal of Λ satisfying
Note that since Λ is a UFD, the ideals pInd Λ (c) and A Ind do exist. We denote by I 1 Ind the set of height one prime ideals of Λ containing pInd Λ (c), and by I 2 Ind the set of height two prime ideals of Λ containing A Ind . Let X pn be the maximal pseudo-null Λ-submodule of X(T). We define a finite set I of prime ideals of Λ by
By Lemma 6.7 and Lemma 6.8, after replacing F by a suitable finite extension field of it, we can take a linear element g = a 0 + a 1 x 1 + x 2 ∈ Λ which is not contained in any a ∈ I. Since I contains I, the linear element g satisfies the properties (LE1)-(LE3) for our (T, c). Let us show that the linear element g satisfies the following additional property:
(LE4) Let π g : Λ −→ Λ/(g) ≃ Λ 0 be the projection. Then, we have
First, we shall prove
Since the pair (T, c) satisfies (MC), we have
By the properties (LE1) and (LE2), the Λ 0 -module X(π * g T) is torsion, and we have
. By Ochiai's results on Euler systems for Galois deformations (see [Oc2] Theorem 2.4), it holds that
Hence we obtain (20). Next, let us show 
is injective, and its cokernel is annihilated by ann
commutes. This implies that we have
In order to show (21), it suffices to prove that the height of the ideal ann Λ 0 (X(T) [g] ) is at least two. Since g is prime to char Λ (X(T)), the Λ-module X(T)[g] is a pseudo-null. Namely, we have X(T)[g] ⊆ X pn . Moreover, since g ∈ a for any a ∈ Assoc 2 Λ (X pn ), we deduce that X(T)[g] is also pseudo-null as Λ 0 -module. So the height of ann Λ 0 (X(T) [g] ) is at least two, and we obtain (21). Hence we deduce that the linear element g satisfies the property (LE4).
Letp be a height one prime ideal of Λ 0 containing π g (p), and m an integer satisfyinḡ p m = π g (p)Λ 0,p . It The property (LE3) and Corollary 2.14 imply that we have
and Theorem 5.8 implies
By the assumption (MC) for the pair (T, c) and (LE4), the pair (π * g T, π * g c) satisfies (MC). So, we can apply Theorem 1.2 for the pair (π * g T, π * g c), and we obtain
Hence we obtain the equality (19), that is, δ = e 1 (C). This completes the proof of Theorem 1.3.
Application to (nearly) ordinary Hida deformations
Here, we apply our main results to ordinary and nearly ordinary Hida deformations.
First, Let us fix our notation. Here, suppose that p ≥ 5, and fix an isomorphism Q p ≃ C. As in §1.1, let F be a finite extension field, and O := O F the ring of integers of F . Fix a positive integer N prime to p. We put Σ := Prime(pN), namely the set of all prime divisors of pN. Let D ∞ be a pro-finite group equipped with an isomorphism 1 + pZ p becomes the q-expansion of a p-ordinary Hecke eigen cuspform of weight k at the cusp ∞. We say that F χ k−2 D ε is the specialization of F at the arithmetic point χ k−2 D ε. Note that here, we assume that the coefficients A(n, F ) are contained in Λ.
Remark 7.1. Let k be an integer with k ≥ 2, and f ∈ S k (Γ 1 (Np), ψω 2−k ; Q p ) be a p-stabilized newform of tame level N. Then, we have a Hida family
of tame level N with Dirichlet character ψ such that f becomes a specialization of [Go] . See [Go] Proposition 8 and Corollary 9. Remark 7.4. Some sufficient conditions for (Full) are studied, for instance, in [Bo] and [MW] . In our setting, the condition (Full) for T(F ) is satisfied if O = Z p , and if the residual representation T(F ) ⊗ Λ k contains is SL 2 (k). (For details, see [MW] §10 Proposition.)
Remark 7.5. Here, we give some remarks on the conditions (A6) and (A7) on T ′ F . Let k ∈ Z ≥2 , and suppose that the conductor of ψ 0 := ψω 2−k divides N. Let f = n=1 a(n, f )q n ∈ S k (Γ 1 (N), ε; Q p ) be a p-ordinary normalized Hecke eigen newform with r ∈ Z ≥0 . We denote by f * the p-stabilization ordinary newform of tame level N attached to f . Suppose that f * is a specialization of F at an arithmetic point η. We denote by O η the normalization of η(Λ). Note that the residue field of O η is naturally isomorphic to k = Λ/m Λ . We fix an O η -lattice T (f ) of the p-adic Galois representation V (f ) attached to f .
(i) Obviously, the condition (A6) on T(F ) holds if and only if the following property (A6) f,ℓ holds for for any prime divisor ℓ of N.
(A6) f,ℓ We have H 0 (I ℓ , T (f ) ⊗ O k) = 0.
A sufficient condition for (A6) f,ℓ . is given in Proposition 7.6 below. (ii) By Deligne's unpublished work, the continuous modulo p Galois representation (T (f ) ⊗ Oη k,ρ T (f ) | G Qp ) is given bȳ
where we denote the image of an element x ∈ O η in k byx, and for anyā ∈ k × , we define an unramified character λ(ā) : G Qp −→ k × by λ(ā)(Frob −1 p ) :=ā. (For the proof of this fact under assumption k ≤ p + 1, see [Gro] Proposition 12.1. Note that Galois representations in [Gro] 
of cuspforms of tame level N with Dirichlet character ψω 2i satisfies (A7).
ρ V (f ) | G Q ℓ is irreducible. Hence T (f ) ⊗ Oη k does not have a non-zero fixed vector under the action of I ℓ .
Remark 7.7. By Skinner and Urban, For the precise statement of the two-variable Iwasawa-Greenberg main conjecture for nearly ordinary deformations are proved in many cases. Indeed, the "three-variable" conjectures which imply two-variable ones (after combined with [Oc3] §2 Theorem 3 under suitable assumptions) are also proved under certain hypotheses. (See [SU] Theorem 3.6.6.) However, in order to apply Skinner-Urban's work, we need to assume that the tame level n has a prime divisor whose square does not divide d. Under this assumption, the condition (A6) T ′ F does not hold. So, we cannot apply the results in [SU] in our setting.
