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Abstract
This paper describes two approaches for content-based image retrieval and pattern spotting in document images using
deep learning. The first approach uses a pre-trained CNN model to cope with the lack of training data, which is fine-
tuned to achieve a compact yet discriminant representation of queries and image candidates. The second approach
uses a Siamese Convolution Neural Network trained on a previously prepared subset of image pairs from the ImageNet
dataset to provide the similarity-based feature maps. In both methods, the learned representation scheme considers
feature maps of different sizes which are evaluated in terms of retrieval performance. A robust experimental protocol
using two public datasets (Tobacoo-800 and DocExplore) has shown that the proposed methods compare favorably
against state-of-the-art document image retrieval and pattern spotting methods.
Keywords: Convolutional Neural Network, CBIR, Feature Extraction, Transfer Learning
1. Introduction
Content-Based Image Retrieval (CBIR) and Pattern
Spotting (PS) are very active research topics in the field
of Pattern Recognition. The main motivation is the in-
creasing demand for solutions capable of performing the
retrieval of an image, or specific objects in it, from wide
digital libraries stored in the last decades of modern so-
ciety. Some efforts in this direction are the recent studies
described in (Thuy et al., 2017; Wu et al., 2017b; Xu et al.,
2017; En et al., 2016b), which consist of finding relevant
image candidates in digital collections based on a given
query represented by the whole image or just by a pattern
available on it.
Email address: kelly.wiggers@pucpr.edu.br (Kelly Lais
Wiggers)
A recent and exciting challenge on CBIR and PS has
been the need for performing the retrieval task without
any previous knowledge about the images or patterns to
be retrieved. The idea is to produce generic solutions able
to work on different digital image libraries. This is an in-
teresting challenge that increases considerably the level
of difficulty of the retrieval task. Thus, a robust solu-
tion must not only absorb the common image variability
in terms of color, shape, conservation, quality, and con-
text but must also consider the nonexistence of previous
knowledge about the possible queries of a given image
library.
The success of building such flexible solutions relies
on: a) the definition of a robust representation for the im-
age candidates and the queries, and b) the definition of
an adequate distance metric able to estimate the similar-
ity between a given query and the available image candi-
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dates. With respect to the representation, deep models, es-
pecially Convolutional Neural Networks (CNNs), are an
attractive alternative to learn automatically a robust repre-
sentation (Lecun et al., 2010), avoiding the hard job of en-
gineering related to the definition of handcrafted features.
In fact, the use of deep models as a representation learner
is currently a tendency. Several CNN architectures have
been proposed in the last years, with applications on im-
ages, sounds, and texts. In particular for image retrieval,
some significant contributions in terms of automatic rep-
resentation using deep models are described in (Babenko
and Lempitsky, 2015; Yue-Hei et al., 2015; Gordo et al.,
2016). More than learning the representation, some works
have shown the contribution to the image retrieval by us-
ing the concept of transfer learning, when a model trained
on a large dataset such as the ImageNet is used, like in
Babenko and Lempitsky (2015) and Zhuang et al. (2015).
Regarding the similarity estimation between images,
recent deep metrics have been used in different applica-
tions. Different from traditional architectures, a deep met-
ric is usually composed of two deep models (CNN based)
organized in a Siamese architecture. Such a deep archi-
tecture has shown successful results in different applica-
tions such as face verification (Koch et al., 2015; Wu et al.,
2017a) and gesture recognition to predict if an input pair
of images are similar or not.
In this paper, we describe the two approaches based on
deep learning that we have developed during the trajectory
of our investigations on how to reduce the dependency of
CBIR and PS solutions on previous knowledge of the im-
age dataset in hands. In the first proposed approach (Wig-
gers et al., 2018), we applied a pre-trained CNN as feature
extractor considering feature maps of different sizes and
explored the idea of obtaining a compact representation
to provide a fast image retrieval. Thus, by transfer learn-
ing, we succeeded in obtaining a robust representation,
while reducing the importance of the training phase which
was represented in this case by a fine-tuning considering
data augmentation on a small set of image queries. Go-
ing deeper into the idea of avoiding training based on
queries, in the second approach (Wiggers et al., 2019),
two deep models (CNN based) were organized in a pre-
trained Siamese Convolutional Neural Network (SCNN)
for feature extraction and similarity estimation. In both
approaches, a strategy for reducing the dimensionality of
the feature maps generated by the CNNs was proposed
with the aim of reducing the computational cost of the re-
trieval and storage processes.
Here, we describe the main steps of each approach and
compare them using a more robust experimental proto-
col which is composed of two datasets, Tobacco800 (Zhu
and Doermann, 2007), and DocExplore (En et al., 2016a).
In addition, the proposed approaches are compared to
the state-of-the-art by addressing both image retrieval and
pattern spotting tasks. The former task consists of finding
all the document images that contain a given query, while
in the latter, additional information is expected, which is
related to the exact location of the query within the re-
trieved images. The contributions of this paper on the
topics of image retrieval and pattern spotting on document
images are threefold: (i) a method based on deep learning
that explores the concepts of transfer learning and CNN
fine-tuning to create representations (feature vectors) of
different sizes, showing their impact in terms of precision
and computation time; (ii) a method that explores deep
SCNN models for image representation and similarity es-
timation which is query-independent, i.e. queries are not
used in the off-line phase (training); (iii) we show that our
flexible approaches based on deep models reach competi-
tive results when compared to the state-of-the-art using a
robust experimental protocol.
The remainder of this paper is organized as follows:
Section 2 presents the proposed methods: the represen-
tation learning and each step of the image retrieval and
pattern spotting tasks. Section 3 presents the Tobacco800
and DocExplore datasets used for the benchmark, fol-
lowed by the experimental protocol and results. Finally,
Section 4 presents our conclusions and future work.
2. Proposed Methods
Image retrieval and pattern spotting are the main tasks
of an image search engine. Several techniques can be
used to perform such a search but they usually follow the
same conventional process: (i) the document images are
indexed and stored in an off-line phase; (ii) during an on-
line phase, a similarity measure is used to compare query
images with the stored documents, returning a ranked list
of candidate documents.
Whereas in the image retrieval task, an exhaustive
search based on a distance measure is used to provide a
rank with the Top-k candidates that may contain the query
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(as shown in Fig. 1), in the pattern spotting task the pat-
tern (query) location(s) must be additionally provided on
each document image as shown in Fig. 2 (red square).
Figure 1: Image Retrieval task returns a list of non-repeated images
sorted by distance.
Figure 2: Pattern Spotting task returns a list of images sorted by distance
and the query location.
Despite the task, image retrieval or pattern spot-
ting, three common steps are usually needed: a) pre-
processing, b) representation (feature extraction), and c)
retrieval (matching). We describe in this section the two
approaches that share the same pre-processing step but
differ in the ways the representation is obtained (consider-
ing or not contextual information) and how the similarity
between the query and the image candidates is estimated
(learned or non-learned metric).
2.1. Approach Based on CNN
Fig. 3 shows an overview of the first proposed ap-
proach. In the off-line phase, given the document im-
ages, the Selective Search (SS) proposed by Uijlings et al.
(2013) is used as a pre-processing step that combines the
use of an exhaustive search with segmentation methods.
We did not modify the parameters of the SS algorithm,
which means that the limits for object location were kept
as recommended in (Uijlings et al., 2013). More details
about this implementation can be found in Wiggers et al.
(2018).
Figure 3: Overview of the CNN approach (Wiggers et al., 2018)
For extracting features from the queries and the can-
didate regions, we use the concept of transfer learning,
i.e. a CNN model pre-trained on the ImageNet dataset is
used as a feature extractor. The CNN model is based on
the AlexNet architecture (Krizhevsky et al., 2012). Note
that there are many network topologies that could have
been used also, for example, Szegedy et al. (2015) pro-
posed GoogLenet, but their model is theoretically 50%
more complex than AlexNet; Simonyan and Zisserman.
(2015) proposed an architecture with very small convo-
lution filters, which is slower to train and needs more
memory. Therefore, the AlexNet has been considered as a
good starting point for the proposed approach. It is easy to
implement and has shown to be effective in different deep
learning scenarios, showing a good compromise between
the number of layers and final accuracy. In addition, the
non-linear part trains much faster than standard functions
(sigmoid and tanh) and it achieved promising results on
the ImageNet challenges.
The AlexNet is made up of five convolutional lay-
ers followed by three fully connected layers (Krizhevsky
et al., 2012). An additional layer was introduced in the
network (Lin et al., 2015a) to reduce the dimensionality
of the feature maps provided at the output of the last con-
volutional layer. The feature map generated by the trained
model is used to represent both the query and the candi-
date regions. We have collected the query images and per-
formed data augmentation (40× the number of queries) to
fine-tune the AlexNet. The feature map of each candidate
is stored to be further used in the on-line phase. For the
search process carried out during the on-line phase, given
a query image, an exhaustive search is carried out con-
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sidering the whole list of generated candidates. We have
chosen the cosine distance because it is cheap to compute
and according to En et al. (2016b), there is no statistical
difference in performance with Euclidean distance.
One main disadvantage of this approach is that the
queries are used for training (fine-tuning) the CNN.
Therefore, previous knowledge of the queries is needed
a priori making this approach problem (or dataset) depen-
dent.
2.2. Approach Based on Siamese Convolutional Neural
Network (SCNN)
The feature vectors can be obtained by training Siamese
neural networks using pairs of images (Babenko et al.,
2014). The Siamese model has been successfully used
for face recognition (Schroff et al., 2015; Wu et al.,
2017a), and signatures or symbol identification (Koch
et al., 2015). In an SCNN, after the convolutional layer,
a distance measure between vectors is computed accord-
ing to two different activation samples during training. It
can be seen as using two identical, parallel neural net-
works sharing the same set of weights (Berlemont et al.,
2018). Fig. 4 presents a general overview of the proposed
SCNN approach, that shares the same SS algorithm with
the CNN approach.
Figure 4: Overview of the SCNN approach (Wiggers et al., 2019)
Inspired by Melekhov et al. (2016), and Chung and
Weng (2017), and based on our first approach, the pro-
posed SCNN architecture is composed of two identical
AlexNet trained on the ImageNet dataset. The output
layer was removed and the fully connected layer with n
dimensions was trained for learning a feature representa-
tion. Based on our previous work (Wiggers et al., 2018),
we have considered an additional layer in the AlexNet ar-
chitecture to evaluate feature maps of different sizes.
Different from the conventional SCNN which uses con-
trastive loss (Chung and Weng, 2017; Lin et al., 2015b),
we implemented Euclidean distance with the proposed
layers available in the Caffe tool (Jia et al., 2014), as fol-
lows: Eltwise to compute the distance between the fea-
ture map entries; Power to compute the square root; and
Reduction to sum the obtained distances reducing it to a
scalar. After that, we implement a fully connected layer
with one output and a loss layer. The proposed SCNN
architecture has the distance layers isolated from the loss
layer. It may facilitate the use of the distance value in
the on-line phase of the method. We set the learning
rate to 10−3 with an exponential function. The activation
function used was Stochastic Gradient Descent, as recom-
mended by Recht et al. (2011).
During the training, the input is a pair of images x ∈ X
and y ∈ Y , where X and Y are ImageNet positive and neg-
ative pairs in the training set, respectively. The inputs x
and y are fed into the two AlexNet networks A and B, both
with an additional layer with n dimensions. The images
of ImageNet used to train the SCNN were 100,000 similar
pairs and 150,000 non-similar pairs. We generated 1.5×
more non-similar images for training and test as recom-
mended by Melekhov et al. (2016). We split the images
into training (70%) and test (30%) subsets. The output
distance of A and B is fed to a sigmoid cross entropy loss
layer, that aims to minimize the difference of the proba-
bility distribution between the predicted labels and ground
truth (Liu and Qi, 2017).
During the testing step, the previously trained SCNN
network is applied to each pair (query, region candidate)
and returns the distance between the query and the region
candidate learned by the SCNN through the distance layer
implemented in the model Wiggers et al. (2019). The re-
trieved document images are then ranked according to this
distance.
The main advantage over the previous approach is that
we do not need to know the queries in advance, i.e. during
the off-line phase (training), thus being independent from
the queries. Therefore, the SCNN based approach may be
viewed as a problem (or dataset) independent approach
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for retrieving document images and spotting patterns, as
we will demonstrate in the experiments (Section 3) by us-
ing the same trained SCNN to retrieve images from two
very different datasets.
3. Experimental Results and Discussion
3.1. Datasets
Two datasets were considered for evaluating the pro-
posed approaches and they include a great variability of
page layouts, being grayscale and color documents. To-
bacco800 dataset (Zhu and Doermann, 2007) is a pub-
lic subset of the Complex Document Image Processing
(CDIP) collection, created by the Illinois Institute of
Technology (Lewis et al., 2006). It contains 412 docu-
ment images with logos and 878 without logos. In our
experiments, we have considered the 21 categories pre-
senting two or more occurrences, making 418 queries for
the search process. This dataset was used for evaluating
the two approaches, i.e. CNN and SCNN-based. The SS
algorithm was applied at the pre-processing stage in all
the documents of the dataset and it generated 1.8M can-
didate images to the CNN approach without modifying
parameters (Wiggers et al., 2018). In a second experi-
ment (Wiggers et al., 2019), we modified the parameters
for object location, changing the limits for object location
search. We implemented an adaptive threshold scheme
to change the block size and offset (constant subtracted
from the neighborhood mean) values. Thus, the parame-
ters were defined as follows: block=241 and offset=0.12,
k=50 and 100, color+texture+filler+size. With this sec-
ond configuration, we observed an increase (13× better
as reported in (Wiggers et al., 2019)) in the quality of the
candidates that overlap the query in more than 90%, when
compared to our previous approach (Wiggers et al., 2018).
This finally resulted in 1.2M candidate images that are
used in the image retrieval and pattern spotting methods,
for both the CNN and SCNN approaches.
The second dataset is DocExplore dataset1 from the
Project DocExplore (En et al., 2016a). All manuscripts
date from the 10th through the 16th century. The 1500
images available in the dataset are organized into 35 cat-
egories and 1447 objects. The number of occurrences of
1Available at http://spotting.univ-rouen.fr
each object in the collection can vary from two to more
than 100. The objects differ in color, shape, size, dis-
tortion and possible degradation of the manuscript. This
dataset was used only with the SCNN approach because it
enables us to evaluate the concept of transfer learning in
exactly the same conditions as (En et al., 2016a) for fair
comparison, i.e. without training our system from a set of
queries. The second configuration of SS was also applied
to the document images using adaptive threshold with
block=209 and offset=0.14, k=50, 100 and 150; feature
space RGB and normalize RGB; color+fill+size+texture
and we reduced the number of candidates from 45M to
36M.
For evaluating the performance of the image retrieval
task, Average Precision (AP) and Recall for each query
are adopted as performance measures. For evaluating the
performance of the pattern spotting task, the overlap be-
tween the query and the candidate (region of interest) re-
trieved must be computed. For this purpose, the Intersec-
tion over Union (IoU) is computed: let (xq,yq) denote the
position of the ground truth in the document image cor-
responding to the query, q its corresponding area, (xr,yr)
the position of the candidate retrieved, o its corresponding
area, the candidate region is considered as relevant if its
IoU as measured by Equation 1 is above a given threshold
(Nowozin, 2014).
IoU(x, y) =
q ∩ o
q ∪ o (1)
In the following, we consider the analysis with
0.1≤IoU≤0.7 in order to determine that a positive can-
didate is retrieved, and to the end, the precision and the
recall are calculated. Finally, the mAP is calculated to
evaluate the results considering all the queries.
3.2. Results on Tobacco800 Dataset
Table 1 shows the experimental results comparing the
CNN (Wiggers et al., 2018) and the SCNN (Wiggers et al.,
2019) approaches with feature maps of different sizes
(4096, 512, 256, 128). As one may see, for Top-10 the
SCNN-4096 and SCNN-512 is 28.23% and 20.75% better
than the CNN approach, respectively. However, consider-
ing the maps with 256 and 128 features, the results are
9.20% and 5.07% worst, respectively. We observe that
the SCNN is more discriminant with high dimensional
features while the CNN returns better performance with
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low dimensional features, though the difference between
the approaches with 128 features is only 0.03 of mAP in
Top-10. Thus, the best choice depends on the required
computational cost and the peculiarities of the dataset to
achieve promising results.
Table 1: Comparison of the two proposed approaches in terms of mAP
for Image Retrieval. Top-k ranking for 4096, 512, 256 and 128 features
on Tobacco800 dataset.
Method Feature Map Top-kDimension 10 25 50 100
CNN
4096 0.68 0.57 0.45 0.32
512 0.53 0.40 0.31 0.23
256 0.72 0.61 0.50 0.35
128 0.69 0.61 0.51 0.34
SCNN
4096 0.87 0.73 0.54 0.30
512 0.64 0.48 0.35 0.22
256 0.65 0.50 0.36 0.22
128 0.65 0.50 0.37 0.22
In addition, to evaluate the quality of candidates us-
ing the improved version of SS, we did experiments with
CNN-4096 and improved SS of Tobacco800 dataset: the
Top-10 ranking returned 0.75 of mAP, thus we increase
0.07 mAP (before was 0.68) but still it is 14% below the
improved SS with SCNN-4096. Then the use of new SS
improved the results, but we get better results using new
SS with SCNN.
Table 2 shows the experimental results of the pattern
spotting task. Here, the candidate is considered as rel-
evant if it overlaps enough with the image query. We
can observe that the highest mAP (0.75) was achieved us-
ing the SCNN-4096, but the results related to the reduced
maps are quite competitive, mainly for the CNN-256. De-
spite the reduction in mAP, they have shown a significant
reduction in computational time. Table 2 also shows a
small gap in terms of localization performance between
IoU=0.1 and IoU=0.7. This means that our approach suc-
ceeded not only in retrieving the relevant image candi-
dates for each query but also in finding the query position
precisely.
Fig. 5 shows some qualitative results of the logos re-
trieved using the SCNN-4096 because of better perfor-
mance in all the experiments. These results are very
promising since many correct logos were retrieved. We
can observe the good performance especially in the sixth
row, where the query is very similar to a signature, but
Table 2: Pattern spotting results (mAP) considering different values of
IoU and Top-10 on Tobacco800 dataset.
Method Feature Map IoUDimension 0.1 0.3 0.5 0.7
CNN
4096 0.65 0.65 0.64 0.61
512 0.50 0.50 0.50 0.49
256 0.69 0.69 0.60 0.56
128 0.67 0.67 0.60 0.59
SCNN
4096 0.75 0.75 0.74 0.74
512 0.61 0.61 0.61 0.60
256 0.63 0.63 0.63 0.62
128 0.63 0.63 0.62 0.62
Figure 5: Qualitative retrieval results for Tobacco800 dataset. Query and
the first five retrieved logos using 4096 features
we did not have false positives. In the last row we can
see some false candidates, because of the similarity of the
edges along with the presence of too few positive samples
in the dataset.
The results in image retrieval were compared with the
current state-of-the-art, and the results are shown in Table
3. The proposed CNN approach is 51% and 60% bet-
ter than the mAP reported by Jain and Doermann (2012)
considering the 4096 and 256 features, respectively. On
the other hand, the mAP achieved by the CNN-256 is
15% below than the approach proposed by Rusinol and
Llado´s (2010). This means that the candidates retrieved
by the proposed approach are not well ranked in the first
positions or that there are too many false positives. The
SCNN approach is 93.80% and 45.33% better than the re-
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sults achieved by Jain and Doermann (2012), with 4096
and 256 features, respectively. The SCNN-4096 is 2.08%
better the results achieved by Rusinol and Llado´s (2010).
However, the results are almost 30% below for model with
256 features.
Table 3: Comparison with the state-of-the-art for retrieval task (mAP).
The CNN and the SCNN-based methods, considering Top-10 and Top-
25 on Tobacco800 dataset.
Method Top-k10 25
Jain and Doermann (2012) 0.45 NA
Rusinol and Llado´s (2010) NA 0.72
CNN-4096 0.68 0.57
SCNN-4096 0.87 0.73
CNN-256 0.72 0.61
SCNN-256 0.65 0.50
NA: Not Available
Table 4 shows a comparison with the current state-of-
the-art for pattern spotting on the Tobacco800 dataset. We
selected our best image retrieval results which have been
obtained with the SCNN-4096 and the CNN-256 to eval-
uate the PS task. For such a comparison we have used the
same experimental parameters of Le et al. (2014, 2013),
who consider Top-5, IoU≥0.6 and classes with at least
three samples per category. The mAP achieved by the
CNN-256 did not outperform the state of the art. How-
ever, the mAP achieved by the proposed SCNN-4096 is
1.31% better than mAP achieved by Le et al. (2014) but it
did not outperform the mAP presented in Le et al. (2013).
On the other hand, the recall is 4.44% and 4.86% better
than Le et al. (2014) and Le et al. (2013) respectively. It
is important to highlight that both Le et al. (2013) and Le
et al. (2014) require the previous knowledge of the logo
gallery, which is not necessary for the proposed method.
Table 4: Comparison with the state-of-the-art for Pattern Spotting in
terms of mAP. Top-5, IoU≥0.6, and classes with at least three samples
of Tobacco800 dataset.
Method mAP Recall (%)
Le et al. (2013) 0.970 88.42
Le et al. (2014) 0.910 88.78
SCNN-4096 0.922 92.72
CNN-256 0.600 63.00
We can therefore conclude that the results related to the
reduced maps are quite competitive. Besides, the compu-
tation time is another very important performance mea-
sure for retrieval systems. There is not a significant differ-
ence in the computation time between CNN and SCNN,
since the on-line phase depends on feature maps already
extracted to calculate the distances and build the ranking
list of both models. During the on-line phase, in both
models, the query search time is improved from  7s
(4096-feature map) to  3s (256-feature map). Therefore,
the computation time decreases when using the model
with 256 features, while the approaches return promising
results.
3.3. Results on DocExplore Dataset
Table 5 shows the experimental results of the proposed
image retrieval and pattern spotting methods, using the
SCNN-4096. We selected this feature map because of its
performance in Tobacco800 dataset. We evaluated our re-
sults thanks to the evaluation kit provided on-line2, where
the authors included a rule to ignore junk objects and
IoU≥0.5 for PS task. We can observe that our best result
for IR is with Top-1000, but for Top-500 the difference
is only 3.5%. For PS our results are very similar to any
Top-k ranking, but in our best result we achieved 0.076 of
mAP.
As En et al. (2016c), we observed that many candidates
often contain only a part of the query or overlap with other
ranked candidates, hence reducing the performance of the
system. Thus, we propose a post-processing stage to use
a ”union” of these retained candidates to discover rectan-
gular regions as a way to improve the performance of the
localization task. Thus, we selected the first 2000 candi-
dates to apply the union step. After the union, the first
1000 were considered to feed the evaluation system, sim-
ilar to En et al. (2016a) and En et al. (2016c). We can ob-
serve that our results for PS are approximately 2.3 times
better using post-processing.
Table 6 shows the comparison with the current state-
of-the-art and our experimental results. It can be ob-
served that we did not outperform En et al. (2016a), be-
ing almost 37% worse for IR. They used BING to pro-
pose regions and the feature extraction is based on VLAD
and K-means. In addition, the authors included a post-
processing stage using template matching. At each re-
trieval, the Top-2000 regions similar to the query are kept
2http://spotting.univ-rouen.fr/evaluation-kit/
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Table 5: Image retrieval (IR) and Pattern spotting (PS) results with Top-k
ranking for SCNN-4096 on DocExplore dataset.
Task Top-k100 300 500 700 1000
IR 0.296 0.355 0.373 0.381 0.386
PS 0.073 0.075 0.076 0.076 0.076
PS (PP) 0.174 0.174 0.174 0.174 0.174
PP: Post-processing
as inputs of the template matching stage. Finally, only
the first 1000 matched regions are used for calculating the
mAP. It can be observed that the mAP achieved by the
proposed method in the localization task outperforms in
57% the results presented in (En et al., 2016a) when con-
sidering our post-processing method.
Table 6: Image retrieval (IR) and pattern spotting (PS) results on DocEx-
plore dataset. Values refer to mAP on Top-1000 candidates for SCNN-
4096
Method IR PS
En et al. (2016a) 0.613 0.111
U´beda et al. (2019) ES 0.286 0.139
U´beda et al. (2019) PP 0.386 0.173
SCNN-4096 PP 0.386 0.174
ES: exhaustive search, PP: Post-processing
The mAP for IR achieved by the proposed SCNN is
similar to the mAP achieved by U´beda et al. (2019) with
post-processing (PP). U´beda et al. (2019) used RetinaNet
as a feature extractor and added a post-processing step
where they discard the localization if the bounding box is
not entirely contained in the original page. In addition,
they trained a classifier with a set of pages of DocEx-
plore and use it to predict non-text regions in all pages to
generate region proposals. It is important to notice that
we did not perform any training using images of Doc-
Explore for both the region proposal and the feature ex-
tractor. However, whereas the authors used an exhaustive
search, our results outperformed in approximately 35%
in IR and 25% for PS. Therefore, our approach is better
at retrieving patterns and it does not need any additional
classifier to improve the performance.
Fig. 6 shows some qualitative results of the images re-
trieved using SCNN-4096. These results are very promis-
ing, however, when the search involves an image with few
positive samples, the method returns some false candi-
dates, as seen in the seventh row (in gray), although the
level of detail of the candidate retrieved in the first posi-
Figure 6: Qualitative retrieval results DocExplore dataset. Query and
the first five retrieved logos using SCNN-4096
tion is very high. The same occurs in the eighth row.
4. Conclusion
We presented two approaches for retrieving images and
spotting patterns in document image collections using
deep learning. In the first approach a pre-trained AlexNet
model was used to cope with the lack of training data.
The CNN was fine-tuned to achieve a compact yet dis-
criminant representation of queries and image candidates.
A constraint of this approach is however the need to fine-
tune the CNN, making it a dataset dependent solution. We
solved it in the second approach, in which a SCNN trained
on a subset of the ImageNet dataset avoids the fine-tuning
process, making it independent from the queries and the
dataset used.
A robust experimental protocol using two public
datasets (Tobacoo-800 and DocExplore) has shown that
the proposed methods compare favorably against state-
of-the-art document image retrieval and pattern spotting
methods. Though in both approaches the learned repre-
sentation scheme considers feature maps of different sizes
which were evaluated in terms of retrieval performance, it
was possible to observe with the similarity-based features
provided by the SCNN with a 4096 feature map an in-
crease in the mAP since the features generalize better and
allow to improve the matching performance.
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Further work must be done to evaluate other deep archi-
tectures and the possible fusion of the proposed learned
representation with the handcrafted features described in
(En et al., 2016b) that are very discriminating and com-
petitive.
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