We consider the problem of fitting a low rank tensor A ∈ R I , I = {1, . . . , n} d , to a given set of data points {M i ∈ R | i ∈ P }, P ⊂ I. The low rank format under consideration is the hierarchical or TT or MPS format. It is characterized by rank bounds r on certain matricizations of the tensor. The number of degrees of freedom is in O(r 2 dn). For a fixed rank and mode size n we observe that it is possible to reconstruct random (but rank structured) tensors as well as certain discretized multivariate (but rank structured) functions from a number of samples that is in O(log N ) for a tensor having N = n d entries. We compare an alternating least squares fit (ALS) to an overrelaxation scheme inspired by the LMaFit method for matrix completion. Both approaches aim at finding a tensor A that fulfils the first order optimality conditions by a nonlinear Gauss-Seidel type solver that consists of an alternating fit cycling through the directions µ = 1, . . . , d. The least squares fit is of complexity O(r 4 d#P ) per step, whereas each step of ADF is in O(r 2 d#P ), albeit with a slightly higher number of necessary steps. In the numerical experiments we observe robustness of the completion algorithm with respect to noise and good reconstruction capability. Our tests provide evidence that the algorithm is suitable in higher dimension (>10) as well as for moderate ranks.
Introduction
We consider the problem of fitting a low rank tensor A ∈ R I , I := I 1 × · · · × I d , I µ := {1, . . . , n µ }, µ ∈ D := {1, . . . , d}, to given data points
by minimizing the distance between the given values (M i ) i∈P and approximations (A i ) i∈P :
(T being a certain tensor class)
In the class of general dense tensors this is trivial, because the entries of the tensor are all independent. For sparse tensors this reduces to a simple knapsack problem. Our target tensor class is the set of low rank tensors, i.e., we assume that the implicitly given tensor M ∈ R I allows for a low rank approximation
where the unknown approximantM ∈ R I fulfils certain rank bounds that will be introduced later. In particular we allow ε = 0 so that the task is to reconstruct the whole tensor M =M in the low rank format. This particular case is considered, e.g. in [12, 3] .
Completion versus Sampling
A tensor fitting problem might arise as follows: the entries (M i ) i∈P could be measurements of a multiparameter model such that each index i ∈ P represents a specific choice of d parameters. If the measurements are incomplete or in parts known to be incorrect, then the goal is to reconstruct all values of M for all parameter combinations i ∈ I from the known values (M i ) i∈P (prior to the assumption that M allows for an approximation in the low rank format). It is crucial that the points P are given and we are not free to choose them. In case that the points can be chosen freely one after another, the problem simplifies drastically and can be approached as in [16, 2] by an adaptive sampling strategy. Sometimes one can propose rules on how the entries from P should be chosen, as it is done in quasi Monte Carlo methods. This approach is persued in [8] and defines sampling rules that allow an efficient approximation scheme. Again, this is different and possibly a simpler task than the tensor completion considered here.
Low Rank Tensor Formats
The class of tensors in which we aim for a completion of the given tensor entries is a low rank format. In the case d = 2 the rank of a tensor coincides with the usual matrix rank, but in dimension d > 2 there are several possibilities to define the rank of a tensor and thus there are several data-sparse low rank formats available.
In the CP(k) format 1 or representation
the tensor completion problem has been considered in [23, 1, 11] . The minimal number of summands k by which the tensor A can be represented is the tensor rank of A, but minimality of k is often not relevant in applications. The CP(k) format is data sparse in the sense that storing the factors g µ, amounts to O(dnk) units (real numbers) of storage, as opposed to the n d units of the full dense and unstructured tensor A. This is the reason for the attractivity of the format despite many theoretical and practical difficulties [9] .
In the Tucker format
tensor completion has been considered in [20, 10, 13, 17] . This format is limited to small dimensions d since the so-called core tensor C requires d µ=1 k µ units of storage. The advantage on the other hand is that standard matrix approximation techniques can be used by matricizing the tensor.
The low rank format that we consider lies in between these two, combining the benefits of both: the number of degrees of freedom scales linearly with the dimension d and the format is based on matricizations such that standard linear algebra tools are applicable.
Here, we put no special assumptions on the data points P , except that they are reasonably distributed:
Definition 1 (Slices and slice density) We define the slice density of a point set {M i ∈ R | i ∈ P }, P ⊂ I, in direction µ ∈ D and index j µ ∈ I µ by c(j µ ) := #{i ∈ P | i µ = j µ } The corresponding slice of a tensor A ∈ R I is defined by
..,i µ−1 ,i µ+1 ,...,i d := A i 1 ,...,i µ−1 ,jµ,i µ+1 ,...,i d
Depending on the rank parameters r µ of A (which in turn depend on the target accuracy of the approximation) the slice densities of the set P have to be high enough, i.e.
for a constant C SD , the oversampling factor or overall slice density relative to the rank. Note that thereby, the minimal value for #P increases if any #I µ does. If one of the values c(j µ )
were zero, then this simply means that the slice A iµ=jµ is undetermined and not observable for any of the low rank formats mentioned above and in the following. In a minimum norm sense the completed tensor could be set to zero for this slice without any effect on the rank or approximation in the known points P . The low rank format under consideration is the hierarchical [6, 4] or TT [15, 14] or MPS [26, 24] format.
Definition 2 (TT tensor format) Let r 0 , . . . , r d ∈ N and r 0 = r d = 1. A tensor A ∈ R I of the form or representation
for all i ∈ I and G µ : I µ → R r µ−1 ×rµ is said to be of MPS (matrix product states) format or TT (tensor train) format or hierarchical format, cf. Figure 1 . We define the set of tensors in TT format by T T (r 1 , . . . , r d−1 ) := {A ∈ R I | A is of the form (1)}.
The parameters r µ are called representation ranks and combined to the rank vector r:= (r 1 , . . . , r d−1 ). For the matrix blocks (G µ ) d µ=1 we use the short notation G. G is called a representation system of A, and if we want to indicate that A is represented by G we write A G .
The minimal ranks r µ for the representation of a tensor A in TT format are the ranks of certain matricizations of A [4, 16] . The number of parameters in the TT representation is
It could thus in principle be possible to reconstruct the tensor from a number of samples that is in O(log N ) for a tensor having N = d i=1 n i entries, cf. Section 4.3.
Statement of the Main Approximation Problem
The full approximation problem can be stated as follows. For S ⊂ I let
Problem 3 (Main problem) Given a tensor M ∈ R I known only at points P ⊂ I, and given representation ranks r 1 , . . . , r d−1 , find a representation (1) with representation system
A related approach for tensor completion is presented in [21] where the authors use a steepest descent iteration on the tensor manifold. Our approach is an alternating least squares minimization and an overrelaxation based on ideas from LMaFit for matrix completion [25] . A short comparison is given in Section 4.5.
First Order Optimality Conditions and ALS
For a representation system (G µ ) d µ=1 such that A = A G one can write the main problem in the form G = argmiñ
The direct first order optimality conditions for the matrix blocks G µ are
i.e. each matrix block G µ is optimal when all other blocks are fixed. Starting from some approximation G, the alternating least squares approach from [7] consists of an alternating best fit for each of the blocks G µ in the order µ = 1, . . . , d. It should be noted that the order can as well be chosen as µ = d, . . . , 1 or any other permutation. However, for practical purposes, the most straightforward choice seems to be either one of the aforementioned orderings, cf. Algorithm 1.
Algorithm 1 Alternating Least Squares (ALS) algorithm
Require: Initial guess A G while stopping condition not fulfilled do
end for end while Remark 4 (Slice-wise optimization) The minimizer G µ in each step of Algorithm 1 can be found slice-wise, since each slice yields an independent least squares problem:
Alternative Optimality Conditions and ADF
An alternative formulation of our main problem is based on LMaFit ideas [25] and given by introducing an additional tensor Z ∈ R I so that G can be found via solving
The latter function f yields first order optimality conditions
Solving this nonlinear system of equations simultaneously for G 1 , . . . , G d , Z is not trivial. In a hard or soft thresholding iteration, one would have to find a best approximation A G to a given tensor Z, and in the matrix case d = 2 this is expensive but possible. For tensors in d > 2 such a best approximation is not available. A common technique for finding a quasi-optimal approximation is an alternating optimization approach, cycling through the unknowns G µ (as above in ALS). But since our final goal is not the approximation of Z but the minimization of f , it makes sense to directly solve the nonlinear system by an alternating fit. We approach this nonlinear system by a nonlinear block Gauss-Seidel iteration where the blocks of unknowns are
Finally, we use (partial) successive overrelaxation in order to speed up the convergence. We call the resulting algorithm 'alternating directions fitting' (ADF), cf. Algorithm 2 (where the overrelaxation parameter still has to be specified).
Algorithm 2 Alternating Directions Fitting (ADF) algorithm
Require: Initial guess A G , overrelaxation parameter α ≥ 1 while stopping condition not fulfilled do For all i ∈ I \ P set Z i := A G i and for all i ∈ P set
Organization of the Article
In Section 2, we introduce the necessary tools for the analysis and algorithmic treatment of the tensor approximation problem. Section 3 presents the ALS and ADF algorithm in detail and analyses the computational and storage complexity of one iterative step. Several practical issues like adaptive choice of the ranks, improved performance, and stopping criteria are developed. Finally we greatly simplify the determination of the overrelaxation parameter α. In the numerical examples in Section 4, we apply the algorithms to three types of examples: a) smooth function related tensors, b) functionals of parametric PDE solutions, and c) random low rank tensors with and without noise. We conclude our findings in Section 5.
Optimization in the TT-Format
In this section we introduce the neccessary tools to work with matrix blocks in order to derive and formulate the core step of the ALS and ADF algorithm (Theorem 23).
Matrix Blocks
First we introduce matrix blocks, which are a useful tool both for tensor calculus and arithmetic in TT representation.
n as a vector of matrices H(1), . . . , H(n) ∈ R k 1 ×k 2 . We call k 1 × k 2 the dimension and n the length of H.
Remark 6 a) In [7] a matrix block H is called a component function H(·). We use the name matrix block to point out that H has the structure of an array of matrices. b) For fixed k 1 , k 2 ∈ N the set of matrix blocks H ∈ (R k 1 ×k 2 ) n forms an R-vectorspace as well as a left-module over the non-abelian matrix ring R k 1 ×k 1 and a right-module over R k 2 ×k 2 .
Matrix blocks can be combined via the Kronecker product to form higher dimensional tensors as they appear in the definition of the TT representation A G .
Definition 7 ((Kronecker) product between matrix blocks) We define the (Kronecker) product ⊗ for matrix blocks
The definition is consistent with the conventional Kronecker product such that associativity is given. In order to simplify the notation we use the following convention:
• We treat the product of a matrix and a matrix block as if the matrix was a block of length 1 and skip the ⊗. It is referred to as pointwise multiplication.
• We write (
• The empty Kronecker product is defined to be I (identity matrix of suitable size).
Remark 8 (Generating
In order to apply standard matrix tools, we have to switch between matrix blocks, matrices, and tensors. The necessary foldings and unfoldings are introduced in the following.
Definition 9 (Left and right unfolding, transpose) Let H ∈ (R k 1 ×k 2 ) n be a matrix block. We define the left unfolding L(H) as
. . .
and the right unfolding R(H) as
The transpose H T of a matrix block is a matrix block defined by
In [18] the left and right unfoldings L(H) and R(H) are denoted by H L and H R . We adjust the notation to our requirements and in order to illustrate that they are mappings. 
and likewise the right s-unfolding by
We shortly call these just unfoldings and skip the index s.
Definition 12 (Block matricization) Let A ∈ R I be a d-dimensional tensor. A block matricization with respect to s ∈ {1, . . . , d}, A (s) , is defined as the matrix block of dimension (n 1 . . . n s−1 ) × (n s+1 . . . n d ) and length n s , given by
In case that A is a tensor in TT format with representation A = A G , the block matricization is simply (cf. Figure 2 ) A
folding times matrix block times right unfolding.
Scalar Product and Orthogonality
The standard scalar product can be transfered to matrix blocks as follows.
Definition 13 ((Scalar) product of matrix blocks) Let G and H be matrix blocks of dimensions k 1 × k m ,k m × k 2 and same length. Then we define their (scalar) product as
For a matrix J ∈ R km×km we define
Note that ·, · is only a product with scalar output regarding its module properties.
Definition 14 (R-scalar product and matrix block norm) Let V := (R k 1 ×k 2 ) n be the R-vector space of matrix blocks of dimension k 1 × k 2 and length n. Then ·, · defines a scalar product ·, · R on V via
The corresponding norm || · || on V is defined as G := G, G R .
Remark 15 (Properties of the matrix block norm and scalar product) For a matrix block G, tensor A and index s ∈ D, it holds
The R scalar product hence coincides with the standard scalar product between the according vectorizations of the matrix blocks.
We introduce the concept of orthogonality (cf. [7] ) for matrix blocks, by which we can simplify the minimization problem.
Definition 16 (Orthogonality of matrix blocks) For a matrix block H, we call H left orthogonal if the columns of L(H) are orthogonal (this being H
T , H = I), and right orthogonal if the rows of R(H) are orthogonal (this being H, H T = I). Let Q be a matrix block of same dimensions as H. We then define the (non-unique) operation orth such that for Q = orth (H), the pair (L(Q), R) is a QR-decomposition of L(H). Then Q is left orthogonal and QR = H. Likewise orth r is such that for Q = orth r (H), the pair (L, R(Q)) is an LQ-decomposition of R(H). Then Q is right orthogonal and LQ = H.
In Corollary 18, we demonstrate how orthogonality, the scalar product and the Kronecker product are used to show the feasibility (Theorem 26) of the ADF core step (Theorem 23).
Lemma 17 (Scalar products of Kronecker products) Let G 1 , G 2 and H 1 , H 2 be matrix blocks of appropriate dimensions and lengths. Then
Proof: Due to symmetry we consider only the first case. By definition and reordering of summation, we obtain
Corollary 18 (Orthogonality of Kronecker products) If
Remark 19 (Non-uniqueness of representations) In the TT-format, the representations are highly non-unique [18] . This degree of freedom can be an advantage: one can always assume that all matrix blocks G i are left orthogonal for i < h and right orthogonal for i > h. Then G is called orthogonalized with respect to h, or in short h-orthogonal. This concept is also described in [7] , where G h is called core of G. It follows that A
The ALS and ADF Algorithm
We first approach Problem 3 by the ALS Algorithm 1, for which we introduce the rank increasing strategy in detail in Algorithm 3. We then derive the optimality conditions of this problem with respect to a single block, which is the basic step of the ADF Algorithm 2. We adapt the stopping criteria, previously given for the rank increasing ALS algorithm, and provide a useful heuristic for choosing the overrelaxation parameter α (Remark 30 and Algorithm 4). Finally, we greatly simplify the choice of α.
Rank Increasing Strategy and Alternating Least Squares
In this section we assume that a target rank r f inal is given and that we are interested in a tensor completion scheme with equal ranks r 1 = · · · = r d−1 = r f inal in the TT format. A successful strategy for finding good initial values for the optimization is to start with minimal ranks r 1 = . . . = r d−1 = 1. Each time the algorithm fails to progress sufficiently (cf. Remark 21), the ranks r µ of G are increased until the final target rank r f inal is reached.
Remark 20 (Initial values)
We start our approximation scheme with equal ranks r 1 = . . . = r d−1 = 1 and matrix blocks
G is thereby uniform and each block is orthogonal. The adaption of the representation G to ranks r + 1 is done in a straightforward way. The two matrix blocks G 1 , G d are replaced by
while the other matrix blocks are replaced by
This results in an initial guess which is the sum of the previous (lower) rank approximation plus a rank one term as above.
Remark 21 (Stopping criteria) Our rank increasing scheme needs a robust stopping criterion for the least squares fixed rank optimization. Here, we use the heuristic that whenever the improvements of one sweep are too small, we stop the fixed rank optimization and increase the rank parameter, where 'sweep' refers to one alternating cycle through all directions. Let γ 5 denote the arithmetic mean of the last 5 residual reduction factors (Res(G) := A G − M P after a sweep):
Then we stop the fixed rank optimization if
where reasonable choices for ε stop vary between 10 −2 and 10 −5 .
The final algorithm with our choice of starting values is given in Algorithm 3. The orthogonalization of G with respect to s in the inner loop is not necessary but improves the stability and can be performed without significant increase in computational complexity.
Algorithm 3 Rank increasing ALS algorithm
Initialize the representation G for r = Assuming that for each rank r = 1, . . . , r f inal we require iter max many sweeps of ALS, we obtain a total complexity of O(iter max r 5 d#P )
Proof: The estimate for the total complexity obviously follows from the first one. For one sweep we have to determine each of the blocks G s once by setting up and solving a linear least squares problem. Naturally the least squares problem decouples into n s independent linear least squares problems of size #{p | p ∈ P, p s = i s } × r 2 . Solving these for all i s = 1, . . . , n s is possible in O(#P r 4 ), and summing this up for all directions s = 1, . . . , d gives a complexity of O(d#P r 4 ). In addition to the pure solve, we have to setup the least squares matrix, and we orthogonalize G with respect to s.
The orthogonalization step is independent of P and of negligible complexity O(dnr 3 ) [4, 14] . Setting up the least squares matrix requires #P times the (partial) evaluation of the tensor A G , which is of complexity O(dr 2 ) per entry, leading to a negligible complexity of O(r 2 d#P ).
For the convergence of the ALS iteration, we state the result from [18, Theorem 2.10]: under suitable full rank assumptions on the Hessian in the local minimizer, the ALS iteration converges locally at least linearly to the local minimizer.
The ADF Core Step
The core step we outline below describes how the update of G in Algorithm 2 in the unaccelerated case is performed.
Theorem 23 (Core step of the ADF algorithm) Let s ∈ {1, . . . , d}. Without loss of generality, we assume that G is orthogonalized with respect to s (cf. Remark 19) .
Then the minimizer G s in Algorithm 2, for all j ∈ I s , is given by
Proof: By assumption, G 1 , . . . , G s−1 are left orthogonal and G s+1 , . . . , G d right orthogonal. Therefore G <s has orthonormal columns and G >s orthonormal rows. Then
and, due to orthogonality, it follows that, for all j ∈ I s ,
The core step above is formulated without any overrelaxation. The overrelaxation parameter α can however be included directly into the core step by modifying Z as follows.
Lemma 24 Let
Proof: We assume, by contradiction, that there existsĜ
which is equivalent to
This is a contradiction to the minimality of G + s . This proves that G α s is the minimizer of the minimization problem (4).
Remark 25 (Denoting current and old representations within sweeps) The intermediate tensor Z α is not updated along with the representation, but in chosen increments, namely after each sweep. During each sweep, we denote with G − the old representation used for the last update of Z α and with G the current representation. Therefore Z α is always based on the old representation.
Theorem 26 (Practical ADF core step) Under the assumptions of Theorem 23, the update block G s with overrelaxation parameter α is given, for all j ∈ I s , by
(The short notations are used for Lemma 27.)
Proof: According to Theorem 23 and Lemma 24, we have
→Second summand which we insert into (7). First summand: Recall that A G − (s) can be expanded (cf. Figure 2) . From the definition of (G <s ) and (G >s ) (cf. Definition 11), we derive that
Second summand: As (M | P − A G − | P ) i = 0 for all i / ∈ P , we can reduce the summation from I to P and obtain the formula stated in the theorem.
Computational Complexity of ADF
The statements presented in this subsection are based on the sweep with order 1 → d, but can be transfered to permutations.
Lemma 27 (Successive computing) The occuring terms in the core step (Theorem 26) during the sweep (s = 1 → d) can be reduced to simpler successive computations. Note that in step s, the right matrix blocks G s+1 , . . . , G d are unchanged and equal to those of the old representation G − . We then have that
where (LS 1 1 ) = 1, while (LS 2 s ) = I (the identity matrix) due to the orthogonality conditions. Likewise
where (LM 6. switching orthogonality of G: one QR decomposition of an nr × r matrix and n times an (r × r) times (r × r) matrix multiplication: O(nr 3 ).
Each of these steps is performed O(d) times. This leaves us with the computational complexity of one left-hand sweep of O(r 3 dn + r 2 d#P ).
Remark 29 (Complexity of ALS and ADF) The computational complexity of one ADF sweep is in O(r 3 dn + r 2 d#P ), whereas an ALS sweep is in O(r 4 d#P ) (cf. Lemma 22), i.e., asymptotically an ADF step is by a factor r 2 faster than an ALS step. In the numerical examples section we compare the speed and the necessary number of iterations for several examples.
Preliminary choice of the SOR Parameter α and Stopping Criterion
By an optimized determination of the acceleration parameter α, one can speed up the convergence of the ADF algorithm considerably. Therefore, after each sweep of the ADF Algorithm 2, we allow a relatively expensive search for a suitable α by testing increased (α up
Remark 30 (Determination of the overrelaxation α) To handle the acceleration parameter α, we introduce a second parameter δ, an increment parameter. Each sweep is run for two different accelerations (α up , α down ):
This choice ensures that the overrelaxation parameter is at least α ≥ 1. Depending on the residuals of the results, one of the three directions is chosen as specified in Algorithm 4. It determines the new α, δ as well as G.
In order to estimate and understand the magnitude of α, one can view the summand (6) as a spot-check evaluation of the same term but for P = I, which would represent a full, maximal sampling set. Therefore, it has to be multiplied by (1 + α), δ and dir := back, then recompute G up and G down Restart Algorithm 4 (break if this happens more than 10 times in a row);
Finally, we need an adaptive reliable stopping criterion in conjunction with the rankincreasing strategy discussed previously.
Remark 31 (Stopping criteria) We denote again by γ 5 the arithmetic mean of the last 5 residual reduction factors
Our first stopping criterion is simply like for ALS |1 − γ 5 | < ε stop with ε between 10 −2 and 10 −5 . However, this is only tested if the direction is dir = down or the last residual reduction fulfils: |1 −
. Note that we cannot compare the specific ε stop of ADF with the one of ALS, as ADF is faster in time but with smaller residual reduction per iteration. Our second stopping criterion is: Stop if the last 10 directions were dir = back, meaning there is no residual reduction even if the SOR parameter α approaches 1.
A detailed analysis by numerical experiments on the optimality of α from the above heuristic is given in the supplementary material. We can summarize that even an expensive line search to determine the optimal α for each sweep gives almost the same results as the simple heuristic. This motivates the simplified determination of α in the next subsection.
Automated Overrelaxation in Microsteps
The idea for the automated overrelaxation is not to choose one α for the whole sweep s = 1 → d but rather a different α = α(s) for each (micro-) step s. As it will turn out this enables us to determine the optimal α(s) and interprete the iteration as an approximate ALS iteration.
Definition 32 (Residual tensor and matrix block projection) We define the residual tensor S and the matrix block projection P s via
When the context is clear, we skip the indices M or G.
We recall that the tensor Z α is given by
If we assume that G = G − is s-orthogonal and we determine the update only in direction s (instead of the whole sweep 1 → d), then the update used in ADF simplifies to
For the whole matrix block this is
Lemma 33 (Optimal acceleration) The optimal overrelaxation parameter
for the update of block s is given by
Ps .
Proof: The optimal α * from the quadratic minimization is
Finally, the trace properties can be used to simplify the nominator:
Note that the change in the residual tensor has already been calculated for the determination of α * : S
We summarize the final ADF in Algorithm 5.
Remark 34 (Overrelaxation in Microsteps)
The overrelaxation parameter α does not need to be uniform for the whole block G s . We can proceed with each part G s (j), j = 1, . . . , n s 
. This is what we use in practice as it typically gives a lower residual for the same computational complexity.
Finally, we can interprete the ADF iteration with overrelaxation in microsteps as an approximate ALS iteration: The block N as defined above is the gradient of the residual function in mode s. That is, for
we have N = ∇R s . Therefore the ADF (micro-) step is an alternating best approximation of the blocks G s , s = 1 → d, but only in the direction N of steepest descent (after sorthogonalization). In the numerical examples we observe that indeed ADF requires a few more iterative steps, but since the complexity is by a factor r 2 lower, this is advantageous.
Numerical Experiments

Data Aquisition and Measurements
Sampling: In order to obtain a sufficient slice density, cf. Definition 1, we generate the set P in a quasi-random way as follows: For each direction µ = 1, . . . , d and each index i µ ∈ I µ we pick C SD r 2 indices i 1 , . . . , i µ−1 , i µ+1 , . . . , i d at random (uniformly). This gives in total #P = dnC SD r 2 samples (excluding some exceptions), where C SD is the slice density from Definition 1. As a control set C, we use a set of the same cardinality as P that is generated in the same way.
Stopping parameter: We give neither a limit to time nor to the number of iterations and use only the previously mentioned stopping criteria where the ε stop for ADF is always 1/3 the one for ALS. The different choices for ε stop are to compensate for the differing per-iteration computational complexity of each algorithm (and lead to a fair comparison).
Order of optimization: Furthermore we use a slightly different order of optimization as previously discussed. Instead of the sweep we gave before (s = 1, . . . , d), we alternate between two sweeps (s = 1, . . . , h, s = d, . . . , h, h = d/2 ) to enhance symmetry. A full alternating sweep (s = 1, . . . , d, s = d, . . . , 1) can also be considered. However, we found that this sweep is slightly less effective.
Notation: For the results of the tests we denote the ratio of known points ρ = #P/n d , the relative residual res P = A−X P / A P , the error on the control set res C = A−X C / A C and the time in seconds. In order to save space, we sometimes label the y-axis above plots.
Approximation of a Full Rank Tensor with Decaying Singular Values
As a first example, we consider a tensor A ∈ R I given by the entries
Remark 35 (Approximation by exponential sums) A good low-rank approximation of the aforementioned tensor A (12) can be obtained easily from the following observation. For any desired precision ε ∈ (0, 1) and R > 1 there is a k ∈ O(log(ε) log(R)) such that
for specific values of ω * , α * that depend on the desired accuracy ε and upper bound R. The particular values can be obtained, cf. [5] , from the following webpage:
http://www.mis.mpg.de/scicomp/EXP_SUM To transfer this observation to the multidimensional case, we insert r = x 2 , x ∈ {1, . . . , n} We finally obtain
This yields a TT format respresentation A = A G with square diagonal matrices
. . , n, of rank r = (k, . . . , k) with a maximal pointwise error of
. A rank k approximation obtained in this way is not optimal in the sense that the same accuracy can be reached with a smaller rank. In order to find the near best approximation, we make use of the hierarchcial SVD (cf. [4] ): In the first step we compute a highly accurate large rank tensorÂ ∈ T T (r), in the second step we determine the quasi-optimal approximation A ∈ T T (r), [14, 4] , by truncation ofÂ to rank r via the hierarchical SVD.
We give convergence plots for varying target rank and slice density and also carry out four detailed, different tests, each one focusing on a different parameter: d (dimension), r (final rank), n (size) and C SD (slice density). In these tests we also compare the ADF with the ALS algorithm with stopping parameter ε stop = 5 × 10 −5 (ADF), and ε stop = 15 × 10
Each combination of parameters is tested 20 times for different random P and C, where the same random instance of these parameters P and C is used in both ALS and ADF tests. Furthermore res C and res P denote the geometric mean of the respective results and time the arithmetic mean of times. The values in brackets give the geometric variance, respectively in case of the time the arithmetic variance. A plot of the convergence of res P , res C for fixed d = 7 , n = 12 and varying target rank as well as slice density is given in Figure 3 . We observe convergence for all choices of parameters. In the Tables 1,  2 , 3 and 4 we list the detailed results of the four mentioned comparisons (left: ALS, right: ADF).
First, we consider the variation of the dimension d ∈ {5, 6, 7, 8, 13, 21, 34, 55} in Table 1 . For all dimensions d = 5, . . . , 55 the approximation seems to be uniformly good and the variance with respect to the randomness in the sampling points seems to be quite low.
Remark 36 (Comparison with HTOpt) As a comparison of our results with the HTOpt algorithm from [21, 22] we perform the first three test of Table 1 , i.e. dimension d ∈ {5, 6, 7}, r = 3, n = 8, C SD = 10. We have used the default values provided by the program but set the sampling ratio relative residual on C maximal number of iterations to 1000. The following table shows the approximation quality on the control set C and given point set P , the accuracy of the near best exponential sum approximation (res exp ) from Remark 35, and the number of iterative steps: d res C res P res exp steps 5 6.9e-03 2.4e-03 2.3e-03 519 6 2.7e-02 2.6e-03 1.5e-03 750 7 5.2e-02 4.8e-03 1.0e-03 579
We can clearly see that the number of iterations in HTOpt used to find the approximation is rather stable. We have used the dense linear algebra version provided in MATLAB, but a sparse version is also available. It seems that for smaller dimension the optimization on the manifold yields an approximation close to the best one, whereas for larger dimension d the quality diminishes.
In the second experiment we vary the target ranks r ∈ {2, . . . , 8} and report the results in Table 2 . The approximation quality on the reference set P is as we expected (exponentially decaying to zero), but on the control set C the fixed slice density C SD limits the accuracy that we can achieve by the random sampling.
In our third experiment we consider the variation of mode sizes n ∈ {6, 12, 24, 48}. The results are given in Table 3 . We observe a rather slow increase of the error which can be attributed to the random sampling.
In our fourth and last experiment we vary the slice density C SD ∈ {1, 3, 10, 20, 50}. residual is res exp = 1.34 · 10 −3 . The results in Table 4 show that for C SD → ∞, i.e. sampling more and more entries of the tensor, the reconstruction gets closer and closer to the best rank r = 3 approximation of the tensor. Reasonably good results are already obtained for C SD = 3. Note that the relative residual on the sampling set is smaller than the optimal residual (due to overfitting).
The tensor A from (12) is not suitable for a high-dimensional high rank tensor completion based on random samples, because the singular behavior is localized in one of the corners of the hypercube [0, R]
d . In order to better investigate the approximation quality of ALS and ADF, we consider the tensor D ∈ R I given by the entries
For all examples, we choose d = 7, n = 15, C SD = 10, ε stop = 5 × 10 −4 (ADF) and ε stop = 15 × 10 −4 (ALS). In our first experiment in Figure 4 we compare the runtime for ALS and ADF to reach a target accuracy for a rank r f inal ∈ {6, 8, 10} approximation. In our second experiment in Figure 5 we repeat the experiment from Figure 4 and try to exclude any effects due to different choices of stopping parameters or initial guesses. For this, we start both iterations with the same initial guess of rank r f inal − 1 obtained from ALS. Instead of the total time T we measure the relative time t rel := (T − T 1 )/T 1 with respect to the runtime T 1 for rank r f inal − 1 ALS. We observe that the ADF algorithm is consistently faster than ALS. The reason for this is that both iterations require a similar number of steps, but the complexity per step of ALS is inferior to that of ADF, cf. Lemma 22 and Lemma 28. These observations are highlighted in Figure 6 , where we display the average number of iterations required until the next rank increase and the average measured time per step for each rank (for d = 7, n = 15, r f inal = 14, C SD = 10) of both ALS and ADF. The detailed timing results of the experiments are given in Table 5 , averaged over 20 trials for each r ∈ {4, 6, . . . , 14}. 
Reconstruction of a Low Rank Tensor without Noise
As second group of examples, we consider quasi-random tensors with exact, common low TT ranks A ∈ T T (r, . . . , r) (cf. Definition 2). Each quasi-random tensor is generated via a TT representation A = A G where we assign to each entry of each block G 1 , . . . , G d a uniformly distributed random value in [−0.5, 0.5]. Each combination of parameters is tested 20 times for different random P and C and stopping parameter ε stop := 5 × 10 −4 (ADF) and ε stop := 15 × 10 −4 (ALS). We consider such a reconstruction successful if res C < 10 −6 . First, we do not change the quasi-random tensor. In the test afterwards, we manipulate the singular values of the original quasi-random tensor.
Quasi-random Tensors
In the first test we consider the reconstruction of quasi-random tensors as described above. Since the rank is exactly r = 1, . . . , 8 it would in principle be possible to find a tensor of exactly rank r that interpolates the sampled points. However, due to the nature of the Table 5 : Convergence and timing with respect to the target rank r = r f inal for otherwise fixed parameters.
random sampling and possible local minima we do not always reconstruct the tensor. The number of successful reconstructions for 20 random tensors is displayed in 20 shades of gray, from white (0) to black (all 20). In Figure 7 for d = 4 and d = 5 we observe that both ALS and ADF are able to reconstruct the tensor (with known target rank r) provided that the slice density is high enough. For larger ranks r it seems that a slice density of C SD = 4 is enough, but for smaller ranks the slice density has to be larger in order to compensate for the randomness in both the tensor as well as the sampling set P .
Quasi-random Tensors with Decaying Singular Values
We base the second group of tests for random tensors on the same quasi-random tensors as above. However, for each tensor and each matricization we enforce the singular values to decay exponentially (that is σ i = 10 −i ) by rescaling them. We therefore alternatingly adapt the singular values of the according matricizations of the random tensor. Note that this can be done indirectly via the given representation of the random tensor. The difference to the previous group of tests is that now the smaller singular values are dominated by the large ones. The results in Figure 8 show a similar behaviour as before with the exception that, with respect to reconstruction capability, ADF performs slightly worse in d = 4 and worse in dimension d = 5.
Quasi-random Tensors with Decaying Singular Values and Gap
The third group of tests is again based on the quasi-random tensors of Subsection 4.3.2. This time, the singular values of each matricization of each tensor are rescaled to σ i = 10 −i for i ≤ r/2 and σ i = 10 −i−2 for i > r/2, i.e., there is a gap in the singular values after the first r/2 singular values. We illustrate the results by two diagrams in Figure 9 , in which we plot the residuals res P and res C on the y-axis against the elapsed time on the x-axis. We fix the dimension d = 5, r = 8, the mode size n = 12, and the slice density C SD = 10. The dashed vertical and horizontal lines mark the points at which the rank is increased and are labelled on the x-axis with the corresponding (higher) rank.
We observe that the gap in the singular values is clearly apparent in the approximation quality of the reconstruction, both in the given sample set P as well as the control set C. Each of the residuals drops by three orders of magnitude if the rank approaches r/2. Also, we can see that the residuals in P and C are almost the same, which is most likely a special property of random tensors. The comparison shows a clear advantage of the ADF iteration over the ALS iteration with respect to timing.
Reconstruction of a Low Rank Tensor with Noise
In the fourth group of tests we repeat the ones from E is a tensor of the same proportions as A and without any prescribed rank structure. Each of its entries is assigned a uniform random value in [−1, 1]. A test is considered successful if res C < 10 −3 , where the control set residual is evaluated for A and notÃ. However, no information about the non perturbed tensor is used in the algorithm. The results are identical to those of Subsection 4.3, i.e. the perturbation has no influence on the reconstruction as long as the magnitude is below the target accuracy. We do not yet have a theoretical justification for this very pronounced effect and believe that a thorough analysis might reveal more insight.
Stochastic Elliptic PDE with Karhunen-Loève Expansion
Our last numerical example is a tensor completion problem based on an elliptic PDE with stochastic coefficient a,
u(x, y) = 0 (x, y) ∈ ∂D × Θ, where y ∈ Θ is a random variable and D = [−1, 1]. The goal is to determine the expected value of the average of the solutionsū(y) := D u(x, y)dx. We follow the procedure described in [19, 10] where first the stochastic coefficient is replaced by a truncated d+1-term KarhunenLoève (KL) expansion. Subsequently the solution space over the computational domain D is discretised by finite elements and the d stochastic independent variables are sampled on a uniform grid, which yields averaged solutions A i 1 ,...,i d :=ū(i 1 , . . . , i d ) depending on the parameters i µ . For each parameter combination (i 1 , . . . , i d ), a deterministic problem has to be solved and the average over all solutions gives the sought expected value. In this example, we choose f (x) ≡ 1 and use a finite element space with m = 50 degrees of freedom. In Figure 10 we display the convergence for algebraically decaying KL eigenvalues λ µ = (1 + µ) −2 , final rank r f inal ∈ {4, 6, 8} for dimension d = 5, slice density C SD = 6 and stopping parameter ε stop := 5 × 10 −4 (ADF) and ε stop := 15 × 10 −4 (ALS). We observe that both methods eventually find a completed tensor of comparable approximation quality, both in terms of the residual on P and on C. The ADF iteration is consistently faster, and with increasing rank r f inal one can clearly see the advantage of the asymptotically lower complexity per step. In the tests in Figure 11 we try to exclude any effects due to different choices of stopping parameters or initial guesses. For this, we start both iterations with the same initial guess of rank r f inal − 1 obtained from ALS. Instead of the total time T we measure the relative time t rel := (T −T 1 )/T 1 with respect to the runtime T 1 for rank r f inal −1 ALS. Again, we observe that ADF is consistently faster.
C Implementation
The C implementation of the ALS and ADF algorithm, which was used for the latter results, can be found at http://www.igpm.rwth-aachen.de/personen/kraemer
Conclusions
In this article, we presented two variants of an alternating least squares algorithm that aim at finding a low tensor rank approximation to a tensor whose entries are known only in a small subset of all indices. It is important to use a certain oversampling factor, respectively slice density C SD , in order to obtain a reasonable reconstruction of the tensor. In our numerical experiments it turns out that this factor depends on the dimension but can be decreased with increasing rank. We obtain successful results already for the almost minimal value 
