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ABSTRACT
An enabling technology for cognitive radio is expeditious wideband spectrum
sensing. A major challenge for implementing wideband spectrum sensors is
fitting a wideband antenna within a given form factor. Scanning a narrow-
band antenna is an attractive alternative to using a wideband antenna in
situations where constraints on the allowable antenna dimensions make de-
signing a sensitive wideband antenna a challenge. However, scanning the
antenna through a wide spectrum extremely rapidly can induce significant
nonlinear effects. This work explores the nonlinear effects of rapidly scanning
a narrowband antenna in order to enable the design of devices that scan the
antenna extremely rapidly. The frequency spread due to the amplitude mod-
ulation effect due to tuning and detuning the antenna is characterized. The
frequency shift due to the rapidly changing phase associated with rapidly
tuning an antenna is calculated. The limit on how rapidly the antenna may
be tuned effectively is explored. The nonlinear effects of rapid antenna tuning
are observed experimentally and replicated in simulation.
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CHAPTER 1
INTRODUCTION
Wideband spectrum sensing is a critical capability for modern sensing and
communication systems. It is an enabling technology for cognitive radios,
which are communication devices that use allocated spectrum resources while
the spectrum is temporarily unused. The spectrum is becoming increasingly
crowded, and it must be used more efficiently in order to accommodate the
demand for wireless services. Cognitive radio technology promises to allevi-
ate the artificial spectrum scarcity arising from current allocation methods
by opening spectrum for opportunistic use while the primary users of the
spectrum are not using a portion of it.
A likely structure for implementing a cognitive radio would employ a wide-
band spectrum sensor and a widely tunable communications system. The
wideband spectrum sensor would detect unused portions of the spectrum
that the radio could use. The tunable communications system would have a
widely tunable frontend and a narrowband backend. The tunable front end
may be implemented by mixing the received signal down to baseband and
then low-pass filtering it. The antenna may be either a wideband antenna
covering the entire spectrum of interest or a tunable antenna. A tunable
antenna is an attractive option, as it lends itself to smaller form factors.
The wideband spectrum sensor is straightforward to implement if the sys-
tem employs a wideband antenna. The entire spectrum would be captured
by the antenna. The wideband received signal may be processed in the ana-
log domain to reduce the data load in certain situations. Then the signal
would be digitized and the spectral occupancy would be determined. The
occupancy may be determined simply by declaring the band to be occupied
if the power received over it exceeds a threshold. More advanced techniques
key off the features of the expected signals to improve the estimate and allow
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the sensing period to be reduced.
If the communications system employs a tunable antenna, implementing
the wideband spectrum sensor is more challenging. One option would be for
the system to use a second antenna that covered the entire spectrum for the
spectrum sensor’s exclusive use. The drawback to this approach is that it
may be difficult to fit both antennas in the desired form factor. Another
approach would use a single tunable antenna for both systems and scan the
spectrum for holes. The antenna would be tuned through the entire spectrum
dwelling at each frequency band. As this method does not deliver the entire
spectrum to the processor throughout the entire sensing period, certain ad-
vanced sensing methods that key off of time-varying features of the signal are
not available. Scanning the spectrum slowly enough that the probability of
failing to detect an occupied band is acceptably low may take significant time.
This dissertation explores rapidly scanning a tunable antenna in order to
perform quick and accurate wideband spectrum sensing. A narrowband, tun-
able antenna is designed and built. The signals received when this antenna
is rapidly tuned are captured. A circuit model is developed for this antenna,
and it is used to accurately model the rapidly tuned antenna in the time
domain. A method to analyze the behavior of the antenna while it is being
tuned is developed. It is shown that the behavior of the antenna is pre-
dictable while it is being tuned, which suggests that devices that operate
while the antenna is being tuned are feasible.
1.1 Cognitive Radio
Cognitive radio is a concept that was proposed by Joseph Mitola III in 1999
[1]. It is a communications system that automatically adjusts its parameters
in order to best serve its user. These adjustable parameters might be for
example the carrier frequency, bandwidth, power, and modulation scheme of
the communications signal. The system is adjusted based on a number of
factors, such as desired throughput, channel conditions, and local spectrum
usage.
2
The cognitive radio concept may be applied to overcome the false spec-
trum scarcity encountered in many areas due to inefficient licensing of the
spectrum. In the remainder of this dissertation, cognitive radio will refer
more narrowly to a radio that is cognizant of the local spectral usage and
adjusts its communications scheme accordingly.
One of the key challenges to implementing cognitive radio is determining
the local spectral occupancy. This may be done by sensing the environment
or by looking up local registered spectrum users in a database. Sensing the
environment allows the system to avoid interfering with unregistered devices,
while maintaining a database of registered transmitters gives an extra layer
of protection from accidental interference to the registered transmitters.
1.2 Wideband Spectrum Sensing
Wideband spectrum sensing seeks to detect signals within a wide range of
frequencies. There are two major challenges for wideband spectrum sensing:
fitting the spectrum sensor into a mobile form factor and processing the large
amount of data that may be necessary to accurately sense the spectrum.
1.2.1 Energy Detection
Energy detectors are the simplest and one of the most common methods for
sensing the spectrum [2]. The energy in the spectrum is sensed and a deci-
sion about whether there is a signal contained within a given band is reached
by comparing the energy received in that band to a threshold [2]. If the en-
ergy exceeds this threshold for a given frequency range, then that frequency
range is declared to be occupied. The threshold may be calculated so that
the probability of missing a detection of an occupied band is sufficiently low.
A major advantage of using an energy detector to sense a wide spectrum is
that it accommodates using narrowband tunable hardware. The hardware—
including the antenna—may be scanned to each frequency in a set of fre-
quencies in the band of interest sequentially. It may also be implemented
as several narrowband receive chains that collectively cover the spectrum of
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interest. This allows the hardware to potentially be made more compact and
with less associated cost [3].
There are drawbacks to using an energy detection scheme for spectrum
sensing. It performs relatively poorly compared to other schemes in the low
SNR regime and when the power in the signals of interest is spread over a
significant bandwidth [4].
1.2.2 Spectrum Sensing using Knowledge of the Signal
Structure
Knowledge of the structure of the signals to be detected can improve the
performance of a spectrum sensor [2]. One way a spectrum sensor may
incorporate knowledge of the signal structure is by exploiting the cyclosta-
tionary nature of digital communications signals [2]. Signals are considered
cyclostationary when their parameters change at a regular time interval. For
example, phase-shift keying (PSK) signals change the phase of the carrier
frequency at regular intervals in order to convey information. By detecting
cyclostationary features within a frequency range, the spectrum sensor can
detect a signal within that range more confidently.
Matched filtering correlates the signal that is potentially present with the
received signal [2]. If the signals to be detected were known at the sensor,
the optimal spectrum sensing technique would involve selecting the maxi-
mum likelihood signal after correlating the received signal with known sig-
nals of interest [4]. Many signals of interest are partially known, as they
contain known waveforms used for synchronization and channel estimation.
Communications signals may be decoded and considered known with a high
degree of certainty if the decoded message is valid. Matched filtering tech-
niques require a large amount of processing.
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1.2.3 Compressive Sensing
A potential issue with sensing a wide bandwidth is sampling the spectrum
at the Nyquist rate. If the bandwidth of the spectrum is in the GHz range,
a Nyquist-rate digitizer must sample billions of samples per second, which
generates a large amount of data to be processed in real time. It was shown
in [5] that the spectrum may be accurately sensed using inexpensive com-
ponents by using a modulated wideband converter (MWC) in conjunction
with a wideband antenna. The key component of the modulated wideband
converter is a mixer that mixes the received signal with a wideband modu-
lating signal to spread the received signal in frequency in addition to mixing
it down to baseband. The received signal is then low-pass filtered and sam-
pled at a frequency that is orders of magnitude below the Nyquist rate. The
unoccupied frequencies may then be estimated using compressive sensing
techniques, assuming that the spectrum is sparsely populated with signals.
Preliminary work presented in [6, 7] leading to this dissertation demon-
strated that rapidly tuning a narrowband antenna may spread a received
signal in a way similar to the mixer in a MWC. By tuning and detuning the
antenna to an incident frequency periodically, the incident signal is amplitude
modulated, which spreads the received signal in frequency. It was demon-
strated experimentally in [6] that a rapidly tuned, narrowband antenna can
be used in place of the wideband antenna and mixer in a MWC. The advan-
tage of using the narrowband tunable antenna is that a narrowband antenna
is more easily fit within a given form factor. In [7], it was shown that a
spectrum sensor that undersamples the spectrum by 50% after receiving the
signal via a rapidly tuned antenna can achieve a performance similar to a
spectrum sensor that fully samples the spectrum after receiving the signal
through the same antenna that is statically tuned to the center of the spec-
trum. Using a rapidly tuned antenna as a modulated wideband converter is
an attractive solution, because in addition to alleviating the sampling rate
issue, it uses a narrowband, tunable antenna, which is more easily fit within
a given form factor than a wideband antenna.
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1.3 Rapidly Tuned Antennas for Transmit
Rapidly tuning or reconfiguring an antenna in order to transmit signals with
bandwidths that exceed the bandwith of the antenna has been explored.
Direct antenna modulation (DAM) circumvents the limited bandwidth of a
time-invariant resonant antenna by either dynamically switching the match-
ing network (synchronous tuning) or dynamically altering the current paths
on the antenna itself.
Synchronous tuning involves dynamically adjusting the matching network
of the antenna to the instantaneous frequency of the transmitted signal. This
scheme faithfully transmits wideband signals that are instantaneously nar-
rowband such as frequency-shift keyed (FSK) signals. Some of the earliest
research on synchronous tuning was done for VLF transmitters in the 1950s
by the Naval Electronics Laboratory (now the Space and Naval Warfare Sys-
tems Center Pacific) [8, 9]. The throughput of statically tuned VLF systems
is extremely low, as the transmitting antennas are narrowband, electrically
small antennas and only 5% reflected power may be tolerated due to the
high powers that are introduced to the transmitter [9]. It was shown that,
by tuning the transmitting antenna to the instantaneous frequency of the
FSK signal, the frequency deviation of the signal could be wider, allowing
for faster keying without exceeding the 5% reflected power limit [9]. The
symbol period of the communications signal was much longer than the time
required to tune the antenna, so the transient effects of tuning the antenna
did not significantly affect the received signal. A five-fold throughput in-
crease was observed at the cost of a 10% increase in both power and cost [9].
It was shown in [10] that synchronously tuning an antenna with a FSK
signal that has a symbol rate in the MHz range is possible using an antenna
tuned via varactor diodes. In [10], a FSK signal that switches between 3
and 4 GHz at a symbol rate of 5 MHz is successfully transmitted from a
narrowband antenna that is tuned in synchrony with the FSK signal.
The second type of DAM modulates the signal using the antenna itself
by adjusting the currents on the antenna, usually through diodes or variable
capacitors, while a continuous wave (CW) tone is fed into the RF input of
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the antenna. It was shown in [11, 12, 13, 14, 15, 16, 17] that an on-off key-
ing (OOK) signal may be transmitted by tuning or detuning the antenna in
order to create the modulation.
In [11], a distributed Schottky diode is created by printing a patch antenna
onto high-resistivity silicon. A positive bias voltage between the patch and
ground plane forward biases this diode so that current may flow through
the substrate, effectively shorting the antenna and cutting off radiation. Re-
peatedly shorting the antenna creates an OOK modulation. This scheme is
demonstrated experimentally at a symbol rate up to 1 kHz. Because the
antenna used in the experiment had a bandwidth in the MHz range, this
symbol rate was not rapid enough to validate their claim that direct antenna
modulation can transmit signals that exceed the instantaneous bandwidth of
the antenna. A drawback of this method is that significant power is reflected
when the antenna is detuned.
In [12, 13, 14], it was demonstrated experimentally that an antenna that
may be shorted by applying a voltage across a diode embedded in the an-
tenna can generate an OOK signal. It was shown experimentally that a
100 MHz OOK signal that alternates between 0 and 1 may be generated
by modulating this antenna directly. Since the antenna has a bandwidth of
approximately 30 MHz, this suggests that directly modulating the antenna
can produce signals with bandwidths that exceed the instantaneous band-
width of the antenna. Further investigation is required to ensure that this
result is general, as it is possible that the situation where the symbol rate is
100 MHz and the symbols alternate between 0 and 1 represents a special case.
In [16], an OOK signal with several switching rates was generated by di-
rectly modulating an antenna similar to [12, 13, 14]. Due to equipment
limitations, the bias signal had a maximum switching rate of 20 MHz. Given
that the antenna investigated in this paper had a bandwidth of 30 MHz, this
switching rate was not sufficient to validate the claim that direct antenna
modulation can transmit signals that exceed the instantaneous bandwidth of
the antenna.
The direct modulation of a FSK signal was presented in [18]. Rather than
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detune the antenna, the directly modulated FSK transmitter tunes the an-
tenna to another frequency. This method injects a single frequency CW sig-
nal at one of the FSK frequencies, and transient effects occurring during the
tuning of the antenna are leveraged to generate the other frequency transmit-
ted by the FSK. As with the OOK schemes, a significant amount of power
is reflected from the antenna when the antenna is tuned to the secondary
frequency. Additionally, the signal that is transmitted varies in a complex
manner from symbol to symbol. Significantly more power is transmitted for
the zero symbol immediately following a one symbol than following a zero,
as the transients the scheme relies on to power the zero symbol fade after
the transition.
The direct modulation of a PSK signal was introduced in [19, 20, 21, 22, 23],
where the radiation pattern of an array was altered at the symbol rate in or-
der to generate a PSK signal in a desired direction. This scheme accepts a
lower efficiency relative to beamsteering in order to make the communica-
tions link more secure by distorting the waveform in undesired directions.
This scheme was experimentally explored in [22] for a symbol rate of 200
kHz, which is less than the bandwidth of the antenna, so this investigation
cannot be used to validate the claim that generating the communications
signal with the antenna can transmit a signal with a bandwidth that exceeds
the instantaneous bandwidth of the antenna.
1.4 Rapidly Tuned Antennas for Receive
In [24], it is demonstrated that a tunable antenna may receive a signal that
has significant power across a large range of frequencies. It is shown that
a narrowband antenna switched between 400 and 550 MHz at a rate of 80
kHz with a switching time of 1 µs can receive signals at both frequencies. It
is stated that, as long as the switching rate is greater than the sum of the
bandwidths of the signals at both frequencies, those signals may be decoded.
The antenna is tuned slowly enough that transient effects of the tuning are
negligible, ensuring that the signals do not interfere with each other. Since
the signals are received without self-interference, it is sufficient to tune the
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antenna at a rate greater than the largest of the bandwidths of the signals.
For example, if the signal at 400 MHz is a BPSK signal with a symbol rate
of 40 kHz and the 550 MHz signal is a BPSK signal with a symbol rate of 80
kHz, is can be seen that the antenna can successfully recover the information
in both signals by switching at a rate of 80 kHz. If the antenna is switched
at 80 kHz, the antenna is tuned to 400 MHz twice per symbol period and to
550 MHz once per symbol period. Thus, information about every symbol in
both signals is captured, and both signals can be reconstructed.
In [25] and [26], it is shown that rapidly tuning an instantaneously narrow-
band circuit broadens the bandwidth of this circuit in the sense that energy
from a wider set of frequencies is allowed through it. Further investigation
into the transient effects of rapidly tuning an antenna is required in order
to fully characterize the effect of rapidly tuning a narrowband system on
receive.
1.5 Goal of this Dissertation
The goal of this dissertation is to rigorously explore the effects of rapid an-
tenna tuning for receive. Prior work proposed rapidly scanning a narrowband
antenna as a solution to fitting a wideband spectrum sensor within a small
form factor. This prior work showed that such a scheme has promise; however
it did not explore its limits. It assumed that the signals in the spectrum to
be sensed had an information rate below what may be expected with modern
communications signals in order to avoid dealing with the transient effects
of tuning the antenna. This dissertation aims to develop tools for designing
and analyzing systems that operate while the antenna is being rapidly tuned.
The effects of rapid antenna tuning are analyzed in order determine an
accurate model that will enable the design of devices for this type of tuning.
In Chapter 2, the antenna used in this investigation is presented and a circuit
model for this antenna is derived. In Chapter 3, signals are captured exper-
imentally by a rapidly scanned antenna. It is observed that rapidly tuning
the antenna both spreads and shifts the frequency of an incident signal, and
these effects are explained and quantified. In Chapter 4, the circuit model
9
developed in Chapter 2 is used to simulate the transient effects of rapid an-
tenna tuning. The simulation is verified by reproducing the simulated results
from Chapter 3. The simulation also explores scenarios that were impossible
to explore experimentally due to equipment limitations. This dissertation is
concluded with a discussion of future work.
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CHAPTER 2
TUNABLE ANTENNA MODEL
In order to analyze the behavior of an antenna being rapidly tuned, a sim-
plified model for an antenna is developed. A microstrip patch antenna tuned
via varactor diodes placed in shunt on its radiating edges is chosen for this
study. A transmission line model for a microstrip patch antenna is used as
the basis of the model. This model is modified by inserting the circuit model
of the reverse biased varactor diode into it appropriately.
2.1 Bahl-Bhartia Tunable Antenna
The antenna presented in [27] is chosen as the basis for the antenna used in
this investigation. This antenna is a microstrip patch antenna with varactor
diodes inserted in shunt at the center of the radiating edges of the patch.
It was selected because it has a well-established and straightforward model
that may be leveraged for this investigation. In [27], the antenna tuned be-
tween 1.5 and 1.8 GHz; in this investigation, its dimensions are modified so
that the antenna tunes between 3.25 and 4.5 GHz. This was accomplished
by designing a probe-fed patch antenna for a resonant frequency of 3.5 GHz,
simulating this antenna with the desired varactor diodes placed in shunt at
its radiating edges, and then shortening the length of the patch until the
antenna tuned in the desired manner in simulation.
Figure 2.1 shows the antenna designed for this investigation. Its dimensions
as designed are shown in Figure 2.1(b). As pictured in Figure 2.1(a), the
shorting pin closest to the feed was moved approximately 2 mm closer to
the feed of the antenna in order to improve the match of the antenna across
the band of interest. The original design yielded a poorly matched antenna
when fabricated, likely due to poor initial estimates of the characteristics of
11
the packaging of the diode in the model of the varactor diodes.
(a) Photo of antenna.
la=9.5 mm
lp=3.4 mm
W=13 mm h=1.575 mm
(b) Dimensions of the antenna.
Figure 2.1: Bahl-Bhartia antenna designed to be tuned between 3.25 and
4.50 GHz. In the diagram, the orange area represents the copper of the
patch, the red circle represents the feed, the blue circles represent vias to
ground, and the green triangles represent the varactor diodes oriented so
that a positive bias on the patch places them both in reverse bias.
2.2 The Transmission Line Model for a Patch Antenna
This section details a transmission line model that accurately characterizes
the impedance behavior of the fabricated tunable patch antenna. In the
transmission line model, a microstrip patch antenna is modeled as a length
of transmission line terminated by an impedance representing the impedance
transformer from the antenna to the air, as shown in Figure 2.2.
l, Z0
Crad Crad RradRrad
Figure 2.2: The transmission line model for a microstrip patch antenna.
The microstrip patch antenna has a Duroid 5880 substrate of relative per-
mittivity r equal to 2.2 between the patch and the ground plane. The
microstrip patch is approximated by a transmission line surrounded by a di-
electric with effective relative permittivity calculated via Equation 14-1 of
[28] reproduced in Equation 2.1.
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reff =
r + 1
2
+
r − 1
2
(√
1 + 12
h
W
)−1
(2.1)
The transmission line has length l and characteristic impedance Z0. The
length of the transmission line is equal to the physical length of the patch
antenna la plus an additional length 2∆l to take into account the lengthening
effect of the fringing fields from the radiating ends of the antenna. The addi-
tional length is calculated via Equation 14-2 of [28] reproduced in Equation
2.2.
∆l = 0.412h
(reff + 0.3)
(
W
h
+ 0.264
)
(reff + 0.258)
(
W
h
+ 0.8
) (2.2)
The characteristic impedance Z0 of a transmission line that is the approx-
imation to the microstrip line having the dimensions of the patch antenna is
calculated using Equation 3.196 of [29] reproduced in Equation 2.3.
Z0 =
120pi
reff
[
W
h
+ 1.393 + 0.667 ln
(
W
h
+ 1.44
)] (2.3)
The radiation impedance is modeled as a resistor with resistance Rrad and
a capacitor with capacitance Crad. According to Equation 14-8 of [28], the
conductance of the resistor and admittance of the capacitor may be computed
via Equations 2.4 and 2.5 respectively. These parameters are translated to
the desired resistance and capacitance values via Equation 2.6.
G1 =
W
120λ0
[
1− 1
24
(k0h)
2
]
(2.4)
B1 =
W
120λ0
[1− 0.636 ln(k0h)] (2.5)
Rrad +
1
j2pifCrad
=
120λ0
W
(
1− 1
24
(k0h)
2 + j2pif (1− 0.636 ln(k0h))
)−1
(2.6)
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2.3 The Transmission Line Model for a Probe-fed
Patch Antenna
The transmission line model is modified to account for the interaction be-
tween a realistic probe feed and the antenna. As shown in Figure 2.3, the
transmission line is broken into two and a feed impedance is inserted in shunt
between these transmission lines. This makes sense, as the feed may be lo-
cated a distance lp from the edge of the patch. The lengths of transmission
line may be calculated based on the distance of the feed from the edge of the
patch via Equations 2.7 and 2.8.
l1 = lp + ∆l (2.7)
l2 = l + ∆l − l1 (2.8)
l1, Z0
Crad Crad RradRrad
Lpin
l2, Z0
Rgen
Figure 2.3: The transmission line model for a probe-fed microstrip patch
antenna.
The generator impedance is assumed to be 50 Ω, and is modeled as a 50 Ω
resistor. According to [30], the inductive component of the feed reactance
is reproduced in Equation 2.9. This is translated into an inductance via
Equation 2.10. In this equation, η represents the wave impedance, k is the
wave number, hs is the thickness of the substrate, dp is the diameter of the
probe pin, c is the speed of light, and fc is the center frequency of the band
of interest.
XL =
ηkhs
2pi
[
ln
(
4
kdp
)
− 0.577
]
= 2pifcLpin (2.9)
Lpin =
ηhs
2pic
[
ln
(
4
kdp
)
− 0.577
]
(2.10)
The transmission line model parameters of the antenna shown in Figure
14
2.1(b) at 3.5 GHz are given by Table 2.1. The length of the patch is 9.5
mm, the width is 13 mm, the height is 1.575 mm, and the distance from the
closest radiating edge to the feed is 3.4 mm. The diameter of the probe feed
is 1.4 mm. The substrate is Duroid 5880 with relative permittivity r of 2.2.
Table 2.1: Transmission line model parameters calculated using Equations
2.1–2.6 for 3.5 GHz.
Parameters Values
l1 4.622 mm
l2 7.322 mm
Z0 24.0 Ω
Rrad 792 Ω
Crad 0.14 pF
Lpin 0.66 nH
2.4 The Transmission Line Model for a Probe-fed,
Tunable Patch Antenna
A typical patch antenna is modified by placing varactor diodes in shunt at
the radiating edges to make it tunable in frequency. The two transmission
lines are each bisected so that the diodes are inserted a distance ∆l into the
transmission line, placing the diodes near the physical edges of the antenna.
l1, Z0
Rrad
l2, Z0
Rgen
Lpin
Lpin
Vrx Vrx
l0, Z0 l3, Z0
+- +-
Rs Vbias
+- Crad Rrad
Vout
+
-
Cs
Vd1
+
-Crad
Ls
Lpin
RsCs
Vd2
+
-
Ls
Figure 2.4: The transmission line model for a microstrip patch antenna.
The varactor diodes used in the antenna shown in Figure 2.1(b) are Schot-
tky diodes. The relationship between the voltage across the Schottky diode
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and the charge across the diode’s junction as given by Equation 2.58 in [31]
is reproduced in Equation 2.11.
Q(Vd) =
Cj0φ
1− γ
(
1 +
Vd
φ
)1−γ
(2.11)
Here, Q is the charge and Vd is the voltage biasing the diode in the reverse
direction. The diodes are expected to always be reversed biased. The charge
across the diode for a given bias is modeled using the parameters φ, Cj0,
and γ. For the diode used in the antenna shown in Figure 2.1(a), φ=0.68 V,
Cj0=3.75 pF, and γ=0.5. The current through a device is simply the time
derivative of the charge across the device. Since diodes are single junction
devices, the current through the diode Id(t) is given by Equation 2.12.
Id(t) =
d
dt
Q(Vd(t)) (2.12)
If the diode is biased by a constant DC voltage −VDC and a small AC
signal vAC that is much smaller than the DC bias, then the varactor acts like
a standard capacitor with capacitance Cj given by 2.13.
Cj =
Cj0(
1− VDC
φ
)γ (2.13)
The circuit model of the diode includes the variable capacitor and several
components representing the packaging and connectors. The parameters rep-
resenting the packaging and connectors (Cs, Rs, and Ls) were fit so that the
simulated S11 parameters match the measured S11 parameters of the antenna.
Also in the diode branches of the model is an inductor of inductance Lpin to
represent the impedance of the pin between the diode and ground. As the
vias are the same dimensions as the feed pin, they are modeled using the
same inductance.
The parameters of the model shown in Figure 2.1 are given in Table 2.2.
Note that l1 from the previous section is split into two lengths l0 and l1 by
the insertion of the varactor, and l2 from the previous section is split into l2
and l3. The parameters are chosen so that the behavior of the antenna model
matches the measured antenna. The parameters of the model that was fit to
the measured antenna response match the calculated parameters to a high
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degree. The one difference between the fit and measured parameters is that
the length extension of the transmission lines due to fringing fields at the
radiating edges is reduced by 0.4 mm. This deviation is reasonable, as the
diodes inserted in shunt across these edges can be expected to significantly
influence the fields at the radiating edge. Note that l1 from Figure 2.3 is
expected to equal l1 + l0 in Figure 2.4, and similarly l2 from Figure 2.3 is
expected to equal l2 + l3 in Figure 2.4. The transmission line length l1 is not
equal to lp because, as shown in Figure 2.1(a), the antenna was created with
the diode closest to the feed being inset 2 mm into the patch.
Table 2.2: Transmission line model parameters for the antenna shown in
Figure 2.1.
Parameters Calculated Using Eqs. 2.1–2.6 Fit to Measured Data
l0 3.90 mm
l1 4.62 mm 0.31 mm
l2 7.32 mm 5.61 mm
l3 1.29 mm
Z0 24.0 Ω 24.0 Ω
Rrad at 3.5 GHz 792 Ω 792 Ω
Crad at 3.5 GHz 0.14 pF 0.14 pF
Lpin at 3.5 GHz 0.66 nH 0.66 nH
Rs 0.95 Ω
Cs 0.14 pF
Ls 0.21 nH
φ 0.68 V
Cj0 3.75 pF
γ 0.5
The return loss S11 of the antenna is simulated via ADS using the schematic
shown in Figure 2.5, which is the ADS representation of the circuit model in
Figure 2.4. The return loss of the model is calculated from the perspective of
terminal Term1, which represents the input to the antenna. The bias signal
Vbias is modeled as the term Vbias in the equation for the charge across the
varactor varactQ. Although the bias signal is applied to the antenna feed, it
could not be accurately modeled as a bias across Term1 because the antenna
model is not valid at low frequencies. If the bias signal were applied as a
voltage offset across Term1, a non-negligible percentage of that bias would
17
Figure 2.5: The ADS model of the antenna used to simulate the
S-Parameters of the statically tuned response of the antenna.
be dissipated in the radiation resistors, which is inaccurate because a DC
voltage would not radiate. The simulated return loss is depicted in Figures
2.6(a) and 2.7(a). This matches well with the measured return loss of the
antenna shown in Figures 2.6(b) and 2.7(b).
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Figure 2.6: Simulated and measured S11 versus frequency of the antenna
tuned by various DC biases.
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Figure 2.7: Simulated and measured S11 plotted on a Smith chart of the
antenna tuned by various DC biases.
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The transfer function of the antenna is simulated for a broadside incident
signal that is co-polarized with the antenna. The ADS diagram for this sim-
ulation is shown in Figure 2.8. Similar to the model derived in [32], the
signal incident on the antenna is modeled with signal generators with oppo-
site polarity on either end of the model, each supplying a sinusoidal signal
Vrf . These signals are small in magnitude so that the Vrf contributes neg-
ligibly to the bias over the diodes compared with Vbias. The signals have
opposite polarities because an incident wave that is copolarized with the an-
tenna points from the patch to the ground plane across one radiation edge
when it points from the ground plane to the patch across the other. If the
incident wave arrived at an angle off broadside, it would enter the antenna
with different phases on either end of the patch, and the signal generators
representing the incident signal in the model would need to have different
relative phases to reflect this. The transfer function is defined as Vout/Vrf .
The magnitude of the antenna transfer function versus frequency is shown
in Figure 2.9 for several DC bias voltages. The magnitude and phase of the
transfer function of the antenna model versus a static bias voltage are plotted
for several incident frequencies in Figures 2.10 and 2.11 respectively.
2.5 Summary
This chapter introduced the tunable microstrip patch antenna used in this
investigation. A circuit model for this antenna was developed using the trans-
mission line model for a microstrip patch antenna. It was validated using the
measured input reflection coefficient S11, which showed excellent agreement.
In Chapter 3, the effects of rapidly tuning this antenna are experimentally
explored. The circuit model developed in this chapter is used in Chapter
4 to verify the effects of rapid antenna tuning observed in Chapter 3 and
explore scenarios that were not explored experimentally due to equipment
limitations.
21
 Figure 2.8: The ADS model of the antenna used to simulate the transfer
function of the statically tuned antenna.
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Figure 2.9: The magnitude of the transfer function of the simulated model
of the antenna versus frequency given various bias voltages.
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Figure 2.10: The magnitude of the transfer function of the simulated model
of the antenna versus bias voltage.
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Figure 2.11: The phase of the transfer function of the simulated model of
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CHAPTER 3
EXPERIMENTAL EXPLORATION OF A
RAPIDLY TUNED ANTENNA
3.1 Introduction
This chapter discusses several experiments conducted in order to explore
the effects of rapidly tuning an antenna on the received signal. The first
set of experiments captures the effect of rapid antenna tuning on sinusoidal
incident signals. The second set of experiments captures the effect of rapid
antenna tuning on a signal with a nonzero bandwidth. It is verified that the
behavior of a wideband signal may be predicted from the behavior of the
signal’s constituent frequency components. The observed nonlinear effects
due to rapid antenna tuning are quantified and explained.
3.2 Experiment Setup
The experiment is set up as shown in Figure 3.1. The arrows represent the
directions in which the signals are intended to flow. A signal between 3.25
and 4.50 GHz in frequency is transmitted using a standard gain horn (SGH).
This signal is either a CW signal at 3.25, 3.50, 3.75, 4.00, 4.25, or 4.50 GHz,
or the wideband signal described in Section 3.3.2. The signal is received by
the antenna shown in Figure 2.1. This signal passes through a diplexer, en-
tering the common port and exiting through the RF port. It is then amplified
and captured by a digitizer to be processed.
A 5 MHz, 2.5 to 14 V control signal shown in Figure 3.2 biases the antenna.
This signal was chosen because it tunes the antenna between 3.25 GHz and
4.50 GHz as quickly as the signal generator used in this experiment (Keysight
81150A Pulse Function Generator) allowed. The bias signal is introduced to
25
the antenna through the feed port after passing through the baseband port
to the common port of the diplexer. The diplexer is a circuit employing
a capacitor to block low frequencies from the RF port and an inductor to
block high frequencies from the baseband port, as shown in Figure 3.3. The
measured S-parameters of the diplexer are shown in Figure 3.4.
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Figure 3.1: Experimental setup.
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Figure 3.2: The 5 MHz triangle wave signal biasing the antenna.
It is verified that the desired triangle wave signal is biasing the antenna
using the setup shown in Figure 3.5(a). The triangle wave shown in Figure
3.5 is passed through the baseband port to the common port of the diplexer
with the passband port terminated with a 50 Ω resistance representing the
receiver. The voltage is measured between the patch and the ground plane
of the antenna using an oscilloscope. Figure 3.5(b) shows that the voltage
biasing the antenna is the desired triangle wave.
The equipment used outside the anechoic chamber is shown in Figure
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(a) Diplexer Schematic. (b) Photo of the diplexer
Figure 3.3: The diplexer used in the experiment. The photo shows the
diplexer in the same orientation as the schematic.
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(a) Frequencies up to 4.75 GHz.
0 50 100 150 200−30
−25
−20
−15
−10
−5
0
Frequency (MHz)
S−
Pa
ra
m
et
er
s 
(dB
)
 
 
S11
S12
S22
S13
S23
S33
(b) Baseband Frequencies.
Figure 3.4: The measured S-parameters of the diplexer. Signals below 10
MHz are passed from the baseband to the common port, and signals above
50 MHz are passed between the R.F. and common ports. Other signals are
filtered.
3.6(a). The setup inside the chamber is shown in Figure 3.6(b). The an-
tenna is mounted on a large ground plane in order to shield the circuitry in
the back plane from the transmitted signal. Without this shielding, a non-
negligible signal is received by components behind the antenna in the receive
chain, which distracts from the investigation of the effects of rapidly tuning
the antenna.
The digitizer (Agilent E4440A) that was used to capture the signal has
a maximum sampling frequency of 100 MHz. In order to capture a wider
band, several captures were stitched together. Portions of the signal were
captured in 50 MHz chunks with the center frequency of each chunk being
27
(a) Measurement Setup of the
Antenna Bias Signal
(b) Triangle Wave Biasing the Antenna
Figure 3.5: Measurement of a 5 MHz triangle wave biasing the antenna
after being routed through the baseband port to the common port of the
diplexer.
one of a set of frequencies between 3 and 4.75 GHz spaced 5 MHz apart. The
capture was triggered by a signal that marks the beginning of each period
of the triangle wave that is used to bias the antenna so that each capture
is aligned in time. The initial phase of the transmitted signal could not be
controlled with the available hardware. These signals are digitally upsam-
pled by a factor of 100 to a sampling frequency of 10 GHz. The signals are
then upconverted by mixing them with the center frequency that the receiver
was set to when each chunk was captured. The captured spectrum chunks
overlap their neighboring spectrum chunks in frequency by 45 MHz so that
the phase difference between each chunk may be estimated and corrected.
These signals are then combined, yielding a wide spectrum capture.
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(a) Equipment outside the chamber (b) Equipment inside the anechoic chamber
Figure 3.6: The setup of the experiment. The equipment outside the
chamber generates both the transmitted signal and the bias signal and
captures the received signal. Inside the chamber are the antenna, the
diplexer, and a low-noise amplifier.
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3.3 Experiment Results
The signals captured experimentally using an antenna tuned via the bias
signal shown in Figure 3.2 are presented in this section.
3.3.1 Sinusoidal Incident Signals
The magnitude of the received signal versus time for several frequencies of
the impinging CW signal is plotted in Figures 3.7–3.12. The same signal is
plotted on a spectrogram in Figures 3.13–3.18. In these figures, the center
frequency of the antenna as a function of time is plotted as a dashed orange
line. The center frequency versus time curve is similar to the bias voltage ver-
sus time curve because the center frequency of the antenna is approximately
a linear function of bias voltage, as designed. A change in bias voltage on the
low end changes the center frequency of the antenna by more than a change
in the bias voltage on the high end of the spectrum, so the center frequency
versus time curve has a slight bend to it. The magnitude is normalized so
that the maximum of each received signal is set to one. The magnitude of the
received signal peaks when the antenna tunes to the frequency of the incident
signal as can be expected. Also, when the center frequency of the antenna is
increasing, the received signal is shifted up in frequency, and when the center
frequency of the antenna is decreasing, the received signal is shifted down
in frequency. Figure 3.19 shows the same signals zoomed in to more clearly
show the characteristics of the received signals.
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Figure 3.7: Recorded magnitude of a 3.25 GHz signal received by the
antenna tuned by the 5 MHz signal in Figure 3.2.
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Figure 3.8: Recorded magnitude of a 3.50 GHz signal received by the
antenna tuned by the 5 MHz signal in Figure 3.2.
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Figure 3.9: Recorded magnitude of a 3.75 GHz signal received by the
antenna tuned by the 5 MHz signal in Figure 3.2.
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Figure 3.10: Recorded magnitude of a 4.00 GHz signal received by the
antenna tuned by the 5 MHz signal in Figure 3.2.
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Figure 3.11: Recorded magnitude of a 4.25 GHz signal received by the
antenna tuned by the 5 MHz signal in Figure 3.2.
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Figure 3.12: Recorded magnitude of a 4.50 GHz signal received by the
antenna tuned by the 5 MHz signal in Figure 3.2.
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Figure 3.13: A 3.25 GHz signal received by the rapidly tuned antenna
plotted on a spectrogram. The center frequency of the antenna is plotted
with a dashed orange line.
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Figure 3.14: A 3.50 GHz signal received by the rapidly tuned antenna
plotted on a spectrogram. The center frequency of the antenna is plotted
with a dashed orange line.
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Figure 3.15: A 3.75 GHz signal received by the rapidly tuned antenna
plotted on a spectrogram. The center frequency of the antenna is plotted
with a dashed orange line.
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Figure 3.16: A 4.00 GHz signal received by the rapidly tuned antenna
plotted on a spectrogram. The center frequency of the antenna is plotted
with a dashed orange line.
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Figure 3.17: A 4.25 GHz signal received by the rapidly tuned antenna
plotted on a spectrogram. The center frequency of the antenna is plotted
with a dashed orange line.
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Figure 3.18: A 4.50 GHz signal received by the rapidly tuned antenna
plotted on a spectrogram. The center frequency of the antenna is plotted
with a dashed orange line.
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(b) 3.50 GHz
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(c) 3.75 GHz
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Figure 3.19: Spectrogram of the signal received by the antenna tuned by
the 5 MHz signal shown in Figure 3.2 given various transmitted CW signals.
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3.3.2 Signal with a Nonzero Bandwidth
In order to test the assertion stated in [24] that the signals in a spectrum
may be fully recovered as long as the antenna is swept at a rate faster than
the information rate of the signals in the spectrum, a wideband signal was
transmitted and received by the antenna biased by the control signal shown
in Figure 3.2. At baseband, the transmitted signal consisted of a 500 MHz
CW signal and a 10 MHz FSK signal with a frequency differential of 40 MHz
on a 100 MHz carrier signal. This signal is mixed with a 3.9 GHz signal
to create the passband signal. The bits communicated with the FSK sig-
nal alternate between 0 and 1. Figure 3.20(a) shows the wideband signal
output from the signal generator for comparison. Figure 3.20(b) shows the
experimentally captured signal received with the antenna biased with the 5
MHz control signal used throughout this chapter. The center frequency of
the antenna as a function of time is shown in dashed orange.
The rapidly tuned antenna captures the 10 MHz FSK signal at least once
per symbol period, and the data contained in this signal can be identified
as an alternating sequence of zeros and ones. Note that at the edges of the
band that is being sensed, this scheme will miss some information in a 10
MHz signal as the time it captures these signals is less evenly spaced. At
the edges of the band, up to a 5 MHz FSK signal may be received using this
scheme.
The frequency components of the wideband signal are amplitude modu-
lated and shifted in the same manner as they would be if that component
of the signal were isolated in the spectrum. This is to be expected because
the incident signal is designed to be small enough that it does not affect the
biasing of the antenna.
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(a) Wideband signal captured through a wire.
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(b) Wideband signal captured by the antenna tuned by the 5 MHz bias
signal shown in Figure 3.2. The center frequency of the antenna versus time
is overlaid on this plot as a dashed orange line.
Figure 3.20: Spectrograms of a signal with a nonzero bandwidth captured
experimentally. The signal consists of a CW signal at 3.4 GHz, a CW signal
at 4.4 GHz, a 10 MHz FSK signal centered at 3.8 GHz and an FSK signal
of opposite polarity centered at 4 GHz.
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3.4 Effects of Rapidly Tuning an Antenna
Rapidly tuning an antenna modulates the amplitude and shifts the frequency
of an incident CW signal. The received signal y is a function of the incident
signal of frequency fc as given by Equation 3.1. The magnitude of the an-
tenna transfer function |h(t)| rises and falls as a function of time, modulating
the amplitude of the incident signal. The term ej∠h(t) yields the frequency
shift, as it represents a time-varying phase mixed with the incident signal.
y(t) = h(t)ejwt = |h(t)|ej∠h(t)ej2pifct (3.1)
In order to determine the antenna transfer function h(t), the transfer func-
tion S12 of the system for a range of DC bias voltages was recorded and
plotted in Figure 3.21. Figure 3.21(a) shows the recorded magnitude of S12
as well as a spline curve that is fit to the data. This data is normalized so
that the maximum value for a given incident frequency is set to one, similarly
to the experimental data presented in Section 3.3. Figure 3.21(b) shows the
recorded phase of S12 as well as a linear curve that is fit to the data so that
the approximation is the most accurate for bias voltages where the magnitude
of S12 is highest.
3.4.1 Amplitude Modulation Effect of Rapidly Tuning an
Antenna
The amplitude modulation of the signal is caused by the tuning and detuning
of the antenna to the frequency of interest. The amplitude of the antenna
transfer function versus time is shown in Figure 3.22(a), and it is found by
plugging the bias voltage versus time in Figure 3.2 into the |S12| versus bias
voltage function in Figure 3.21(a).
Modulating the amplitude of the signal spreads the signal in frequency.
Multiplying a signal with the signal shown in Figure 3.21(a) in time is equiv-
alent to convolving its frequency domain representation with the signal de-
picted in Figure 3.22(b). The signal shown in Figure 3.22(b) is the Fourier
transform of |h(t)| for several incident frequencies.
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Figure 3.21: Measured S12 of the system versus DC bias voltage. The
magnitude of the response is fit with a spline and the angle of the response
is fit linearly. Note that the angle of the response is approximately linear
near the peak of the magnitude of the response. Also note that when the
magnitude of the response is near zero, the angle of the response is
extremely noisy due to measurement noise. In these figures, S12 is
normalized to one at its peak magnitude for each incident frequency.
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Figure 3.22: The magnitude of the antenna transfer function plotted versus
time and frequency. The function |h(t)| is calculated by plugging the bias
signal depicted in Figure 3.2 into the |S12| depicted in Figure 3.21(a).
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3.4.2 Frequency Shift Effect of Rapidly Tuning an Antenna
The frequency of the CW signal is shifted down when the bias voltage is
decreasing and up when it is increasing. This phenomenon is caused by the
rapidly changing phase of the antenna transfer function. Approximate the
phase of the transfer function versus bias amplitude with a line that is tan-
gential to the phase function at the point where the amplitude of the transfer
function is maximum. This approximation is shown in Figure 3.21(b). Define
the variable mh as the slope of this line with units of radians per volt. The
approximation is reasonable, as it is accurate in the region where the trans-
fer function has significant magnitude. Define the slope of the bias signal
function versus time to be mb with units volts per second. Given an incident
frequency, the slope of the phase of the antenna transfer function versus time
is mhmb radians per second. Define the initial phase of the antenna transfer
function as φ0. The antenna transfer function h(t) is given by Equation 3.2.
h(t) = |h(t)|ejmhmbt+φ0 (3.2)
Plugging this into Equation 3.1 yields Equation 3.3.
y(t) = |h(t)|eφ0ej(2pifc+mhmb)t = |h(t)|eφ0ej2pi(fc+∆f)t (3.3)
It can be seen that rapidly tuning the antenna causes a frequency shift ∆f
Hz for a given incident CW signal given by Equation 3.4.
∆f =
1
2pi
mhmb (3.4)
The slope of the bias voltage signal shown in Figure 3.2 is ±115 MV/s,
and the slopes of the phase of the antenna transfer function are in the range
of 0.5 to 3 rad/V as shown in Figure 3.21(b) for several incident frequencies.
The shift calculated for 3.50 GHz, 3.75 GHz, 4.00 GHz, and 4.25 GHz is pre-
sented in Table 3.1. Also listed in this table are the frequency shifts observed
in the experimentally captured signals. The frequency shifts were estimated
by correlating a piece of the signal when it is near its maximum amplitude
with a set of CW signals of various frequencies.
The observed frequency shifts show good agreement with the calculated
values. These values are calculated using the slopes of the lines that are fit
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Table 3.1: Frequency shifts on incident CW signals of several frequencies
due to the 5 MHz control signal shown in Figure 3.2 biasing the antenna.
Frequency shifts are calculated via Equation 3.4 using the slope of the
antenna transfer function shown in Figure 3.21(b).
Frequency Observed Shift Calculated Shift
3.50 GHz 26.7 MHz 27.45 MHz
3.75 GHz 30.0 MHz 20.13 MHz
4.00 GHz 19.3 MHz 18.30 MHz
4.25 GHz 11.7 MHz 15.56 MHz
to the phase of the measured S12 in Figure 3.21(b). The calculated frequency
shift is expected to have some error because the measurements of the phase
of the S12 response are noisy.
3.5 Summary
In this chapter, the effects of rapidly tuning an antenna were captured ex-
perimentally. The rapid tuning both modulates the amplitude and shifts the
frequency of the incident signal. A wideband signal was also captured, and
it was verified that the effects of rapidly tuning an antenna can be predicted
for a wideband incident signal based on the effects of rapidly tuning the same
antenna on a sinusoidal incident signal. These nonlinear effects are analyzed
using the measured S12 of the antenna.
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CHAPTER 4
SIMULATION OF A RAPIDLY TUNED
ANTENNA
The behavior of the antenna modeled in Chapter 2 while rapidly tuned is
simulated and compared to the experimental results presented in Chapter 3.
Two sets of simulations are run. In the first set, the antenna is simulated
with the 5 MHz triangle wave bias signal shown in Figure 3.2 in order to
validate the model. In the second set, the antenna is simulated with bias
signals that tune the antenna through the spectrum at various rates in order
to explore the limits of rapid antenna tuning.
4.1 HFSS Control Signal Simulation
The control signal biasing the antenna in this investigation has components at
high enough frequencies that RF considerations must be taken into account.
Thus, it cannot be assumed that the signal biasing each of the varactors is
equal to the signal introduced to the antenna feed. For control signals with
slopes under 2.5 GV/s, 99% of the power is contained below 250 MHz. The
antenna shown in Figure 2.1 is electrically small at frequencies below 250
MHz, so the signal biasing the varactors is assumed to be approximately the
same as the signal input to the feed of the antenna. This assumption is ver-
ified using HFSS.
The HFSS model of the antenna depicted in Figure 2.1 is shown in Figure
4.1. The patch is shown in orange. It is a 9.5 mm by 13 mm rectangular
patch with small notches cut into its radiating edges for inserting the diodes.
The patch is fed near its center. Pins between the face of the antenna and
ground are shown in yellow. The varactor diodes are modeled as lumped
circuit elements shown as green rectangles in Figure 4.1(a) arranged between
the patch and the shorting pins at either end of the patch. As in Chapter 2,
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the varactor is modeled as a series combination of a 0.9–1.5 pF capacitor rep-
resenting the variable capacitance of the diode, a 0.95 Ω resistor representing
the packaging and soldering resistance, and a 0.21 nH inductor representing
the inductance of the packaging. A CW signal is introduced into a port
outlined in red in Figure 4.1(b) at the outer end of the coaxial feed of the
antenna. The input signal to the antenna is calculated by integrating the
electric field between the patch and ground along an integration line shown
in pink in Figure 4.1(b) near the feed pin. The bias across the varactors is
calculated similarly by integrating the electric field across the lumped circuit
elements representing the varactors in this simulation.
2
1
(a) Simulation geometry.
2
1
Integration 
Line 1
Input Signal 
Integration Line
(b) Excitation and integration lines.
Figure 4.1: Geometry of the HFSS simulation of the control signal applied
to the antenna feed.
The difference between the bias applied to the antenna and the bias across
the varactors is plotted in Figure 4.2 for varactor capacitance values of 0.9
pF and 1.5 pF. Note that the antenna tunes to 3 GHz when the varactor
capacitance is 1.5 pF, and the antenna tunes to 4 GHz when the varactor
capacitance is 0.9 pF. The error is the percent difference in the phasor rep-
resenting the voltage across the varactor and the phasor representing the
voltage between the patch and ground plane near the feed. The error in the
bias voltage is plotted for the upper and lower limits of the capacitance val-
ues in order to determine the sensitivity of the bias signal to the capacitance
value. If the bias signal were sensitive to the capacitance of the varactor, a
simulation including the nonlinear effects of the capacitor varying as a func-
tion of the bias signal on the bias signal would be required. As expected, the
phasor representing the bias voltage across the diode is within one percent
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Figure 4.2: Error between the input signal and the signal across the
varactors. The error is the percent difference in the phasor representing the
voltage across the varactor and the phasor representing the voltage between
the patch and ground plane near the feed. This error is calculated by fixing
the variable capacitance to 0.9 and 1.5 pF. A slight error due to the time
the signal takes to propagate from the input to the diodes is unavoidable,
but this error is small enough that the voltage over the diodes may be
approximated by the voltage applied to the feed of the antenna.
of the phasor representing the bias applied to the antenna for CW bias sig-
nals at frequencies below 250 MHz regardless of the capacitance value of the
varactor. Thus, the bias signal introduced to the antenna is approximately
the signal biasing both the varactor diodes in the antenna assuming that the
highest frequency component of the signal is below 250 MHz.
If the antenna were not electrically small at the desired bias signal fre-
quency, the bias signal would have to be introduced to the antenna in such
a way that the signals biasing every tuning element on the antenna arrived
at the desired time. If the bias signal were also wideband, the bias signal
applied to the antenna should also be prefiltered so that after the signal is
shaped in frequency by the antenna, it biases the tuning elements as desired.
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4.2 ADS Simulation of a Rapidly Tuned Antenna
The ADS model developed for calculating the antenna transfer function that
is shown in Figure 2.8 is simulated in the time domain with a rapidly time-
varying bias signal. The ADS setup of the simulation of a rapidly tuned
antenna is shown in Figure 4.3. The 5 MHz triangle wave bias signal that
was explored experimentally in Chapter 3 is simulated as well as bias signals
that tune the antenna significantly more rapidly.
4.2.1 5 MHz Triangle Wave Control Signal
The antenna is simulated with the 5 MHz triangle wave bias voltage Vbias
shown in Figure 3.2. The normalized magnitude of Vout versus time for sev-
eral frequencies of the impinging CW signal Vrf is plotted in Figures 4.4–4.9.
The signals are normalized so that their maximum value equals one. The
same signal is plotted on a spectrogram in Figures 4.10–4.15. In these fig-
ures, the center frequency of the antenna as a function of time is plotted as
a dashed orange line. The magnitude of the received signal peaks when the
antenna tunes to the frequency of the incident signal, as expected. It can
also be seen that when the center frequency of the antenna is increasing, the
received signal is shifted up in frequency, and when the center frequency of
the antenna is decreasing, the received signal is shifted down in frequency.
This matches the results presented in Chapter 3. Figure 4.16 shows the same
figures zoomed in to more clearly see the characteristics of the received sig-
nals.
The simulated results agree well with the experimental results shown in
Figure 3.19. The simulated results exhibit the same normalized magnitude
versus time as the experimental results. The model also captures a frequency
shift on the same order of magnitude that is caused by the rapid tuning of
the antenna. For comparison, Figures 3.19(d) and 4.16(d) are reprinted in
Figure 4.17.
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 Figure 4.3: The transient ADS model of the antenna.
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Figure 4.4: The simulated magnitude of the 3.25 GHz signal received by the
antenna tuned by the 5 MHz signal shown in Figure 3.2 plotted versus time.
0 200 400 600 800 1000
0
0.2
0.4
0.6
0.8
1
Time (ns)N
or
m
al
iz
ed
 S
ig
na
l A
m
pl
itu
de
Figure 4.5: The simulated magnitude of the 3.50 GHz signal received by the
antenna tuned by the 5 MHz signal shown in Figure 3.2 plotted versus time.
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Figure 4.6: The simulated magnitude of the 3.75 GHz signal received by the
antenna tuned by the 5 MHz signal shown in Figure 3.2 plotted versus time.
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Figure 4.7: The simulated magnitude of the 4.00 GHz signal received by the
antenna tuned by the 5 MHz signal shown in Figure 3.2 plotted versus time.
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Figure 4.8: The simulated magnitude of the 4.25 GHz signal received by the
antenna tuned by the 5 MHz signal shown in Figure 3.2 plotted versus time.
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Figure 4.9: The simulated magnitude of the 4.50 GHz signal received by the
antenna tuned by the 5 MHz signal shown in Figure 3.2 plotted versus time.
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Figure 4.10: A simulated 3.25 GHz signal received by the rapidly tuned
antenna plotted on a spectrogram. The center frequency of the antenna is
plotted with a dashed orange line.
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Figure 4.11: A simulated 3.50 signal received by the rapidly tuned antenna
plotted on a spectrogram. The center frequency of the antenna is plotted
with a dashed orange line.
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Figure 4.12: A simulated 3.75 GHz signal received by the rapidly tuned
antenna plotted on a spectrogram. The center frequency of the antenna is
plotted with a dashed orange line.
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Figure 4.13: A simulated 4.00 GHz signal received by the rapidly tuned
antenna plotted on a spectrogram. The center frequency of the antenna is
plotted with a dashed orange line.
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Figure 4.14: A simulated 4.25 GHz signal received by the rapidly tuned
antenna plotted on a spectrogram. The center frequency of the antenna is
plotted with a dashed orange line.
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Figure 4.15: A simulated 4.50 GHz signal received by the rapidly tuned
antenna plotted on a spectrogram. The center frequency of the antenna is
plotted with a dashed orange line.
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(a) 3.25 GHz
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(b) 3.50 GHz
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(d) 4.00 GHz
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(e) 4.25 GHz
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(f) 4.50 GHz
Figure 4.16: Spectrogram of the simulated signal received by the antenna
tuned by the 5 MHz signal shown in Figure 3.2 given various transmitted
CW signals.
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(a) Experimentally Captured Signal.
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(b) Simulated Signal.
Figure 4.17: Spectrograms of a simulated and an experimentally captured 4
GHz CW signal received by the antenna tuned by the 5 MHz signal shown
in Figure 3.2. These figures are reprinted from Figures 3.19(d) and 4.16(d)
for comparison.
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4.2.2 Extremely Rapidly Tuned Antenna Simulation
In order to explore the limits of rapid antenna tuning, triangle wave control
signals with various slopes are simulated. For reference, the 5 MHz triangle
wave signal shown in Figure 3.2 has a slope of 0.115 GV/s. Five symbol
periods of a 4 GHz OOK incident signal are simulated. The symbol period
of each OOK signal is equal to the period of the triangle wave biasing the
antenna for each simulation. The bias signal has slopes between ±0.2 GV/s
and ±10 GV/s. Note that the bias signals with slopes exceeding 2.5 GV/s
are not guaranteed to bias both varactors equally when biasing the antenna
via its feed, as discussed in Section 4.1. For this investigation, it is not as-
sumed that the antenna is biased via its feed, but it is assumed that the
biasing network is designed so that the desired signal biases both varactors
without changing the radiation characteristics of the antenna. For this set of
simulations, the symbol sequence is 1,0,1,1,0. The results of this simulation
are depicted in Figures 4.18 through 4.23.
It can be seen that there is significant ringing in the received signal. This
ringing effect becomes severe for bias signal slopes exceeding 1 GV/s. A
ringing effect is to be expected because the amplitude of the received signal
is shaped in such a narrow spike in time that it is spread in frequency wider
than the instantaneous bandwidth of the antenna. Injecting a wideband sig-
nal into a narrowband system causes ringing. This effect makes the spectrum
more difficult to sense beyond a certain scan rate.
In order to explore the extent of the ringing due to rapidly tuning the
antenna in the absence of inter-symbol interference, trapezoidal bias signals
are simulated. Simulated results using a trapezoidal bias signal with slopes
between ±0.2 GV/s and ±10 GV/s are presented in Figures 4.24 through
4.29. This signal is trapezoidal so that there is some time each period where
the antenna is statically tuned. The incident signal is a 4.0 GHz CW signal
for all simulations.
Note that the signal is shifted in frequency in addition to being spread in
frequency. The magnitude of this effect is explored similarly to Section 3.4.2.
The slope of the phase of the antenna transfer function versus bias voltage
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for a 4 GHz incident signal is approximated as 0.95 rad/V from Figure 2.10.
Using Equation 3.4, the frequency shift due to a bias signal with a slope
of ±0.2 GV/s is ±30.2 MHz, the frequency shift due to a bias signal with
a slope of ±1 GV/s is ±151.2 MHz, and the frequency shift due to a bias
signal with a slope of ±10 GV/s is ±1.51 GHz. Although the ringing due
to changing the bias voltage of the antenna at 1 GV/s may be acceptable
for a given application, a frequency shift of ±150 MHz may not be acceptable.
4.3 Comparison of a Rapidly Tuned Antenna with a
Statically Tuned Antenna
If a narrowband tunable antenna is to be used to sense the spectrum, then
scanning the antenna through the spectrum is expected to improve the power
received for parts of the spectrum over tuning the antenna statically. A com-
parison of the antenna transfer function of the antenna tuned by the 5 MHz
signal shown in Figure 3.2 and the antenna transfer function of the antenna
tuned statically by 8.5 V is shown in Figure 4.30. The static tuning voltage
of 8.5 V is chosen by observing from Figure 2.9 that it maximizes the mini-
mum antenna transfer function between 3.25 and 4.50 GHz.
The rapidly tuned antenna receives more incident signal energy per scan
period than the statically tuned antenna for 3.25 GHz, 3.50 GHz, 3.75 GHz,
4.25 GHz, and 4.50 GHz incident signals, which may improve its performance
when sensing these frequencies. A spectrum sensor is typically judged based
on its minimum ability to sense a signal at an incident frequency within the
band of interest, so rapidly tuning the antenna is expected to improve the
performance of the spectrum sensor when a narrowband tunable antenna
must be used.
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(a) Bias signal with a 0.2 GV/s slope.
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(b) Simulated received signal magnitude.
Figure 4.18: 4 GHz OOK received by a 0.2 GV/s rapidly tuned antenna.
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(a) Bias signal with a 0.5 GV/s slope.
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(b) Simulated received signal magnitude.
Figure 4.19: 4 GHz OOK received by a 0.5 GV/s rapidly tuned antenna.
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(a) Bias signal with a 1 GV/s slope.
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(b) Simulated received signal magnitude.
Figure 4.20: 4 GHz OOK received by a 1 GV/s rapidly tuned antenna.
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(a) Bias signal with a 2 GV/s slope.
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(b) Simulated received signal magnitude.
Figure 4.21: 4 GHz OOK received by a 2 GV/s rapidly tuned antenna.
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(a) Bias signal with a 5 GV/s slope.
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
Time (ns)
N
or
m
al
iz
ed
 S
ig
na
l A
m
pl
itu
de
(b) Simulated received signal magnitude.
Figure 4.22: 4 GHz OOK received by a 5 GV/s rapidly tuned antenna.
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(a) Bias signal with a 10 GV/s slope.
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(b) Simulated received signal magnitude.
Figure 4.23: 4 GHz OOK received by a 10 GV/s rapidly tuned antenna.
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(a) Bias signal with a 0.2 GV/s slope.
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(b) Simulated received signal magnitude.
Figure 4.24: 4 GHz signal received by a 0.2 GV/s rapidly tuned antenna.
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(a) Bias signal with a 0.5 GV/s slope.
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(b) Simulated received signal magnitude.
Figure 4.25: 4 GHz signal received by a 0.5 GV/s rapidly tuned antenna.
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(a) Bias signal with a 1 GV/s slope.
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(b) Simulated received signal magnitude.
Figure 4.26: 4 GHz signal received by a 1 GV/s rapidly tuned antenna.
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(a) Bias signal with a 2 GV/s slope.
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(b) Simulated received signal magnitude.
Figure 4.27: 4 GHz signal received by a 2 GV/s rapidly tuned antenna.
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(a) Bias signal with a 5 GV/s slope.
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(b) Simulated received signal magnitude.
Figure 4.28: 4 GHz signal received by a 5 GV/s rapidly tuned antenna.
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(a) Bias signal with a 10 GV/s slope.
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(b) Simulated received signal magnitude.
Figure 4.29: 4 GHz signal received by a 10 GV/s rapidly tuned antenna.
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(b) 3.50 GHz
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(c) 3.75 GHz
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(d) 4.00 GHz
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Figure 4.30: The magnitude of the simulated antenna transfer function
plotted versus time for both the antenna tuned by the 5 MHz signal shown
in Figure 3.2 and the antenna tuned by a static 8.5 V given various
transmitted CW signals.
64
4.4 Summary
In this chapter, the effects of rapidly tuning an antenna that were observed
in Chapter 3 are reproduced in simulation, and scenarios that were not ex-
plored experimentally due to equipment limitations were explored in simula-
tion. The transmission line model for the antenna derived in Chapter 2 was
simulated in ADS using a bias voltage signal that changed as a function of
time. The 5 MHz triangle wave that was used to bias the antenna in the
experiments presented in Chapter 3 was simulated. The simulated results
exhibited excellent agreement with the experimental results, which validates
the model. Additionally, bias signals were simulated that tuned the antenna
through the spectrum so rapidly that the frequency of the incident signal is
spread beyond the instantaneous bandwidth of the antenna due to the am-
plitude modulating effect of the tuning. Bias signals with slopes exceeding 1
GV/s resulted in received signals that exhibited significant ringing due to the
partial filtering of the received signal by the antenna. This ringing makes it
more challenging to deconvolve the signal to be estimated from the received
signal beyond the scan rate that causes significant ringing.
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CHAPTER 5
CONCLUSION
5.1 Summary
This investigation demonstrated the feasibility of using an antenna while it
is being tuned to capture signals. Rapid antenna tuning was explored ex-
perimentally in order to assess the feasibility of using a narrowband tunable
antenna for wideband spectrum sensing. It was shown that rapidly tuning
an antenna both modulates the amplitude and shifts the frequency of an
incident signal. A model was developed for the antenna that captures the
observed effects of rapid antenna tuning. The amplitude modulation of the
incident signal by the rapidly tuned antenna is explained as a function of
the sensitivity of the antenna as a function of time. The frequency shift is
explained as a multiplication of the signal with a channel that is changing
phase rapidly as a function of time. A method for calculating the frequency
shift is detailed.
5.2 Impact of the Current Work
This work advances the state of the art in tunable antenna theory by studying
the transient effects of rapidly tuning an antenna on the received signal. The
contributions include:
• Observation of a significant frequency shift caused by rapidly tuning the
antenna. This effect was not documented in previous work on rapidly
tuned antennas.
• Exploration of the boundaries where rapidly tuning an antenna is feasi-
ble via simulation. It is confirmed that ringing occurs when the incident
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signal is spread in frequency beyond the instantaneous bandwidth of
the antenna. This observation is key, as it points to the upper limit on
the tuning rate at which rapidly tuning the antenna is useful for spec-
trum sensing. This effect was also not documented in previous work
on rapidly tuned antennas.
• Presentation of a method for calculating the frequency spread and fre-
quency shift due to the rapid tuning of the antenna. The ability to
calculate the effects of rapid antenna tuning on the incident signal en-
ables devices to be built that utilize this knowledge to operate while
the antenna is rapidly tuned.
• Demonstration that a circuit model for the antenna can be used to
capture the transient effects of a rapidly tuned antenna.
• Demonstration that an antenna tuned by a 5 MHz triangle wave bias
signal can receive signals with symbol rates up to 10 MHz. This finding
makes this technique a candidate for spectrum sensing devices that rely
on decoding the signals in the spectrum, as modern communications
signals are expected to signal at rates in the MHz range.
5.3 Future Work
Additional investigation into this topic should be performed in order to en-
able the design of systems using a rapidly tuned antenna on receive. Antenna
design considerations specific to rapidly tuned antennas should be explored.
For example, designing the antenna so that the desired signal biases all var-
actors in a varactor-tuned antenna should be explored. In this and prior
investigations, correctly biasing the tuning elements was accomplished by
making the antenna electrically small with respect to the bias signal so that
the bias signal introduced to the feed biases all parts of the antenna equally.
If this were not the case, then introducing the correct bias to the varactors
would be a design consideration for the antenna.
Another issue that warrants investigation is designing the control signal
for optimal spectrum sensing. The design of the control signal biasing the
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antenna is nontrivial if there is significant spreading of the received signal
and ringing. It is further complicated when portions of the spectrum to be
sensed must be sensed with a different probability of error than others.
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APPENDIX A
SENSITIVITY LIMITS FOR ANTENNAS
OF A GIVEN SIZE
Sensitive wideband antennas are difficult or even impossible to design for a
given form factor. There is a limit to the bandwidth of an electrically-small
antenna given a required sensitivity, and approaching this limit is challeng-
ing, as the matching circuit needs to approach infinite complexity. Due to
this bound on the bandwidth of the antenna, alternative wideband sensing
strategies should be considered. Insensitive antennas may be used on receive,
as there is no issue with power reflecting back into the system. However,
the potential advantages of scanning a more sensitive, narrowband antenna
through the spectrum should also be explored. In order to compare a wide-
band to a scanned antenna of the same size, the potential received power
per sensing period is calculated for both schemes. If the performance of the
system is limited by internal noise and the back ends of the two systems are
the same, then this metric reveals which scheme performs the best given that
the spectrum sensor relies on an energy detector.
A.1 Sensitivity Limits for Optimally Tuned Antennas
The Chu and Bode limits are combined in order to calculate the best po-
tential reflection coefficient for an antenna of a given size when the antenna
is tuned to a given frequency. The antenna is assumed to be a TM10-mode
electrically-small antenna, meaning that it has a radiation pattern similar to
an infinitesimally small dipole. For the tuned antenna, the power accepted
by the antenna is a function of time, so the energy accepted by this antenna
per sensing period is the integral of the power accepted by it over time. The
Chu limit for electrically-small antennas gives the minimum quality factor
Q of the antenna in Equation A.1 [33]. In this equation, η represents the
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radiation efficiency of the antenna, a is the radius of the bounding sphere,
and k is the wave number. Perfect efficiency is assumed for the upper bound,
so η = 1.
Q ≥ η
(
1
ka
+
1
(ka)3
)
(A.1)
Equation A.2 is the Bode limit relating the gain, bandwidth, and Q factor
of an antenna paired with an ideal, infinitely complex matching circuit [34].
Define f0 to be the lower edge of the spectrum to be sensed and fN to be
the upper edge of the spectrum. In this equation, β = fN−f0√
f0fN
is the fractional
bandwidth of the antenna and Γ is the best possible maximum reflection
coefficient across the band.
Qβ =
pi
ln(|Γ|−1) (A.2)
The power received by an ideal antenna is proportional to 1−|Γ|2, the loss
factor. Equation A.2 is solved for |Γ|2 yielding Equation A.3.
|Γ|2 = exp
(
− 2pi
βQ
)
(A.3)
If the antenna is allowed to be more narrowband than the spectrum to
be sensed, it will accept more signal power when tuned to the frequency of
the incident signal. However, to cover the bandwidth of the spectrum to be
sensed, the antenna may only be tuned to a particular portion of the spec-
trum for a fraction of the time. Define βi to be the fractional bandwidth of
the antenna tuned to the ith center frequency. Assuming the system dwells
on each frequency of interest for equal time, the received energy is maximized
when the antenna has the same reflection coefficient for all potential tuning
configurations across the band of interest. This is achieved by making the
Qiβi product of the antenna the same across the spectrum. The Qi of the
antenna is set by the constraints on the antenna size, so the fractional band-
width of each subband the spectrum is divided into is solved so that the Qiβi
product is the same for all N subbands. If the antenna is tuned to a discrete
set of N bands described by the frequencies of the band edges fi, then the
fractional bandwidth may be determined by solving the system of equations
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given by Equation A.4 constrained so that the entire band of interest is cov-
ered without overlap. The reflection coefficient |Γ|2 for the scanned antenna
is calculated by using the βiQi found using Equation A.4 in place of the BQ
product of the entire band of interest in Equation A.3.
βiQi = βkQk (A.4)
The potential fraction of incident signal energy accepted per sensing period
is the integral of 1− |Γ|2, which is given by Equation A.5. This is the upper
bound on the percent of incident energy that may be received by an antenna
bounded by a sphere of radius a that is tuned to N different subbands of the
spectrum over the course of the sensing period.
E(ω) =
1
N
(
1− exp
(
− 2pi
βiQi
))
(A.5)
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Figure A.1: Potential percentage of the energy received per scan versus the
number (N) of subbands used to cover the spectrum between 3 and 4 GHz
with an infinitely complex tuning circuit.
Figure A.1 shows the relationship between the potential received energy
per sensing period and the number (N) of subbands the antenna is tuned to
over the course of the scan. The spectrum in this example is from 3 to 4
GHz. The ka value is taken at a frequency of 3 GHz. It can be seen that
the potential sensitivity gained by the antenna by reducing its bandwidth
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is not enough to compensate for the power lost due to the antenna being
tuned to a given frequency for a fraction of the sensing period. As the spec-
trum is divided into smaller and smaller subbands, the energy received per
scan monotonically decreases. The statically tuned antenna that is matched
as well as possible across the entire band outperforms the tuned antenna.
Therefore, the optimal spectrum sensor that may be fit within a given form
factor would employ a statically tuned antenna.
Although the bound on the performance of a spectrum sensor using a
statically tuned antenna is higher than the bound on the performance of a
spectrum sensor using a scanned antenna for a given form factor, there may
be situations where a scanned antenna is preferred. It is not realistic to de-
sign an infinitely complex tuning circuit, so it is not possible to guarantee
a flat antenna response across the band of interest. If the antenna does not
achieve its performance bound for its size due to constraints on the cost of
the tuning circuit, it is not clear that the statically tuned antenna would out-
perform the scanned antenna, because a narrowband antenna may approach
this performance bound more closely. Additionally, if the system uses a nar-
rowband tunable antenna for another function, this antenna may be reused
by a sensor that scans the spectrum without additional circuitry.
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