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MONODROMY OF THE GAUSS–MANIN CONNECTION FOR DEFORMATION
BY GROUP COCYCLES
MAKOTO YAMASHITA
Abstract. We consider the 2-cocycle deformation of algebras graded by discrete groups. The action of
the Maurer–Cartan form on cyclic cohomology is shown to be cohomologous to the cup product action
of the group cocycle. This allows us to compute the monodromy of the Gauss–Manin connection in the
strict deformation setting.
1. Introduction
This paper concerns the cyclic cohomology of strict deformation associated with group cocycles. This
forms a homological algebraic counterpart of our previous paper on the C∗-algebraic K-theory of such
deformations [27]. We consider the algebras which admit grading by discrete groups (also known as Fell
bundles), where the deformation parameter is given by U(1)-valued 2-cocycles on the structure group.
One important example of such a deformation is the noncommutative torus, which is Z2-graded by
the Fourier decomposition. As is well known, its K-group is isomorphic to Z2, the same as that of
classical 2-torus. The deformation parameter appears when one considers the functional on the K0-
group induced by the standard trace [20,22]. This result was later generalized to the higher dimensional
noncommutative tori by Elliott [7], and to the reduced twisted group algebra C∗r,ω(Γ) for a certain class
of discrete groups by Mathai [17].
The K-theory isomorphism results for the above continuous deformations can be shown following a
common pattern: given a continuous (often smooth) family of pre-C∗-algebra structure (mt)t∈I on a
single vector space A, one forms the C∗-algebra AI of ‘global sections’ for the bundle of C∗-algebras
At = (A;mt) for t ∈ I. Then one shows that the evaluation homomorphism AI → At induces an
isomorphism in the K-theory for any t, from which we obtain the natural isomorphism of the groups
K∗(At) for the different values of t ∈ I.
Since the above construction only uses algebra homomorphisms, one may mimic the construction at the
level of cyclic homology groups of smooth subalgebras. Then, we can understand how the cyclic cocycles
HC∗(At) pair with the groups K∗(At) and HP∗(At), by identifying the families (φt ∈ HC∗(At))t∈I which
become constant after pulling back to AI . The global section algebraAI represents the ‘total space’ of the
bundle of ‘noncommutative spaces’ represented by (At)t∈I , and the evaluation maps HP∗(AI)→ HP∗(At)
can be considered as the restriction of cohomology classes to the fiber at t. The Gauss–Manin connection
on the periodic cyclic theory introduced by Getzler [9] gives the infinitesimal parallel transport operation
on the family (HP∗(At))t∈I such that the image of HP∗(AI) becomes flat.
Although the Gauss–Manin connection form has a simple presentation, the monodromy operator could
be rather complicated [6, 25] in general. Since it is a priori expressed as an infinite series of operators
on the infinite dimensional vector space of cyclic chains, there is a issue of convergence when one tries
to work on the strict deformation setting. Thus, in order to compute it (even to make sense of it), one
needs to work on an additional structure such as Poisson manifolds which gives us a nicer cohomology
group in which the Maurer–Cartan form resides [3; 13, Sections 1.33–36].
Our main result is that, for 2-cocycle deformation of Fell bundles, the action of the Gauss–Manin
connection on cyclic cohomology classes is identified with the action of the group 2-cocycle via the cup
product operation (Theorem 1). Because of this translation, we are able to integrate the action and
construct the monodromy operator in a strict deformation setting. In the case of twisted group algebras,
the resulting formula is comparable to that of Mathai.
The key machinery of the proof is Karoubi’s embedding of group cohomology into the cyclic coho-
mology of the group algebra. On the one hand this embedding is a ring homomorphism with respect to
Date: September 21, 2012; February 8, 2017.
2010 Mathematics Subject Classification. Primary 19D55; Secondary 46L65.
Key words and phrases. cyclic homology, group cohomology, deformation quantization.
1
the cup product on the cyclic cohomology (Section 3). On the other hand, the action of Gauss–Manin
connection is identified with that of the group 2-cocycle parametrizing the deformation. Thus, the inte-
gration of the connection makes sense as the exponentiation of the 2-cocycle in the group cohomology
ring. We remark that the cup product operation in a more general context of Hopf-cyclic theory is an
actively developing subject [10, 14, 21].
Most of the results in this paper should be true for the fell bundles over locally compact groups after
reasonable modifications, but we restrict ourselves to the case of Rn-algebras which is handled in the last
part of the paper. Even without Fourier decomposition, we can directly handle the action of generators of
the action in an algebraic way as mutually commuting derivations. In this case, the exponentiation of the
curvature takes a simpler form because the square of interior product of a derivation is cohomologically
trivial. As a consequence, we recover the Connes–Thom isomorphism in cyclic cohomology [8] for the
case of invariant cocycles.
Acknowledgment. The author thanks Ryszard Nest, whose suggestion to look into the theory of Gauss–
Manin connection was the reason this project came into existence. He is also thankful to Sergey Neshveyev
and Catherine Oikonomides for illuminating discussions.
2. Preliminaries
Throughout the paper I denotes the closed interval [−1,1]. When V is a vector space, we denote
its linear dual by V ′. When there is no fear of confusion, the tensor product a0 ⊗⋯⊗ an is written as
(a0, . . . , an).
Let A be an algebra over C. We let A+ denote its unitization, given by A ⊕ C endowed with the
product structure (a,λ).(b, µ) = (ab+µa+λb,λµ). For notational simplicity we write a+λ = (a,λ) when
there is no fear of confusion. The enveloping algebra A⊗Aop is denoted by Ae. Thus, an A-bimodule is
the same thing as an Ae-module.
Although most of the homological constructions in this paper can be carried out for differential graded
algebras or even more general A∞-algebras, we stick to the case of ungraded algebras. We also use the
Z/2Z-gradings instead of the Z-gradings for the periodic theory.
2.1. Cyclic homology theories. We follow the convention of Loday [16] for the most part on the
fundamental concepts of cyclic homology theory, such as
● a cyclic set (X∗, d∗, s∗, t∗), which is a contravariant functor from the cyclic category ∆cyc to the
category of sets,
● a cyclic module (C∗, d∗, s∗, λ∗), which is a contravariant functor from ∆cyc to the category of
vector spaces,
● the cyclic bicomplex CC∗(C) associated with a cyclic module C∗,
● and a mixed module (C∗, b,B).
When C∗ is a cyclic module, there are two associated mixed modules, the (b,B)-bicomplex B∗(C)
and the normalized (b,B)-bicomplex B¯∗(C). The first one is given by
bn =
n
∑
j=0
(−1)jdj ∶Cn → Cn−1
Bn = (1 − λn+1)λn+1sn
n
∑
j=0
λjn∶Cn → Cn+1.
The second one is formed by the groups
C¯n = Cn/ (s0(Cn−1) +⋯+ sn−1(Cn−1))
and the b, B operators induced by the ones of B∗(C).
When C = (C∗, b,B) is a mixed module, we let (Cn)n∈N denote the dual complex (C′n, bt,Bt) and
HC∗(C) be the cohomology group of (TotC∗, bt−Bt). The differential is different from Loday’s convention
b +B, but should not bring in any fundamental difference, the S-morphisms have modified components
when we express them as matrices.
When C∗ is a cyclic module, we write HC∗(C) = HC∗(B(C)) when there is no fear of confusion. In
that case, the subcomplex B¯(C)′ ⊂ B(C)′ gives the same cyclic cohomology group. The cyclic bicomplex
CC∗(C) = (C′m−n, bt, (b′)t,1 − λ,∑λj)
and the cyclic cochain complex
C∗λ = (ker (1 − λn) , bt)n∈N ⊂ (C∗, bt)
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also compute the cyclic cohomology group of C.
Example 1. Let A be a unital algebra. The associated cyclic module C∗(A) is given by Cn(A) = A⊗n+1,
and the normalized (b,B)-bicomplex is formed by by C¯n(A) = A⊗(A/C)⊗n. As usual, we put Ω0(A) = A
and Ωn(A) = A+⊗A⊗n. Thus, the cyclic bicomplex CC∗(A) is a direct sum of the Ωn(A). The definition
of cyclic bicomplex makes sense for nonunital algebras as well (although there is no longer a cyclic module
behind it), and it can be identified with the normalized (b,B)-bicomplex of A+ except for the first row,
where they differ by a direct summand C at every even column.
Example 2. Let Γ be a discrete group. Its nerve cyclic set B∗Γ is given by BnΓ = Γn endowed the
simplicial structure of nerve of Γ regarded as a category with one object, and the cyclic structure
tn(g1, . . . , gn) = ((g1⋯gn)−1, g1, . . . , gn−1).
An n-cocycle φ in C[BnΓ]′ is normalized when it satisfies
φ(g1, . . . , gj−1, e, gj+1,⋯, gn) = 0
for all 1 ≤ j ≤ n.
On one hand, the associated cyclic module C[B∗Γ] is equal to the standard resolution of the trivial
Γ-module C. On the other hand, it can be regarded as a direct summand of C∗(C[Γ]) via the morphism
C[BnΓ]→ Cn(C[Γ]), (g1, . . . , gn)↦ ((g1⋯gn)−1, g1, . . . , gn).
This induces Karoubi’s inclusion [11]
Hn(Γ)⊕Hn−2(Γ)⊕⋯⊕Hn−2⌊n/2⌋(Γ) ≃ HCn(B∗Γ) ⊂ HCn(C[Γ])
denoted by φ↦ φ˜. For example, the unit class 1 ∈H0(Γ) is mapped to the class standard trace τ(g) = δe,g
under this correspondence.
2.2. Cup product in cyclic cohomology. When C∗ and D∗ are mixed complexes, we obtain a new
mixed complex C ×D given by
(C ×D)n = Cn ⊗Dn, bC×Dn = bCn ⊗ bDn , BC×Dn = BCn ⊗BDn ,
and another one C ⊗D given by
(C ⊗D)n = ⊕
p+q=n
Cp ⊗Cq,
bC⊗Dn =⊕
p,q
bp ⊗ 1 + (−1)p ⊗ bq,
BC⊗Dn =⊕
p,q
Bp ⊗ 1 + (−1)p ⊗Bq.
When C and D are cyclic modules, we write C ×D,C ⊗D instead of B∗C ×B∗D,B∗C ⊗B∗D when there
is no fear of confusion.
When (p, q) is a pair of nonnegative integers, a (p, q)-shuffle is a partition of {1, . . . , p + q} into two
subsets {m1 < . . . <mp} ,{n1 < . . . < nq} of cardinality p and q. To such a shuffle we associate the element
σ of Sp+q determined by
σ(x) =
⎧⎪⎪⎨⎪⎪⎩
mx (1 ≤ x ≤ p)
nx−p (p < x ≤ p + q).
We let Sp,q denote the set of (p, q)-shuffles, and identify it with a subset of Sp+q by the above correspon-
dence.
Suppose that C∗ and D∗ are cyclic modules. Let p + q = n, and let shp,q denote the linear map of
Cp ⊗Dq into Cn ⊗Dn defined by
shp,q(a, b) = ∑
σ∈Sp,q
sσ(p+1)⋯sσ(p+q)(a)⊗ sσ(1)⋯sσ(p)(b).
The direct sum of these maps for p + q = n defines a map (C ⊗D)n → (C ×D)n denoted by shn.
Next, a (p, q)-cyclic shuffle is any element σ of Sp+q which can be written as σ = µ ○ ta1⋯ptb(p+1)⋯(p+q)
for a (p, q)-shuffle µ and a, b ∈ N, which also satisfies σ(1) < σ(p + 1). Here, t1⋯p is the cyclic permu-
tation t1⋯p(k) = k (mod p) on {1, . . . , p}, and t(p+1)⋯(p+q) is the one t(p+1)⋯(p+q)(k) = k + 1 (mod q) on
{p + 1, . . . , p + q}. We put Scycp,q the set of (p, q)-cyclic shuffles.
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For cyclic modules C∗ and D∗, one obtains a map ⊥p,q from Cp ⊗Dq to Cp+q ⊗Dp+q given by
x⊗ y ↦ ∑
σ=µta
1⋯pt
b
(p+1)⋯(p+q)
∈Scycp,q
(−1)∣s∣sµ(p+1)⋯sµ(p+q)ta(x)⊗ sµ(1)⋯sµ(p)tb(y).
We then obtain a linear map sh′p,q of Cp ⊗Dq into Cn+2 ⊗Dn+2 by
sh′p,q(a, b) = s(a) ⊥p+1,q+1 s(b),
where s is the extra degeneracy operator given by tp+1sp∶Cp → Cp+1 and similarly for D∗. Then, the
direct sum of the sh′p,q for p + q = n defines a map (C ⊗D)n → (C ×D)n+2 denoted by sh′n.
The map Sh = sh− sh′ from TotB(C⊗D) to TotB(C ×D) is a morphism of the total complexes of the
mixed complexes, which is actually a quasi-isomorphism [16, Thteorem 4.3.8].
Consider the transpose map Sht between the duals of mixed complexes, and let
Ψ∶HC∗(C ⊗D)→∶HC∗(C ×D)
denote the inverse of the induced map HC∗(Sht). Via the standard identification HC∗(C)⊗HC∗(D) ≃
HC∗(C ⊗D), the map Ψ induces the external cup product
∪∶HC∗(C)⊗HC∗(D) → HC∗(C ×D).
Suppose that A and B are unital algebras. We have a natural identification B∗(A)×B∗(B) = B∗(A⊗B).
Hence the above cup product becomes
∪∶HC∗(A)⊗HC∗(B)→ HC∗(A⊗B).
There is a similar product structure on the Hochschild cohomology group [2, Chapter XI],
∨∶ExtAe(A,A′) ×ExtBe(B,B′) → Ext(A⊗B)e(A⊗B,A′ ⊗B′).
Composing this with the natural inclusion A′ ⊗B′ → (A⊗B)′, we obtain the external product
H∗(A,A′) ×H∗(B,B′)→H∗(A⊗B, (A⊗B)′),
which is also denoted by ∨ by abuse of notation.
Proposition 3. Let φ ∈ HCm(A) and ψ ∈ HCn(B). Then we have I(φ ∪ ψ) = I(φ) ∨ I(ψ), where
I ∶HC∗(A)→H∗(A,A′) is the standard map induced by the identification
H∗(A,A′) ≃H∗(B(C∗(A))′/B(C∗(A))′[2]).
Proof. We let C∗ and D∗ denote the cyclic modules C∗(A) and C∗(B). The cup product in cyclic theory
was related to the diagram
0 ((C ⊗D)′, bt)oo TotB(C ⊗D)′Ioo TotB(C ⊗D)′[2]Soo 0oo
0 ((C ×D)′, bt)oo
sht
OO
TotB(C ×D)′
I
oo
Sht
OO
TotB(C ×D)′[2]
S
oo
Sht
OO
0oo
,
see [16, proof of Theorem 4.3.8]. The vertical arrows are quasi-isomorphisms.
Let HC∗(Sht) denote the isomorphism induced by Sht on the cohomology of the total complexes, and
similarly HH∗(sht) be the isomorphism of the bt-complexes induced by sht.
On the one hand, the image of φ⊗ψ ∈ TotB(C⊗D)′ under HC∗(Sht)−1 at the middle column represents
φ∪ψ ∈ HC∗(A⊗B). On the other hand, HH∗(sht)−1 at the left column gives the ∨-product in Hochschild
cohomology [2, pp. 218–219].
Moreover, the image of φ ⊗ ψ under I in the upper row is equal to I(φ) ⊗ I(ψ) by the definition of
C ⊗D. Hence we obtain the assertion. 
2.3. Action of Hochschild cochains on the normalized (b,B)-bicomplex. We mostly adopt the
convention of Getzler [9], but make as much simplifications as possible. In particular, we start from
ungraded algebras, and we do not consider the brace operation on Hochschild cochains. We reproduce
some of the computations in [9] adopted to our drastically simplified setting.
Let A be a unital algebra over C. The graded space of Hochschild cochains with values in A is defined
by
Cn(A,A) = HomC(A⊗n,A),
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endowed with the Hochschild differential. When D ∈ Cn(A,A), we write ∣D∣ = n − 1. There is a
subcomplex C¯∗(A,A), the normalized Hochschild cochain complex, consisting of the cochains satisfying
D(a1, . . . , aj−1,1, aj+1, . . . , an) = 0 (1 ≤ j ≤ n).
When D1 ∈ C
m(A,A) and D2 ∈ Cn(A,A), their pre-Lie product D1 ○D2 in Cm+n(A,A) is defined by
the formula
D1 ○D2(a1, . . . , am+n) =
m
∑
j=0
(−1)j∣D2 ∣D1(a1, . . . ,D2(aj+1, . . . , aj+n), . . . , am+n).
The subcomplex C¯∗(A,A) becomes a subalgebra for this product structure. The product structure of A
can be considered as an elementm of C2(A,A), and the associativity ofm can be rephrased as m○m = 0.
The Gerstenhaber bracket is given by the supercommutator
[D1,D2]G =D1 ○D2 − (−1)∣D1∣∣D2 ∣D2 ○D1.
The Hochschild differential δ on C∗(A,A) can be written as
δ(D) =m ○D − (−1)∣D∣D ○m = [m,D]G.
For example, an element D ∈ C1(A,A) is a derivation with respect to m if and only if it satisfies δ(D) = 0.
Let D be a cochain in C¯m(A,A). There is an operator BD from C¯n(A) to C¯n−m+2(A) defined by
BD(a0, . . . , an)
= ∑
0≤j≤k
≤n−m
(−1)n(j+1)+∣D∣(k−j)(1, aj+1, . . . ,D(ak+1, . . . , ak+m), . . . , an, a0, . . . , aj).
This can be regarded as an analogue of B. Note that BD, like B itself, does not involve the product
structure of A.
Next, there is another operator bD from C¯n(A) to C¯n−m(A) defined by
bD(a0, . . . , an) = (−1)mn(D(an−m+1, . . . , an)a0, a1, . . . , an−m).
We put ιD = bD −BD, and call it the interior product by D.
Finally, the Lie derivative LD ∶ C¯n(A) → C¯n−m+1(A) of D is defined by
(1) LD(a0, . . . , an) =
n−m
∑
j=0
(−1)∣D∣(j+1)(a0, . . . ,D(aj+1, . . . , aj+m), . . . , an)
+
n
∑
j=n−m+1
(−1)n(n−j)(D(aj+1, . . . , a0, a1, . . . , aj+m−n−1), aj+m−n, . . . , aj).
The above operations are related by the following formula.
Proposition 4 (Cartan homotopy formula [9, 24]). Let D be a cochain in C¯∗(A,A). We then have
(2) [b −B, ιD] = LD −ιδ(D),
where the bracket on the left hand side is the graded commutator in End(C¯∗(A)).
Proof. We write down the computation for the case D ∈ C¯k(A,A) when k is even. The odd case is
proved in a similar way.
Since ιD is an even operator on C¯∗(A), the graded commutator on the left hand side of (2) becomes
the usual commutator. In the following computation, a0 denotes a variable on A, and a1, . . . , an are the
ones on A/C.
First, one computes bbD(a0, . . . , an) as
n−k−1
∑
j=0
(−1)j(D(an−k+1, . . . , an)a0, . . . , ajaj+1, . . . , an−k)
+ (−1)n−k(an−kD(an−k+1, . . . , an)a0, . . . , an−k−1)
= bD b(a0, . . . , an) −
n−1
∑
j=n−k
(−1)j(D(an−k, . . . , ajaj+1, . . . , an)a0, . . . , an−k−1)
− (−1)n(D(an−k, . . . , an−1)ana0, . . . , an−k−1)
− (−1)n+1(an−kD(an−k+1, . . . , an)a0, . . . , an−k−1)
= (bD b − bm○D −bD○m )(a0, . . . , an).
(3)
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Next, bBD(a0, . . . , an) can be computed as the sum of
(−1)n(j+1)+p−j(aj+1, . . . ,D(ap+1, . . . , ap+k), . . . , an, a0, . . . , aj),(4)
(−1)n(j+1)+p−i(1, aj+1, . . . , aiai+1, . . . ,D(ap+1, . . . , ap+k), . . . , an, a0, . . . , aj−1)(5)
for j + 1 ≤ i ≤ p − 1,
(−1)n(j+1)(1, aj+1, . . . , apD(ap+1, . . . , ap+k), . . . , an, a0, . . . , aj),(6)
(−1)n(j+1)−1(1, aj+1, . . . ,D(ap+1, . . . , ap+k)ap+k+1, . . . , an, a0, . . . , aj),(7)
(−1)n(j+1)+p+k−1−i(1, aj+1 . . . ,D(ap+1, . . . , ap+k), . . . , aiai+1, . . . , an, a0, . . . , aj)(8)
for p + k + 1 ≤ i ≤ n − 1,
(−1)n(j+1)+p+k−1−n(1, aj+1 . . . ,D(ap+1, . . . , ap+k), . . . , ana0, . . . , aj),(9)
(−1)n(j+1)+p+k−n−i(1, aj+1 . . . ,D(ap+1, . . . , ap+k), . . . , an, a0, . . . , aiai+1, . . . , aj)(10)
for 0 ≤ i ≤ j − 1, and
(11) (−1)n(j+1)+p+k−n−j(aj , . . . ,D(ap+1, . . . , ap+k), . . . , an, a0, . . . , aj−1),
where j = 0, . . . , n − k and p = j, . . . , n − k. The exponent of −1 in (11) is equal to nj + p − (j − 1) − 1.
Hence, if we start from j = n − k and gradually decrease j, the terms of the form (11) are cancelled by
those of the form (4) for j < p in the next iteration. The terms (11) at j = 0 gives
(12)
n−k
∑
p=0
(−1)p(a0, . . . ,D(ap+1, . . . , ap+k), . . . , an) = −LD(a0, . . . , an)
+
n
∑
p=n−k+1
(−1)n(n−p)(D(ap+1, . . . , an, a0, . . . , ap+k−n−1), ap+k−n, . . . , aj).
The terms (6) and (7) add up to
(13) −Bm○D(a0, . . . , an) +∑(−1)n(j+1)−1(1, aj+1, . . . ,D(an−k+1, . . . , an)a0, . . . , aj).
For BD b(a0, . . . , an), we get the contributions of
(14) (−1)i+(n−1)(j+1)+p−j(1, aj+1, . . . ,D(ap+1, . . . , ap+k), . . . , aiai+1, . . . , an, a0, . . . , aj)
for p + k < i,
(15) (−1)i+(n−1)(j+1)+p−j(1, aj+1, . . . ,D(ap+1, . . . , aiai+1, . . . , ap+k+1), . . . , an, a0, . . . , aj)
for j + 1 ≤ i ≤ p + k,
(16) (−1)i+(n−1)(j+1)+p−j−1(1, aj+1, . . . , aiai+1, . . . ,D(ap+1, . . . , ap+k), . . . , an, a0, . . . , aj)
for j + 1 ≤ i ≤ p − 1,
(17) (−1)i+(n−1)j+p−j(1, aj+1, . . . ,D(ap+1, . . . , ap+k), . . . , an, a0, . . . , aiai+1, . . . , aj)
for 0 ≤ i ≤ j − 1, and
(18) (−1)n+(n−1)(j+1)+p−j(1, aj+1, . . . ,D(ap+1, . . . , ap+k), . . . , an−1, ana0, . . . , aj).
The exponent of −1 in (14) differs from the one in (8) by an even integer. Similarly, (16) is equal
to (5), (17) is equal to (10), and (18) is equal to (9). The exponent of −1 in (15) is equal to n(j+1)+i−(p+1)
(mod 2). Hence the sum of these terms is equal to BD○m(a0, . . . , an).
Summarizing the above computations, the effect of −bBD +BD b on (a0, . . . , an) can be expressed as
the sum of (4) for j = p, (12), (13), which is equal to
(19) (LD +Bm○D +BD○m )(a0, . . . , an)
+∑(−1)n(j+1)(1, aj+1, . . . ,D(an−k+1, . . . , an)a0, . . . , aj)
+
n
∑
p=n−k+1
(−1)n(n−p)+1(D(ap+1, . . . , an, a0, . . . , ap+k−n−1), ap+k−n, . . . , aj)
+
n−k
∑
j=0
(−1)n(j+1)+1(D(aj+1, . . . , ap+k), . . . , an, a0, . . . , aj).
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Next, we compute B bD(a0, . . . , an) as
(1,D(an−k+1, . . . , an)a0, . . . , an−k)
+
n−k
∑
i=1
(−1)n+(n−k)i(1, an−k−i+1, . . . ,D(an−k+1, . . . , an)a0, . . . , an−k−i)
The exponent of −1 is equal to n + ni ≡ n + n(n − k + i + 1) (mod 2). Hence this cancels out with the
second part of (19).
Next, bDB(a0, . . . , an) can be computed as
n
∑
j=0
(−1)nj(D(an−j−k+1, . . . , an−j), an−j+1, . . . , an, a0, . . . , an−j−k)),
This cancels out with the last two parts of (19).
Finally, we have BBD = 0 =BDB because we are considering the action on the normalized chains
Combining (3), (19), and the above paragraphs, we obtain
(b −B)(bD −BD) − (bD −BD)(b −B) = −bm○D+D○m +LD +Bm○D+D○m .
Since ∣D∣ is odd, we have δ(D) =m ○D +D ○m. Hence we obtain the desired equality (2). 
2.4. Gauss–Manin connection. Let A be a vector space, and (mν)ν∈Ik be a smooth family of associa-
tive algebra structures on A. We denote by Aν the algebra (A,mν), and by AIk the space C∞(Ik)⊗A
endowed with the ‘pointwise product structure’ Aν at ν ∈ I
k. We let ∂j denote the partial derivative for
the j-th coordinate on Ik, for 1 ≤ j ≤ k. For the operations on the Hochschild cochains, we write b(ν),
δ(ν), b(ν), ι(ν), and so on when we want to indicate which algebra structure on A we use.
By the associativity of mν , we know that γν =mν −m0 is an element of C¯2(A,A), called the Maurer–
Cartan element for mν with respect to m0. This satisfies the following Maurer–Cartan equation
(20) δ(0)(γν) + 1
2
[γν , γν]G = 0.
We can also take a different origin other than 0 to define γν . The (partial) derivatives such as ∂jγν do
not depend on the choice of origin.
One of the crucial consequences of (20) is δ(0)(∂jγ0) = 0 for 1 ≤ j ≤ k, which can be obtained by
applying ∂j on the both hand sides of (20) and evaluating at ν = 0. Similarly, choosing other origin, we
obtain that
(21) δ(ν)(∂jγν) = 0
for any ν and j.
Then, the formula
∇(f) =∑
j
(∂jf + ι(ν)∂jγνf)dνj
defines a connection ∇ on the periodic cyclic complex of the algebras (Aν)ν called the Gauss–Manin
connection [9, Section 3]. The relation
[b −B,∂j] = −L∂jγν
and the Cartan homotopy formula for ∂jγν shows that this operator commutes with b − B. Hence it
defines a connection on the periodic cyclic homology group.
The monodromy of this connection defines a canonical isomorphism of the periodic cyclic homology
groups under the formal deformation quantization of symplectic manifolds [18, Appendix 2]. In general,
there is a issue of convergence to define the monodromy operator on the whole periodic cyclic complex,
see for example [19, Section 8].
The Gauss–Manin connection has the following significance in relation to the evaluation map ev∗∶HP∗(AIk)→(HP∗(Aν))ν∈Ik .
Proposition 5. The sections in the image of ev∗ are flat with respect to the Gauss–Manin connection.
Proof. Indeed, the operator D = ∂j on AIk satisfies δ(D) = −∂jγν . Meanwhile LD is the canonical
extension of ∂j to C∗(AIk). Hence (2) implies
∂j + ι∂jγν = [b −B, ιD]
as an equality between operators acting on CC∗(AIk) = B¯(AIk). It follows that the connection operator
vanishes on HP∗(A). 
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Corollary 6. Let e be a projection of AIk . Then the Chern character of e gives a section of (HP0(Aν))ν∈Ik
which is flat with respect to the Gauss–Manin connection.
2.5. Fell bundle and its 2-cocycle deformation. Let Γ be a discrete group. A Fell bundle over Γ is
given by an algebra A together with a Γ-grading A =⊕g∈Γ. Here, we assume the compatibility condition
1 ∈ Ae and AgAh ⊂ Agh between the grading and the algebra structure. Example of such algebras include
group algebra of Γ, or the crossed product of Γ with a Γ-algebra, and the algebras with torus action for
Γ = Zn.
Let ω be a normalized U(1)-valued 2-cocycle on Γ. The 2-cocycle property of ω is given by the
equation
ω(g, h)ω(gh, k) = ω(g, hk)ω(h, k).
The normalization condition on ω is give by
ω(g, e) = ω(e, g) = ω(g, g−1) = 1.
Any 2-cocycle is cohomologous to a normalized cocycle. In the following, we only consider the normalized
ones.
The ω-deformation Aω of A is the algebra with the same underlying linear space as A, but endowed
with a twisted product
x ∗ω y = ω(g, h)x ⋅A y (x ∈ Ag, y ∈ Ah).
When a is an element of A, we let a(ω) denote the corresponding element of Aω.
If A has an antilinear involution ∗, the deformed algebra Aω also becomes a ∗-algebra by the same map
∗. This construction generalizes both the twisted crossed product of Γ-algebras and the θ-deformation
of T n-algebras.
3. Algebra structure on group cyclic cohomology
Proposition 7 (cf. [12, Lemme 5.18]). Let n > r be nonnegative integers, and
φΓ0,Γ1 ∶H
n(Γ0 × Γ1)→Hr(Γ0 × Γ1)
be a natural transformation of functors on the direct product of the category of discrete groups with itself.
Then φ is zero.
Proof. When Γ is a discrete group, we representBΓ by a cube complex and denote by BΓ(k) its k-skeleton
for k ∈ N. By the Kan–Thurston theorem [15], there is a discrete group Λ(Γ, k) and a continuous map
BΛ(Γ, k)→ BΓ(k) which induces an isomorphism in cohomology.
Let s and t be nonnegative integers satisfying s + t = n. On one hand, Hs(Γ0) → Hs(BΓ(s)0 ) =
Hs(BΛ(Γ0, s)) is injective, and on the other hand it is induced by a group homomorphism Λ(Γ0, s) → Γ0.
It follows that we have a commutative diagram
Hn(Γ0 × Γ1) φΓ0,Γ1 //

Hr(Γ0 × Γ1)

Hn(Λ(Γ0, s) ×Λ(Γ1, t)) φΛ(Γ0,s),Λ(Γ1,t) // Hr(Λ(Γ0, s) ×Λ(Γ1, t)).
By the Ku¨nneth formula, the group
Hn(Λ(Γ0, s) ×Λ(Γ1, t)) = ⊕
a+b=n
Ha (BΓ(s)0 )⊗Hb (BΓ(t)1 )
has to be trivial because we either have a > s or b > t.
Since we have Hr(Λ(Γ0, s) ×Λ(Γ1, t)) =Hs(Γ0)⊗Ht(Γ1), the above argument shows that the (s, t)-
component Hn(Γ0 × Γ1) → Hs(Γ0) ⊗Ht(Γ1) of φΓ0,Γ1 is trivial. Because (s, t) was chosen arbitrarily,
φΓ0,Γ1 has to be also trivial. 
Proposition 8. The external product on the groups H∗(Γ;C) = Ext∗Γ(C,C) and the external cup product
on the ones on HC∗(B∗Γ) coincide.
Proof. Let m,n be integers, and consider the composition
(22) Hm(Γ0)⊗Hn(Γ1) → HCm(B∗Γ0)⊗HCn(B∗Γ1)
→ HCm+n(B∗(Γ0 × Γ1)) =
⌊(m+n)/2⌋
⊕
k=0
Hm+n−2k(Γ0 × Γ1)
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where the first map is the tensor product of Karoubi’s embedding and the middle map is the cup product
in cyclic cohomology.
The composition of this map with the projection Hm+n(Γ0 × Γ1) → Hm(Γ0) ⊗Hn(Γ1) is a natural
transformation in (Γ0,Γ1). By Proposition 7, the component of Hm+n−2k(Γ0 × Γ1) in (22) is trivial if
k > 0.
It remains to identify the map Hm(Γ0) ⊗ Hn(Γ1) → Hm+n(Γ0 × Γ1) induced by (22). By defini-
tion, the projection HCk(B∗Γ) → Hk(Γ) can be identified with I ∶HCk(B∗Γ) → HHk(B∗Γ). Thus, by
Proposition 3, the external cup product of cyclic cohomology is intertwined to the ∨-product of HH∗.
Finally, by taking the standard resolution C[Γ] as a Γ-bimodule, we can see that the ∨-product on
HH∗ and the external product on Ext∗Γ(C,C) coincide. 
The coproduct homomorphism ∆∶Γ → Γ × Γ induces a morphism of cyclic sets B∗(Γ) → B∗(Γ × Γ).
Now, the (b,B)-bicomplex of B∗(Γ×Γ) can be identified with the mixed complex B∗(Γ)×B∗(Γ). Hence
the composition of the cup product
∪∶HC∗(B∗Γ) ×HC∗(B∗Γ)→ HC∗(B∗(Γ × Γ))
and the pullback by ∆ defines an associative product structure on HC∗(B∗Γ), which we shall call the
internal cup product. Since ∆ is invariant under the flip map, this cup product is graded commutative.
The above algebra structure can be extended to HC∗(C[Γ]) in a straightforward way.
Corollary 9. The internal cup product on HC∗(B∗Γ) and the cup product on H∗(Γ) coincide.
Remark 10. We also note that if we embed Hm(Γ0) in HCm+2k(B∗Γ0) and Hn(Γ1) in HCn+2l(B∗Γ1),
their cyclic cohomology cup product
φ˜ ∪ ψ˜ ∈ HCm+n+2(k+l)(B∗(Γ0 × Γ1))
is represented by the image φ̃ ∪ψ of group cohomology cup product. In order to see this, the S-operator
HCa(A) → HCa+2(A) agrees with the map φ ↦ v ∪ φ, where v ∈ HC2(C) is given by the cyclic 2-
cocycle on C characterized by v(1,1,1) = −1/2 [16, Section 4.4.10]. By the associativity and the graded
commutativity of the cup product, we have
S(φ ∪ψ) = S(φ) ∪ψ = φ ∪ S(ψ).
On the other hand, the S-operator on HC∗(B∗Γ) is the collection of embeddings Hk(Γ)⊕Hk−2(Γ)⊕⋯
into Hk+2(Γ)⊕Hk(Γ)⊕⋯ which is the identity map on each direct summand. It follows that HP∗(C[Γ])
has an algebra structure by cup product and H∗(Γ) becomes its subalgebra by Karoubi’s inclusion.
4. Deformation of cocycles on Fell bundles
Throughout this section A = ⊕g∈ΓAg denotes a Γ-graded algebra. We let α∶A → A ⊗ C[Γ] be the
coaction of the algebraic compact quantum group (C[Γ],∆) corresponding to the grading on A.
4.1. Action of group cohomology. Using the coaction α, we can define the action of HC∗(C[Γ]) on
HC∗(A) by
φ ⋅ ω = α#(φ ∪ ω) (ω ∈ HC∗(C[Γ]), φ ∈ HC∗(A)).
This defines an HC∗(C[Γ])-module structure on HC∗(A) with respect to the algebra structure on
HC∗(C[Γ]) of Section 3.
A cyclic n-cocycle φ on A is said to be α-invariant if it satisfies
φ(f0, . . . , fn) = 0 (f j ∈ Agj , g0⋯gn ≠ e).
Such cocycles are the main subject of our study. We note that the standard trace τ ∈ HC0(C[Γ]) acts
as the idempotent whose image is the α-invariant classes of HC∗(A). By means of the algebra inclusion
H∗(Γ;C)→ HC∗(C[Γ]), we have an action of group cocycles on the α-invariant part of HC∗(A).
4.2. Deformation of cyclic cocycles. The ω-deformation Aω admits a homomorphism
αω ∶Aω → A⊗C[Γ]ω, a(ω) ↦ a⊗ λ(ω)g (a ∈ Ag).
Let τ be the standard trace on C[Γ]ω. When φ is an α-invariant cyclic cocycle on A, the cup product
of φ and τ is a cyclic cocycle on A⊗C[Γ]ω. By pulling back along the homomorphism αω , we obtain a
cyclic cocycle on Aω which we denote by φ
(ω).
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Remark 11. There is an alternative definition of φ(ω). Consider a cycle (Ω∗, τφ) over A whose character
is φ. We can choose Ω∗ so that the coaction α extends to Ω∗ in an equivariant way, such that the
differential d commutes with the coaction. For example, we can take the universal DGA Ω∗(A) over A.
The α-invariance of φ means that τφ(ξ) = 0 whenever ξ is in the subspace Ωng for g ≠ e.
The ω-deformation of Ω∗ becomes a differential graded algebra with the same d. Then, the linear
map Ωnω ≃ Ω
n → C is a closed graded trace on Ω∗ω: the closedness is trivially satisfied by construction.
The graded trace property follows from the fact that
τφ(ξ ∗ω η − η ∗ω ξ) = ω(g, h)τφ(ξη) − ω(h, g)τφ(ηξ) (ξ ∈ Ω∗g, η ∈ Ω∗h)
is zero if h ≠ g−1 by the α-invariance, and is also zero when h = g−1 by the cocycle property of ω. Thus,
we obtain a cycle (Ω∗ω, τφ) over Aω, and its character is equal to φ(ω);
(23) φ(ω)(f0, . . . , fn) = τφ(f0 ∗ω df1 ∗ω ⋯∗ω dfn).
4.3. Action of the Maurer–Cartan element. Let ω0 be a normalized R-valued 2-cocycle on Γ, and
put ωt = e
√−1tω0 . Then we obtain a field of algebras (Aωt)t∈I over I. When φ is an α-invariant cyclic
n-cocycle on A, φ(t) = φ(ω
t) defines a section of the bundle (HP∗(Aωt))t∈I . Pulling back via ev∗ to
HP∗(AI), we obtain a 1-parameter family of cyclic cocycles on AI . By the formula (23), each cocycle
φ(t) is rather easy to compute once we know φ. The cohomology classes [φ(t)] need not be constant, and
the variation can be measured by the monodromy operator of the Gauss–Manin connection.
Let f j (j = 1,2) be elements respectively in the subspaces Agj for gj ∈ Γ. Then the action of Maurer–
Cartan element is given by
γt(f1, f2) = (ωt(g1, g2) − 1)f1f2, ∂tγt(f1, f2) =√−1ω0(g1, g2)f1f2.
For each n, consider the function ω
(n)
0 ∶Γ
n+1 → C defined by
ω
(n)
0 (g0, . . . , gn) =
n
∑
j=1
ω0(g0⋯gj−1, gj).
By the cocycle condition on ω0, we may take any way to parenthesize the product g0⋯gn and still get
the same value from a corresponding formula. For example, we have the equality
ω
(3)
0 (g0, . . . , g3) = ω0(g1, g2) + ω0(g1g2, g3) + ω0(g0, g1g2g3)
corresponding to the associativity ((xy)z)w = x((yz)w).
When the elements g0, . . . , gn ∈ Γ satisfy g0⋯gn = e, we have√
−1ω
(n)
0 (g0, . . . , gn) = ∂tτ(λ(ω
t)
g0
⋯λ(ω
t)
gn
).
This implies the invariance under the cyclic permutation
(24) ω
(n)
0 (g0, . . . , gn) = ω(n)0 (gn, g0, g1, . . . , gn−1)
when g0⋯gn = e.
We let ω
(n)
0 φ denote the functional on A
⊗n characterized by
ω
(n)
0 φ(f0, . . . , fn) = ω(n)0 (g0, . . . , gn)φ(f0, . . . , fn)
when f j is a homogeneous element with spectrum gj for 0 ≤ j ≤ n. This satisfies the cyclicity condition
by (24), and in fact is the derivative of φ(t) at t = 0.
Since φ(t) can be considered as a cochain in the normalized (b,B)-bicomplex of A+ωt , we may consider
the action of ι∂tγt on it.
Consider an infinitesimal perturbation δt of the variable t. If we pull back φ(δt) ∈ HP∗(Aδt) to HP∗(A)
by the infinitesimal monodromy of the Gauss–Manin connection, we obtain
φ + δt(√−1ω(n)0 φ − ι∂tγ0φ) +O(δt2).
It follows that the normalized (b,B)-cochain
(√−1ω(n)0 − ι∂tγ0)φ
measures the non-flatness of the section (φ(t))t at t = 0. Since we have B∂tγ φ = 0, the cochain −ι∂tγφ
can be written as
ψ = −φ(∂tγ(fn+1, fn+2)(f0 + λ), f1, . . . , fn), A+ ⊗A⊗n+2 → C.
Let us put ψn+2 and ψn+3 the functionals on A⊗n+2 and A⊗n+3 corresponding to ψ.
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It follows that the cochain (ψn+3, ψn+2,√−1ω(n)0 φ) in CC∗(A) is a cocycle by the above consideration,
but this can be directly verified as follows. As we already have the cyclicity of ω
(n)
0 φ, it remains to show
√
−1bω
(n)
0 φ =Nψn+2,(25)
b′ψn+2 = (1 − λn+2)ψn+3,(26)
bψn+3 = 0.(27)
Firstly, taking the derivative for t of the identity bφt = 0 gives (25). Next, evaluating bφ = 0 on
(∂tγ(fn+1, fn+2), f0, f1, . . . , fn),
and combining (21), we get (26). Similarly, (27) is a consequence of bφ = 0 evaluated on
(∂tγ(fn+2, fn+3)f0, f1, . . . , fn+1)
and (21).
Let us denote by i√−1ω0φ the above cocycle in the cyclic bicomplex of A. This way we obtain an
operator i√−1ω0 acting on the space of α-invariant cyclic cocycles on A0.
Proposition 12. The cyclic cocycles i√−1ω0φ and
√
−1φ ⋅ ω0 define the same class in HC
∗(A).
Proof. We show the equality between the both divided by
√
−1. In order to simply the notation, let us
denote the cyclic modules C∗(A+) and C∗(BΓ) by C∗ and D∗ respectively.
We let ǫ⊥ denote the projection A+ → A. Let ψn+2 be the element of (C ×D)′n+2 defined by
ψn+2((f0, . . . , fn+2)⊗ (g1, . . . , gn+2))
= −ω0(gn+1, gn+2)φ(ǫ⊥(fn+1)ǫ⊥(fn+2)f0, ǫ⊥(f1), . . . , ǫ⊥(fn)),
for f j ∈ A+ and gj ∈ Γ. Similarly, let ψn be the element of (C ×D)′n defined by
ψn((f0, . . . , fn)⊗ (g1, . . . , gn)) = ω(n)0 (g0, g1, . . . , gn)φ(ǫ⊥(f0), . . . , ǫ⊥(fn)),
where we put g0 = (g1⋯gn)−1. These cochains satisfy the normalization condition on the part of C, and
ψn+1 is also normalized for the last two variables on D.
Then we claim that ψ = (ψn+2, ψn) is a cocycle in the dual mixed complex (C ×D)′. Indeed, bψn+2 = 0
follows from
− bψn+2(f0 ⊗ g0, . . . , fn+3 ⊗ gn+3)
=
n−1
∑
j=0
(−1)jω0(gn+2, gn+3)φ(fn+2fn+3f0, . . . , fjfj+1, . . . , fn+1)
+ (−1)nω0(gn+1gn+2, gn+3)φ(fn+1fn+2fn+3f0, f1, . . . , fn)
+ (−1)n+1ω0(gn+1, gn+2gn+3)φ(fn+1fn+2fn+3f0, f1, . . . , fn)
+ (−1)n+2ω0(gn+1, gn+2)φ(fn+1fn+2fn+3f0, f1, . . . , fn)
= ω0(gn+2, gn+3)(bφ)(fn+2fn+3f0, . . . , fn, fn+1) = 0
and Bψn = 0 is a consequence of ǫ
⊥(1) = 0.
To see that the remaining equality −B(ψn+2) + b(ψn) = 0 holds, we observe
b(ψn)(f0 ⊗ g0, . . . , fn+1 ⊗ gn+1)
=
n
∑
j=0
(−1)jω(n)0 (g0, . . . , gjgj+1, . . . , gn+1)φ(f0, . . . , fjfj+1, . . . , fn+1)
+ (−1)n+1ω(n)(gn+1g0, . . . , gn)φ(fn+1f0, . . . , fn)
=
n
∑
j=0
(ω(n+1)0 (g0, . . . , gn+1) − ω0(gj, gj+1))φ(f0, . . . , fjfj+1, . . . , fn+1)
+ (−1)n+1(ω(n+1)0 (gn+1, g0, . . . , gn) − ω0(gn+1, g0))φ(fn+1f0, . . . , fn).
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By the cyclic invariance of ω
(n+1)
0 , this is equal to
ω
(n+1)
0 (g0, . . . , gn+1)(bφ)(f0, . . . , fn+1)
− (
n
∑
j=0
(−1)jω0(gj , gj+1)φ(f0, . . . , fjfj+1, . . . , fn+1)
+ (−1)n+1ω0(gn+1, g0)φ(fn+1f0, . . . , fn)).
The cyclicity of φ implies
(−1)jφ(f0, . . . , fjfj+1, . . . , fn+1) = (−1)(n+1)jφ(fjfj+1, fj+2, . . . , fn+1, f0, . . . , fj−1).
Thus, we obtain that b(ψn) is equal to
−
n+1
∑
j=0
(−1)(n+1)jω0(gj, gj+1)φ(fjfj+1, fj+2, . . . , fj−1),
where we put gn+2 = g0. We can also compute
Bψn+2(f0, . . . , fn+1) = −
n+1
∑
j=0
(−1)(n+1)jω0(gj, gj+1)φ(fjfj+1, . . . , fn+1, f0, . . . , fj−1),
which implies the desired equality Bψn+2 = bψn.
The image of the cocycle ψ under Sht∶ (C ×D)′ → (C ⊗D)′ can be computed as follows.
First, because ω0 is normalized, sh
#
n,2(ψn+2) only contains the contribution from the (n,2)-shuffle({1, . . . , n} ,{n + 1, n + 2}). For the other combinations of (p, q) with p+ q = n+ 2, we get shp,q(ψn+2) = 0
either by the normalization conditions on the D-part of ψn+2 for the last two variables (when q = 0,1)
or by the one for the C-part (when p < n).
Next, sh′p,q(ψn+2) for p + q = n is always equal to 0: it is so when p < n because the C-part of ψn+2 is
normalized, and when p = n because ω0 is normalized.
Similarly, shp,q(ψn) for p + q = n and sh′p,q(ψn) for p + q = n − 2 are always trivial, either by the
normalization condition on the C-part of ψ (when p < n) or the one on ω0 (when q = 0,1).
Summarizing the above, we obtain that Sh#(ψ) is represented by the cocycle
sh#n,2(ψn+2)((f0, . . . , fn)⊗ (g1, g2)) = φ(f0, . . . , fn)ω0(g1, g2),
which is exactly equal to φ⊗ τω0 . Thus, ψ represents the external cup product φ ∪ τω0 and its pullback
by α#∶ (C ×D)′ → CC∗(A⊗C[Γ])→ C′ gives φ ⋅ ω0.
Finally, by construction, the pullback of ψ by α# is easily seen to be iω0φ. 
Theorem 1. Suppose that H∗(Γ) is bounded, and let ω0 be a normalized 2-cocycle on Γ with values in
R. Furthermore, let A be a Γ-graded algebra, and let (ct)t∈I be a family of elements in (HP∗(Aωt))t∈I
which is flat with respect to the Gauss–Manin connection. Then, the number
(28) ⟨φ(t) ⋅ et√−1[ω0], ct⟩
is independent of t ∈ I.
Proof. If we take the time derivative of (28), we obtain
√
−1 ⟨(φ(t) ⋅ et√−1[ω0]) ⋅ ω0, ct⟩ + ⟨φ(t) ⋅ et
√−1[ω0], ∂tct⟩ .
The flatness of (ct)t means ∂tct = ιω0ct. Applying Proposition 12 to Aωt and φ(t) ⋅ et
√−1[ω0], we obtain
⟨φ(t) ⋅ et√−1[ω0], ∂tct⟩ = −
√
−1 ⟨(φ(t) ⋅ et√−1[ω0]) ⋅ ω0, ct⟩ ,
which implies the assertion. 
Corollary 13. Let c ∈ HP∗(AI), and φ be a cyclic cocycle on A. Then we have
⟨φ ⋅ e−√−1[ω0], c0⟩ = ⟨φ(ω), c1⟩ .
Proof. Apply the above theorem to the α-invariant cocycle φ ⋅e−
√−1[ω0], and use the fact that e−
√−1[ω0]∪
e
√−1[ω0] = [τ] acts as the projection onto the space of α-invariant classes. 
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Remark 14. The assumption on the boundedness of H∗(Γ) is needed to represent e√−1[ω0] as a class in
HP∗(C[Γ]). Even without it, if ω0 satisfies a certain boundedness condition, we may make sense of it in
the entire cyclic cohomology theory HE∗(C[Γ]) for a suitable topology/bornology on C[Γ]. For example,
this is the case if Γ satisfies the Polynomial Cohomology condition and the Rapid Decay condition [4].
Remark 15. Let c be a Γ-invariant R-valued 2-cocycle on the universal proper Γ-space EΓ. Since there
is a Γ-equivariant map EΓ → EΓ, the pullback of c defines a class in H2Γ(EΓ) =H2(BΓ) =H2(Γ), which
we call ω.
Let (M,E) be a geometric cycle for Γ; that is, M is a proper cocompact Γ-manifold with a Γ-
equivariant spinc structure, and E is an Γ-equivariant Hermitian vector bundle over M . Then we obtain
an element x of K∗(C∗r,ω(Γ)) as the image of (M,E) under the twisted version of the Baum–Connes
assembly map. Mathai’s result [17, Section 5.2] says that
τ(x) = 1√
2π
dimM ∫
M/Γ
Todd(M) ∧ ef∗(c) ∧ ch(E),
where f is a (homotopically unique) Γ-equivariant map from M to EΓ. Corollary 13, applied to the
special case of A = C[Γ] and φ = τ , can be interpreted as a purely algebraic description of this formula.
5. Flow invariant cocycles
Let A be a Fre´chet algebra, α be a smooth action of R on A, and D be the generator of α. If α is an
action of R/Z, this is the same thing as giving a Z-grading on A.
Let φ be a cyclic n-cocycle on A. There is another formulation of interior product of D and φ due to
Connes [5], defined by
(29) iDφ(f0, . . . , fn+1) = 1
n + 1
n+1
∑
j=1
(−1)j ⟨φ, f0df1⋯D(f j)⋯dfn+1⟩ .
Each summand on the right hand side is a Hochschild cocycle which is cohomologous to ιtDφ in (CC∗(A), b+
b′) ⊂ (B¯(A+)′, bt). Indeed, for 1 ≤ k ≤ n, put
ψ(k)(f0, . . . , fn) = φ(f0, . . . ,D(fk), . . . , fn).
Then we compute bψ(k)(f0, . . . , fn+1) as
k−1
∑
j=0
(−1)jφ(. . . , f jf j+1, . . . ,D(fk+1), . . .) + (−1)kφ(. . . ,D(fkfk+1), . . .)
+
n
∑
j=k+1
(−1)jφ(. . . ,D(fk), . . . , f jf j+1, . . .) + (−1)n+1φ(fn+1f0, . . . ,D(fk), . . .)
= (−1)kφ(. . . ,D(fk)fk+1, . . .) +
n
∑
j=k+1
(−1)jφ(. . . ,D(fk), . . . , f jf j+1, . . .)
+ (−1)n+1φ(fn+1f0, . . . ,D(fk), . . .) + (−1)kφ(. . . ,D(fk+1)fk+2, . . .)
+
n
∑
j=k+2
(−1)j−1φ(. . . ,D(fk+1), . . . , f jf j+1, . . .) + (−1)nφ(fn+1f0, . . . ,D(fk), . . .)
= (−1)k (⟨φ, f0df1⋯D(fk)⋯dfn+1⟩ + ⟨φ, f0df1⋯D(fk+1)⋯dfn+1⟩) .
Thus, the right hand side of (29) is a Hochschild cocycle cohomologous to
φ ∨D(f0, . . . , fn+1) = φ(D(fn+1)f0, . . . , fn) = ιtDφ(f0, . . . , fn+1).
When φ is α-invariant, iDφ satisfies the cyclicity condition. This way we obtain an operator iD acting
on the α-invariant cyclic cocycles.
The above construction can be explained as an operation on the α-invariant normalized (b,B)-cochains
using the Cartan homotopy formula as follows.
Proposition 16. Let φ be an α-invariant cocycle in the cyclic bicomplex of A. Then ιDφ defines a
cocycle which is cohomologous to iDφ.
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Proof. In view of (1), the α-invariance of φ can be expressed as LD φ = 0. Since D is a derivation, we
also have δ(D) = 0. Thus, (2) implies that ιDφ is a (b,B)-cocycle. It is represented by the functional on
Ωn+1(A) defined by
ψ0(f0, . . . , fn+1) = φ(D(fn+1)f0, . . . , fn), An+2 → C,
ψ1(f1, . . . , fn+1) = φ(D(fn+1), f1, . . . , fn), An+1 → C.
If we put
(30) Ψ(f0, . . . , fn) =
n
∑
j=1
(−1)njjφ(D(f j), f j+1, . . . , fn, f0, f1, . . . , f j−1),
we have (1 − λ)Ψ = (n + 1)ψ1 by the α-invariance of φ. Hence ιDφ is cohomologous to ψ0 − bΨ/(n + 1),
which is a cyclic cocycle. This cocycle is equal to iDφ. 
Proposition 17. Let φ be an α-invariant cyclic n-cocycle. Then the class of i2Dφ is trivial in HC
n+2(A).
Proof. We first note that the cochain (30) is α-invariant. Again by the Cartan homotopy formula for D,
we conclude that ι2Dφ and i
2
Dφ are in the same cohomology class.
The effect of ι2D on φ can be written as
(31) φ(D(fn+1)D(fn+2)f0, f1, . . . , fn)
+ ∑
0≤j≤k≤n−1
(−1)n(j+1)+(n+1)+1φ(D(f j), f j+1, . . . ,D(fk+1), . . . , f j−1).
Consider a normalized Hochschild cochain D ∪D∶ (a0, a1) ↦ D(a0)D(a1). This is a coboundary of
1
2
D ○ D. The first part of the above formula is equal to bD∪D φ = ιD∪Dφ. By the cyclicity of φ, the
second part is equal to
∑
0≤j≤k≤n−1
φ(f0, . . . ,D(f j), . . . ,D(fk+1), . . . , fn).
The α-invariance of φ implies that this is equal to − 1
2
LD○D φ. Thus, (31) is equal to the effect of
ιD∪D − 12 LD○D on φ, which is null homotopic by the Cartan homotopy formula. 
6. θ-deformation
We consider the θ-deformation of R2-algebras introduced by Rieffel [23]. Let A be a Fre´chet algebra,
and σ be a smooth action of R2 on A. We let D1 and D2 denote the generators of σ into each direction.
When θ is a real number, the deformed product ∗θ on A is defined as the oscillatory integral (see
also [1, Appendix])
(32) f0 ∗θ f
1 = ∫
R4
e
√−1(xx′+yy′)σ(x,y)(f0)σ(−θy′,θx′)(f1)dxdydx′dy′.
We let Aθ denote the algebra (A,∗θ).
Regarding θ as a coordinate on I, we obtain a bundle of algebras (Aθ)θ∈I over I. Let γθ denote the
Maurer–Cartan element. Taking the derivative of the right hand side of (32), we obtain
∂θγθ(f0, f1) = ∫
R4
e
√−1(xx′+yy′)σ(x,y)(f0)
(x′σ(−θy′,θx′)(D2f1) − y′σ(−θy′,θx′)(D1f1))dxdydx′dy′.
Integrating by parts, we see that the right hand side is equal to
D1(f0) ∗θ D2(f1) −D2(f0) ∗θ D1(f1).
The universal differential graded algebra Ω∗(A) over A admits an action of R, again denoted by σ.
The θ-deformation of Ω∗(A) for this action is a DGA over Aθ.
Suppose that φ is a σ-invariant cyclic n-cocycle on A. Then the closed graded trace τφ∶Ωn(A) → C
associated to φ is invariant under σ. The map Ωn(A)θ → C induced by the linear space identification
Ωn(A) ≃ Ωn(A)θ vanishes on the graded commutators on Ω∗(A)θ, and defines a closed graded trace on
it. Thus, we have a cyclic n-cocycle φθ on Aθ by
φθ(f0,(θ), . . . , fn,(θ)) = τφ(f0 ∗θ df1 ∗θ ⋯∗θ dfn),
where f0, . . . , fn are elements of A, and f0,(θ), . . . , fn,(θ) are the corresponding ones in Aθ.
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When f0 and f1 are elements in A, put
T (f0, f1) =D1(f0)D2(f1) −D2(f0)D1(f1).
Then, define the operations (T (n))n=1,2,... inductively by
T (1) = T, T (n+1)(f0, . . . , fn+1) = T (n)(f0, . . . , fn)fn+1 + T (f0⋯fn, fn+1).
Let m(n)(f0, . . . , fn) = f0⋯fn. If we take the derivative of ∗θ with respect to θ, we obtain
T (n)(f0, . . . , fn) = ∂θ(f0 ∗θ ⋯∗θ fn).
When φ is a cyclic n-cocycle on A, we put
φ ○ T
(n)
d
(a0, . . . , an) = τφ(T (n)(a0, da1, . . . , dan)).
When σ comes from an action of torus, this is nothing but ω
(n)
0 φ of the previous section.
Theorem 2 (cf. [26, Theorem 2]). Let σ be an action of R2 on A, and φ be a σ-invariant cyclic n-
cocycle on A. Let (c(θ))θ∈I be a family of periodic cyclic cycles on Aθ which is flat with respect to the
Gauss–Manin connection. Then the pairing
(33) ⟨φθ + θ(iD1iD2 − iD2iD1)φθ, c(θ)⟩
is constant.
Proof. We want to show that the time derivative of (33) is zero. By Proposition 17 applied to D1 and
D2, we obtain that iD1 and iD2 act as square-zero operators on the invariant classes. The same lemma
applied to D1+D2 shows that iD1 and iD2 anticommute at the level of cohomology. Thus, iD1iD2−iD2iD1
acts as a square-zero operator. This shows that, by replacing φθ by φθ + θ(iD1 iD2 − iD2iD1)φθ, we may
reduce the generic case to θ = 0.
As before, we consider φ as a cochain in B¯(A+)′. By Proposition 16, iD2φ and ιD2φ are cohomologous.
Moreover, the cochain Ψ between them, as in the proof of Proposition 16, can be taken to be σ-invariant.
By the Cartan homotopy formula and LD1 Ψ = 0, we obtain that ιD1 iD2φ and ιD1ιD2φ are in the same
cohomology class. Hence, the cyclic cohomology classes of iD1iD2φ and ιD1ιD2φ are the same.
We then claim that
(34) (ιD1 ιD2 − ιD2 ιD1)φ = ι∂θγθφ − φ ○ T (n)d .
First, bD2 φ is represented by a functional on Ω
n+1(A) whose components are given by
A⊗n+2 → C, (a0, . . . , an+1)↦ (−1)n+2φ(D2(an+1)a0, a1, . . . , an),
A⊗n+1 → C, (a1, . . . , an+1)↦ (−1)n+2φ(D2(an+1), a1, . . . , an).
Thus, we know that bD1 bD2 φ is represented by a functional over Ω
n+2(A) whose components are given
by
A⊗n+3 → C, (a0, . . . , an+2)↦ −φ(D2(an+1)D1(an+2)a0, a1, . . . , an),
A⊗n+2 → C, (a1, . . . , an+2)↦ −φ(D2(an+1)D1(an+2), a1, . . . , an).
Thus, the commutator [bD1 ,bD2] agrees with b∂θγθ .1 Next, BD1 bD2 φ can be written as a functional
on Ωn(A) whose component on An+1 given by
∑
0≤j≤k≤n
(−1)(n+1)+n(j+1)φ(D2(aj), aj+1, . . . ,D1(ak+1), . . . , an, a0, . . . , aj−1)
= ∑
0≤j≤k≤n
−φ(a0, . . . ,D2(aj), . . . ,D1(ak+1), . . . , an),
and is trivial on An. Thus, (−BD1 bD2 +BD2 bD1)φ is equal to −φ ○ T (n)d . Since we have BD φ = 0 for
any normalized cochain D, we obtain (34).
The pairing (33) is equal to
⟨φθ + θ(ιD1 ιD2 − ιD2ιD1)φθ, c(θ)⟩ .
Taking the derivative with respect to θ, we obtain
⟨φθ ○ T (n)d + ι∂θγθφθ − φθ ○ T (n)d , c(θ)⟩ + ⟨φθ + θ(ιD1 ιD2 − ιD2ιD1)φθ,−ι∂θγθc(θ)⟩ .
1We can deduce this also from the fact that b is a twisting cochain, and that m{D1,D2}−m{D2,D1} is equal to ∂θγθ,
see [9].
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The terms cancel out each other at θ = 0. 
Remark 18. The more general case of Rn-actions (where the deformation parameter is given by a
skewsymmetric matrix (θi,j)i,j of size n) can be represented by successive iteration of the θ-deformation
of R2-actions. The resulting formula is that
∏
i<j
(1 + θi,j (iDi iDj − iDj iDi))φθ =∏
i,j
(1 + θi,jiDiiDj)φθ
is constant when paired with flat sections of periodic cyclic homology.
6.1. Crossed product by a one-parameter group. The crossed product of actions by R can be
thought as a particular case of θ-deformation as follows. Suppose that α is an action of R on A. The
smooth crossed product A⋊αR is given by the Fre´chet space S∗(R;A, α) of the Schwartz class functions
of R into A endowed with the convolution product.
Elliott, Natsume, and Nest [8] showed that there is a canonical map
#α∶HC
n(A) → HCn+1(A⋊α R)
which induces an isomorphism between HP∗+1(A) and HP∗(A ⋊α R), which is compatible with the
Connes–Thom isomorphism in the K-theory.
In [26], we deduced, at least for the case of torus action, the statement of Theorem 2 from the Elliott–
Natsume–Nest isomorphism. In fact we can reverse the direction and show that this map (for α-invariant
cyclic cocycles) is compatible with the Connes–Thom isomorphism from Theorem 2.
Let αs be the rescaled action αst = αst. In the pre-C
∗-algebraic setting, the evaluation maps
C∞(I;A⋊α∗ R)→ A⋊αs R
for s ∈ I induce the Connes–Thom isomorphism of the C∗-algebraic completions
K∗+1(A) ≃K∗(A ⋊triv R) ≃K∗(C(I;A ⋊α∗ R)) ≃K∗(A ⋊α R).
Now, the crossed product A⋊αs R has two actions of R, given by
αt(f)ξ = αt(fξ), α̂st(f)ξ = e
√−1tξfξ
for f ∈ S∗(R;A, αs) and t ∈ R. These two actions commute by construction. Their generators can be
written as
Dα(f)ξ =Dα(fξ), Dˆ(f)ξ = ξfξ,
where Dα is the generator of α. If we take the θ-deformation S
∗ ⊗ˆA = A⊗trivR for this action, we obtain
the crossed products A⋊αθ R.
Let φ be an α-invariant cyclic n-cocycle on A. Then, there is a cyclic n-cocycle φˆ, called the dual
cocycle, on A⋊α R. It is defined by
φˆ(f0, . . . , fn) = ∫
ξ0+⋯+ξn=0
φ (f0ξ0 , αξ0(f1ξ1), . . . , αξ0+...+ξn−1(fnξn)) ,
or equivalently, in the language of closed graded traces, by
τ
φˆ(f0df1⋯dfn) = τφ(f0 ∗ df1 ∗⋯ ∗ dfn∣0).
Then, φˆ is αˆ-invariant. We obtain a cyclic (n + 1)-cocycle
#α(φ) = iDˆφˆ
on A⋊α R. We can similarly define the operation #αs for each rescaling of α. At s = 0, the cocycle #α0
is cohomologous to φ ∪ η where η is the cyclic 1-cocycle on S∗ defined by
η(f0, f1) = ∫
R
dtf0−tf
1
t t.
By the Fourier transform, we see that η is identified with the fundamental 1-current on S(R).
Proposition 19 (cf. [8]). Let c(θ) be a cycle in Ωˆ∗(Γ∞I (A⋊α⋆ R)) which defines a flat class with respect
to the Gauss–Manin connection on HP∗(Γ∞I (A⋊α⋆ R)). Let φ be an α-invariant cyclic n-cocycle on A.
Then the pairing ⟨#αθφ, c(θ)⟩ does not depend on the value of θ.
Proof. By Theorem 2, we know that #αsφ + θiDα iDˆ#αsφ is the monodromy of the Gauss–Manin con-
nection. By Proposition 17, the class of iDαiDˆ#αsφ is trivial. 
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