For a bounded open domain with connected complement in R 2 and piecewise smooth boundary, we consider the Dirichlet Laplacian on and the S-matrix on the complement c . We
Still, for all nearby E 0 < E there will be eigenfunction, and the corresponding eigenvalues converge to 1. We will give examples where the S-matrix does not have an eigenfunction for energies corresponding to the inside problem, because the inside eigenfunction can simply not be extended to the full plane R 2 . In [B] , an example of a domain is given for which the extension of the eigenfunction is unbounded. This provides another class of domains for which the S-matrix does not have an eigenvalue 1 on the energy shell E.
The basic idea underlying the analysis is the application of potential theory to this problem, combined with some functional analysis. The potential theory aspects are exposed for example in [R] or in [KR] , but for the convenience of the reader, the relevant features of this theory will be explained here. We will connect the scattering theory and the eigenvalue problem by expressing both the resolvent of the inner Laplacian and the scattering matrix of the outer problem in terms of the single layer potential on the common boundary . We then characterize the spectrum of the S-matrix by a variational formula.
The paper is organized as follows. In Sect.1 we define the S-matrix and we formulate the results (Main Theorem). We also give examples for which the S-matrix does not have an eigenvalue 1 at E. In Sect.2 we present the potential theory aspects of the problem. They involve in particular the Green's function, restricted to the boundary of the billiard. We also define a modified S-matrix, which acts on the boundary, and which has the same spectrum as the conventional S-matrix. This is useful for applications [DS1] , [DS2] . In Sect.3 we prove that the boundary restriction operator is Fredholm. It is here that the restrictions on the shape of the domain are crucial. In Sect.4 we establish a resolvent formula, and express the S-matrix in terms of the boundary restriction operator. Equipped with this information, we characterize in Sect.5 the eigenvalues of the S-matrix as the solution of a variational problem, establishing the spectral duality.
In a subsequent paper with U. Smilansky and I. Ussishkin [EPSU] , we plan to give numerical examples of the precise meaning of the Main Theorem.
Definition of the S-matrix and statement of the results
In this paper, we shall give proofs of the spectral duality for piecewise smooth bounded domains :
Definition.
A standard domain is a simply connected bounded domain in R 2 whose boundary = @ is piecewise C 2 . By this we mean that has a finite number of differentiable pieces.
Furthermore, we require the angles at the corners to be bounded away from 0 and 2 . Finally, we always assume is non-empty.
Remarks.
1. We do not assume that is convex, and the difficulties with the spectral duality are not related to convexity. 2. We note the slightly astonishing fact that the proofs given in this paper generalize with only notational differences to the case of a finite union of standard domains, replacing by N j=1 j . But we really need that R 2 n is connected.
Notation.
We denote by the Laplacian in with Dirichlet boundary conditions on , and by ( ) its spectrum. We let c denote the exterior of the billiard and c the corresponding Dirichlet Laplacian.
We next define the quantum-mechanical S-matrix. For a "free" Hamiltonian H 0 and an interacting Hamiltonian H, it is given by the formula S = s-lim "#0 " Z 1 0 dt e "t e iH 0 t e 2iHt e iH 0 t ;
(1:1) where s-lim denotes the strong limit. In our case, H 0 = and H = c . By energy conservation S can be decomposed as a sum over the on-shell S-matrices S k which act on L 2 of the energy shell F k = fp 2 R 2 j p 2 = k 2 g. A detailed formula will be given in the next section. The following lemma describes the eigenvalues of the on-shell S-matrix: Lemma 1.1. Let be a standard domain, and let k > 0. Then the operator S k is unitary with spectrum on the unit circle. It consists of eigenvalues of finite multiplicity, accumulating only at 1. Furthermore, they accumulate there only from below.
Remark. Similar statements can be found in [Y1, Y2, JK] . This will be shown in Sect.4. The spectrum is illustrated qualitatively in Fig. 1 . We next fix k > 0. By the lemma, we can write the eigenvalues of S k as e 2i# j (k) , and we order these scattering phases # j , j = 0; 1; . 
Remarks.
1. The proofs will be given in Sect.5, by using a variational principle. Our results deal with the behavior of the eigenvalues of S k for k < k 0 . Although these eigenvalues simply cross 1 for scattering from a circle, numerical studies [EPSU] seem to indicate that for a general domain, non-analytic behavior at k = k 0 is to be expected.
2. We present the theory only for the case of Dirichlet boundary conditions. The extension to other conditions should be rather straightforward. Also, the study of this paper is restricted to 2 dimensional domains. We conjecture that the results extend to higher dimensions, but this needs a definition of standard domains in higher dimensions for which the methods of Sect.3 are applicable. 3. For a discussion of some numerical aspects, see the end of Sect.2.
As mentioned in the introduction, one could think that spectral duality holds in one of the following stronger forms: The inside eigenvalues are in one-to-one correspondence with those energies where the on-shell S-matrix has an eigenvalue 1, or, a specific scattering wave extends to an eigenfunction of . It has been noticed earlier that such stronger forms hold when is a disc, an ellipse, or a rectangle [DS1, DS2] . We now show that there are domains where for some (or all) k 2 2 ( ), the operator S k does not have an eigenvalue 1, so that neither of the stronger forms of spectral duality hold. Example 1. The cake. Consider the domain = (r; ') : 0 < r < 1; j'j < =3 ;
(1:3) written in polar coordinates. For this domain, ( ) = fk 2 ;n ,`; n = 1; 2; . . .g, where k`; n is the n th nontrivial zero of the Bessel function J 3`=2 (x) and the corresponding eigenfunctions are `;n (r; ') = J 3`=2 (k`; n r) cos(3`'=2) :
When`is odd, these functions do not extend to R 2 because they are not 2 -periodic in ', and hence S k`; n cannot have an eigenvalue 1 by Theorem 1.3. Note that the eigenfunctions have their branch points on the boundary of the domain. In Examples 2 and 3 below the singularity lies outside the domain.
Example 1a. The irrational cake. Consider the domain = (r; ') : 0 < r < 1; j'j < ; (1:4) where is irrational. Then none of the inside eigenfunctions (which are still explicitly known), can be continued outside.
Example 2. Smooth boundary. We define
where k is the first nontrivial zero of J . In the sequel, we take = 3=2, but any other non-integer would be just as good. Note that = 0 is a branch point of the cake function C( ; ). We construct a new function, fixing p 2 Z + :
(1:5)
Here, we fix t > 0 and define ' j = ' + 2 j=p, x j = t + r cos(' j ) ; y j = r sin(' j ) :
Finally, j cos( j ) = x j ; j sin( j ) = y j : Note that j = 0 if r = t and ' j = , i.e., if ' = (2j=p 1) . We define the curve as the zero level set of R near the origin, see Fig. 2 .
Then, R is a Dirichlet eigenfunction with eigenvalue k 2 for the corresponding , which is smooth and convex, but R has branch points strictly outside .
Example 3. Smooth boundary and a dense set of singularities. One can construct an example with a convex boundary and a set of singularities which are dense on a circle. Let R(r; ') be the function defined in Example 2 and let be the zero level curve of this function. Fix a large radius r 0 , and enumerate the rational points on this circle, with angles n , n = 1; . . . x n = r 0 r cos(' n ) ; y n = r sin(' n ) ; and n cos( n ) = x n ; n sin( n ) = y n : Note that we have n = 0 if r = r 0 and ' = n . Thus, F (r; ') has branch points at all points (r 0 ; n ), since the sum converges by the choice of our very large denominator. In fact, on every compact set, jFj is uniformly bounded, and it is analytic for r < r 0 . For all ", the function K(r; ') = R(r; ') + "F (r; ') has singularities at the three points determined by R and on the rational points of the circle of radius r 0 . Furthermore, when " is very small the level zero curve " of K is very close to , and since F is analytic near , the curve remains strictly convex if " > 0 is sufficiently small. Let " be the domain whose boundary is " . Then K is an eigenfunction of " with eigenvalue k 2 3=2 . It cannot be continued beyond the circle of radius r 0 .
2. Potential theory
In this section we present notions from potential theory which will be used throughout. This allows us to formulate the strategy of the proof, as well as some results connected to numerical calculations. After introducing some function spaces, we will define the restriction of a function to , and the "single layer potentials" G k and their very important "boundary restriction" operators A k .
The natural spaces on which we consider the problem are L 2 spaces, and Sobolev spaces.
In order to define these spaces, we introduce a new system of coordinates, the arclength along 
For the boundary of a standard domain one has the following classical results [Ne] Here, H comp is the subspace of functions with compact support in H, and H loc are the function which are locally in H, see [H] .
Definition and properties of G k and A k . Here, we introduce the central objects, the "single layer potential" G and the "boundary restriction" A. 
In other words,
(2:7)
Combining (2.1), (2.5), and (2.7), we see that 
Note that J 0 is entire analytic, and Y 0 has a logarithmic singularity at 0.
Strategy of proof, and numerical aspects. Our proof of the Main Theorem will be based on a number of identities which we now list without specifying domains of applicability. Starting with the operator J k , one can write it as
where L k maps functions on the boundary to functions on the energy shell F k . With these notations we have two important identities:
1. The on-shell S-matrix S k is given by
(2:15)
2. The eigenenergies of are exactly those k 2 for which A k u = 0 has non-trivial solutions.
(This is a well-known result from potential theory.)
Using the intimate relations between L k and A k on can define a modified S-matrix which acts on functions on the boundary alone, which is given by
(2:16)
This operator has the same spectrum as S k and seems to be useful for doing numerics [DS1, DS2] .
The Fredholm property of the boundary restriction operator A k
In this section we study the operator A k on the Sobolev spaces H . We shall use mostly the coordinates s 2 I L , and the map x :
Recall the decomposition A k = Y k + iJ k . The main result of this section is: The operator B is independent of k, self-adjoint, and bounded, kBk = r < 1 2 . Finally, K k;1 and K k;2 are compact and they are analytic in fk j k 2 C n 0g. ker A k = f0g. It is this property which is used throughout the paper. In fact, the proof of Theorem 3.1 will give a rather detailed description of the essential spectrum of A.
3. The proof of Theorem 3.1 is straightforward, but a little long, and this is due to the class of domains we want to handle. For example, if has a smooth boundary, then the corresponding result is known, and is spelled out in [R] . On the other hand, even in the case we consider, there is a large body of results describing the boundary behavior of eigenfunctions of . In particular, the lectures of Agmon [A] , as well as a lot of subsequent literature (see e.g., [GT, Ne] ), deal with domains which have the "uniform exterior cone property" and our definition of standard domain is a slightly stronger version of this property, adapted to the case of 2 dimensions. (The strengthening is that we allow only for a finite number of corners.) Although the literature contains detailed information about the boundary behavior, we have not been able to extract the Theorem 3.1 from it. Therefore we give here a self-contained proof of Theorem 3.1.
4. It will follow from the proof that all the bounds are also valid upon replacing k 2 + i0 by an arbitrary complex number z 6 = 0.
Proof of Theorem 3.1. The proof will take up most of this section, and its details are independent of the other developments of this paper. We omit the index k in the sequel. We begin by showing that A : H ! H 1 is Fredholm, and we will extend this later to arbitrary . More precisely, we differentiate and show that
is Fredholm.
Since we are interested only in the essential spectrum of ji@ s jA, it is useful to introduce the notation for equivalence up to compact operators. Note that any piece P of A for which i@ s P (s; s 0 ) is compact can be eliminated [K] . Indeed, if i@ s P (s; s 0 ) is compact, then ji@ s jP(s; s 0 ) is compact as well, since ji@ s j = sign(i@ s ) i@ s and sign(i@ s ) is a bounded operator.
We start the proof by noting that the Green's function for the Helmholtz operator is the Hankel function [AS] : We want to consider first the term A (2) which will be identified below as the main term. We start with some useful identities: Lemma 3.4. One has the following identities for the integral kernels: Proof. We consider on L 2 (I L ) the generator of translations i@ s with periodic boundary conditions. An orthonormal eigenbasis is given by the functions '`(s) L 1=2 e i2 `s=L , for which
of the constant functions. The integral kernel of the inverse is then
The sum is readily evaluated by first considering jzj < 1 and then taking the limit and one obtains 1 2 1 X =1 1 (z`+ z`) = 1 2 log(1 z) + log(1 z) = 1 2 log(1 + jzj 2 2Re z) :
When z = e i# , this leads to 1 2 X 6 =0 1 j`j e i#`= 1 2 log 2(1 cos #) = 1 2 log 4 sin 2 (#=2) : (3:9)
From this, we find Eq.(3.7). Upon differentiating Eq.(3.9) w.r.t. # we obtain in addition (3.8).
The proof of Lemma 3.4 is complete.
We continue the proof of Theorem 3. (3:10)
where P const is the projection onto constant functions.
Remark. Although the study of ji@ s j is more complicated than that of i@ s , we have preferred it because it leads to the appearance of the operator 1 2 1 in Eq.(3.10). We next study A (3) . Not all of its contributions are negligible, and in fact the corners play an important rôle. In order to isolate their contribution, we need a variety of cutoffs. We use a cutoff function h 2 C 1 , which is symmetric, of compact support and equal to 1 near the origin.
We start by isolating the irrelevant parts of A (3) . We have the 
We have already seen above that the first term leads to a compact operator. The second term has support near the diagonal, but away from the corners. We are now using that x(s) is C 2 away from the corners. This implies that
is bounded away from the corners, and for bounded s; s 0 . (One derivative is used to bound the difference quotient, and the second is used by the differentiation w.r.t. s.) Thus, the assertion of Lemma 3.6 follows.
Thus, the only relevant term coming from A (3) is A (4) near a corner (and also near the diagonal). These "corner terms" are
Since the supports of the localizers are disjoint for different j, and the expressions are translation invariant, we may assume without loss of generality that s j = 0 and we omit henceforth the index j. We now straighten the edges near the corners as follows. We let x denote the two unit tangent vectors along , pointing away from s = 0. We set y(s) = s x + , when s > 0 and y(s) = s x , when s < 0. Then we define The second term is more complicated to bound, and makes use of the geometry of a corner, cf. Fig. 3 . We study first the second term when ss 0 < 0. (3:12)
Therefore, the contribution to T 2 from the region s t > 0 is compact. We finally estimate the contribution from s t < 0 to T 2 . In this case, the two points are on the same side of the corner, and hence jy(s) y(t)j is proportional to js tj. This leads to a bound We shall show below that C is a bounded operator on L 2 (R) and therefore (3.19) implies that ji@ s jB (0) hPC h ; (3:20) where h is the multiplication by h (viewed as a map from L 2 (I L ) to L 2 (R)) and h maps
To study C on L 2 (R) The integrand is meromorphic in the annular sector fs : 1=R < jsj < R; arg(s) 2 (0; 2 )g.
To evaluate the integral, we consider the contour given in Fig. 4 Note that c ( ) = 0 when = . We next compute the operator P in the Mellin representation [Gr, D] . We find , for the case of one corner with = 0:9 2 . Note that it lies strictly in the right half plane. In fact we show that for with j cos( )j < 1, it lies strictly inside the dashed circle.
Note that MPC M is normal so we have the estimate j(f; PC f)j ( )kfk 2 L 2 (R) ; with ( ) = max 2R jb ( ; )j < 1 2 . Therefore, denoting by hf the cutoff of f near a corner, we find
Since the supports of the distinct B (0)
where K is the compact error term. By Weyl's theorem [K] , it follows that ess (ji@ s jA (3) ) = ess (ji@ s jA (4) are analytic in w in the interior of the strip S and by density, this is also true for arbitrary u, v.
Hence, F (w) is weakly analytic, and therefore norm-analytic in the interior of S.
Consider next the resolvent G(w; z) = (z F (w)) 1 :
For jzj > kFk, this is an analytic function of z which satisfies the identities G(w; z) w = w G(0; z) = w (z F ) 1 ; (1 w) G(w; z) = G(1; z) (1 w) = (z F ) 1 :
Thus, the arguments above allow us to conclude that, G(w; z) is analytic in W 0 fRe w 2 (0; 1)g fjzj > kFkg :
Furthermore, the matrix elements f(w; z) = (u; G(w; z)v) are continuous in W fRe w 2 0; 1]g fjzj > kFkg :
Choose now a > F (F ) . The proof is complete.
The relation between A k and the Dirichlet boundary value problems
In this section, we establish the relations between the boundary restriction A k , the spectrum of , and the on-shell S-matrix.
Definition and properties of the restriction to the energy shell. We recall that the energy shell is F k = fp 2 R 2 j p 2 = k 2 g. We define the restriction k to the energy shell F k : (4:1)
Furthermore, k has trivial kernel,
(4:2)
We can now combine the actions of (defined in Sect.2.) and into the operator L: Definition and properties of L k and L k . We define L k = k :
The properties of and k then imply
(4:3)
Since F k is bounded, it follows from the definitions that one has the stronger properties
The next lemma relates L k to the imaginary part J k of A k .
Lemma 4.1. Let be a standard domain. For all k > 0 one has the identity
(4:5)
(4:6)
Going to Fourier transforms, we see that this implies
(4:7)
Going back to the definitions of and , one sees that (u; Ju) = ( u; u), so that (4.5) follows. The proof is complete.
Lemma 4.2. Let k > 0. The following kernels coincide:
(4:8)
Proof. The properties of ker A k are described in Corollary 3.3, and Eq.(2.12) says that (Aj H ) = Aj H 1 . Therefore ker A = ker A . By definition, we have J = Im (A). We first show that Au = 0 implies Ju = 0. Indeed, Au = 0 implies u 2 H and Im (u; Au) = 0, that is, (u; Ju) = 0. Since J = L L this means kLuk = 0. Thus, Lu = 0 and therefore Ju = 0, as asserted.
Assume next Ju = 0 and u 2 H 1=2 . Then, by Eq.(2.1), one has u 2 H 1 comp (R 2 ).
On the other hand, 1 (u; Ju) = (u; L Lu) = kLuk 2 = 0, and therefore Lu = 0. Denoting the Fourier transform of by^ , we consider
Since ( u) b is the Fourier transform of a distribution with compact support, it is entire and bounded on R 2 . Since Lu = 0, we find ( u) b (p) = 0 when p is on the energy shell F k . Thus, we can divide by p 2 k 2 and we see that
is defined and is in L 2 (R 2 ), since u 2 H 1 comp (R 2 ). Note now that G + k u is a solution of the Helmholtz equation and is in L 2 (R 2 ). Therefore, it must vanish at infinity and hence on all of c . (Here, we make use of the assumption that c is connected.) But this means A k u = 0.
The proof is complete.
Remark. It follows from the proof that A k u = 0 implies that = G + k u = G k u ;
(4:9)
vanishes on the complement of .
We can now establish a resolvent formula for the Dirichlet problem. We use the notation G = ( z) 1 and G = ( z) 1 .
Theorem 4.3. Let be a standard domain, and let z = k 2 + i0. Then
(4:10)
Proof. We take z = k 2 +i , > 0. Let 2 L 2 (R 2 ) and define ' = (G G ( G ) 1 G ) . (4:12)
Proof. Let u 2 ker A k 0 , u 6 0. We denote f = u. We have already argued above that PA k P is analytic. Using scalar products in H and in L 2 (R 2 ), as adequate, we have
By the remark after Lemma 4.2 we know that G + k 0 u vanishes in c . Therefore, G(k 2 0 +i" 0 )f ! G + k 0 u, weakly in L 2 (R 2 ), and it follows that
Noting again that G + k 0 u vanishes in c , and furthermore that G(
we can get rid of the limit " # 0. Thus, X is equal to The last inequality follows from Eq.(2.9). The proof of the first statement of Lemma 4.4 is complete.
To prove the second part, we define Q = 1 P. Then, A k = PA k P QA k Q + PA k Q + QA k P :
By Lemma 4.2, we have ker A k 0 = ker A k 0 and therefore, A k 0 P = 0, and PA k 0 = (A k 0 P) = 0. Furthermore, PA k Q and QA k P are analytic in k, so that kPA k Q + QA k Pk = O(k k 0 ) :
Letting " = k k 0 , we find, in matrix notation,
A simple calculation leads to (A k 
The proof of Lemma 4.4 is complete. 
Since G k 0 is injective by Eq.(2.9), the assertion follows because R k 0 is positive. Thus, S k is defined on L 2 (F k ) for all k > 0.
Proof. We apply the resolvent formula (4.10). As is well known, see e.g., [N] , taking limits in Eq.(1.1), leads, for k; k 0 2 R 2 , to hkjSjk 0 i = (k k 0 ) 2 i (k 2 k 0 2 )hkjT jkj jk 0 i ; (4:15) where T is the T-matrix. It is defined as the solution of G G c = G GT k G ; (4:16) when z = k 2 + i0. By the resolvent formula, one obtains
(4:17)
Since the restriction k to the energy shell satisfies L k = k , substitution of (4.17) into (4.15) leads to the desired result. The proof of Proposition 4.6 is complete.
Proof of Lemma 1.1. We use the representation Eq.(4.14) for the S-matrix. 
Proof of the Main Theorem by a variational formula
In this section, we prove the Main Theorem and Theorem 1.3.
Proof of Theorem 1.3. This proof is relatively easy, because in this case the existence of the eigenfunction of S k is part of the assumption. Assume S k = , 6 = 0, for some 2 L 2 (F k (F k 
Proof. The existence of a polar decomposition is well known [K, 6.2.7] . We have already shown that k 2 = 2 ( ) implies ker L k = ker L k = f0g, and therefore U k is not only a partial isometry but in fact unitary. The proof is complete.
We continue the proof of Theorem 5.1. The two lemmas above allow us to give another characterization of cot # j (k), which we will use to derive Eq.(5.3). Having established that only a finite number of scattering phases are in ( =2; ), we first observe that the spectral mapping theorem implies that X k is bounded below, and has a finite number of negative eigenvalues.
Since X k is self-adjoint and bounded below, the usual minimax principle [RS, Vol. 
(5:7)
We omit the index k in the following calculations, and we consider only j = 0, to simplify the notation. Combining Eq.(5.6) with (5.7), we see that (5:11)
Let Q ";k denote the spectral projection of 1=2 Y k 1=2 corresponding to ( 1; "]. By Eq.(3.2) one can choose " > 0 in such a way that this projection is finite dimensional and analytic in k for k near k 0 . From Eq.(5.10), we obtain Ran(P k ) Ran(Q ";k ) and hence Q ";k P k Q ";k = P k : (5:12)
Taking a weakly converging subsequence, w-lim n!1 P k n = P 1 , Eq.(5.12) implies that lim n!1 P k n = P 1 holds in fact in the norm topology. profited from numerous discussions with him, which helped us to sharpen our outlook on this nice problem. A useful discussion with Peter Buser has led to the examples of Section 1. Our work was completed in the nice atmosphere of the Weizmann Institute, with support from the Fonds National Suisse, a Julius Baer Fellowship at the Weizmann Institute for JPE, and the Einstein Center of the Weizmann Institute.
