Abstract
Introduction
Pedestrian detection systems have attracted considerable attention in recent years because they have a wide variety of applications, such as video surveillance, smart rooms and intelligent transportation systems (ITS). However, pedestrian detection is still a challenging task, since different human postures and illumination conditions can cause variability of human appearances in images.
In order to make sure the validity of the pedestrian detection system, a high real-time, accurate and robust performance is necessary. Currently, an apparent research trend is adopting the methods in machine-learning techniques, where a pedestrian model is learned from many pedestrian samples. For modeling pedestrian effectively, it is well accepted by researchers that designing more discriminative features and developing more powerful classifier algorithms and structures [9] .
Recently, more and more classifiers ensemble algorithms are used in pedestrian detection, such as AdaBoost, SVM and bagging etc. [6] . These algorithms focus attention on improve the individual training accuracy and have achieved certain success. Nevertheless, enhancing individual training accuracy is at the expense of reducing the diversity between individual classifiers, and too small diversity between classifiers is detrimental to the performance of an ensemble system [15] . The matter of how balance the diversity and the individual accuracy in ensemble methods is still an open problem [16] . Furthermore, in tasks of pedestrian detection, rare positive targets need to be distinguished from enormous negative patterns. In order to achieve a higher detection rate, the cost of missing a target should be higher than that of a false positive. Therefore, cost-sensitive classifiers should be considered too.
In this paper, a new pedestrian detection system is proposed as follow. Firstly, in Section 2, the novel features called Locally Assembled Binary Haar-like (LABH) are used for pedestrian feature extraction. Then, a new classifier algorithm named Diverse Cost-sensitive Asymmetric SVM-Boost (DCSASB) is proposed in Section 3. This algorithm seek both the optimal diverse and asymmetric of classifiers simultaneously, which has not been fully investigated in the domain of pedestrian detection. Finally, to improve pedestrian detection system's real-time ability, a Full Binary Tree structure classifier is further introduced in Section 4. In Section 5, extensive experiments show that the proposed method is real-time and feasible enough for pedestrian detection in complex scene urban environment. Then, some conclusions are given in Section 6.
Locally Assembled Binary Haar (LABH) features
S. Yan etc. [4] proposed a Locally Assembled Binary (LAB) feature algorithm. This method is simple to implement, and illumination invariance is very well too. Literature [4] used it in face detection fields and achieved certain success. In this section, we improve this approach and make it more suitable for pedestrian detection.
Firstly, binary Haar feature is proposed, which keeps only the ordinal relationship in Haar feature computation. The eight binary Haar features are shown in figure 1 and can be calculated as follows: i denote the intensity sum of the filled and unfilled rectangle of Haar feature i respectively, and x is the input image. A single binary Haar feature keeps only the ordinal relationship so it becomes more robust to global lighting changes. However, the discriminating power of a single binary Haar feature might be too weak to construct a robust classifier. In order to improve the discriminating power of a single binary Haar feature, we propose to assemble multiple binary Haar features together, which can enhance the discriminating power. This new assemble feature is LABH feature. 
Proposed algorithm
In pedestrian detection system, training samples are imbalanced (negative samples more over than positive samples). Handling imbalanced classification problem, increasing the diversity among classifiers and keeping moderately accurate are both very important [16] . However, most classifiers ensemble algorithms (like Asymmetric Gentle AdaBoost [14] ) used in pedestrian detection only focus attention on improve the individual training accuracy. The diversity among classifiers is almost overlooked. In order to overcome this defect, a new algorithm named Diverse Cost-sensitive Asymmetric SVM-Boost (DCSASB) is proposed in this section. In this new algorithm, RBFSVM (SVM with the RBF kernel [3] ) is used as component weak classifiers. Through dynamic adjustment the values of the RBF kernel function parameters σ and C, a set of RBFSVM component classifiers with different learning abilities and moderately accurate are obtained. Then, we improve Asymmetric Gentle AdaBoost algorithm, trains diverse RBFSVM classifiers and brings in a principle of cost-sensitive at the same time. Through this method, the new method seek both the optimal diverse and asymmetric of classifiers simultaneously, which has not been fully investigated in the domain of pedestrian detection.
Diverse RBFSVM weak classifiers
According to Literature [8] [17] , too large a value of σ often results in high individual training error and too small a value of σ can make RBFSVM overfit the training samples. Hence, both too large and too small values of σ are detrimental to the performance of an ensemble system. In proposed method, firstly, a suitable region about values of σ ([σ min , σ max ]) is selected. The σ min is set as the average minimal distance between any two training samples and the σ max is set as the scatter radius of the training samples in the input space. Then, we gave dynamic regulation parameter µσ step , where µ is a dynamic coefficient which is proportional to the asymmetric training error ε t . In this paper, RBFSVM is used as component classifier in improve Asymmetric Gentle AdaBoost, σ max , which corresponds to a RBFSVM with relatively weak learning ability, is preferred. In iterative process, for getting more moderately accurate result, σ max is decreased a value of µσ step . This process continues until the σ is decreased to σ min . One thing to be mentioned is that the value of µ could dynamic regulation according to the value of the asymmetric training error ε t . So each cycle, values of µσ step are unequal. On the one hand, when ε t is big, a relatively large µ is used to improve training accurate more quickly. On the other hand, when ε t became smaller, a relatively small µ could obtain more moderately accurate classifiers. Hence, moderately accurate and larger diversity RBFSVM component classifiers are acquired by dynamic adjustment the value of σ.
On a similar plan, the penalty parameter C could dynamic regulation too. However, as reported in Literature [17] , performance of RBMSVM largely depends on the σ value if a roughly suitable C is given. Therefore, in proposed method, we only seek out a suitable region about values of C ([C min , C max ]) by experiment and choose C in this region random. This method could improve real-time ability of RBMSVM and almost not affect its accuracy.
Asymmetric Gentle AdaBoost algorithm
Asymmetry is inherent in tasks of pedestrian detection where rare positive targets need to be distinguished from enormous negative patterns. Furthermore, to achieve a higher detection rate, the cost of missing a target should be higher than that of a false positive. Cost-sensitive learning is a suitable way for solving such problems [14] .
Literature [14] introduced a cost-sensitive algorithm named Asymmetry Gentle AdaBoost. In this method, an asymmetric loss, with a cost of C 1 for false rejected samples and C 2 for false accepted samples, can be formulated as 
Where I(.) is the indicator function.
The procedure begins with F 0 (x), for the m-th round, F m-1 (x) has been obtained in the additive model, the next step is to learn an optimal weak classifier f(x) to add in. Therefore, the overall training loss turns into: 
Where Ew[.] is the weighted expectation.
Using Newton update technique, the optimal weak classifier can be worked out in Eq. (7):
Where P w (y = 1|x), P w (y = -1|x) is the cumulative weight distribution from positive and negative samples respectively.
The algorithm Update the weights for the (m+1)-th iteration:
The DCSASB Algorithm steps
The DCSASB algorithm we proposed is shown in follow:
Step 1 Input: Training set D = {(x 1 ,y 1 ),…, (x n ,y n )}, xi∈x,and y i ∈{-1,1}, the initial σ ini , the minimal σ min , the step of µσ step , the penalty parameter C.
Step 2 Initialize: w i = 1/2m, 1/2n for y i = 1,-1 respectively, where m and n are the number of positive and negative samples respectively.
Step 3 Choose cost items
Step 4 for (σ = σ ini ; σ > σ min ; σ = σ-µσ step ) 
(5) Select the h t (x) with minimized Z t , h t (x) = argmin Z t , choose this weak classifier as the best function as this round h.
(6) Update and normalize the sample distribution
Step 6 Output the final classifier: H(x) = sign (∑h t (x)). Through above mechanism, Diverse Cost-sensitive Asymmetric SVM-Boost ensemble classifiers can be generated. As seen from the following experimental results, compared with several state of the art algorithms, performance of the proposed algorithm is the best in pedestrian detection.
Full Binary Tree structure
Literature [10] introduced a boosting structure better than cascade approach is called Full Binary Tree (FBT). The FBT structure has advantages of both series connection structure and parallel connection structure, and brings in a principle of "Early-rejection" to improve system's real-time performance. In this section, we try to apply DCSASB algorithm in FBT structure for improving real-time and accuracy performance of pedestrian detection system. The structure of the FBT is shown in figure 3 . Figure 3 , the classification is performed on each sliding window region one by one. For an obvious non-pedestrian region, only a few single classifiers in top levels are used to reject it in order to get higher speed, which is called "Early-rejection". For a pedestrian-like region, more single classifiers in more levels are used to increase the accuracy. This structure helps to get better overall classification performance, which benefits from the truth that most sliding window regions are non-pedestrians.
Training of the FBT requires four parameters S, L, d i and f p . S denotes the set of positive and negative samples. L is the maximum number of tree's level, d i and f p denote the minimum detection rate and the maximum false positive rate respectively. Training algorithm is described as follow:
Step 1 The single classifiers in the L-level tree are trained level by level, from root to leaf until attain expect upper limit of the tree's level.
Step 2 The DCSASB arithmetic is used and a small part of positive and negative samples from the set are randomly selected. These samples are used to train a classifier which is used for root node which has n l features. When the minimum detection rate achieves 99.8% and the maximum false positive rate reaches f p (n l ), the training is finished. Then these samples from the set are deleted and the training of the first level is accomplished.
Step 3 Once the l-level (l < L) training is finished, we begin to train the (l+1)-level. The two sub-classifiers derived from the l-level's classifier are trained one by one repeatedly. The details are given as follow:
(1) The positive samples of a parent node are equal divided into two sets. Each child node randomly chooses one as its positive training sample.
(2) The negative samples are chosen from the false-positive outputs of all its ancestor nodes (i.e., its negative samples are the ones classified as positive from the root to its parent node).
(3) We use DCSASB arithmetic and corresponding positive and negative samples to train the sub-classifiers. When the minimum detection rate achieves 99.8% and the maximum false positive rate reaches f p , the training is over.
(4) The samples that we used in training from the set are deleted when training a classifier is accomplished.
Step 4 When the training of the L-level is completed, all of the training is over.
Experiments results
In this section, we describe the completely pedestrian detection system. The discussion includes performance of LABH feature, DCSASB algorithm and the structure of the FBT classifier. All of them are crucial for pedestrian detection.
Adopted human dataset
To evaluate the proposed pedestrian detection method, we use three challenging datasets (the INRIA dataset, the MIT dataset and the Daimler pedestrian dataset [6] ) in our experiments. These datasets contains of 16702 pedestrian training samples as well as a test sequence comprising 21822 images (320 ×240 pixels). The training and testing sets in these datasets are well designed. In our work, the training sets contain 9641 pedestrian images and 13523 pedestrian-free images. The testing sets contain 8708 pedestrian images and 10236 pedestrian-free images. The pedestrian-free and pedestrian images in the testing set are used to evaluate the false-positive and true-detection rates, respectively.
Evaluation of LABH feature
Firstly, we evaluated the effectiveness of the LABH feature. The real version of Adaboost arithmetic and cascaded structure classifiers [13] 
（9）
Results are shown in Figure 4 , the LABH feature outperforms all other features. 
Performance of DCSASB algorithm
In this section, our proposed DCSASB algorithm is compared with several state of the art algorithms to show the significance of exploring DCSASB algorithm applied to pedestrian detection. We use LABH as feature and cascaded structure classifiers for pedestrian detection. The detection miss rate vs. FPPW is also employed to compare DCSASB algorithm with other three state of the art algorithms (Real AdaBoost [13] , Gentle AdaBoost [5] and Asymmetric Gentle AdaBoost [14] ) on above dataset (the parameters C 1 = 0.75 and C 2 = 0.25 are set in DCSASB and Asymmetric Gentle AdaBoost algorithms). Results are shown in Figure 5 , Asymmetric Gentle AdaBoost algorithm is better than Gentle AdaBoost algorithm, and performance of the proposed algorithm considers both the optimal diverse and asymmetric of classifiers simultaneously is the best in pedestrian detection. 
Performance of FBT structure classifier
In order to test and verify the performance of FBT structure classifier, we use the LABH as the feature vector, which is proved better than other features, and apply DCSASB as classifier algorithm, which is certified the best too. Employ FBT structure, Cluster Boosted Tree structure (CBT) [7] , and cascaded structure [13] respectively for pedestrian detection on above datasets. The detection miss rate vs. FPPW is used for the criteria compare the performance of all three structures classifiers too. Results are shown in Figure 6 , the performance of FBT structure classifier is better than the performance of CBT structure classifier. The performance of cascaded structure classifier is the worst in the three classifiers. Furthermore, in order to compare real-time ability of the above three structure classifiers, we employ these classifiers in the same benchmark environment. The results are show in Table 1 , in the same FPPW, the proposed classifier has good overall performance. 
Conclusions
An effective pedestrian detection approach has been proposed in this paper, which is achieved by integrating LABH feature with FBT structure classifiers, and a proposed algorithm named DCSASB is used in FBT classifiers. It has been shown that the LABH feature outperforms other state of the art features on the three challenging datasets. Furthermore, we apply the new DCSASB algorithm with FBT structure classifier could improve system's real-time and accuracy performances. Extensive experiments show that the proposed method is effective and feasible enough for pedestrian detection in complex scene urban environment.
