1. Introduction. Let SU(2) be the group of 2 x 2 unitary matrices with determinant 1, and for each positive integer n let xn be the irreducible «-dimensional character of SU (2) (2) is a 3-sphere, g=l on the northern hemisphere, \ on the equator, and 0 on the southern hemisphere, and the Fourier series for/diverges at the north and south poles.)
2. Influence sets. Let G be a compact group, let S={Sa} (a e A) be a summation method for G, [3, §5] , let M be a linear submanifold of L1(G), let F be a closed subset of G and let b eG. We will say F influences S at 6 for functions in M if limaSjl Sa(f:b) = 0 for every fe M which vanishes on a neighborhood of F.
Lemma 2.1. Lei G be a compact Lie group, and let M be a left translation invariant linear submanifold of L1(G) which is also a module over C°(G) (i.e.,fg e M for all feM, g e CC(G)). Let S be a summation method for G, b eG. Then there exists a unique closed set Ib(S, M) in G such that Ib(S, M) influences S at b for functions in M and Ib(S, M) is contained in every closed set which influences S at b for functions in M. Also Ib(S, M) = bIe(S, M) where e is the identity for G.
Proof. This was proved in [3, Theorem 5.7] for the case where M=L1(G). We will show that if Fi and F2 influence S at 6 for functions in M, then so does Fi n F2. The rest of the proof is exactly like the proof given in [3] . Let Fi, F2 influence S at 6 for functions in M and let/be a function in M which vanishes on a neighborhood U of Fx n F2. Let Vx, V2 be disjoint compact neighborhoods of Fi -U, F2 -U respectively and let h be a C°° function on G such that 6=1 on Vx and 6 = 0 on F2. Then fh e M and fh vanishes near F2 so limaeA Sa(fh:b) = 0. Similarly limaeASa(f(l-h):b) = 0, so limaeASa(f:b) = 0 and Fx n F2 influences 6 for functions in M.
We will write Ie(S, M)=I(S, M), and we say that the method S has the localization property for functions in M if 7(5, M) = {e}. An element 6 of G is in 7(5, M) if and only if for each neighborhood F of 6 there is a function/g M such that/ vanishes on G-V and limae/1 5a(/:e)#0. Lemma 2.2. Let G be a compact Lie group, let S={Sa}, (a e A) be a central sumrhation method for G [3, §5] and let M be a linear submanifold of LX(G) which is left and right translation invariant and which is a module over C°(G). Then aI(S, M)a~1=I(S, M)for all a eG.
Proof. Let 6 e7(5, M), aeG and let F be any neighborhood of aba'1. Then a~1Va is a neighborhood of 6, so there is a function/G M such that/vanishes on G-a'1 Va and lima64 5a(/:e)#0. Define g e M by g(x)=f(a~1 xa) for all xeG.
Then g vanishes on G-V and by [3, Equation (5.2)] Sa(g:e) = g * S:(e) = f f(a-1ya)S-(y-1) dy = f f(y)S-(ay-1a-1) dy Ja Ja = j/O^Cr1) dy =/* S:(e) = Sa(f:e).
Thus limaej4 5a(ft e)/0 and aba-1 e 7(5, M). there is a function DfeV(G) such that (Dg,f)=-(g, Df), for all geCx(G).)
It is routine to verify that BV and W\ are left and right translation invariant modules over C"(C7).
3. Localization theorems. In this section G will always denote SU(2) and © will be the Lie algebra of SU (2) . For each integer n ^ 1 let En be the n2 dimensional two-sided ideal in L2(G), let xn be the irreducible character in En and let Pn be the orthogonal projection onto En. Let 5'={5,n} (1 ^n<co), be the summation method for G defined by
In [3] it was shown that I(S,L\G)) = G. In this section we find I(S, Wl) and 7(5, BV). (3.5) (DX2) 2 kXk = /J>(xn + xn + i) for all « 2t 1-
Proof. We prove (3.4) by induction on n. Observe that (3.4) holds for « = 1 if we set xo=0. We will use the relations Now assume (3.4) for nSk where k^2. Applying the derivation D to both sides of (3.7a) and using (3.4) for n=k we get
If we use the induction hypothesis to evaluate (k -l)Xk-X-DX2 we obtain (3.4) for «»Jfc+1. (3.5) follows immediately from (3.4). Finally 
R. MAYER [March
Now Ax!=2x2 AX2+2 2?=i (Ax2)2 so using (3.10) we get (3.13) 2 (DiX2f -(x3-3)A2/3.
¡=1
Since Ax2 is real it follows that (3.14) (3 -x3) -1I2DX2 e L°°(G), for all De®.
By (3.6) and (3.14) we see that there is a constant KD such that
and hence
Using the explicit formulas for the characters and Haar measure on 5(7(2) discussed Let fe Wp where p > 3/2 and suppose / vanishes on a neighborhood V of e. By [3, Equation 5 .12] we have Sn(f:e) =f* S-(e) = ^f(a)((n+l)Xn(ä)-nXn + x(a))(2-X2(a))-' da.
Since/vanishes near e and (2 -X2)_1 is infinitely differentiable except at e it follows that n = (2 -x2)-1/is a function in Wl which vanishes near e, and Sn(f:e) = jah(a)((n+l)Xn(a)-nXn + 1(a))da.
By Lemma 3.9 limn^oe Sn(f:e)=0, hence 7(5, Wf)={e} if/»3/2, Lemma 3.16. Let f be a function in L2(SU(2)) which is continuously differentiable except at a single point a, and let De®. Suppose that the pointwise derivative Df (which is defined except at a) is a function in L1. Then the derivative of f considered as a distribution is the function Df.
(The proof is a standard kind of argument, and is omitted.) for all a e SU(2), n= I, 2,..., (6 is as in (3.19) ).
Proof. Cn=C-n so for any « > 1 Then the Fourier series for Xt diverges at ±e and converges elsewhere.
Proof. X't is clearly in L1(-tt, tt) and a straightforward calculation shows that In §4 we will show that the functions At g BV by computing their derivatives explicitly. (The explicit formula for the derivatives will be used in a later paper.) For the present we assume Xte BV. Proof. The space E is translation invariant, and hence is invariant under each operator De®. Also each restriction D\E, D e © is skew Hermitian since (Df, g) = -(f Dg) for all figeE.
The complex associative algebra generated by {D\E : DeSH} is an abelian selfadjoint algebra of operators on E, and hence is generated by a single operator T\E. Using left invariance of T it is easy to verify that T(f* g)=f* Tg for all/,ge E, and from this it follows that any eigenspace of T|E is a left ideal in E. Since E is the orthogonal sum of the eigenspaces of T\E and any left ideal in E is the orthogonal sum of minimal left ideals we can write where pTD is defined in (4.7), i.e., (4.10) 7t(Dg, Xt) = -(sin T)(Q(gDX2))(xT)
for all g e C°°(G).
Proof. The result is clear if t= ±2, so assume r g (-2, 2). Let 21 be the abelian subalgebra of © generated by D, and for each positive integer « let a -> (plj(a)) be an irreducible «-dimensional matrix representation of G and let <px,..., <pï be R. MAYER real linear functionals on 2t having the properties described in (4.2)-(4.4). To prove (4.10) it is sufficient to show that (4.11) ?ri<!>l(D)(p,nki, Xt) = -(sin T)(Q(^kiDX2))(xT) for 1 ^n<oo and 1 ^k,j^n. For n> 1 we obtain from (4.6), (3.28), and (3.32)
(pl" Xt) = (plh QXt) = (&*£,, At) = 8kj(Xn, Xt)/n = 8kj((sin (n-l)T/Tm(n-l))-(sin (n+l)T/rTn(n+1))), and hence for all n > 1 (4.12) Tmi<l>%D)(plh Xt) = i8kMD) sin T((Xn _ x(xT)/(n -1)) -(Xn + x(xT)/(n + 1 ))).
This equation also holds for n=l if we agree to set Xn-x/(n-1) = 0 when n = l. Hence we will have (4.11) if we show that (4.13) nQ(pliDX2) = i8kMD)(Xn + i/(n+l)-Xn-J(n-l)).
We prove ( Compare (4.14) and (4.15) and see that we have proved (4.13) which completes the proof of Proposition 4.8.
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