Size-Driven Quantum Phase Transitions by Bausch, Johannes et al.
Size-Driven Quantum Phase Transitions
Johannes Bausch,1 Toby S. Cubitt,2 Angelo Lucia,3, 4, 5 David Perez-Garcia,3, 6, 7 and Michael M. Wolf8
1DAMTP, University of Cambridge, Centre for Mathematical Sciences, Cambridge CB3 0WA, United Kingdom
2Department of Computer Science, University College London,
Gower Street, London WC1E 6BT, United Kingdom
3Departamento de Ana´lisis Matema´tico, Universidad Complutense de Madrid, 28040 Madrid, Spain
4QMATH, Department of Mathematical Sciences, University of Copenhagen,
Universitetsparken 5, 2100 Copenhagen, Denmark
5NBIA, Niels Bohr Institute, University of Copenhagen, Blegdamsvej 17, 2100 Copenhagen, Denmark
6IMI, Universidad Complutense de Madrid, 28040 Madrid, Spain
7ICMAT, Calle Nicola´s Cabrera, Campus de Cantoblanco, 28049 Madrid
8Department of Mathematics, Technische Universita¨t Mu¨nchen, 85748 Garching, Germany
Can the properties of the thermodynamic limit of a many-body quantum system be extrapolated
by analysing a sequence of finite-size cases? We present models for which such an approach gives
completely misleading results: translationally invariant, local Hamiltonians on a square lattice with
open boundary conditions and constant spectral gap, which have a classical product ground state
for all system sizes smaller than a particular threshold size, but a ground state with topological
degeneracy for all system sizes larger than this threshold. Starting from a minimal case with spins
of dimension 6 and threshold lattice size 15 × 15, we show that the latter grows faster than any
computable function with increasing local spin dimension. The resulting effect may be viewed as a
new type of quantum phase transition that is driven by the size of the system rather than by an
external field or coupling strength. We prove that the construction is thermally robust, showing that
these effects are in principle accessible to experimental observation.
The thermodynamic limit of many-body quantum
Hamiltonians is the predominant mathematical tool used
to study macroscopic properties of physical systems. In
order to understand the properties of a physical model,
it is important to distinguish and recognise features that
are a consequence of finite-size effects, i.e. properties of
the model which are not present in the thermodynamic
limit but appear as a by-product of conditions which only
hold for systems sizes smaller than some threshold. While
some finite-size effects only produce small perturbations
of the real model, this is not always the case. For example,
relevant finite size effects for the distinct behaviour of
antiferromagnets on even or odd system sizes have been
proposed in [28] and recently observed experimentally
in [16].
In this work we show that finite-size effects can in fact
be dominant at arbitrary length scales, to the point of
completely obscuring the physics of the thermodynamic
limit. This phenomenon occurs not just in pathologi-
cal examples, but even e.g. for translationally invariant
Hamiltonians on low-dimensional spins arranged on a
square lattice.
Main result 1: We explicitly construct models ex-
hibiting the following exotic finite-size effects: below a
threshold lattice size with sides of length N , the ground
state of the Hamiltonian is a non-degenerate product state
in the canonical basis, i.e. entirely classical, with a con-
stant spectral gap above it. For system sizes greater than
N , however, the low energy space is that of the Toric Code,
which is in a sense as quantum as possible: the ground
state exhibits topological degeneracy, and the system has
anyonic excitations.
Moreover, we calculate threshold lattice sizes N for
models with local spin dimensions up to 10 (see table I).
Already for dimension 10 the threshold size can be as large
as 5.2 · 1036534.
Since in practice in a real-world experiment the ground
state cannot be accessed, and only the Gibbs state at
some small but non-zero temperature can be prepared,
we also prove for one family of models that:
Main result 2: For any given measurement precision,
there exists a finite temperature below which measurements
on system sizes smaller than the threshold can not distin-
guish the thermal state from a classical state (i.e. product
in the canonical basis), while the thermodynamic limit
converges for low temperatures to the ground state of the
Toric Code [11]. Even for measurements with errors of
magnitude no larger than 10−6, the required temperatures
are rather mild (see table I).
This sudden and dramatic change in the nature of the
ground state may be viewed as a type of quantum phase
transition, driven by the system size rather than a varying
external field or coupling strength.
It has been known for some time that the critical values
of external parameters (e.g. temperature, pressure) can
depend on the size of the studied samples. Well-studied
effects include rising melting points for small particles [10,
14], structural temperature- or pressure-dependent phase
transitions between different crystal lattices in thin-film
samples and in nano-crystals [25, 31, 43, 48], where the
energetically favourable structure differs from that in the
thermodynamic limit. And charge density wave order
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2d 4 6 7 8 9 10
Nd 2 15 84 420 3.3 · 107 5.2 · 1036534
Td[
∆
kB
] 0.058 0.050 0.043 0.038 0.020 5.9µ
TABLE I. Threshold lattice sizes Nd ×Nd for different spin
dimension d in our constructions. For lattice sizes larger than
this threshold, finite-size effects suddenly disappear and the
physics of the thermodynamic limit becomes accessible. Up to
dimension 8, a prime periodic Wang tiling construction gives
a larger threshold size than embedding of Busy Beaver Turing
machines. The critical temperature Td gives an estimate for the
temperature at which the transition can still be discriminated
with a fidelity of 1−10−6, as a function of the system’s spectral
gap ∆, which here is equal to the interaction strength since
the Hamiltonians are commuting.
transitions or superconductivity [51, 53], for which the
critical temperature changes when approaching mono-
layer sample sizes.
Here, we exhibit a transition which is driven by the
system size itself; the transition occurs at some critical
size, without any external parameters varying at all. The
effects which are most reminiscent of what we prove rigor-
ously here are certain peculiar phenomena for mono-layer
samples, or samples with 3 or 13 atom layers, for which
the described phase transition cannot be observed any-
more [51, 53]; one suggested explanation is a lack of space
for nucleation sites [25, 48].
Table I shows an overview of the explicit examples
we construct. The threshold system sizes Nd from these
examples show that large thresholds are possible with
relatively small d-dimensional spins. These are of course
lower bounds on the maximum possible threshold size for
given local spin dimension; even larger size thresholds
may be achievable by other constructions. Though our
constructions can be straightforwardly generalised to pro-
duce size driven-transitions to other quantum phases, we
have chosen to focus on a transition from classical to Toric
Code for several reasons. First, because this makes our
constructions stable against temperature and extensive
perturbations. Second, and even more important, because
the topological order present in the Toric Code allows to
claim rigorously the existence of a phase transition even
at finite sizes.
In order to prove these effects mathematically rigor-
ously, we deliberately construct examples for which there
exists an analytic solution. However, this is not true for
the general case: as the structure of the Hamiltonian
becomes more complex, one expects the behaviour to
become more erratic. Indeed, we know that for extremely
complex Hamiltonians with very large local spin dimen-
sion the behaviour can even become uncomputable [12].
It is important to emphasise that the dramatic finite-
size effects exhibited here do not depend on any careful
tuning of coupling strengths, and occur for Hamiltoni-
p
s
FIG. 1. Plaquette and star interactions of the two-dimensional
Toric Code Hamiltonian Htc. We assign a spin-1/2 particle to
every lattice edge marked with a dot. Htc is a sum of 4-local
interactions, plaquettes and stars, which are products of σz
and σx operators, respectively.
ans without obvious separation of energy scales in their
coupling constants or the matrix entries of the local inter-
actions. Without this restriction, i.e. allowing interactions
of magnitude O(1) and O(1/N2), it is in fact trivial to
construct a model whose ground state changes character
at system size O(N), with the spectral gap closing as
O(1/N). Our result is much stronger, in the sense that
it does not allow such a prediction based solely on an
analysis of the coupling strengths, nor from extrapolation
of spectral data; in particular, the spectral gap of our
model remains constant all the way up to the transition.
Hamiltonian Construction
For local spin dimension d > 3, we construct a local,
translationally invariant spin Hamiltonian H(d) on a 2D
square lattice with open boundary conditions, such that
there exists a threshold system size Nd×Nd, up to which
the ground state of H(d) is entirely classical (i.e. product
in the canonical basis), whereas for larger lattice sizes the
ground state is that of the Toric Code. The transition
thresholds Nd for given local dimension d in our explicit
constructions are shown in table I. For d > 6, we give a
general procedure for constructing models for which Nd
grows faster than any computable function.
The Toric Code—introduced by Kitaev [20]—is defined
by a Hamiltonian on a two-dimensional spin-1/2 lattice.
It is one of the simplest models exhibiting topological
order [40, 50].
We start out with a finite lattice as shown in fig. 1. To
every edge marked with a dot, we assign a d-dimensional
spin Cd = Htc ⊕Hcl where Htc = C2 and Hcl = Cd−2,
such that the overall Hilbert space on the lattice is a
tensor product over all separate spins, i.e.
H(d) =
⊗
(Htc ⊕Hcl) ∼= (
⊗
Htc)⊕ (
⊗
Hcl)⊕H′,
where H′ contains all mixed Htc and Hcl terms.
We define a purely classical Hamiltonian Hcl with
support only on the subspace
⊗Hcl, such that the ground
3state energy of Hcl is −1 for lattice sizes N ≤ Nd, and
otherwise λmin(Hcl) ≥ 1/2. We then combine Hcl with
Htc in such a way that the spectrum below some energy
λ′ > 0 is uniquely determined by one or other of these
Hamiltonians, by giving an energy penalty for any state
with support on H′. We define the overall Hamiltonian
by H(d) := Htc +Hcl +H
′, where
H′ := C
∑
i∼j
1itc ⊗ 1jcl + 1icl ⊗ 1jtc,
where i ∼ j stands for a sum over any adjacent spins. 1tc
denotes the projector on the Htc subspace, and analo-
gously 1cl. Note that H
′ only contains 2-local interac-
tions.
In this way, any state |ψ〉 ∈ H(d) supported on H′
will necessarily pick up an energy penalty of at least
C. Choosing C = 1 + λmin(Hcl) shifts this part of the
spectrum to energies ≥ 1. We can rescale Htc to have its
low-energy spectrum within [0, 1/2]. The ground state of
H(d) will thus be given by either Htc or Hcl, whichever
has the smaller energy. In particular, the system will
change abruptly from classical to topologically ordered
with anyonic excitations when the lattice size N surpasses
the threshold Nd, while keeping a constant spectral gap.
In order to construct a suitable classical Hamiltonian
Hcl, we will exploit the same locality structure as in the
Toric Code–4-local star and plaquette interactions—since
this does not increase the interaction range of the overall
Hamiltonian H(d). We will present two different con-
structions, based on a generalised tiling problem, which
will give rise to different scaling of the threshold lattice
size: one will be called Periodic Tiling, the other Turing
Machine Tiling. We will only consider the case of open
boundary conditions, which is the most natural one in
this context.
Tiling Hamiltonians. It is convenient to express the
interactions as a so-called tiling problem with extra con-
straints, similar to the well-known Wang tiles. A Wang
tile is simply a square tile with coloured edges, and the
condition for placing two tiles next to each other is that
their edge colours match. Despite this simple setup, it
has been shown that the question of whether one can
tile the entire plane with a finite set of Wang tiles is in
fact undecidable [4], which shows that tiling can encode
extremely complex behaviour.
It is easy to represent the tiling problem as a ground
state energy problem of a classical, translationally in-
variant Hamiltonian HW on the lattice in fig. 1, and
straightforward to verify that this representation only
defines a single energy scale. As shown in fig. 3, each
tile can be regarded as a plaquette on the lattice. The
condition that neighbouring tiles share the same edge
colour is thus automatically met. It is clear that for c
colours, we need a c-dimensional classical subspace Hcl
for each spin, i.e. d = c + 2. Working on this classical
subspace, we want to find local Hamiltonian plaquette
interactions between the spins surrounding a plaquette
p—which we denote with Ep—that penalise any tile not
in our set of allowed tiles W . To achieve this, we define a
local classical tile interaction via
h(p) :=
∑
w∈W
aw
⊗
e∈Ep
|we,p〉〈we,p| , (1)
where we,p labels the colour on edge e of tile w placed at
plaquette site p. The parameters (aw)W do not depend
on the plaquette position, and the overall translationally-
invariant tiling Hamiltonian is given by the sum over all
plaquette sites in the lattice HW :=
∑
p(1 − h(p)). If
aw = 1 for all w, one can show that HW has ground state
energy zero if and only if the set W tiles the lattice. If we
want to give an energy “bonus” to (i.e. decrease the energy
of) a specific tile w, we can set aw > 1. An energy penalty
can be given by setting aw < 1. Each tiling thus has a net
score—bonuses minus penalties minus mismatching tile
pairs. The net score of a specific tiling gives the energy
of the corresponding state of HW . In general, then, the
ground state of HW will maximise the number of tiles
with a bonus while avoiding as many penalties as possible.
A similar construction allows us to add extra star-
shaped interactions, constraining tile edges adjacent to
a corner. The overall Hamiltonian HW + HS will then
have an optimal ground state in the sense that the sum
of penalties minus the sum of bonuses—for both tiles and
stars—is minimised. The rigorous argument is presented
in lemma 1 in the appendix.
Periodic Tiling. With as few colours c as possible,
we create a set of tiles and stars which permit a unique
periodic tiling pattern in the ground state. The construc-
tion for any number of colours c ≥ 3 is described in the
appendix, and an example for five colours can be seen in
fig. 2. One can show that this period grows at least expo-
nentially with the number of colours [34]. By penalising
a pattern that occurs precisely once per global period—
highlighted in fig. 2—we can ensure that the ground state
spectrum jumps to λmin(Hcl) ≥ 1 for any larger square
size. The transition threshold Nd = Nc+2 for this model
is thus given simply by the horizontal pattern period.
Turing Machine Tiling. Starting from a number of
colours c ≥ 6, it becomes possible to embed a Turing
machine into a set of tile and star interactions. We im-
prove on an idea introduced by Robinson [44]—which
has been exploited in [12] to show undecidability of the
spectral gap—by making use of the extra star constraints
to significantly reduce the necessary local dimension. In
this new construction, the transition threshold Nd grows
faster than any computable function and surpasses the
threshold from the periodic tiling construction for c ≥ 7.
A Turing machine is an abstract machine for algorith-
mic computation proposed by Turing [49], and is generally
accepted as the standard mathematical model for formal-
ising problems of computability and complexity. Such a
machine is defined by a finite set of instructions. It is
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FIG. 2. Section of the prime periodic pattern for four plus one colours, which is 84-periodic. The left edge and lower corner is
enforced by giving the solid black square in the corner a bonus of 1, but penalising black to appear to the right of black on
a horizontal edge: this way, the global pattern can be started uniquely with open boundary conditions. The horizontal edge
colours form disjoint sets: starting from the bottom row, the colours are red {4}, blue {3}, white and yellow {1, 2}, after which
the cycle continues with red. This can be achieved using the 4-local star interactions, e.g. by allowing blue to only appear next
to blue and white next to white. For the top row allowing two colours white and yellow, we alternate between them whenever
the colour on the vertical edge above it is white. Within each row, these colours on the vertical edge count cyclically through
sub-sequences of length 4, 3 and 4 + 3 = 7, respectively, which yields the overall horizontal period lcm{4, 3, 7} = 84.
Every 84 tiles, the pattern necessarily exposes a unique local colour configuration, highlighted in the lower right corner. It can
be penalised by a single star interaction and forces the spectrum of the associated Hamiltonian to ≥ 1 when the system size
surpasses the threshold N5 = 84.
equipped with a finite internal memory, together with a
two-way infinite tape where it can read and write symbols,
and it can move left or right on the tape. The instruc-
tions tell the machine how to update the symbol at the
current tape location, and which way to move on the
tape, depending on the symbol it reads from the tape and
its current internal state. In the field of computational
complexity, the hardness of a problem is usually defined
in terms of the amount of resources needed for a Turing
machine to solve it, in terms of time needed and tape
consumed.
A Turing machine halts if its internal memory reaches
a specified “halting” state, after which no further updates
take place. We say a given machine is halting if it even-
tually reaches a halting state. If we restrict to machines
with a fixed number of states q for its internal memory,
and which read and write only two symbols, i.e. 0 and
1, then the set of possible halting machine programs is
finite: there has to exist one that runs for longer, or at
least as long as, any other. These machines are called
Busy Beavers, and their running time is called the Busy
Beaver number S(q). It is known that S(q) grows faster
than any computable function [42] [35].
As in the case of the periodic tiling, we find a way
of embedding a Busy Beaver Turing machine into the
ground state of a classical Hamiltonian: as soon as the
Busy Beaver halts, there will be a penalty, since at that
point there is no valid way to continue updating the tape.
The tiling is thus possible up to a square size of at least
S(q)/
√
2 [36]. As we need c = q + 2 colours for a q state
Busy Beaver, we immediately find a transition threshold
of Nq+4 ≥ S(q)/
√
2.
Stability
Our model inherits its stability against extensive pertur-
bations from the Toric Code: as we show in the appendix,
in the thermodynamic limit the ground states of H(d) +V
are in the same phase as the ground states of our model,
for a sufficiently weak local perturbation V. Before the
threshold lattice size, by standard perturbation theory,
there exists a maximal perturbation strength (which will
depend on the critical size Nd), below which the spectral
gap of the perturbed Hamiltonian will not close: the per-
turbed ground state can be continuously deformed to the
unperturbed one with local unitaries [2], and thus it will
still have the properties of a classical state.
Moreover, in the appendix we also show that there
exists a finite temperature Td below which the thermal
state of the Hamiltonian will still be very close to the
ground state for any system size up to the threshold Nd,
meaning that any measurement will still reveal a classical
state up to very small errors. The temperature Td depends
only inverse-logarithmically on the threshold size, and
therefore its scaling with d will be mild in the case of
the prime periodic tiling. Table I lists the temperatures
corresponding to the various local dimensions d, which is
a linear function of ∆/kB , where ∆ is the spectral gap of
the Hamiltonian and kB the Boltzmann constant. Since
our models are commuting Hamiltonians, the spectral
gap ∆ is simply equal to the strength of the interactions
between the spins.
For the prime periodic tiling, we also show that if we
go to the thermodynamic limit at finite temperature, and
then send the temperature to zero (a procedure which
5is a more mathematically correct description of real im-
plementations [1]), we will recover only ground states of
the Toric Code. This shows that there is a complete dis-
agreement between the mathematical predictions from the
thermodynamic limit, and any measurement performed
on systems below the threshold size. The Busy Beaver
construction can be modified in order to show the same
property, using the original construction of Robinson [45],
at the cost of greatly increasing the local dimension.
Conclusion
By constructing two concrete classes of examples, we
have shown that there exist translationally invariant, local
Hamiltonians on a 2D square lattice with constant spectral
gap and open boundary conditions, which belong to a
topologically ordered phase in the thermodynamic limit,
but appear to be classical for finite system sizes smaller
than a certain threshold. This sudden change in the
nature of the ground state—with constant spectral gap
right up to the threshold size—is reminiscent of a phase
transition, but one driven not by any external parameters,
but by the size of the system. Furthermore, we have
proven mathematically rigorously that these results are
thermally robust: this “size-driven” transition can be
observed at non-zero temperature, and the temperatures
required to observe this even at very high precision are
rather mild.
The threshold size can grow extremely fast as a function
of the local spin dimension—for one class it grows faster
than any computable function—showing that even for
physically reasonable systems with low local dimension,
size-dependent behaviour can sometimes occur at system
sizes that are inaccessible experimentally or numerically.
A common approach to understanding the physical
properties of many-body models in the thermodynamic
limit is to analyse a growing sequence of finite system
sizes—numerically or experimentally—and then extrap-
olate the characteristics of interest to the macroscopic
limit [46]. This approach has proven highly successful in
numerous cases [3, 24, 29, 41, 47]. Numerical simulations
of lattice models play a key role in understanding the
dynamics of a system, e.g. in lattice gauge theories [21],
fluid dynamics [52] and condensed matter physics [23].
All these simulations are computationally intensive, so
accessible lattice sizes are severely limited—e.g. for heavy
quark simulations, current lattices have sizes reaching
963 × 192 [39, Ch. 18] (the larger dimension representing
time). On the other hand, it has been shown that e.g.
determining whether a system is gapped or gapless in
the thermodynamic limit is an undecidable problem [12],
albeit for extremely contrived and artificial models with
extremely large local spin dimension.
Our results show that there exist classes of local, phys-
ical systems on a 2D lattice of spins with moderate di-
mension for which—without some specialised analysis
that takes into account the type of phenomena we have
presented—it is impossible to tell with certainty whether
the system behaves the same on macroscopic scales as it
does for finite sizes. Whilst it is unlikely such pathological
behaviour occurs in the types of system listed above, our
results show that there exist new and interesting physi-
cal phenomenon that are not amendable to this kind of
scaling analysis.
Many variations of these results are possible. It is easy
to e.g. reverse our construction and transition from topo-
logically ordered at low system sizes to classical for large
lattices, and it is clear that similar constructions using
a different Hamiltonian than the Toric Code are possi-
ble. As usual when exotic models are found, we expect
that the ability to switch properties of a Hamiltonian on
and off depending on the system size could also lead to
interesting applications in future.
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8Embedding a Generalised Tiling into a Hamiltonian
Spectrum
In this section, we rigorously formulate the embedding
of the tiling problems we consider in this work into the
spectrum of a local Hamiltonian. Instead of focusing only
on star and plaquette interactions, we take an abstract
point of view and define the notion of a generalised tiling.
Assume G = (V,E) is a finite undirected graph with
coloured vertices, where we allow colours C := {1, . . . , c},
c ∈ N. Let L := {l : l ⊂ G} be a finite set of (local)
interactions, e.g. all the 3- or 4-local star and plaquette
interactions on a lattice as in fig. 1. For all interactions
l ∈ L, we allow a finite set of pieces Tl := {(cv)v∈l}—
where the family (cv)v∈l assigns a colour to every vertex
in l—and a weight function wl : Tl → R. Now assign
a colour to each vertex in G, e.g. by defining a family
(cv)v∈V , cv ∈ C. The score of this assignment is then
given by
score :=
∑
l∈L
{
1− wl(tl) if (cv)v∈l is a valid piece in Tl
1 otherwise.
For wl(tl) < 1, we can thus give a score penalty, and
wl(tl) > 1 gives a bonus to piece tl at site l. An assignment
wl(tl) = 1 is neutral and gives neither bonus nor penalty.
Observe that not including a piece in the piece set Tl is
equivalent to giving it a weight of 0. It is easy to see
how this specialises to our tiling examples: in case of the
periodic tiling and for l a plaquette interaction in the
bulk, the sets Tl would all be identical and correspond to
the allowed 4-local tiles. The wl then assign the bonuses
or penalties, accordingly.
We formulate the following lemma.
Lemma 1. Define a Hilbert space H := ⊗v∈V Cc over
the interaction graph G, assigning c-dimensional qudits to
each vertex v ∈ V . Then there exists a classical Hamilto-
nian H on H, diagonal in the computational basis, with
L-local interactions such that the eigenvalue λ for a ba-
sis state |ψ〉 = ⊗v∈V |cv〉 is given by the score of the
associated generalised tiling, i.e.
λ =
∑
l∈L
{
1− wl(tl) if |ψ〉 |l ∈ Tl
1 otherwise.
We denote with |ψ〉 |l the restriction of |ψ〉 to the subspace⊗
v∈l C
c ≤ H.
Proof. Define
H :=
∑
l∈L
(
1−
∑
t∈Tl
wl(t)Πt
)
,
where Πt :=
⊗
v∈l |tv〉〈tv| denotes the projector onto the
valid piece t ∈ Tl for interaction l ∈ L, and tv denotes the
colour of vertex v for piece t. Take a computational basis
state |ψ〉 = ⊗v∈V |cv〉. Then
H |ψ〉 =
∑
l∈L
(
|ψ〉 −
∑
t∈Tl
|ψ〉
{
wl(tl) if |ψ〉 |l ∈ Tl
0 otherwise
)
= λ |ψ〉 ,
and the claim follows.
This allows us to conclude the following corollary.
Corollary 2. The ground state energy of H is determined
by the lowest score assignment of the associated generalised
tiling problem.
Equipped with this machinery, it suffices to formulate
generalised tiling problems on the square lattices as in
fig. 1 with 3- and 4-local interactions, such that for lattice
sizes below some threshold, the lowest score assignment
has a score ≤ −1/2, and above the threshold the lowest
score assignment has a score ≥ 1. This way, combining
the Toric Code Hamiltonian Htc via lemma 3 creates
a model with a size-induced transition from classical to
topological ground state. Observe that we require our
model to be translationally invariant.
The Toric Code
The Toric Code Hamiltonian Htc is a sum of 3- and
4-local interactions
Htc := −J
∑
s
A(s) − J
∑
p
B(p),
with A(s) :=
∏
i∈s σ
x
i a product of Pauli σ
x acting on
4 spins i adjacent to vertex s as seen in fig. 1. The
B(p) :=
∏
i∈p σ
z
i are defined analogously. We call the
A(s) star and the B(p) plaquette-interactions, respectively.
The free parameter J > 0 is a coupling strength and can
be used to rescale the spectrum.
Prime Period Tiling
The key idea is to create a tiling pattern that can tile
the entire plane with a very large period p. We require
that a certain locally detectable sub-pattern—i.e. using
a star interaction—occurs exactly once per period. By
disallowing this sub-pattern, the tiling will be possible up
to a square of size p× p, but once the grid surpasses this
size, there will be at least one pattern violation, which
can be penalised locally with a Hamiltonian term.
9General Construction. For the general construction,
we first regard the following discrete optimisation problem.
Assume we have q colours available. We want to construct
a family of tuples (ri)1≤i≤f , each of which stands for a
row of colours ri = (ri1, ri2, . . . , rimi). These rows have
to satisfy three constraints.
1. There are fewer than q rows overall, i.e. f ≤ q.
2. Each row has fewer than q colours, i.e. mi ≤ q ∀i.
3. For the first and last row, each colour rij is
picked from the q colours available, i.e. r1j , rfj ∈
{1, . . . , q}—for all other rows, we leave out the last,
i.e. rij ∈ {1, . . . , q − 1}.
We can associate a period pi :=
∑mi
j rij to each row
i. The rows ri are now chosen such that the objective
function p(q) := lcm{pi : i ≤ I}—i.e. the overall period—
is maximised.
We now give a description on how to translate such an
optimal row family (ri)i into a set of tiles and stars that
enforces a unique horizontal tile sequence with periodicity
p(q). More specifically, for each row, we define tiles that
allow a colour pattern
1, . . . , ri1, 1, . . . , ri2, . . . , 1, . . . , ri(mi−1), 1, . . . , rimi (2)
on their vertical edge—i.e. the tiles form sub-periods,
starting at 1 and counting to rij , then starting at 1 again,
counting to ri(j+1) etc.. Cleverly choosing colours on the
horizontal edges then a) make this pattern unique for
each row, and b) enforce a unique stacking order of the
rows overall—which in turn yields a p(q)-periodic global
tile pattern.
To facilitate the tile notation, we use a few shorthands.
• The last sub-period for each row has highest colour
rimi =: r¯i.
• We sequentially enumerate the sub-periods with
colours for use on the horizontal edges, i.e. r11 ↔
1, r12 ↔ 2, . . . , r¯1 ↔ m1, r21 ↔ m1 + 1 etc.. The
highest such label for every row is denoted with hi,
and the lowest li, e.g. for the first row l1 = 1 and
h1 = m1. More rigorously, we have the sequences
h0 = 0, hi = hi−1 +mi and li = hi−1 + 1.
• The set of colours on the horizontal edges needed
for the ith row is denoted with Vi := {li, . . . , hi},
respectively.
For every row ri, we then define the tiles
t
c’
b
c
∀t ∈ V(i−1 mod f), b ∈ V(i mod f)
∀c = 1, . . . , rij ,
where c′ = c+ 1 mod rij . As an example, consider the
first row with V1 = {1, . . . ,m1}. We obtain a set of tiles
∗f
2
1
1
∗f
3
1
2 · · ·
∗f
1
1
r11
∗f
2
2
1 · · ·
∗f
1
2
r12 · · ·
∗f
1
n1
r¯1 ,
where ∗f stands for any colour allowed on the bottom
of the last row, i.e. ∗f ∈ Vf . All other rows are defined
analogously, where the top and bottom colours are chosen
successively, i.e. for the ith row, we use colours Vi for the
bottom and any Vi−1 for the top.
On their own, the tiles from different sets can be mixed
at will. To enforce that each row can only be assembled
from its own tile set, for each row i, we restrict to the
following star configurations:
c
jj
∗
2 ≤ c ≤ rij , j ∈ Vi,
1
j′j
∗
and
1
jj′
∗
∀ j ∈ Vi
where j′ := li + (j + 1 mod mi). It is easy to verify
that each row defines a unique pi-periodic horizontal tile
pattern as in eq. (2). As the top colours of the ith row
are restricted to the bottom colours of the i− 1th row—
modulo the numbers of rows f—the rows can be stacked
above each other uniquely. Every block of rows r1, . . . , rf ,
stacked vertically, thus defines a valid horizontally p-
periodic tiling pattern for the plane.
In order to be able to detect this periodicity locally, we
make use of the extra colour available in all but the first
and last row due to constraint (3). For all i = 2, . . . , f−1,
we add two tiles
hi−1
d
hi
r¯i and
li−1
2
li
d
Alternative to the row sequence . . . , r¯i−1, r¯i,1, 2, . . ., this
allows counting . . . , r¯i− 1, r¯i,q, 2, . . .. By adding the star
penalties
1
1
1h1 and
q
1
lihi ∀ 2 < i < f − 1,
we ensure that whenever two consecutive rows complete
a cycle in the same column, we mark the occurrence with
a q instead of a 1. This way, if in the first row we finish a
cycle with a 1 and observe a q right below, we know that
the entire horizontal pattern has completed one period.
To be more specific, every p(q) = lcm{p1, . . . , pK , pL, pf}
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tiles, where L = f−1 and K = f−2, we have the pattern
hK
q
hL
c¯L
lK
2
lL
q
hL
1
hf
c¯f
lL
2
lf
1
, locally detectable via
q
1
hL lL .
We call this sub-pattern a period marker and penalise it
with a weight of 2.
So far we have constructed a tile set which can peri-
odically tile the entire plane. By disallowing said period
marker, we restrict the tileable square size to at most
p× p. Observe however that due to the freedom to shift
sets of rows horizontally and the entire pattern vertically,
there are a potentially huge number of possibilities to
tile any square smaller than p × p. We will thus add
a special colour to fix this freedom, borrowing an idea
from [15]. We will enforce a specific pattern in the lower
left corner, which uniquely fixes the starting configuration
for the bulk, without imposing any boundary condition,
but instead by adding bulk interactions which will have
the effect of favouring the desired configuration in the
boundary. We add the following tiles:
0
0
0
0 , 1 and
3
2 .
We further disallow black appearing to the right of black
using a star constraint, and give a bonus of 1/2 to the
all-black tile. It is then easy to verify that the best score
tiling starts with the following configuration in the lower
left corner:
, 1
, 1
0
0
0
0 ,
3
2
It is straightforward to verify that starting from this
corner configuration, the plane can be tiled uniquely up
to a grid size of p × p with a net score of −1/2, after
which the net penalty jumps to a value ≥ 1.
In table II, we list the cases q = 2, . . . , 8 with a solution
to the associated constraint problem and the resulting
overall period p. It is easy to see that in the case of 2
colours only, the extra black tile to remove degeneracies
is redundant.
Five Colour Tiling Example. We give the q = 4 colour
case as an explicit example. The tile set in fig. 3 defines
three disjoint sets of tiles, each of which can be assembled
into horizontal lines, which in turn can be stacked above
colours q + 1 line periods overall period p
2† 2, 2 4
4 3, 5 15
5 4, 3, 7 84
6 5, 4, 3, 7 420
7 6, 5, 7, 11 2310
8 7, 6, 5, 11, 13 30030
9 8, 7, 11, 13, 15 120120
TABLE II. Maximum tiling periods for a given number of
colours (plus one special black colour needed for q > 2). The
second column shows how to distribute the periods between
the lines. †For 2 colours, it is easy to see that the extra black
tile is redundant.
1.
4
2
1
1
4
3
1
2
4
4
1
3
4
1
1
4
4
2
2
1
4
3
2
2
4
1
2
3
2.
1/2
2
3
1
1/2
3
3
2
1/2
1
3
3 and
2
4
3
3
1
2
3
4
3.
3
2
4
1
3
3
4
2
3
4
4
3
3
1
4
4
FIG. 3. Four+1 colour tile set that defines a tiling of the plane
with period 84. The striped top in the second row denotes
either of the colours 1 or 2.
each other in a unique order. To avoid mixing the tiles
from different sets on one same line, we add the following
star operators with parameter bs = 1
2
1
∗
1 ,
3
1
∗
1 ,
4
1
∗
1 ,
2
2
∗
2 ,
3
2
∗
2 and
1
1
∗
2 ,
1
2
∗
1 ,
∗
3
∗
3 ,
∗
4
∗
4 .
The third row then unambiguously assembles to a line
with a horizontal period of 4, while the vertical edges
appearing on the first line periodically cycle through
1, 2, 3, 4, 1, 2, 3 with a period of 7. The horizontal edges
of the second line are fixed by the line above and below,
but there exists some freedom to choose the colours on
the vertical edge. More specifically, we use the freedom
of either counting . . . , 2, 3,1, 2, . . . or . . . , 2, 3,4, 2, . . . to
detect when all three lines complete a period in the same
11
states |Q| colours c S(|Q|) threshold Nd
3 6 21 [27] 14
4 6 107 [5] 75
5 7 ≥ 4.7 · 107 [30] 3.3 · 107
6 8 ≥ 7.4 · 1036534 [22] 5.2 · 1036534
TABLE III. Number of 2 symbol Turing machine states Q
and tile colours c = max{|A|2 + 2, |A|+ |Q|} required for the
embedding. S(|Q|) is the corresponding Busy Beaver number,
and Nd denotes the lattice threshold size, where d = c+ 2.
column. We add a penalty for the configuration
1
1
1
2
by adding the corresponding operator multiplied by bs =
−1, which enforces colour 4 to appear instead of colour 1
whenever the first row finishes one cycle at the same time
as the second one below. The combined period p of the
three lines is thus given by lcm(7, 4, 3) = 84, and it can
be detected by penalising the configuration
4
3
1
3 (3)
with a penalty of 2 (i.e., with bs = −2.)
The freedom to horizontally shift the lines relative to
each other or the entire pattern vertically is fixed without
adding boundary conditions with the special tiles
0
0
0
0 ,
0
1
0
0 and
3
2
0
0 .
We choose aw = 2 for the first. Starting from there,
the entire plane can be tiled uniquely up to a grid size of
84×84, after which the penalised star—eq. (3)—naturally
occurs and the net penalty is ≥ 1. A section of the
complete 5-colour tiling can be seen in fig. 2.
Generalising the prime tiling to higher dimensions, we
obtain the periods as given in table II.
Turing Machine Tiling
A Turing machine is given by finite sets of states Q
and symbols A with a transition function δ : Q × A →
Q×A× {left, right}, representing the set of instructions
of the Turing machine. The machine is equipped with
a tape, which is sequence of symbols arranged in a 1-
dimensional line extending indefinitely in both directions,
and initialised with a special “blank” symbol (which we
will denote 0 for simplicity of notation). The machine has
an internal state q ∈ Q and a head which sits over one
of the symbols of the tape: at each step, the head reads
the symbols s underneath, and it will write the symbol s¯,
change its internal state to q¯ and then move in direction
d ∈ {left, right}, where (q¯, s¯, d) = δ(q, s). The machine
starts in an initial state q0 ∈ Q and halts if there is no
forward transition for a given tuple (q, s) [37].
We will show know how to construct a set of plaquette
and star interactions in such a way that the ground state
encodes the history of a run of a given Turing machine.
The construction will involve the use of Wang tilings and
of star interactions: the latter will allow us to greatly
reduce the spin dimension needed by previous works which
where based only on the tiling problem [4, 44].
We assume the lattice is oriented as in fig. 4, where
the Turing machine starts in the lower left corner. We
chose to encode the tape of the Turing machine at a given
time step in diagonal direction across the square lattice
(denoted by the thick grey lines in fig. 4), and movement
in the orthogonal direction represents the time evolution.
Moreover, we store the head position and internal state
of the Turing machine by including the state q in the
tape, on the right of the symbol which will be read by the
machine. Using this convention, we have that—even if
the tape space is finite—it is extended by one symbol in
both directions at each time step, and therefore the tape
available will always be sufficient for the machine to run.
We will interpret colours on horizontal and vertical
edges differently—horizontal either as pair of symbols
s1s2 ∈ A×A or special boundary colour 00 or 00 , and
vertical either as symbol s ∈ A or state q ∈ Q, the latter
of which we highlight in red.
As we did in the periodic tiling construction, we use
special bulk interaction (which will be present everywhere
in the lattice) to constrain the left and bottom boundaries.
In order to do so, we use the following interactions
00
00
0 ∗ , 00 00 and
00
q0
00
0 .
Note that the 2-local blue term is indeed a bulk interaction,
and not a “cut-off” boundary term. By giving the last
of these tiles a single bonus of 2—similar to the all black
tile for the periodic tiling—we obtain precisely one choice
for the left and lower grid edges, namely all 0s as in
fig. 4; in particular, the last shown tile with initial state
q0 correctly initialises the Turing machine in the lower
left corner. This valid initial configuration defines the
unique highest-net-bonus tiling possible.
To avoid cases where we validly tile the plane without
a TM head—i.e. with net bonus zero—we use a star
interaction to give a bonus of 1/2 for any white symbol
on a vertical edge appearing to the left or right of another
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arbitrary symbol, i.e.
1× ∗∗ ∗∗ , 1
2
× ∗∗ 00 and 1
2
× 00 ∗∗ .
We further give a penalty of 1 for the white symbol
appearing anywhere. This way, in the bulk, the net
contribution of 2×1/2−1 = 0 for each of the white edges,
whereas if they appeared on the left end of the plane a net
penalty ≥ 1/2 would be inflicted. A similar combination
of bonus and penalty terms allows us to ensure that the
lower edge is blue, and all other configurations obtain a
net penalty of ≥ 1/2 as well. Like that, there exists no
configuration with net penalty < 1/2 without the initial
q0 tile in the lower left corner. From now on, we treat the
boundary symbols 00 and 00 as equivalent to 00 .
To implement the transitions rules we effectively need
6 different spins to interact (three for each time step): in
fact, if the tape around the head reads s, q, t for some
q ∈ Q and some s, t ∈ A, then it has to be updated to
q¯, s¯, t if δ(q, s) = (q¯, s¯, left), while it has to be updated to
s¯, t, q if instead δ(q, s) = (q¯, s¯, right).
Since we only have at our disposition 4-body interac-
tions, in order to implement an effective 6 body interaction
we will make use of the extra register we have allowed for
in the horizontal edges, which will allow to “synchronise”
a plaquette and a star interaction, as shown in fig. 4. This
is done by defining, for every transition, a pair of tiles
and stars, i.e. if δ(q, s) = (q¯, s¯, left)
q¯
q
s∗ s¯s and
s¯s
w∗
q w , (4)
where ∗ represents any symbol, and for an analogous right
transition
s¯
q
s∗ ws and
ws
w∗
q q¯ . (5)
Observe how the symbol pairs are necessary to uniquely
couple the pair of interactions to obtain the left and right
transition depicted in fig. 4, but are disregarded for any
successive transition. The rest of the tape which is not
affected by the transition rules has to be copied verbatim
to the next time step. Implementing such bookkeeping
tiles is straightforward, as we only need to take care
of the extra—and in this situation unused—register in
the horizontal edges, which is discarded when copying
to vertical edges, and set to the “blank” symbol when
copying from vertical to horizontal edges. More precisely,
for every a, b ∈ A, we define
a
b
a∗ b0 and
a0
b∗
a b . (6)
FIG. 4. Embedding of a Turing machine into a tiling prob-
lem with extra star constraints. We chose a representation
in which the Turing machine head sits in between the tape
symbols, reading and writing the symbol on its left. Every
grey horizontal slice shows the tape at one evolution step: it
is initialised to . . . , 0, q0, 0, . . ., where q0 is the initial machine
state, and every successive step is uniquely defined by the
transition rules. Shown here is the 2 state Busy Beaver which
halts after 6 steps. Since there is no valid tile with a halt-
ing state, the system necessarily frustrates for lattices larger
6/
√
2 ≈ 4 tiles on each edge.
Each right transition (qi, a) 7→ (qf , a′, right) or left transition
(qi, a) 7→ (qf , a′, left) is translated into a pair of 4-local plaque-
tte and star interactions, as depicted to the right. Observe
how in both cases the tile part of the interaction has to know
the initial symbol a, which is why the star operator creates a
temporary copy of it. This copy is shown as small symbols and
numbers to the right of the actual tape content and ignored
in any following transition.
As the available space grows by one symbol in both directions
at each step, there is always enough tape available for the
Turing machine. The coloured terms are used to initialise this
spare tape to 0. Away from the head, additional interactions
are used to copy currently unused tape segments forward. The
exact construction with all interaction terms is explained in
detail in the appendix.
Overall, this construction thus requires c = max{|A|2 +
2, |A|+ |Q|} colours. It is easy to verify that starting from
the initial tile, a square can be uniquely tiled with net
bonuses 1 if and only if the Turing machine does not halt
within its boundaries. All other tilings necessarily violate
at least one constraint and thus have a net penalty ≥ 1/2.
A sample evolution can be seen in fig. 4.
The maximum number of steps any halting Turing
machine with |Q| states and 2 symbols can take before
halting is called the Busy Beaver number and is denoted
by S(|Q|). Defined in [42], it is known to grow faster than
any computable function. The staggering threshold sizes
Nd in table I show that there is no hope to address the
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question of extrapolating physical properties of a general
system solely with an increase in computational power.
Combining Hamiltonian Spectra
Lemma 3. Let H1 and H2 two local Hamiltonian defined
on
⊗
u∈Λ C
d1 and
⊗
u∈ΛC
d2 for some interaction graph
Λ. Let further µ ∈ R. Then there exists a Hamiltonian
H on H = ⊗u∈ΛCd1 ⊕Cd2 with the following properties:
1. Any eigenvector v of H with eigenvalue λ ≤ µ is
given by an eigenvector of either H1 or H2, extended
canonically to the larger Hilbert space H, with the
same eigenvalue λ.
2. H is translationally invariant if H1 and H2 are.
3. H contains nearest neighbour interactions and oth-
erwise leaves the interaction range of H1 and H2
intact.
Proof. Let 11 and 12 be the identity operators on C
d1
and Cd2 , respectively. Let δ := 1 + µ. Define further
H0 := δ
∑
i∼j
1i1 ⊗ 1j2 + 1i2 ⊗ 1j1,
where i ∼ j denotes any neighbouring spin pairs. Set
H := H0+H
′
1+H
′
2, where H
′
1 := H1⊕ 0 and analogously
for H′2.
The last two claims are satisfied by construction. To
prove the first point, note that H0, H
′
1 and H
′
2 com-
mute and thus share a common eigenbasis with spectrum
σ(H) = σ(H0) + σ(H1) + σ(H2). Since δ > µ, any eigen-
state of H with eigenvalue λ ≤ µ thus has to be in the
kernel kerH0 ≡ supp(H′1 + H′2) = suppH′1 unionsq suppH′2,
and the claim follows.
THERMAL STABILITY
Stability up to Transition Threshold Size
We will now show that for both the periodic tiling
and the Busy Beaver model there exists a finite in-
verse temperature βd (depending on the local dimen-
sion due to its explicit dependence on the threshold size
Nd), above which the thermal state of the Hamiltonian
ρβ = exp
(−βH(d))/Zβ will still be very close to a classical
state, i.e. to the classical ground state of H(d).
We will recall the following observation of Hastings
[18]: if ρ0 is the density matrix corresponding to the
ground state P0 of H (i.e. P0 = (trP0)ρ0), then we have
the following bound:
‖ρβ − ρ0‖1 = tr
∣∣∣∣e−βH − Zβρ0Zβ
∣∣∣∣ = tr ∣∣∣∣e−βH − e−βλ0P0Zβ + e
−βλ0P0 − Zβρ0
Zβ
∣∣∣∣
≤ tr
∣∣e−βH − e−βλ0P0∣∣
Zβ
+
tr
∣∣e−βλ0P0 − Zβρ0∣∣
Zβ
= 2
∣∣Zβ − e−βλ0 trP0∣∣
Zβ
where λ0 is the ground state energy. Moreover, since
Zβ ≥ trP0e−βλ0 ≥ e−βλ0 , we have that∣∣Zβ − trP0e−βλ0∣∣
Zβ
≤
∑
λ∈σ(H)\λ0
e−β(λ−λ0), (7)
where eigenvalues are counted with their multiplicity.
Let us denote by ∆ the spectral gap of H, and by
η(m) the number of eigenstates with energy in the range
[m∆ + λ0, (m + 1)∆ + λ0). Then, following [18], if H
satisfies
η(m) ≤ K
m
m!
, (8)
then we can bound the r.h.s. of eq. (7) by
2
∞∑
m=1
η(m)e−β∆m ≤ 2
∞∑
m=1
(Ke−β∆)m
m!
= 2(eKe
−β∆ − 1).
Since in our case H(d) is a commuting Hamiltonian,
η(m) grows as
(
N2d
m
) ≤ N2md /m!, which implies
‖ρβ − ρ0‖1 ≤ 2(eN
2
de
−β∆ − 1). (9)
Fix a small  > 0, and let us now choose βd such that
2(eN
2
c e
−βd∆ − 1) ≤ ,
where Nd is the critical system size of H
(d), meaning that
βd =
1
∆
[2 logNd − log log
(
1 +

2
)
]. (10)
With this choice of βd, we have that for all system sizes
N ≤ Nd and all β ≥ βd, the thermal state ρβ is -close
to the ground state of H(d), which as we have seen is a
classical product state.
On the other hand, if N > Nd, from the periodic tiling
construction we see that the sector of H(d) corresponding
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FIG. 5. Boundary ∂Λ of a smooth-bounded rectangular region
Λ of the spin lattice. Depicted in red are spins that share a
plaquette interaction with at least one spin within Λ, and in
blue the ones which also share a star interaction. By definition
∂Λ ∪ Λ = ∅.
to the tiling Hamiltonian Hcl necessarily picks up an
energy penalty every period of Nd (it actually picks up
even more, given that the pattern is repeated vertically
with a period corresponding to the number of colours, and
therefore the energy penalty of every Nd ×Nd square is
at least Nd/d). This implies that every eigenstate of Hcl
has a strictly positive energy density, and the spectrum of
Hcl is contained in [(N/Nd)
2,∞). This is not true for the
Busy Beaver embedding, as it could be more favourable
to terminate the computation, and then simply continue
with a blank tape. The energy density decreases to zero
in this case. Augmenting the construction with a base
layer formed from Robinson tiles, it is however possible
to make this Turing machine embedding similarly robust.
We refer the reader to [45] and [12, ch. 8] for more details.
Thermodynamic Limit
Let us now recall that a state in the thermodynamic
limit is given by a linear, positive and normalised func-
tional ω on the algebra of quasi-local observables A, which
is the (norm closure of the) inductive limit of the finite ma-
trix algebras BΛ = B(⊗i∈ΛH(d)i ), where Λ is an ascending
sequences of finite lattices converging to Z2 [1, 6].
Given a local Hamiltonian H and a finite region Λ, we
define its (exterior) boundary ∂Λ as the set of sites in the
complement of Λ for which there is an interaction term in
H acting non-trivially on sites of Λ and ∂Λ simultaneously,
as shown in fig. 5. Λ¯ is defined as Λ∪∂Λ and, for a region
R, HR will denote the restriction of H to all interactions
which are totally contained in R. A ground state is then
defined as a state functional ω, such that for any finite Λ,
and any local observable A ∈ BΛ,
ω(A†[HΛ¯, A]) ≥ 0. (11)
This definition can be obtained by taking the zero temper-
ature limit in the definition of finite temperature equilib-
rium states as defined by the KMS condition (i.e. the limit
of increasing-volume Gibbs ensembles satisfying the KMS
condition, see [17, eq. 4.2]). Loosely speaking, it expresses
the intuitive understanding that any local perturbation
should not decrease the energy of a ground state (see
[11]).
Note that since both A and HΛ¯ have finite support,
it is possible to rewrite eq. (11) in terms of the reduced
density matrix of ω over Λ¯, which we denote by ρΛ¯:
0 ≤ ω(A†[HΛ¯, A]) = tr
(
ρΛ¯A
†[HΛ¯, A]
)
,
or equivalently
tr
(
ρΛ¯A
†HΛ¯A
) ≥ tr(ρΛ¯A†AHΛ¯) (12)
for all Λ and all A ∈ BΛ. In turn, this implies that
tr(Φ(ρΛ¯)HΛ¯) ≥ tr(ρΛ¯HΛ¯), (13)
for any completely positive, trace preserving linear map Φ,
as can be seen by applying eq. (12) to the Kraus operators
of Φ(·) = ∑iAi ·A†i .
We will argue that the only ground states of the periodic
tiling Hamiltonian H(d) are the ground states of the Toric
Code. This in turns implies, that if we take first the limit
of N going to infinity, and then we send the temperature
to zero, we recover only ground states of the Toric Code.
Key to our argument is that part of our Hamiltonian—
i.e. H0—is a ferromagnetic Ising-type interaction, where
spin up and down are now the tiling and Toric code
subspaces, respectively. We will follow the same proof
technique used to show that the 2D Ising model with an
external magnetic field has a unique ground state [1, ex. 5]
to show that any ground state in the thermodynamic limit
of our model is completely in the Toric code subspace,
by which we mean that for all Λ, ω(Π⊥tc,Λ) = 0 for the
projector onto the Toric code subspace Πtc,Λ supported
on Λ.
Let us start with some preliminary observations, which
will allow us to assume some extra properties of the ground
state without loss of generality. Fix Λ and let {Mi}i be
a decomposition of the identity on Λ¯ into orthogonal
projectors, such that [Mi,HΛ¯] =
[
Mi,Π
⊥
tc,Λ
]
= 0 for all i.
We want to show that is sufficient to study ω restricted
to the subspace corresponding to each Mi. This is the
content of the following lemma.
Lemma 4. Let ω be a ground state. Fix Λ and let {Mi}i
be as above. Whenever ω(Mi) 6= 0, define ωi by
ωi(A) =
ω(MiAMi)
ω(Mi)
.
Then ωi is also a ground state. Moreover, if for every i it
holds that ωi(Π
⊥
tc,Λ) = 0, then also ω(Π
⊥
tc,Λ) = 0.
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Proof. ωi is clearly a positive linear functional on local
observables so that ωi(1) = 1. It can then be extended
to a state on A. The fact that Mi commutes with the
Hamiltonian makes ωi trivially fulfil eq. (11), so it is a
ground state. Finally, we observe that
ω(Π⊥tc,Λ) = tr
(
ρΛ¯Π
⊥
tc,Λ
)
=
∑
i
tr
(
MiρΛ¯Π
⊥
tc,ΛMi
)
=∑
i
tr
(
ρΛ¯MiΠ
⊥
tc,ΛMi
)
=
∑
i
ω(Mi)ωi(Π
⊥
tc,Λ),
so that the last claim of the lemma follows.
We will use such lemma to make two extra assumptions.
The first one allows to assume that the ground state is
supported, in each site, only in one of the two subspaces
(TC or tiling). For that, given a finite region R ⊂ Z2
we consider signatures σ = (σi)i∈R where each σi ∈
{TC, tiling}. We denote by Pσ the projector onto the set
of states of signature σ. It is easy to see that they satisfy
the condition of lemma 4. The second assumption is that
ρΛ¯ commutes with the Toric Code stabilisers. Again, it is
sufficient to consider the projectors onto the eigenspaces
of such stabilisers, and the result follows from lemma 4.
As a second step, we will show that for any ground state
for which a square boundary is completely supported in
the TC subspace, the interior will be as well; for this we
will assume that all square regions have smooth edges as
in fig. 5.
Lemma 5. Take two concentric square regions Λ′ ( Λ,
and a ground state ω of H(d) with a signature σ on Λ¯.
Assume that σs = TC on all sites s of ∂Λ
′ ⊂ Λ \ Λ′.
Moreover, assume that ρΛ¯ commutes with the Toric Code
stabilisers that couple Λ′ with ∂Λ′. Then σs = TC all
sites s ∈ Λ′.
Proof. Denote with T ⊆ Λ′ the set of all sites σ ∈ Λ′ that
satisfy σ = tiling.
Consider the CPTP map Φ1 acting on T that on all
those sites, traces out the tiling sector and replaces it
with the maximally mixed state on the TC subspace, i.e.
Φ1(ρ) = trT (ρ)⊗
(
1
(TC)
T
tr1
(TC)
T
⊕ 0(tiling)T
)
.
Let us now consider a map Φ2, acting on Λ¯
′, which
implements the following operations: first measures the
Toric Code projectors which overlap with Λ′, and then,
conditioned on the syndrome of the measurement, applies
a unitary operator which corrects as many as code errors
as possible [38]. This can be constructed by choosing
as Kraus operators of Φ2 the product of the projector
onto the different syndrome subspaces multiplied on the
left with the corresponding unitary operator. We extend
this map on the tiling subspace with the identity map, in
order to make it a CPTP map. Then eq. (13) implies
that
tr(ρΛ¯HΛ¯) ≤ tr(Φ2 ◦ Φ1(ρΛ¯)HΛ¯). (14)
We now consider ρ˜Λ¯ := Φ2 ◦ Φ1(ρΛ¯). For any h whose
support is disjoint from Λ′, we have that tr(ρΛ¯h) =
tr(ρ˜Λ¯h) since ρ˜Λ¯′ has the same reduced density ma-
trix as ρΛ¯′ outside of Λ
′. Thus eq. (14) reduces to
tr(ρΛ¯HΛ¯′) ≤ tr(ρ˜Λ¯HΛ¯′), where in HΛ¯′ only those local
Hamiltonian terms appear whose support intersects with
Λ′. To finish the proof, we need to find a contradiction
assuming that T is not empty. First of all, notice that ρ˜Λ¯
is completely supported on the TC subspace in Λ¯′, and
that can violate at most 2 of the Toric Code stabilisers
(at most one plaquette and one star operator, since any
pair of violation would have been destroyed by the action
of Φ2). So tr(ρ˜Λ¯HΛ¯′) can at most be equal to 2. On the
other hand, even with the bonus gained in bottom-left
corners of regions supported on the tiling subspace (i.e.
the bonus of 1/2 for the all-black tile used to resolve the
ground state degeneracy for the periodic tiling pattern),
the penalties coming from mixed signatures in tr(ρΛ¯HΛ¯′)
are higher (an overall penalty of at least 7/2 for each
mismatch).
In the next lemma, we generalise the previous one for
the case in which some sites on ∂Λ′ are in the tiling sector.
Lemma 6. Take two concentric square regions Λ′ (
Λ, and a ground state ω of H(d) with a signature σ on
Λ¯. Moreover, assume that ρΛ¯ commutes with the Toric
Code stabilisers that couple Λ′ with ∂Λ′. Let α be the
number of sites s ∈ ∂Λ′ for which σs = tiling, and β the
sum of signature mismatches within Λ′—i.e. the number
of neighbouring s, s′ ∈ Λ for which σs 6= σs′—plus the
number of period markers within Λ′. Then β ≤ 47 (1 + 4α).
Proof. We follow the same procedure as in the proof for
lemma 5, obtaining a new state ρ˜Λ¯ on Λ¯, such that
tr(ρΛ¯HΛ¯) ≤ tr(ρ˜Λ¯HΛ¯). (15)
Again, let T ⊂ Λ′ the set of sites with tiling signature. Let
us consider now the interactions h in HΛ¯ and compare the
values tr(ρ˜Λ¯h) and tr(ρΛ¯h). As in previous lemma, if h do
not overlap with Λ′, then tr(ρ˜Λ¯h) = tr(ρΛ¯h). Since ρ˜Λ′ is
in the TC subspace, and can violate at most 2 stabilisers,
its energy can be at most 2 + 8α (the signature in ∂Λ′
has not changed, and each spin in the tiling subspace
can violate up to 4 Ising-type interactions). On the other
hand, since there are at least β signature mismatches for
ρΛ′ , and each of them has an energy of at least 7/2 (again,
this is lower than 4 because of the 1/2 bonus given to the
all-black tile), we have that tr(ρΛ¯HΛ¯′) ≥ 72β. Inserting
these two bounds into eq. (15), we obtain the desired
bound.
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In the following, we will show that if we pick the outer
square in lemma 5 large enough, we can always find an
inner concentric square—of at least a third of the outer
square’s size—for which we can then apply lemma 5 or
lemma 6. In the pictures of the following lemma, we
have coloured with black the spins which are in the TC
subspace, and in yellow the ones which are not.
Lemma 7. Take some square Λ of side length 3k, where
k = 106N2d and consider a ground state ω of H
(d) with a
signature σ on Λ¯. Subdivide Λ into k × k squares:
k
centre C
Then σi = TC for all i in the centre C.
Proof. We start with a few preliminary observations, and
we refer the reader to fig. 5 for verification. The boundary
∂Λ contains precisely 3 × 3k spins on each side, and
thus 12 × 3k = 36k spins overall. We denote this spin
count with |∂Λ| in the context of this proof. By lemma 6
(assuming that for all s ∈ ∂Λ : σs = tiling), we thus know
that we can have at most 47 (1 + 4× |∂Λ|) < 83k penalties
from signature mismatches or period markers within Λ.
The overall area of Λ encompasses 9k2 tiles, and we
count |Λ| = 2× 9k2 + 2× 3k spins. Every sub-square of
size Nd×Nd which is not fully in the TC subspace carries
a penalty ≥ 1—note that this holds true regardless of the
bonus terms present in the tiling, as the period penalty
and TC-tiling mismatch are both larger. This means that
at most a fraction of
83k
|Λ|/N2d
=
83N2d
18k + 6
=
83
18× 106 + 6/N2d
<
1
10 000
of spins s ∈ Λ can have signature σs = tiling. For a
subset A ⊂ Λ, we denote this fraction with f(A).
So let us assume that f(Λ) < 1/10 000. Take Λ and
shrink it uniformly by at most k/10, by which we mean
we shrink the square on each side by one tile at a time, i.e.
while keeping smooth boundaries as in fig. 1. This sweeps
a region A which covers at least 1/10 of the area of Λ,
and thus in particular the number of spins |A| ≥ |Λ|/10.
Since f(Λ) < 1/10 000, it follows that f(A) < 1/1000.
This immediately implies that there exists a square Λ′
concentric with Λ and such that A ⊂ Λ′ ⊂ Λ, and which
satisfies f(∂Λ′) < 1/1000.
C
Λ
7→ C
Λ′
Two things may happen. If in between the centre
square C and Λ′ there exists another square Λ′′ (i.e. with
∂Λ′′ ⊂ Λ′ \ C) such that for any s ∈ ∂Λ′′, we have
σs = TC, then lemma 5 immediately implies that σi = TC
for all i in the centre C, and the claim follows.
It remains to analyse the case where no such square
Λ′′ exists. We first apply lemma 6 again, this time to Λ′:
as f(∂Λ′) < 1/1000, and |∂Λ′| ≤ |∂Λ| ≤ 36k, we know
that there exist at most 36k/1000× 8 ≤ k/3 spins s ∈ Λ′
with σs = tiling. But since no Λ
′′ exists with a boundary
∂Λ′′ completely with tiling signature, there have to be
at least k − k/10 = 9k/10 spins within Λ′ with a tiling
signature (one within the boundary for each concentric
square between Λ′ and C). Contradiction, and the claim
follows.
All the above results lead trivially to
Corollary 8. All ground states of H(d) are fully sup-
ported in the TC subspace.
EXTENSIVE HAMILTONIAN PERTURBATION
We will prove that even under extensive Hamiltonian
perturbation the ground state of our model remains in
the same phase as the Toric Code. In order to achieve
this, we consider local perturbations of the form
V =
∑
u,r
Vu,r,
where Vu,r acts on sites at a distance at most r from u,
and ‖Vu,r‖ ≤ Je−µr for some positive J and µ. We want
to show that for the local Hamiltonians H we constructed,
in the thermodynamic limit and for sufficiently small J ,
the ground states of H+V are automorphically equivalent
to the ground states of H (in the sense of [2]), i.e. that
the ground states can be connected by locally-generated
unitary transformations.
We will show this by using a modified version of the
proof presented in [8], from where we take the notation
and terminology in what follows, but accounting for the
following key differences:
1. we have open and not periodic boundary conditions,
2. our Hamiltonian is not a sum of projectors, and
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3. before the threshold system size, the ground state
does not have topological order.
In particular, regarding 1., a solution of the stability prob-
lem for topological models besides periodic boundaries is
given in [33]. For the convenience of the reader, instead of
just referring to [33], we detail here the concrete solution
for our particular case of interest.
Let us define, for every finite and rectangular Λ with
side L larger than the threshold Nd, and s ∈ [0, 1],
HΛ(s) = H
(d)
Λ + s
∑
u:d(u,Λc)>dL
Vu,
i.e. we only include in H(s) the perturbation terms which
are at distance dL (to be determined later) away from the
boundary. We will show that, if J is smaller than some J0
(independent of Λ), then H(s) will have a spectral gap of
O(1) for every s ∈ [0, 1], and this is sufficient to prove the
equivalence of the ground states of H(d) and H(d) +V in
the thermodynamic limit [2]. For the rest of the proof, we
will fix Λ and write Hs instead of HΛ(s) for simplicity.
The proof strategy of [8] can be summarised as follows:
the aim is to show that, if J is sufficiently small, and if
Hs has a spectral gap of at least 1/2 for every s ∈ [0, s∗],
then the spectral gap at s∗ is actually larger than 3/4.
This “bootstrapping” procedure then immediately implies
that the gap of Hs is never zero for every s ∈ [0, 1]. Our
Hamiltonian H0 does not have a spectral gap of 1 as is the
case in the original proof, but since it is still a constant
(independent of Λ) a simple rescaling will be sufficient to
follow the proof strategy.
As a first step to prove the “bootstrapping” argument
one uses the so called quasi-adiabatic evolution [9], which
allows to write a general perturbation as a block-diagonal
operator with respect to the projector P0 on the ground
state of H0, plus some weak boundary terms; then one
uses the Topological Quantum Order of the Toric Code
in order to decompose a block-diagonal perturbation into
a locally block-diagonal part plus a small residual pertur-
bation.
To simplify notation, for each site u ∈ Λ we will denote
du = d(u,Λ
c) the distance of u from the boundary of
Λ. Given an Hermitian operator O, we will often use
the decomposition O =
∑
u,r Ou,r, where u runs over the
vertices in Λ and Ou,r is supported on a ball of radius r
around u. If ‖Ou,r‖ ≤ Jf(r) for some positive J and some
function f(r) with values in [0, 1] and decaying faster than
any polynomial function, we will say that O is quasi-local
with strength J . The operator Ou =
∑
r Ou,r, in which
every term of the decomposition acts on u, will be said
to be supported around u.
Lemma 9. For every s ∈ [0, 1], Hs has the same spec-
trum as
H′s = H0 +
∑
u:du>dL
Xu(s),
where [Xu(s), P0] = 0 and each Xu(s) is a quasi-local
operator with strength O(J) supported around u.
Proof. We will write for simplicity H0 =
∑
u hu, where
each hu acts around u (so that each plaquette and star
operator is associated to one site belonging to them). The
proof will follow [8, Lemma 7], with the necessary modifi-
cations: we consider Us the quasi-adiabatic evolution (also
known as spectral flow) associated to the Hamiltonian
path Hs, generated by the operator
iDs =
∫ ∞
−∞
dtF (t)eiHstVe−iHst,
where F (t) is the weight function defined in [8]. The
unitary Us is then defined by
Us = S exp
(
i
∫ s
0
ds′Ds′
)
,
where S denotes the s-ordered exponential. It is the
unique solution to the differential equation
d
ds
Us = iDsUs,
U0 = 1.
Since it is locally generated, it satisfies Lieb-Robinson
bounds [7, 19, 26, 32], meaning that for s ∈ [0, 1] a
quasi-local operator with strength J supported around
u will be mapped by Us to another O(J)-strength quasi-
local perturbation supported around u, thus preserv-
ing locality. Moreover, we see that each Ds(u) =
−i ∫ dtF (t)eiHstVue−iHst is a quasi-local O(J)-strength
operator supported around u. We can then define
H′s = U
†
sHsUs.
Clearly H′s has the same spectrum as Hs, while its ground
state projector is P0. We will use frequently the fact
that the ground state projector P0(s) of Hs satisfies
U†sP0(s)Us = P0. Let us define
Fs(O) =
∫ ∞
−∞
dt g(t)eiHstOe−iHst,
where g(t) is the filter function defined in [8, Lemma 7].
It has the property that [Fs(O), P0(s)] = 0, and there-
fore
[
U†sFs(O)Us, P0
]
= 0. Since Hs has exponentially
decaying interactions, Fs will map quasi-local operators
of strength O(1) supported around u to quasi-local oper-
ators of strength O(J) supported around u [8, Lemma 2].
Moreover, it is easy to see that H′s = U
†
sFs(UsH′sU†s )Us,
so we have that
H′s = H0 +
∑
u∈Λ
h˜u(s) +
∑
u:du>dL
V˜u(s),
where
h˜u(s) =
[
U†sFs(hu)Us − hu
]
;
V˜u(s) = sU
†
sFs(Vu)Us.
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Each of the terms appearing in the above decomposition
commutes with P0. For each v ∈ Λ such that dv ≤ dL, let
pi(v) be the closest point to v in Λ such that dpi(v) > dL
(and we make an arbitrary choice if it is not unique). Let
N(u) = pi−1(u) be the set of points which are sent to u
by pi. We can then define for each u such that du > dL:
Xu(s) = h˜u(s) + V˜u(s) +
∑
v∈N(u)
h˜v(s).
In order to conclude, we have to show that h˜u(s) and V˜u(s)
have strength O(J) if du > dL, while h˜v(s) is supported
around u = pi(v) with strength O(Jf(d(u, v))) if dv ≤ dL,
for some fast decaying function f(d). This will guarantee
that the sum
∑
v∈N(u) h˜v(s) is a quasi-local operator of
strength O(J) around u.
In order to do so, let us observe that if a quasi-local op-
erator Ou =
∑
r Ou,r such that ‖Ou,r‖ ≤ Jf(r) satisfies
that Ou,r = 0 for each r ≤ r0, then it is also a quasi-local
operator with strength Jf(r0) supported at any point at
distance r0 from u.
The terms V˜u(s) are supported around u with du > dL
by construction, and they are quasi-local with strength
O(J) because of Lieb-Robinson bounds applied to Fs and
to Us. Let us now analyse instead the terms of h˜u(s).
For each u, we will further decompose h˜u(s) = h
1
u(s) +
h2u(s) as follows
h1u(s) =U
†
sFs(hu − UshuU†s )Us;
h2u(s) =U
†
s
[Fs(UshuU†s )− UshuU†s ]Us.
We will now threat the two terms independently. Let us
start by observing that
hu − UshuU†s = i
∫ s
0
ds′ Us′ [Ds′ , hu]U
†
s′ .
Because of the quasi-locality of Ds′ , if du > dL the com-
mutator [Ds′ , hu] will be a quasi-local Hamiltonian of
strength O(J) supported around u. Applying again Lieb-
Robinson bounds for Us, this also hold for h
1
u(s).
If instead du ≤ dL, we can expand [Ds′ , hu] in terms
of the local decomposition of Ds′ =
∑
v,rDv,r(s
′). Any
term whose support is disjoint from the support of hu will
not contribute to the commutator, and in particular only
terms with r ≥ dL − du will be present. By the previous
observation, it is supported around pi(u). Applying a
the unitary rotation Us will preserve the locality and the
strength, so also h1u(s) will be of strength O(Jf(dL − du))
supported around pi(u).
Similarly we observe that
Fs(O) =
∫ ∞
−∞
dt g(t)eiHstOe−iHst
= O + i
∫ ∞
−∞
dt g(t)
∫ t
0
dτeiHsτ [V, O]e−iHsτ
= O +
∫ ∞
−∞
dτ g˜(τ)eiHsτ [V, O]e−iHsτ ,
with
g˜(τ) =
{
i
∫∞
τ
dt g(t) if τ ≥ 0,
−i ∫ τ−∞ dt g(t) if τ < 0,
which decays faster than any polynomial. Therefore
Fs(UshuU†s )− UshuU†s
=
∫ ∞
−∞
dt g˜(t)eiHstUs
[
U†sVUs, hu
]
U†s e
−iHst.
As we did before, we now use the fact that U†sVUs has a
quasi-local structure, so that we can analyse two different
cases: if du > dL, then
[
U†sVUs, hu
]
will be quasi-local
with strength O(J), while if du ≤ dL there will be no
terms with support smaller than dL−du, so it is supported
around pi(u) with strength O(Jf(dL − du)). Again, ap-
plying the rotation U†s ·Us will not change these properties,
so we have also proven that they hold for h2u(s). This
concludes the proof.
For the second part of the proof, we will need the
following lemma instead of [8, Lemma 3].
Lemma 10. Fix a site u and let Xu =
∑
rX(r) be a
quasi-local operator with strength J supported around u,
and satisfying [Xu, P0] = 0. Then we can decompose Xu
as
Xu =
∑
r≥Nd
Wu,r + ∆u,
where [Wu,r, P0] = 0, and Wu =
∑
rWu,r has strength
O(J), and ‖∆u‖ decays faster than any power of du.
Proof. We decompose Xu =
∑
rX(r), and by assumption
‖X(r)‖ decays faster than any power of r. Since we choose
the side of Λ to be larger than Nd, the ground state P0 of
H0 is the Toric Code with open boundary condition, which
satisfies topological quantum order for operators that do
not act on the boundary spins. Therefore, for each r < du,
we have that P0X(r)P0 is a constant multiple of P0. By
adding constants we can assume P0X(r)P0 = 0. We define
∆u = P0Xu =
∑
r≥du P0X(r)P0 and X
′
u = Xu −∆u. By
construction, we have that P0X
′
u = 0 and that ‖∆u‖
decays faster than any power of du. We want to show
now that we can treat X ′u in the same way as in [8,
Lemma 3], obtaining a decomposition X ′u =
∑
u,rWu,r,
with [Wu,r, P0] = 0 and of strength O(J). The original
proof requires a property, denoted TQO-2, which our
model satisfies only partially: if A is a square contained
in Λ, and C is the square containing the first and second
neighbours of A in Λ, and we denote by PC the projector
on the ground state of the Hamiltonian H0 restricted to C
(i.e. considering only the interaction terms which intersect
A and are contained into C), then TQO-2 implies that
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for every operator OA supported on A it holds that [8,
Corollary 1]
‖OAP0‖ = ‖OAPC‖. (16)
This is only true for our model when C has side larger than
Nd, since in that case PC is the projector on the Toric
Code ground state in C, which does satisfy TQO-2. We
can therefore apply eq. (16) to the operator
∑l
r=1X
′
u(r)
if Nd ≤ l < du, so in that case we obtain the following
bound∥∥∥∥∥
l∑
r=1
X ′u(r)PBu(l+2)
∥∥∥∥∥ =
∥∥∥∥∥
l∑
r=1
X ′u(r)P0
∥∥∥∥∥
= ‖X ′uP0‖+
∥∥∥∥∥∥
∑
r≥l
X ′uP0
∥∥∥∥∥∥ ≤ Jf(l), (17)
for some f(l) decaying faster than any polynomial, and
Bu(l) is a ball of radius l centred at u. We will now show
how to decompose X ′u. We can consider the following
decomposition of the identity 1 =
∑N+1
m=Nd
Em, where N
is such Bu(N) = Λ,
ENd = 1− PBu(Nd),
Em = PBu(m−1) − PBu(m), for Nd < m ≤ N,
EN+1 = PBu(N) = P0.
Since EN+1X
′
u = X
′
uEN+1 = 0, we have that
X ′u =
∑
1≤q≤N
Nd≤p,r≤N
EpX
′
u(q)Er =
∑
j≥2Nd
Y (j) +
∑
j≥Nd
Z(j),
where
Y (j) =
∑
Nd≤p,r≤N
p+r=j
Ep
max(p,r)−2∑
q=1
X ′u(q)Er,
Z(j) =
∑
Nd≤p,r,≤j+1
EpX
′
u(j)Er.
Both Y (j) and Z(j) are Hermitian, they annihilate P0,
and they are supported on Bj+1(u). We are only left to
show that their norm is decaying fast in j. This is trivial
for Z(j), since its norm is bounded by the norm of X ′u(j),
while each of the j − 1 terms in Y (j) corresponding to
the different choices of p and r can be bounded using
eq. (17). Defining Wu,r = Y (r − 1) + Z(r − 1) concludes
the proof.
Finally, we want to apply [8, Lemma 5] in order to
prove that a perturbation
∑
u
∑
r≥NdWu,r which does
not intersect the boundary and such that [P0,Wu,r] =
0 is relatively bounded by H0—we can use standard
perturbation theory for the terms which do intersect the
boundary. Again, we run into the problem that our model
does not satisfy TQO-2 for regions smaller than Nd. But
we can trivially modify the proof of such Lemma, and in
particular of [8, Proposition 1], by requiring that r ≥ Nd
(since by construction we only have operators Wu,r with
such restriction on r). In that case, given a partition of
Λ into disjoint rectangular boxes B1 ∪ · · · ∪ BM of size
r ≥ Nd, we can define for every binary string Y ∈ {0, 1}M
an operator
RY =
M∏
a=1
[Ya(1− PBa) + (1− Ya)PBa ].
We say that a box Ba is occupied if Ya = 1. We then
see that if W is an operator acting on a square A of size
r, which does not intersect the boundary of Λ, and such
that WP0 = P0W = 0, then RYWRZ 6= 0 if and only
if A intersects a box occupied in Y, a box occupied in
Z, and the only differences in the configurations Y and
Z are in boxes intersecting A. From here we can follow
verbatim the proof of [8, Proposition 1]. We can conclude
then with the following lemma.
Lemma 11. There exists a positive function G(L), grow-
ing slower than any polynomial in L, such that if for Λ
of size L we have that dL ≥ G(L) then the spectrum of
Hs is contained in⋃
k
[k(1− b)− δ, k(1 + b) + δ]
for every s ∈ [0, 1], where k runs over the spectrum of
H0, b = O(J), and δ vanishes as L goes to infinity.
Proof. Using lemma 9 and lemma 10, we see that the
spectrum of Hs is the same as the spectrum of
H0 +
∑
u:du>dL
(Wu + ∆u),
where Wu =
∑
rWu,r has strength O(J) and satisfies
[Wu,r, P0] = 0, while ‖∆u‖ decays faster than any power
of du. Then by [8, Lemma 5] with the modification
presented before, the spectrum of H0 +
∑
u
∑
r≤duWu,r
is contained in
⋃
k[k(1− b), k(1 + b)] for some b = O(J).
The rest of the perturbation R =∑
u:du>dL
(
∆u +
∑
r>du
Wu,r
)
is treated by bound-
ing its norm. Since in Hs we only included perturbations
that originally act at distance at least dL from the
boundary, and that at any given distance d from the
boundary of Λ there are O(L− d) sites, we have that
the total norm of the perturbation R can be bounded
by C
∑
d≥dL(L − d)f(d), where f(d) decays faster
than any polynomial and C is some positive constant.
Therefore, being the tail of a discrete convolution,∑
d≥dL(L− d)f(d) decays faster than any polynomial in
dL, while grows polynomially in L. We can then choose
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dL growing slower than any power and still guarantee
that there exists a constant δ which vanishes in the limit
L → ∞, such that the spectrum of Hs is contained in⋃
k[k(1− b)− δ, k(1 + b) + δ].
