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We show that the structure of multidimensional systems of conser-
vation laws, equipped with a single, convex entropy, and with both
rotation and Galilean symmetries, is perhaps surprisingly limited.
The following are established.
The simplest examples of such systems, with only one vector ﬁeld,
are at most simple extensions of the familiar Euler systems.
In such models of magnetohydrodynamic ﬂow, including a solenoi-
dal, Galilean invariant magnetic ﬁeld, the property of ﬁnite signal
propagation speeds is often lost.
The only such system describing adiabatic multi-ﬂuid ﬂow, with
the mass of each species conserved separately, corresponds to in-
dependent ﬂow of each species. Whatever interaction between the
different species occurs in an energy equation or through some
other dependent variable, and not simply through expressions for
the pressures in terms of the species’ densities. A similar conclu-
sion holds for incompressible ﬂow.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and summary
Nonlinear, multidimensional systems of conservation laws are routinely adopted as models of ﬂuid
ﬂow. Two litmus tests commonly applied to such proposed systems are the existence of a symmetry
group containing both rotation and Galilean symmetries [1], and the existence of a convex entropy
density [9]. Indeed, lack of such a symmetry group undermines the interpretation of such a system
as a model of nonrelativistic ﬂuid ﬂow. Existence of a convex entropy implies hyperbolicity [6] and
provides a crude bound on weak solutions. We acknowledge, nonetheless, that in higher dimensions
the corresponding entropy inequality appears unlikely to be suﬃcient to recover uniqueness in the
class of admissible weak solutions [3,14].
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ﬂuid ﬂow [4,12] remain problematic in this regard. Here we provide some explanation, emphasizing
some simple examples. In particular, we ﬁnd that within this class of systems, the ﬂux functions are
largely determined by speciﬁcation of the primitive variables, including the entropy density, and their
properties under rotation and Galilean transformations.
A brief summary of our conclusions follows. Throughout we assume at least three space dimen-
sions and the primitive variables assembled in minimal, rotation invariant subsets, and use the term
vector ﬁeld to describe such a subset with more than one element.
For such systems with only one vector ﬁeld, possibly after a change of basis the vector ﬁeld trans-
forms as a ﬂuid momentum. Such systems correspond to Euler systems, possibly with additional
equations of “conservation of mass” form.
We consider systems with two vector ﬁelds, a ﬂuid momentum and a “magnetic ﬁeld” B , assumed
solenoidal, Galilean invariant, and contributing 12 |B|2 to the local energy density. We show that for
multidimensional systems, if the solenoidal magnetic ﬁeld condition is explicitly included in the prim-
itive equations, then the property of ﬁnite signal propagation speed is lost. This is avoided in various
forms of the Lundquist system [2,5,8,10] by making ∂B/∂t solenoidal, tacitly assuming solenoidal ini-
tial data for B .
For such systems corresponding to multi-ﬂuid ﬂow without chemical interaction, conservation of
mass of each separate species implies conservation of momentum of each separate species, using a
pressure for each species which is independent of the density of the other species. Whatever coupling
of the ﬂows is through the energy equation(s) or some other variable, which may nonetheless admit
interpretation as a void fraction.
The condition of incompressibility is also shown to be incompatible with coupled multi-ﬂuid ﬂow.
2. Notation
Our point of departure is the observation that systems of conservation laws with convex entropies
admit representation in symmetric or gradient form [7,11], and that the symmetric form is useful for
describing symmetries [13,15].
Thus we consider a system
wt +x · q(w) = 0, (2.1)
with
x ∈Rm, (2.2)
w†(x, t) ∈ Dw ⊂Rn, (2.3)
regarding the primitive variables w as forming an n-row vector for convenience in subsequent nota-
tion. In (2.1), q is a smooth map of Dw into the space of m × n matrices.
Our systems are assumed equipped with a convex entropy W : Dw → R and corresponding ﬂux
Q : Dw →Rm , so admissible weak solutions of (2.1) satisfy [9]
W (w)t +x · Q (w) 0 (2.4)
in the sense of distributions. It is assumed that (W , Q ) is unique (up to additive constants or constant
multiples of (w,q), or multiplication by a positive constant).
Such systems admit symmetric or gradient form using “symmetric dependent variables” z
z(x, t) ∈ Dz ⊂Rn, (2.5)
obtained implicitly from
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j=1
z j(w j,t + ∇x · q j) = Wt + ∇x · Q , (2.6)
which must hold for all suﬃciently smooth w , whether or not (2.1) is satisﬁed.
We assume throughout that the components of z, determined from (2.6), are independent, so {z}
are local coordinates for phase space.
Then there exist potential functions φ : Dz →R, ψ : Dz →Rm , such that
w = φz(z), (2.7)
q(w) = ψz(z). (2.8)
For any j = 1, . . . ,n such that w j in (2.1) is not identically constant, the corresponding z j is given
by
z j = Ww j (w). (2.9)
However in the following, to allow for incompressible ﬂow or solenoidal magnetic ﬁelds, we allow
for constant w j , independent of x, t . The corresponding z j are not in general constants, and are not
determined as functions of w by (2.9).
The potential functions φ, ψ are Lagrange duals of W , Q , satisfying
φ(z) = w · z − W (w), (2.10)
ψ(z) = q(w) · z − Q (w). (2.11)
Anticipating that the entropy density W need not be invariant under Galilean transformations, we
express the symmetries in terms of trivially extended dependent variables. We denote by
w¯
def= (w W (w)), (2.12)
a row vector of dimension n + 1;
q¯(w)
def= (q(w) Q (w)), (2.13)
a matrix of dimension m × (n + 1);
z¯
def=
(
ξ z
−ξ
)
, (2.14)
with
ξ > 0 (2.15)
regarded throughout as a supplemental dependent variable, the dependence of which on x, t is arbi-
trary, unimportant and ignored.
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φ¯(z¯)
def= ξφ(z); (2.16)
ψ¯(z¯)
def= ξψ(z); (2.17)
x¯
def=
(
t
x
)
; (2.18)
θ(z¯)
def=
(
φ¯(z¯)
ψ¯(z¯)
)
. (2.19)
Then from (2.12), (2.13), (2.10), (2.11), (2.14), (2.16), (2.17)
w¯(z¯) = φ¯z¯(z¯), (2.20)
and
q¯(w) = ψ¯z¯(z¯). (2.21)
From (2.18), (2.19), (2.20), (2.21), we combine the left sides of (2.1), (2.4) in the notation
(
wt +x · q(w) Wt +x · Q (w)
)=x¯ · θz¯(z¯). (2.22)
3. Symmetries
The symmetries of interest here form one-parameter Lie groups with inﬁnitesimal generators
determined from two constant, dimensionless square matrices, X of dimension m + 1 and A of di-
mension n + 1.
We require that
An+1, j = 0, j = 1, . . . ,n, (3.1)
and that for any z¯ ∈ Dz¯
θz¯(z¯)Az¯ = Xθ(z¯). (3.2)
It is in the condition (3.2) where the assumption of a single entropy is needed. Generalization to
systems with multiple entropies is complicated, and will be treated in a forthcoming paper.
In the following, we depart from conventional practice and express symmetry transformations as
ﬁnite transformations as opposed to familiar inﬁnitesimal notation. This facilitates presentation of
the differences between rotations and Galilean transformations, essential in the present discussion,
particularly in Lemma 3.2 below.
From (3.2), it follows that for any λ ∈R (not necessarily dimensionless) and any z¯ ∈ Dz¯ ,
θ
(
eλA z¯
)= eλXθ(z¯). (3.3)
Then identifying
x¯(λ) = eλX x¯, (3.4)
z¯(λ) = eλA z¯, (3.5)
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x¯(λ) · θz¯
(
z¯(λ)
)=x¯ · θz¯(z¯)e−λA . (3.6)
From (3.1), for all λ ∈R
(
eλA
)
n+1, j = 0, j = 1, . . . ,n, (3.7)(
eλA
)
n+1,n+1 = eλAn+1,n+1 (3.8)
so from (2.22), (3.6), (3.7), (3.8), admissible weak solutions of (2.1), (2.4) survive such transformations.
From (2.14), (3.5), (3.7), (3.8), we have
ξ(λ) = ξeλAn+1,n+1 (3.9)
so (2.15) also survives.
Under a change of basis, of the form
z¯Λ = Λz¯ (3.10)
with Λ a dimensionless nonsingular matrix of dimension n + 1 and satisfying
Λ j,n+1 = 0, j = 1, . . . ,n, (3.11)
the conditions (3.1), (3.3) survive with
XΛ = X, (3.12)
AΛ = ΛAΛ−1. (3.13)
The simplest examples of such symmetries correspond to scaling, with λ dimensionless and X , A
diagonal. A trivial example is with X , A identity matrices, obtaining
x¯(λ) = eλx¯, (3.14)
z¯(λ) = eλ z¯ (3.15)
from (3.4), (3.5). From (2.16), (2.17), (2.19), (2.14), θ is homogeneous of degree one in z¯, so (3.3),
assuming the form
θ
(
eλ z¯
)= eλθ(z¯) (3.16)
is necessarily satisﬁed. Then from (2.19), (2.20), w¯ is invariant
w¯
(
eλ z¯
)= w¯(z¯) (3.17)
and solutions of (2.1), (2.4) obviously survive.
The inclusion of such symmetries, however, aids in describing the region Dz¯ . In particular, from
(2.9), the arbitrary linear multiple of w in W implies arbitrary additive constants in z. This is largely
removed by the following.
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the symmetry group for a system (2.1), and that for some j = 1, . . . ,n that z¯ j does not vanish within Dz¯ . Then
without loss of generality, we may assume that z¯ j assumes values only in (−∞,0).
Proof. As the range of z¯ j has to be connected, using (3.15) it follows that if the range of z¯ j is not all
of R, it is either (−∞,0) or (0,∞). Replacing z¯ j by −z¯ j if necessary (w¯ j by −w¯ j) it is no loss of gen-
erality to assume the former. The entire symmetry group survives by application of (3.12), (3.13). 
Rotation symmetries also correspond to λ dimensionless, interpreted as the angle of rotation. The
plane of rotation is determined from two orthonormal vectors μ,ν ∈Rm , setting
Rij = μiν j − μ jνi, i, j = 1, . . . ,m, (3.18)
with the corresponding matrix XR given by
XR =
(
0 0
0 R
)
(3.19)
We denote by {R} the set of all matrices R which are so obtained.
For any R ∈ {R} we denote by AR the corresponding matrix A satisfying (3.1), (3.3) with X ob-
tained from (3.19). With z¯ assembled in minimal rotation invariant subsets, the matrices AR are
necessarily block diagonal, with block structure independent of R ∈ {R}.
Galilean symmetries correspond to
[λ] = [x/t] (3.20)
where here and below, [ ] means “dimensions of”. As the Galilean transformation subgroup is commu-
tative, we may describe such symmetries by a velocity vector s ∈Rm, [s] = [x/t] with λX, λA replaced
in (3.3) by
Xs =
(
0 0
−s 0
)
(3.21)
and
As =
m∑
i=1
si Ai (3.22)
with the matrices Ai, i = 1, . . . ,m independent of z¯ and s.
The symmetry group associated with our system (2.1) is assumed throughout to include the trivial
scaling symmetry (3.14), (3.15), the rotation symmetry for any R ∈ {R}, and the Galilean symmetry for
any s ∈Rm .
From this assumption we obtain conditions on the corresponding matrices AR , As .
From (3.19), (3.21), for rotation or Galilean symmetries, the ﬁrst row of XR or Xs vanishes identi-
cally. From (2.19), (3.3) this implies the function φ¯ invariant,
φ¯
(
eλAR z¯
)= φ¯(z¯), (3.23)
φ¯
(
eAs z¯
)= φ¯(z¯) (3.24)
for all R ∈ {R}, s ∈Rm , z¯ ∈ Dz¯ .
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w¯
(
eλAR z¯
)= w¯(z¯)e−λAR , (3.25)
w¯
(
eAs z¯
)= w¯(z¯)e−As . (3.26)
Differentiating (3.23) with respect to λ at λ = 0 (respectively differentiating (3.24) with respect
to s at s = 0) and using (2.20), we obtain the conditions
w¯(z¯)AR z¯ = 0, (3.27)
w¯(z¯)As z¯ = 0 (3.28)
for all R ∈ {R}, s ∈Rm , z¯ ∈ Dz¯ .
The matrices Ai, AR do not commute, but they satisfy the following.
Lemma 3.2. For any i = 1, . . . ,m and any R ∈ {R},
AR Ai − Ai AR =
m∑
j=1
R ji A j. (3.29)
Proof. For any λ ∈R, R ∈ {R}, s ∈Rm we denote by
s(λ) = eλR s, (3.30)
the velocity after a rotation. From (3.5), for any z¯ ∈ Dz¯ , necessarily
eλAR eAs z¯ = eAs(λ)eλAR z¯. (3.31)
Since |s| > 0 can be arbitrarily small, (3.22), (3.30), (3.31) imply
m∑
j=1
s j A j = e−λAR
(
m∑
j=1
(
eλR s
)
j A j
)
eλAR . (3.32)
The derivative of (3.32) with respect to λ at λ = 0 gives
−AR
(
m∑
j=1
s j A j
)
+
m∑
j=1
(Rs) j A j +
(
m∑
j=1
s j A j
)
AR = 0. (3.33)
Setting s = si in (3.33) gives (3.29). 
4. Some examples
Here we display the dependent variables w¯, z¯ and the nonzero blocks of the matrices AR , As for
some examples of systems (2.1) with rotation and Galilean symmetries. We regard w¯ and its ro-
tation and Galilean transformations as having been speciﬁed, thus determining z¯ from (2.9), (2.14),
AR from (3.25), As from (3.26), and φ from (2.10). At this stage the ﬂux functions q¯ remain unspeci-
ﬁed.
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otherwise such a system does not exist.
We employ standard notation, with ρ, p, V , P , S, T , E, H,G respectively denoting mass density,
(m-row vector) momentum density, speciﬁc volume, pressure, entropy, temperature, internal energy,
enthalpy, and Gibbs free energy of a ﬂuid, satisfying
ρ = 1/V ; (4.1)
H = E + P V , HP = V ; (4.2)
G = H − T S, GP = V , GT = −S. (4.3)
Our ﬁrst example is the adiabatic Euler system, for which
φ(z) = P (4.4)
and
w¯† z¯ nonzero blocks of AR , As
ρ ξ(H − 12 |p|
2
ρ2
)
⎛
⎜⎜⎜⎜⎝
As = s†
AR = R As = s
⎞
⎟⎟⎟⎟⎠p ξ p/ρ
1
2
|p|2
ρ + ρE −ξ
(4.5)
For the Euler system including the equation of conservation of energy, we have closely related
expressions,
φ(z) = P/T , (4.6)
w¯ =
(
ρ p
1
2
|p|2
ρ
+ ρE −ρS
)
, (4.7)
z¯† =
(
ξ
(
G − 1
2
|p|2
ρ2
)/
T ξ p/(ρT ) −ξ/T −ξ
)
(4.8)
and the nonzero blocks of AR , As are the same as in the adiabatic case.
Our next example is a simple magnetohydrodynamics model, with primitive variables correspond-
ing to an adiabatic ﬂuid and a magnetic ﬁeld B , also of dimension m, which we specify as trans-
forming like a vector under rotation, Galilean invariant, solenoidal, and contributing 12 |B|2 to the local
energy density. (For this system, the local energy density is W in (2.4).)
For such a system, one component of w vanishes identically, corresponding to the anticipated
equation
x · B = 0 (4.9)
within the given system, included among the equations obtained from (2.7), (2.8).
The corresponding component of z, denoted by ζ , is not determined by w and must be determined
using (4.9).
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φ(z) = P + 1
2
|B|2 (4.10)
and
w¯† z¯ nonzero blocks of AR , As
ρ ξ(H − 12 |p|
2
ρ2
)
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
As = s†
AR = R As = s
AR = R
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
p† ξ p†/ρ
B ξ B
0 ξζ
1
2
|p|2
ρ + ρE + 12 |B|2 −ξ
(4.11)
Our ﬁnal example is of two-ﬂuid ﬂow, with a common ﬂuid temperature. This corresponds to
primitive variables including the mass and momentum densities of each ﬂuid, and the sum of the
energy densities. For each ﬂuid species an equation of state is given, corresponding to expressions
G1(P1, T ) and G2(P2, T ). For this system
φ(z) = (P1 + P2)/T (4.12)
and
w¯† z¯ nonzero blocks of AR , As
ρ1 ξ(G1 − |p1|2ρ21 )/T
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
As = s†
AR = R As = s
As = s†
AR = R As = s
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
p†1 ξ p
†
1/(ρ1T )
ρ2 ξ(G2 − |p2|2ρ22 )/T
p†2 ξ p
†
2/(ρ2T )
1
2
|p1|2
ρ1
+ ρ1E1 + 12 |p2|
2
ρ2
+ ρ2E1 −ξ/T
−ρ1S1 − ρ2S2 −ξ
(4.13)
5. The structures of z¯, AR, As
The obvious similarities in the above examples are not accidental; here we show how they arise.
The entropy density W convex in w implies φ convex in z. As an additive aﬃne function of z is
unimportant in φ, ψ it is no loss of generality to assume φ nonnegative,
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and ψ¯(z¯)/φ¯(z¯) continuous where φ¯(z¯) vanishes.
Using (5.1), (3.3), (2.19), (3.23), (3.24), (3.19), (3.21), the m-vector
v(z¯)
def= ψ¯(z¯)/φ¯(z¯) (5.2)
is homogeneous of degree zero in z¯, and transforms like a velocity vector for all z¯ ∈ Dz¯ , satisfying
v
(
eλAR z¯
)= eλR v(z¯), (5.3)
v
(
eAs z¯
)= v(z¯) − s. (5.4)
For (5.4) to hold, there must be components of z¯ which are not Galilean invariant. Making a change
of basis for z¯ as necessary, for each i = 1, . . . ,m, there are necessarily value(s) ji ∈ (1, . . . ,n) such that
(Ai z¯) |
ji
= 0 (5.5)
for all z¯ ∈ Dz¯ . Using (3.5), (3.21), (3.22), this is possible only if there are value(s) i ∈ (1, . . . ,n + 1)
such that
Ai, jii = 0 (5.6)
and such that for all z¯ ∈ Dz¯ ,
z¯i = 0. (5.7)
We denote by
J
def=
m⋃
i=1
{ ji}, (5.8)
L
def=
m⋃
i=1
{i}. (5.9)
For any z¯ ∈ Dz¯ we denote by Z1 the subset of z¯ with d1 elements, those components z¯ j with j ∈ J .
The set {Z1 | z¯ ∈ Dz¯} is isomorphic to a subspace of Dz¯ of dimension d1.
Similarly, we denote by Z0 the subset of z¯ with d0 elements, those components z¯l with l ∈ L. The
set {Z0 | z¯ ∈ Dz¯} is isomorphic to a solid cone of dimension d0 within Dz¯ .
Then from (5.5), (5.6), (5.7), we have a relation of the form
Ai z¯ |
Z1
= ai Z0, i = 1, . . . ,m, (5.10)
where Ai z¯ |Z1 is a d1-vector, those components (Ai z¯) | j with j ∈ J . Similar notation is used below.
Also in (5.10), each of the ai is a d1 × d0 matrix with the Ai, jii appearing in (5.6) as its nonzero
elements.
Assembling the Z1, Z0 as blocks within z¯, we locate the relevant blocks of AR , Ai according to the
following diagram, in the same notation as used in Section 4.
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· · · Z1 Z0 · · ·
... ⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
AR |Z1 Ai = ai
AR |Z0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
...
Z1
Z0
...
...
(5.11)
From (5.5), (5.8), for each j = 1, . . . ,d1, we have
ai, j = 0 (5.12)
for some i = 1, . . . ,m,  = 1, . . . ,d0 both depending on j. From (5.7), (5.9), and the deﬁnition of Z0
above, by application of Lemma 3.1, it is no loss of generality to assume
Z0, ∈ (−∞,0),  = 1, . . . ,d0. (5.13)
As the subspace {Z1} so constructed is clearly rotation invariant, it is a union of vector ﬁelds
within z¯. However in the following, we shall tacitly assume that Z1 is a single vector ﬁeld of di-
mension d1, satisfying (5.10), (5.11), (5.12), (5.13) with some Z0 of dimension d0, making a change of
basis as necessary, reducing the values of d1,d0 and truncating the matrices ai as necessary. Clearly
this involves no loss of generality, and the results below will apply to each such vector ﬁeld within z¯
when uniqueness of Z1, Z0 is lost by this procedure.
In the Euler systems above, Z1 is ξ p†/ρ or ξ p†/(ρT ); Z0 is −ξ or −ξ/T . For the two-ﬂuid model
of Section 4, Z1 and Z0 are not uniquely so determined.
From (5.13) it follows that Z0 is necessarily rotation and Galilean invariant, in particular for all
R ∈ {R},
AR |
Z0
= 0. (5.14)
Applying (3.29) to the block of AR Ai, Ai AR and A j corresponding to ai , using (5.14), we have for
all R ∈ {R}, i = 1, . . . ,m, j = 1, . . . ,d1,  = 1, . . . ,d0
d1∑
k=1
(AR |
Z1
) jkai,k =
m∑
k=1
Rkiak, j, (5.15)
which implies that
d1 m. (5.16)
Making a basis change for Z0 as necessary, it is no loss of generality to assume that the ﬁrst
column of at least one of the ai does not vanish identically,
ai,·1 = 0. (5.17)
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linearly independent.
Proof. If not, there exists a unit vector μ ∈Rm such that
m∑
i=1
μiai, j1 = 0, j = 1, . . . ,d1. (5.18)
For any ν ∈Rm orthonormal to μ, we obtain R from (3.18) and set  = 1 in (5.15), obtaining
d1∑
k=1
(AR |
Z1
) jkai,k1 =
m∑
k=1
(μkνi − μiνk)ak, j1 (5.19)
for any i = 1, . . . ,m, j = 1, . . . ,d1.
Multiplying (5.19) by μi and summing over i, using (5.18), ν orthogonal to μ and μ of unit length,
we have for any j = 1, . . . ,d1
0 =
d1∑
k=1
(AR |
Z1
) jk
m∑
i=1
μiai,k1 −
m∑
i=1
μiνi
m∑
k=1
μkak, j1 +
m∑
i=1
μ2i
m∑
k=1
νkak, j1
=
m∑
k=1
νkak, j1. (5.20)
Since ν ∈Rm orthonormal to μ is otherwise arbitrary, (5.17) and (5.20) are incompatible. 
Using (5.16), (5.12) and Lemma 5.1, making a basis change for {Z1} as necessary, without loss of
generality hereafter we assume that
d1 =m (5.21)
and
ai, j1 = δi j, i, j = 1, . . . ,m, (5.22)
with δ the Kronecker delta here and throughout.
Lemma 5.2. For all R ∈ {R}
AR |
Z1
= R. (5.23)
Proof. Setting  = 1 in (5.15), this is immediate using (5.22). 
Lemma 5.3. Assume m 3. Then each of the matrices a1, . . . ,am, each of dimension m × d0 , is of rank one.
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μi = δiβ, νi = δiγ , i = 1, . . . ,m, (5.24)
in (3.18), obtaining R . Using such R and (5.23) in (5.15), we obtain for any i, j = 1, . . . ,m,  = 1, . . . ,d0
δ jβai,γ  − δ jγ ai,β = δiγ aβ, j − δiβaγ , j. (5.25)
Setting i = γ , j = β in (5.25) we obtain
ai,i = a j, j, i, j = 1, . . . ,m,  = 1, . . . ,d0. (5.26)
Setting i = γ , j = β , j = γ (here needing m 3) in (5.25), we ﬁnd that for all such j, β, ,
aβ, j = 0. (5.27)
Now (5.26) and (5.27) are compatible only if there are constants κ ,  = 1, . . . ,d0, such that
ai, j = δi jκ, i, j = 1, . . . ,m,  = 1, . . . ,d0.  (5.28)
Thus making a basis change for {Z0} as necessary, we assume hereafter that
d0 = 1, (5.29)
and thus that each of the ai , i = 1, . . . ,m, is an m-vector satisfying (5.22).
Assuming that (5.21), (5.22), (5.23), (5.29) hold, we rewrite (5.10) as
Ai z¯ |
Z1, j
= δi j Z0, i, j = 1, . . . ,m. (5.30)
Next we denote a (row) m-vector
p(z¯)
def= φ¯Z1(z¯) (5.31)
which is necessarily components of w from (2.20), and a (column) m-vector
u(z¯)
def= −Z1/Z0. (5.32)
The functions p, u coincide with those appearing in the examples of Section 4.
From (5.23), (5.30), (5.32), the rotation and Galilean symmetry transformations of u coincide with
those of v , (5.3), (5.4). In particular, for all z¯ ∈ Dz¯ , R ∈ {R}, λ ∈R, s ∈Rm
u
(
eλAR z¯
)= eλRu(z¯), (5.33)
and
u
(
eAs z¯
)= u(z¯) − s. (5.34)
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we have
p†
(
eλAR z¯
)= eλR p†(z¯) (5.35)
for all λ ∈R, R ∈ {R}, z¯ ∈ Dz¯ .
Theorem 5.4. Assume Z1, Z0 satisfy (5.21), (5.29), (5.13), (5.23), (5.30) and p, u obtained from (5.31), (5.32).
Then the following four conditions are equivalent.
There exists a scalar, rotation and Galilean invariant function ρ(z¯) such that
p†(z¯) = ρ(z¯)u(z¯); (5.36)
There exists a scalar, rotation invariant component Z2 of z¯ such that
Ai z¯ |
Z2
= Z1,i, i = 1, . . . ,m, (5.37)
and such that φ¯ depends on Z1, Z2 only as a function of τ ,
τ
def= − Z2
Z0
+ 1
2
|Z1|2
Z20
; (5.38)
For all z¯ ∈ Dz¯, R ∈ {R}
p(z¯)Ru(z¯) = 0, (5.39)
and there exists a Galilean invariant function ρ˜(z¯) such that for all z¯ ∈ Dz¯, s ∈Rm,
p
(
eAs z¯
)= p(z¯) − s†ρ˜(z¯); (5.40)
There exists Z2 satisfying (5.37) and such that for all z¯ ∈ Dz¯,
φ¯Z2(z¯)Ai z¯ |
Z2
+φ¯Z1 Ai z¯ |
Z1
= 0, i = 1, . . . ,m. (5.41)
Remarks. These conditions hold in each of the examples of Section 4, with ρ as appearing therein
and τ one of H,G/T ,G1/T ,G2/T .
For a given example, the conditions (5.39) or (5.41) may be expected to follow from (3.27)
or (3.28), respectively, and the condition (5.40) by inspection; ρ˜ will always coincide with ρ . For
systems where Theorem 5.4 holds, there necessarily exist hierarchies within w¯, z¯, determined by di-
mensions,
[φ¯Z0 ] = [x/t][p] =
[
x2/t2
][ρ], (5.42)
[Z2] = [x/t][Z1] =
[
x2/t2
][Z0]. (5.43)
However the Galilean invariance of ρ precludes continuation thereof. Each of the (n + 1)-vectors
Ai z¯, i = 1, . . . ,m, depends on Z1, Z0, but not on Z2.
Using (5.38), the required convexity of φ in z requires φ¯τ , φ¯ττ , nonnegative. Incompressible ﬂow
is recovered with φ¯ linear in τ .
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have the identiﬁcation
ρ(z¯)
def= φ¯Z2(z¯) = −
1
Z0
φ¯τ (z¯). (5.44)
From (5.30), (5.37), it follows that τ is rotation and Galilean invariant. The rotation and Galilean
invariance of ρ now follows from (5.44), (3.23), (3.24) and the rotation and Galilean invariance of Z0.
From (3.18), any matrix R is antisymmetric, so (5.39) follows from (5.36). From (5.36), (5.34), it
follows that (5.40) holds with ρ˜ = ρ .
Next, we show that (5.37), (5.38) follows from (5.41), (5.37). Using (5.37), (5.30), we rewrite (5.41)
as
φ¯Z2(z¯)Z1,i + φ¯Z1,i (z¯)Z0 = 0, (5.45)
from which (5.38) follows.
Finally we show that (5.39), (5.40) imply (5.37), (5.45). From the possible forms of R ∈ {R} obtained
from (3.18), it follows from (5.39) that p†(z¯) and u(z¯) are parallel, so (5.36) holds with some rotation
invariant ρ(z¯). Then from (5.36), (5.34), (5.40) it follows that ρ˜ = ρ holds in (5.40).
Thus from (3.26), again ρ is a component of w , and (5.44) follows from (2.20). Then (5.37) follows
from (3.26), (5.40), (5.44), (3.5). Now (5.45) follows from (5.31), (5.32), (5.36), (5.44). 
6. The ﬂux functions
Here we assume w¯, φ¯, z¯ given or obtained satisfying (2.7), (2.9), (2.10), (2.12), (2.16), (2.14), the
symmetry transformation matrices AR , As , given satisfying the consistency conditions (3.27), (3.28),
(3.29), and m  3 so Lemma 5.3 holds. We may assume a basis for z¯ such that (5.21), (5.23), (5.29),
(5.30) hold for some Z1, Z0 with
Z0 < 0 (6.1)
and p, u determined from (5.31), (5.32). Our objective is to determine whether such a system is
possible, and if so to characterize the corresponding ﬂux functions q¯.
From (2.20), (2.21), the system (2.1) is rewritten as
(
φ¯z¯ j (z¯)
)
t + ∇x · ψ¯z¯ j (z¯) = 0, j = 1, . . . ,n, (6.2)
and the entropy inequality (2.4) is
(
φ¯ξ (z¯)
)
t + ∇x · ψ¯ξ (z¯) 0. (6.3)
Using (5.2) it is clear that the system is determined to the extent to which the vector v is identi-
ﬁed. Even if Z1, Z0, p, u are uniquely determined from (5.10), (5.12), (6.1), comparison of (5.3), (5.4)
with (5.33), (5.34) generally does not uniquely determine v . It is at this stage that whatever additional
system speciﬁc information is applied; we discuss some examples below.
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The simplest such examples occur when Z1 is the unique vector ﬁeld within z¯, equivalently p the
unique vector ﬁeld within w . Then from (5.3), (5.4), (5.33), (5.34), using (5.32), the identiﬁcation
v(z¯) = u(z¯)
= −Z1/Z0 (6.4)
is unambiguous.
Thus from (5.2), (6.4)
ψ¯i(z¯) = ui(z¯)φ¯(z¯) = − Z1,i
Z0
φ¯(z¯), i = 1, . . . ,m, (6.5)
with ψ¯i the i-th component of ψ¯ .
Lemma 6.1. The conditions (5.39), (5.40) hold for such systems.
Proof. Using (5.23), (5.32) and the existence of only one vector ﬁeld within z¯ or w , the condition
(3.27) becomes
0 = pAR |
Z1
Z1
= −Z0pRu (6.6)
which implies (5.39), using (6.1). From (6.6), given the possible forms of R , it follows that p† and u
are parallel, with
p†(z¯) = ρ˜(z¯)u(z¯) (6.7)
for some scalar function ρ˜(z¯).
The assumption of only one vector ﬁeld implies that all nonvanishing elements of AR are located
within AR |Z1 . Using Lemma 3.2, this implies that any nonzero elements of As are in rows or columns
corresponding to Z1.
Thus the condition (3.28) is equivalent to a relation
0 = φ¯Z2 Ai z¯ |
Z2
+pAi z¯ |
Z1
= φ¯Z2 Ai z¯ |
Z2
+pi Z0, i = 1, . . . ,m. (6.8)
In (6.8), Z2 is a scalar component of z¯, and φ¯Z2 is a scalar component of w . Using (3.26) and the
assumption of only one vector ﬁeld, necessarily φ¯Z2 is Galilean invariant, and in addition, using (5.32)
Ai z¯ |
Z2
= ωi Z1
= −Z0ωiu (6.9)
with each ωi a constant row m-vector. Now (6.7), (6.8), (6.9) are compatible only if
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ωi, j = cδi j, i, j = 1, . . . ,m, (6.11)
for some constant c. Thus ρ˜ is Galilean invariant, and (5.40) follows from (6.7), (6.4), (5.4). 
From Theorem 5.4, for any such systems we have Z2 ∈ z¯, ρ ∈ w , τ satisfying (5.36), (5.38), (5.44)
and
φ¯(z¯) = φ¯(τ , Z0, η, ξ). (6.12)
In (6.12) and below, ξη is any remaining components of z¯, excluding Z0, Z1, Z2,−ξ .
Now using (2.20), (2.21), (6.12), (6.5), we can relate the elements of q¯ to those of w¯ .
For any z¯ j which is not Z0 and is not Z1,k for some k = 1, . . . ,m, we obtain
q¯i j(z¯) = ui w¯ j(z¯), i = 1, . . . ,m. (6.13)
This includes the cases z¯ j ∈ ξη, z¯ j = −ξ (if Z0 = −ξ ), and z¯ = Z2. In this last case, using (5.44),
we obtain an equation of “conservation of mass”, with w¯ j = ρ obtained from (5.44).
For z¯ j = Z1,k for some k = 1, . . . ,m, we obtain an equation of “conservation of momentum”, with
w¯ j = pk
= ρuk (6.14)
from (5.31), (5.36), and
q¯i j = w¯ jui − δikφ¯(z¯)/Z0
= ρuiu j + δik P , i = 1, . . . ,m, (6.15)
using (6.14) and identifying a “pressure” function
P
def= −φ¯(z¯)/Z0. (6.16)
For z¯ j = Z0, from (6.5), (6.16), (5.32) we obtain
q¯i j = w¯ jui + Z1,i
Z20
φ¯(z¯)
= ui(w¯ j + P ), i = 1, . . . ,m. (6.17)
This is the equation of “conservation of energy” in the case Z0 = −ξ , and corresponds to the
entropy ﬂux in (2.4) or (6.3) otherwise.
These are the familiar Euler systems, possibly with additional equations of the form (6.13) corre-
sponding to η. We summarize these results as follows.
Theorem 6.2. A system (2.1) with m  3, equipped with a convex entropy and a symmetry group contain-
ing rotation and Galilean symmetries, and containing only one vector ﬁeld within w (or z¯), is necessarily an
Euler system; possibly adiabatic, possibly incompressible, and possibly with supplemental equations of the
form (6.13).
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Our next example is the “adiabatic MHD” model of Section 4, with the primitive variables w¯ , the
symmetric variables z¯, and the symmetry transformation matrices AR , Aa , shown in (4.11), (4.10). The
thermodynamic variables ρ , E , H , P satisfy (4.1), (4.2). In this example a solenoidal magnetic ﬁeld is
stipulated (4.9).
Theorem 6.3. Assume m  3. Then the system (2.1), (2.4) corresponding to the model (4.11), (4.9) is of the
form
ρt +
m∑
i=1
(ρui + χH Bi)xi = 0; (6.18)
(ρuk)t +
m∑
i=1
(
ρuiuk + δik
(
P + 1
2
|B|2
)
+ χHukBi
)
xi
= 0, k = 1, . . . ,m; (6.19)
Bk,t +
m∑
i=1
(
ui Bk + δik(ζ + χ) + 2Bi Bkχ|B|2
)
xi
= 0, k = 1, . . . ,m; (6.20)
m∑
i=1
Bi,xi = 0; (6.21)
(
1
2
ρ|u|2 + ρE + 1
2
|B|2
)
t
+
m∑
i=1
(
ui
(
1
2
ρ|u|2 + ρH + |B|2
)
+ Bi
((
H + 1
2
|u|2
)
χH + 2|B|2χ|B|2
))
xi
 0; (6.22)
with some smooth, otherwise arbitrary function
χ = χ(H, |B|2). (6.23)
Remarks. An equation for ζ is obtained taking the divergence of (6.20) and using (6.21), obtaining
ζ + χ +
m∑
i,k=1
(ui Bk + 2Bi Bkχ|B|2)xi xk = 0. (6.24)
As (6.24) is elliptic, the property of ﬁnite signal propagation speeds is lost in the system (6.18),
(6.19), (6.20), (6.21). This result survives removal of the adiabatic approximation, which is made here
purely for simplicity of notation.
However, the property of ﬁnite signal propagation speed is recovered in the case m = 1, where
(6.24) is integrable and ζ is obtained explicitly.
Proof of Theorem 6.3. By inspection of (4.11), we identify
Z1 = ξ p†/ρ, (6.25)
Z0 = −ξ (6.26)
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applies.
Using (5.44), by inspection of (4.11) for this system
Z2 = ξ
(
H − 1
2
|u|2
)
, (6.27)
and from (5.38), (6.27), (6.25),
τ = H . (6.28)
Again by inspection of (4.11), the rotation and Galilean transformation properties of the magnetic
ﬁeld are
AR |
ξ B
= R, (6.29)
for all R ∈ {R}, and
As z¯ |
ξ B
= 0, (6.30)
for all s ∈Rm .
The condition (6.4) is not valid for this example, but from (5.3), (5.4), (5.33), (5.34), (6.29), (6.30)
we have a relation
v(z¯) − u(z¯) = σ(z¯)
φ(z¯)
B (6.31)
for some scalar function σ(z¯), rotation and Galilean invariant, otherwise arbitrary.
We achieve the solenoidal condition (4.9) by taking
σ(z¯) = ζ + χ(z¯) (6.32)
for some scalar function χ , rotation and Galilean invariant, and independent of ζ . Using (6.28), (6.29),
(6.30), necessarily χ is of the form (6.23).
Combining (5.2), (5.32), (6.31), (6.32), we have for this system
ψ¯(z¯) = − Z1
Z0
φ¯(z¯) + ξζ B + ξχ(H, |B|2)B
= − Z1
Z0
(
P + 1
2
|B|2
)
+ ξζ B + ξχ(H, |B|2)B. (6.33)
Using (6.33), (6.28), (5.38), we compute the ﬂux functions q¯ from (2.21).
Choosing z¯ = Z2, we obtain (6.18).
Choosing z¯ = Z1,k , k = 1, . . . ,m, we obtain the corresponding equations (6.19).
Choosing z¯ = ξ Bk , k = 1, . . . ,m, we obtain the corresponding equations (6.20).
Choosing z¯ = ξζ , we obtain (6.21), equivalent to (4.9).
And choosing z¯ = Z0, we obtain (6.22), identiﬁed as the entropy inequality using (6.26). 
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Below we employ the following deﬁnitions.
Deﬁnition. A given system (2.1) is reducible if it contains a closed proper subset of equations. A sys-
tem for which no such subset exists is irreducible.
Deﬁnition. For any K  2, a K -ﬂuid model is an irreducible system (2.1) (equipped with a convex
entropy, rotation and Galilean symmetries) with z¯ containing exactly K independent vector ﬁelds,
Z11, . . . , Z
K
1 of the same physical dimensions, each of dimension m and satisfying (5.23), (5.30) with a
corresponding scalar, negative-valued Z10, . . . , Z
k
0 ∈ z¯.
We emphasize that the Z10, . . . , Z
K
0 need not be independent; they may be linearly related to each
other or to ξ .
First we show that the results of Section 5 apply to K -ﬂuid models.
Lemma 6.4. For a K -ﬂuid model with m 3, there exist pk ∈ w, uk,ρk ∈ w, Zk2 ∈ z¯, τk, k = 1, . . . , K , satisfy-
ing (5.31), (5.32), (5.33), (5.34), (5.35), (5.36), (5.37), (5.38), (5.44) separately with each value of k, otherwise
independent. Furthermore,
φ¯(z¯) = φ¯(τ1, . . . , τK ; Z10, . . . , Z K0 ; ξη, ξ) (6.34)
where ξη is any remaining components of z¯, excluding Zk0, Z
k
1, Z
k
2 , k = 1, . . . , K , ξ .
Remark. Making a basis change for z¯ as necessary, it is no loss of generality to assume any such ξη
rotation and Galilean invariant.
Proof of Lemma 6.4. With each pk,uk , obtained from (5.31), (5.32), using (5.32), (5.23) for each value
of k, the condition (3.27) is
0 =
K∑
k=1
pk AR |
Zk1
Zk1
=
K∑
k=1
Zk0pkRuk. (6.35)
As the Zk1 are independent by assumption, each term in the sum (6.35) must vanish separately. As
the Zk0 are nonvanishing, this establishes (5.39) for each value of k.
The remainder of the argument of Lemma 6.1 now establishes (5.40) for each separate value of k.
In particular, (3.28) can hold for the system (2.1) only if (6.8) holds for each k. The conclusions of
Lemma 6.4 now follow by application of Theorem 5.4 with each value k = 1, . . . , K .
It remains to show, however, that the Z12, . . . , Z
K
2 so obtained are independent components of z¯.
Suppose not; then there exists a nontrivial linear relation among the Z12, . . . , Z
K
2 , and by a basis
change for z¯, some Zk2 is made to vanish identically. For this value of k, (6.8) becomes
pk Ai z¯ |
Zk1
= 0 (6.36)
which implies Zk1 Galilean invariant. This contradicts the assumption of a K -ﬂuid model, according to
the above deﬁnition. 
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K
1 . Thus comparison of (5.2), (5.3), (5.4)
with (5.33), (5.34) (for each k) implies a decomposition of φ¯, ψ¯ of the form
φ¯(z¯) =
K∑
=1
φ¯(z¯), (6.37)
ψ¯(z¯) =
K∑
=1
uφ¯
(z¯)
= −
K∑
=1
Z1
Z0
φ¯(z¯) (6.38)
with each φ¯ of the form (6.34).
Setting z¯ j = Zk2 in (6.2), using (5.44), (5.38), (6.34), (5.32), the decomposition (6.37), (6.38) implies
equations of “conservation of mass” within the system (2.1) of the form
ρk,t −
m∑
i=1
(
K∑
=1
u,i
Z0
φ¯τk
)
xi
= 0, k = 1, . . . , K , (6.39)
with
ρk = −
K∑
=1
φ¯τk/Z

0. (6.40)
Often if not always, however, one stipulates equations of conservation of mass of simpler form
ρk,t +
m∑
i=1
(ρkuk,i)xi = 0. (6.41)
However, such a requirement strongly affects the form of the system (2.1).
Theorem 6.5. For a K -ﬂuid model with m  3, assume that for some speciﬁc value of k the system (2.1)
contains an equation of conservation of mass of the form (6.41).
Then the system (2.1) also contains m equations of “conservation of momentum”, of the form
(ρkuk,β)t +
m∑
i=1
(ρkuk,iuk,β + δiβ Pk)xi = 0, β = 1, . . . ,m, (6.42)
with a “pressure” function given by
Pk
def= −φ¯k/Zk0. (6.43)
Furthermore, for all  = k, φ¯ is independent of τk.
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ρkuk,β = pk,β
= φ¯Zk1,β
=
K∑
=1
φ¯
Zk1,β
= Z
k
1,β
(Zk0)
2
K∑
=1
φ¯τk . (6.44)
From (5.44), Eq. (6.41) necessarily corresponds to the choice
z¯ j = Zk2 (6.45)
in (6.2).
Using (6.45) in (2.21), comparison with (6.41) implies
ρkuk,β = ψ¯β,Zk2 . (6.46)
Then using (6.38), (5.38) in (6.46) we obtain
ρkuk,β = −
(
K∑
=1
Z1,β
Z0
φ¯
)
Zk2
=
K∑
=1
Z1,β
Z0 Z
k
0
φ¯τk . (6.47)
From the independence of Z11, . . . , Z
K
1 , the relations (6.44), (6.47) are compatible only if φ¯
 is
independent of τk for all  = k.
From (5.44), (6.37), (5.38)
ρk = φ¯Zk2
= φ¯k
Zk2
= −φ¯kτk/Zk0. (6.48)
Then from (6.37), (5.38), (6.48), (5.32)
φ¯Zk1,β
= φ¯k
Zk1,β
= Z
k
1,β
(Zk0)
2
φ¯kτk
= ρkuk,β . (6.49)
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ψ¯i,Zk1,β
= ψ¯k
i,Zk1,β
= ρkuk,iuk,β + δiβ Pk. (6.50)
Now for each β = 1, . . . ,m, Eq. (6.42) follows from the choice
z¯ j = Zk1,β (6.51)
in (6.2), using (6.49), (6.50). 
Corollary 6.6. Assume Theorem 6.5 applies for some k and in addition that Zk0 = −ξ and
φ¯k(z¯) = φ¯k(τk, ξ). (6.52)
Then the system (2.1) is reducible.
Proof. Using (6.52) in (6.43), the subsystem composed of (6.41), (6.42) is a closed Euler system. 
Corollary 6.7. Suppose Theorem 6.5 applies with every k = 1, . . . , K , and the system (2.1) is irreducible. Then
the dimension n of the system (2.1) satisﬁes
n (m + 1)K + 1. (6.53)
Proof. Such a system necessarily includes K equations (6.41) and mK equations (6.42). Thus if (6.53)
fails, there are no additional equations. In particular, there are no variables η and
Z10 = Z20 = · · · = Zk0 = −ξ. (6.54)
From Theorem 6.5, the condition (6.52) holds for each k = 1, . . . , K . Thus not only is the system
(2.1) reducible in this case, it is simply K copies of the adiabatic Euler system. 
Corollary 6.8. Assume that Theorem 6.5 applies with ﬂuid species k incompressible. Then the system (2.1) is
reducible.
Proof. For ρk constant, Eqs. (6.41), (6.42) become
m∑
i=1
(uk,i)xi = 0, (6.55)
(uk,β)t +
m∑
i=1
(
uk,βuk,i + 1
ρk
δiβ Pk
)
xi
= 0, β = 1, . . . ,m. (6.56)
Taking the divergence of (6.56) and using (6.55), we obtain an elliptic equation for Pk , irrespective
of the dependence of φ¯k on z¯,
1
ρk
Pk = −
m∑
i,β=1
(uk,iuk,β)xi xβ . (6.57)
Thus (6.55), (6.56) is a closed proper subset of the system (2.1). 
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Deﬁnition. A system (2.1) is of class S if it is a model of two-ﬂuid ﬂow with m  3, is of minimum
dimension
n = 2m + 3, (6.58)
satisﬁes the assumptions of Theorem 6.5 for k = 1 and for k = 2, and is invariant under the inter-
change of ﬂuids 1 and 2 (including exchange of the equations of state).
Such systems necessarily include two equations of the form (6.41) and 2m equations of the form
(6.42), (6.43). From (6.34), (6.37), (6.43) and Theorem 6.5, the equations of state are expressions of
the form
φ¯k = φ¯k(τk,−z¯2m+3/ξ, ξ), k = 1,2. (6.59)
Thus it remains only to characterize Eq. (6.2) with j = n = 2m+3 and the entropy inequality (6.3).
Theorem 6.9. There are only three forms of systems (2.1) of class S , with the equations of state remaining to
be speciﬁed.
Proof. As components of z¯, independent of Z11, Z
2
1, Z
1
2, Z
2
2 , there remain Z
1
0, Z
2
0 , and possibly a
scalar ξη. Each is a linear combination of z¯2m+3 and ξ . Thus there must be two independent lin-
ear relations of the form
c1 Z
1
0 + c2 Z20 + c3ξη + c4ξ = 0, (6.60)
c5 Z
1
0 + c6 Z20 + c7ξη + c8ξ = 0, (6.61)
holding for all
Z10, Z
2
0 < 0, ξ > 0. (6.62)
If either c3 or c7 is nonzero, then ξη may be eliminated from (6.60), (6.61), obtaining a relation
c9 Z
1
0 + c10Z20 + c11ξ = 0. (6.63)
By assumption, the relation (6.63) must be invariant under interchange of Z10, Z
2
0 . Then us-
ing (6.62), as Z10, Z
2
0 may be scaled as necessary, it is no loss of generality to take (6.63) in one
of the two forms
Z10 = Z20, (6.64)
or
Z10 + Z20 = −ξ. (6.65)
In either case, ξη is obtained explicitly, from (6.64) or (6.65) and (6.60) or (6.61), as a function of
Z10 or Z
2
0 and ξ . Therefore the dependence on ξη is not needed in (6.59) and ξη is simply dropped.
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c3 = c7 = 0 (6.66)
in (6.60), (6.61). Then Z10 and Z
2
0 depend only on ξ , and without loss of generality we set
Z10 = Z20 = −ξ ; (6.67)
ξη = z¯2m+3. (6.68)
As the form of the system (2.1) is determined by the relations between Z10, Z
2
0, ξη, ξ , this exhausts
the possibilities. 
In either case (6.64), (6.65), the resulting system (2.1) is conveniently interpreted as two Euler sys-
tems, coupled through an “energy equation”. Motivated by (4.8), (4.1), (4.2), (4.3), (5.44), we introduce
ﬂuid temperatures T1, T2, and make the identiﬁcations
1
Tk
def= −Zk0/ξ, (6.69)
Gk
def= τk, k = 1,2. (6.70)
From (5.32), (6.69)
Zk1 = ξuk/Tk, k = 1,2; (6.71)
from (6.70), (5.38), (6.69), (5.32)
Zk2 = ξ
(
Gk − 12 |uk|
2
)/
Tk, k = 1,2. (6.72)
From (6.43), (6.37), (6.38)
φ¯ = ξ(P1/T1 + P2/T2), (6.73)
ψ¯ = ξ(u1P1/T1 + u2P2/T2). (6.74)
Coupling of the two ﬂuids is through the temperatures in each case, using (6.69) and (6.64)
or (6.65). For the case (6.64), from (6.69) we have
T
def= T1
= T2, (6.75)
and we identify (somewhat arbitrarily) but without loss of generality
z¯2m+3
def= Z10
= Z20
= −ξ/T . (6.76)
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Pk = Pk(Gk,1/T ), k = 1,2. (6.77)
This is recognized as the “common temperature” system (4.12), (4.13).
Using (6.76), (6.73), (6.74), we compute the remaining equation in the system (6.2), obtaining (as
expected) (
1
2
ρ1|u1|2 + ρ1E1 + 1
2
ρ2|u2|2 + ρ2E2
)
t
+
m∑
i=1
(
u1,iρ1
(
1
2
|u1|2 + H1
)
+ u2,iρ2
(
1
2
|u2|2 + H2
))
xi
= 0. (6.78)
From (6.3), (6.73), (6.74), we obtain the corresponding entropy inequality, also of expected form
(−ρ1S1 − ρ2S2)t +
m∑
i=1
(−u1,iρ1S1 − u2,iρ2S2)xi  0. (6.79)
For the case (6.65), from (6.69) the ﬂuid temperatures satisfy
1
T1
+ 1
T2
= 1. (6.80)
In this case we regard the temperatures as artiﬁcial, related to a void fraction α by
1
T1
= α, (6.81)
1
T2
= 1− α. (6.82)
Then given expressions for the ﬂuid pressures of the form
P1 = f1(ρ1,α), (6.83)
P2 = f2(ρ2,1− α) (6.84)
are understood as equations of state of the form
Pk = fk(ρk,1/Tk), k = 1,2. (6.85)
As 1/T is among the components of z for the Euler system, we include α as a component of z,
setting
z¯2m+3
def= ξ
(
1
2
− α
)
= ξ
(
1
2
− 1
T1
)
= −ξ
(
1
2
− 1
T2
)
, (6.86)
using (6.81), (6.82).
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system (2.1) of the form
(
1
2
ρ1|u1|2 + ρ1E1 − 1
2
ρ2|u2|2 − ρ2E2
)
t
+
m∑
i=1
(
u1,iρ1
(
1
2
|u1|2 + H1
)
− u2,iρ2
(
1
2
|u2|2 + H2
))
xi
= 0, (6.87)
and the entropy inequality from (6.3) of the form
(
−ρ1S1 + 1
4
ρ1|u1|2 + 1
2
ρ1E1 − ρ2S2 + 1
4
ρ2|u2|2 + 1
2
ρ2E2
)
t
+
m∑
i=1
(
u1,i
(
−ρ1S1 + 1
4
ρ1|u1|2 + 1
2
ρ1H1
)
+ u2,i
(
−ρ2S2 + 1
4
ρ2|u2|2 + 1
2
ρ2H2
))
xi
 0. (6.88)
We point out that if the given equations of state (6.85) are such that
Ek(ρk, Tk) > 0, k = 1,2, (6.89)
and
∂Ek
∂Tk
(ρk, Tk) > 0, k = 1,2, (6.90)
for all ρk, Tk > 0, k = 1,2, then at any point x, t where ρ1(x, t),ρ2(x, t) > 0, a value α(x, t) ∈ (0,1) is
uniquely determined from the value of (ρ1E1 − ρ2E2)(x, t).
For either system, convexity of the corresponding entropy density is obtained from a simple as-
sumption on the equations of state. This is the essential use of the identiﬁcation as Euler systems.
Theorem 6.10. For either the “common temperature” system (6.41), (6.42), k = 1,2, (6.78), or the “void frac-
tion” system (6.41), (6.42), k = 1,2, (6.87), assume a given convex equation of state for each ﬂuid. Then the
entropy density W is convex in the primitive variables w.
Remark. Throughout this theorem, “convex” may be replaced by “strictly convex” or “uniformly con-
vex”.
Proof of Theorem 6.10. A given convex equation of state is equivalent to P/T convex in the pair
(G/T ,−1/T ). Thus from (6.43), (6.72), (6.69), (5.38), (6.71), a given convex equation of state for each
ﬂuid implies each φ¯k convex in (Zk2, Z
k
1, Z
k
0).
Then from (6.37) and (6.37) and (6.76) or (6.86), it follows that φ¯ is convex in (Z12, Z
2
2, Z
1
1,
Z21, z¯2m+3). From (2.14), (2.16), this is the same as φ convex in z. And φ convex in z is equivalent
to W convex in w using (2.7), (2.9), (2.10). 
The system obtained in the case (6.67), (6.68) also admits interpretation as two Euler systems with
a common ﬂuid temperature. Here we retain the identiﬁcation (6.70) and from (6.68) we denote
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def= T1
def= T2
= −η (6.91)
so positive ﬂuid temperatures correspond as previously to z¯2m+3 ∈ (−∞,0).
In this case, from (6.43), (6.67)
φ¯k = ξ Pk, k = 1,2. (6.92)
The form of the two equations of state follows from (6.59), (6.68), (6.70), (6.91)
Pk = Pk(τk,−η)
= Pk(Gk, T ), k = 1,2. (6.93)
From (5.32), (6.67)
Zk1 = ξuk, k = 1,2, (6.94)
and from (5.38), (6.70), (6.94), (6.67)
Zk2 = ξ
(
Gk − 12 |uk|
2
)
, k = 1,2. (6.95)
From (6.92), (6.93), (6.68), (6.91), (6.94), (6.95)
∂φ¯k
∂ z¯2m+3
= −∂ Pk
∂T
∣∣∣
Gk
= −ρk Sk, k = 1,2. (6.96)
Using (6.37), (6.38), (6.94), (6.96), Eq. (6.2) with j = 2m + 3 is obtained as
(−ρ1S1 − ρ2S2)t +
m∑
i=1
(−ρ1u1,i S1 − ρ2u2,i S2)xi = 0. (6.97)
The corresponding entropy inequality is obtained similarly, of the form
(
1
2
ρ1|u1|2 + ρ1E1 + 1
2
ρ2|u2|2 + ρ2E2
)
t
+
m∑
i=1
(
ρ,u1,i
(
1
2
|u1|2 + H1
)
+ ρ2u2,i
(
1
2
|u2|2 + H2
))
xi
 0. (6.98)
The system (2.1) so obtained includes (6.41), (6.42), k = 1,2; (6.97). The entropy inequality (2.4)
is (6.98). This is simply the “common temperature” system above, including (6.78), (6.79), with the
energy and entropy exchanged.
Such might be anticipated. It is known [16] that convexity of the entropy density survives ex-
change of the entropy inequality, as determined by (W Q ), with one of the primitive equations, as
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throughout a speciﬁc homotopy in phase space. Such is the case here. Given a convex equation of
state for each ﬂuid, the entropy density of the “common temperature” system, as shown in (6.79), is
convex in the primitive variables w by application of Theorem 6.7. Thus the entropy density shown in
(6.98) is also convex in the corresponding primitive variables. Thus the system (6.41), (6.42), k = 1,2,
(6.97) is a member of class S . As a member of this class, this system must appear among the cases
given in Theorem 6.6, and so must correspond to (6.67), (6.68).
We observe ﬁnally that dropping the assumption of ﬂuid interchangeability in the deﬁnition of
class S above seems of little consequence. In the absence of this assumption, the additional possibil-
ities for the relation between Z10, Z
2
0, ξ, z¯2m+3, are only the following:
Z10 = Z20 − ξ, (6.99)
and
Z10 = z¯2m+3, Z20 = −ξ, (6.100)
and (6.99), (6.100) with Z10, Z
2
0 , reversed.
For the case (6.99), we use (6.69) and obtain
1
T1
= 1
T2
+ 1 (6.101)
leading to the “common temperature” system containing (6.78), (6.79), but with the ﬂuid tempera-
tures related by (6.101). Such a relation among the temperatures is equivalent, however, to a change in
the equation of state of one of the ﬂuids. In particular convexity of the entropy density is unaffected.
For the case (6.100), we obtain T1 from (6.69), (6.100), and T2 from (6.91), (6.68), (6.100), obtaining
T2 = −z¯2m+3/ξ. (6.102)
Proceeding similarly, we obtain a system (2.1) conserving the sum of the energy of ﬂuid 1 and
the (thermodynamic) entropy of ﬂuid 2. Again convexity of the system entropy density is unaffected.
Further details are omitted.
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