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1. Introduction 
The weakest of Dijkstra [7] originally it- 
self to language of 
and angelic nondeterminism 
[ 1,4,11,13,14]. way the weakest precondition has been extended 
to non-executable program constructs. In addition to the calculus 
mathematically simpler, this has it possible to 
and parallel programs within same 
calculus. weakest precondition calculus is the basis for the refinement 
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calculus, invented by Back [ 1 ] and further developed by Back [ 21, Morgan 
[ 121, and Morris [ 131. 
Identifying statements with their weakest precondition predicate transformers 
makes the language a subset of the complete lattice of monotonic predicate 
transformers, thus permitting lattice-based reasoning about programs [ 4,131. 
We follow this by now reasonably well-established tradition, writing S(Q) 
rather than wp(S, Q) for the weakest precondition of statement S with respect 
to predicate Q. 
The weakest precondition calculus is a calculus of total correctness. Par- 
tial correctness can be studied through weakest liberal preconditions (wlp) or 
strongest postconditions (sp). Generally, wlp has been used, often in associa- 
tion with wp in order to give a more fine-grained semantics, while sp has not 
been used very much. Strongest postconditions are theoretically investigated 
by de Bakker [6]. The relation between strongest postcondition and weakest 
precondition is close to a relation of inversion; Back [2] gives postulates that 
characterise this relation. 
In this paper we define a notion of inverse commands in the following way: 
S-i is the inverse of S if 
S’;S d skip 6 S; S-i, 
where 6 is the refinement relation. This is a generalisation of the concept 
of inverse used in function theory; if S is functional, then S-’ is the inverse 
function of S. We show how inverse commands can be computed directly 
in the command lattice defined by Back and von Wright in [4] and how 
ordinary program constructs are inverted. We also show how a simulation 
relation between commands can be characterised using inverse commands. 
Inverses exist only for commands which are always terminating and conjunc- 
tive. To overcome the termination restriction, we define generalised inverses 
which exist for all conjunctive commands: the command S- is defined to be 
a generalised inverse of S if S- inverts S whenever S terminates. Generalised 
inverses are not unique, but every conjunctive command has a unique least 
generalised inverse. We also show how generalised inverses can be computed 
for arbitrary conjunctive commands. 
An important aspect of this paper is that we work wholly within the total 
correctness framework of the refinement calculus. Thus we do not define the 
notions of weakest liberal precondition or strongest postcondition. Instead, we 
show how generalised inverses share many essential properties with strongest 
postconditions, permitting them to replace strongest postconditions in rea- 
soning about programs. In particular, we characterise the refinement relation 
between conjunctive commands in a total correctness formula involving gener- 
alised inverses. This result is essentially a reformulation of a theorem in [ 21, 
where strongest postconditions are used. 
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Organisation of the paper 
The rest of the paper is organised as follows. Section 2 gives a short de- 
scription of the command language C, defined in [4]. This command language 
contains all monotonic predicate transformers. We show how ordinary spec- 
ification and program constructs can be defined in C. This section contains 
mostly old material and it is rather dense; the reader is referred to [4] for 
more detail and for proofs. In Section 3, we define the concept of inverse 
command and show existence and uniqueness properties. We give rules for 
computing inverses and show how inverses can be used to describe data re- 
finement between commands, a topic which is treated in more detail in a 
separate paper [ 3 1. In Section 4 we define generalised inverses and show how 
a generalised inverse can be computed for an arbitrary conjunctive command. 
In Section 5 we show that a generalised inverse of a conjunctive command S 
is very similar to the strongest postcondition predicate transformer of S. We 
also characterise the refinement relation between conjunctive commands using 
a total correctness formula involving generalised inverses. Finally, Section 6 
contains some concluding remarks. 
Remark on proof style and notation 
We use a calculational style of proof, with comments written in brackets [. . . 1. 
In many proofs, we use distributivity properties of commands, which have been 
proved in [4]. In such cases, we simply justify the calculation by a reference 
to “distributivity”. In formulas, we use the convention that substitution binds 
stronger than logical connectives. Also, the scope of quantifiers extends as far 
to the right as possible. 
2. The lattice-based command language 
We assume that the concepts of partial orders and lattices (complete, dis- 
tributive, and boolean lattices) are familiar, as well as Dijkstra’s weakest 
precondition calculus. The lattice of monotonic functions from one lattice to 
another is ordered by pointwise extension: 
f d g Zf VJX. f(x) d g(x). 
2.1. Predicate transformers 
Let Var be a countable set of program variables. We assume that every 
variable x is associated with a nonempty set D, of values (the type of x). Lists 
of variables are typically denoted U, while values are typically denoted c and 
lists of values d. A state is a function which maps every x in Var to some 
value in 0,. The set of all states (the state space) is denoted C. 
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Let Boo1 = {f, tt} be the complete lattice of truth values for a two-valued 
logic, ordered so that ff d tt. A predicate is a function from C to Bool. The set 
of all predicates is denoted Pred. 
Substitutions and quantification 
A substitution in C is defined in the following way: cr [c/x] is the state which 
differs from o only in that it assigns the value c to the variable x. Substitutions 
in C are extended to Pred in the following way: 
P[d/ul (a) = f’(o[d/ul). 
We also define quantified predicates: 
vu. P Ef /jP[d/u], 
d 
3~. P Ef VP[d/u], 
where d ranges over all lists of values (of appropriate type) of the same length 
as u. Given these definitions, we can treat predicates much in the same way 
as we treat ordinary first-order formulas. 
Predicate transformers 
A predicate transformer is a function on Pred. We write Mtran for the 
complete lattice of all monotonic predicate transformers. The top element of 
Mtran is magic which is the unit element of lattice meet. Similarly, the bottom 
element abort is the unit element of lattice join. The unit element of functional 
composition is the predicate transformer skip. 
2.2. The command language 
We now define the lattice-based command language of [4]. We call this 
language C. It is powerful enough to express both program specifications and 
executable statements. 
Syntax and semantics 
The commands are defined by the following syntax: 
s ::= {P} 
I [PI 
I (u + 4 
I Sl,SZ 
I ?I~ lEI ’ 
(assert command) 
(assume command) 
(store command) 
(sequential composition) 
(demonic choice) 
(angelic choice) 
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Here P is a predicate, S and S, are commands for all i and I is an index set 
(I may be infinite), u is a list of distinct variables, and d a list of values of 
the same length as u. 
A command S in C denotes a predicate transformer in Mtran. S(Q) is the 
predicate that holds for exactly those initial states for which S is guaranteed 
to succeed in establishing Q. This is, in essence, the weakest precondition 
semantics of [ 71, extended to the larger set of program constructs considered 
here. The meaning of a command S is thus defined as follows: 
{P)(Q) = PAQ, 
[PI(Q) = P*Q, 
(u+d)(Q) = Q[dlul, 
(S,;S2)(Q) = S,(S2(Q)), 
(Q) = ASi( 
iEI 
(Q) = VSi(Q)- 
iEI 
Operational meaning 
The assertion {P} leaves the state unchanged if the predicate P holds, 
otherwise it aborts. The assumption [P] also leaves the state unchanged if P 
holds, but succeeds (miraculously) otherwise. Miraculous success means that 
the command succeeds in establishing any postcondition Q, even false. The 
store command (u + d) assigns the variables u the values d, the other variables 
keeping their old values. 
The execution of a compound command S can be described as a game 
between two parties, the demon and the angel. The demon chooses a command 
Si to be executed in a demonic choice AiErSi, while the angel chooses a 
command Si to be executed in an angelic choice VIEI Si. This interpretation 
of command execution is discussed in [ 5 1. 
2.3. Sublanguages and completeness 
The command language introduces a number of new features into the weakest 
precondition calculus which were not present in the original guarded command 
language of [7]. Of the original “healthiness” conditions proposed by Dijkstra, 
only the monotonicity condition is satisfied by all commands in C. 
We make the following definitions, for any S E C: 
(I) S is non-miraculous (strict with respect to false) if S(j&e) = false. 
(T) S is always terminating (strict with respect to true) if S(true) = true. 
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(A) S is conjunctive if S(& Qi) = Aicr S(Qi) for all nonempty sets of 
predicates { Qi} icIf 
is disjunctive if S(V,,, Qi) = Vig1 S(Qi) for all nonempty sets of 
predicates { Qi}iE=. 
These four properties are independent of each other. Thus there are sixteen 
different ways of combining them. We index C with some of the symbols for 
these properties to denote a sublanguage where all commands are required to 
have the properties in question. Thus, for example, C: is the set of all always 
terminating disjunctive commands. 
Dual commands 
Every command S has a dual So, defined by 
S”(Q) Ef -S(TQ). 
The duality operator is investigated in more detail in [4]. We recall that 
dualisation is antimonotonic: 
s, < sz # s; d s;. (1) 
We also note the following fundamental dualities in the command language: 
{P>” = [PI, (2) 
(u+d)’ = (u-d), 
(si,s~)” = s;;s;, 
(3) 
(4) 
( > AS, O = vs;. iEI 1EI (5) 
Completeness of the command language 
By definition, each command corresponds to a monotonic predicate trans- 
former. Conversely, in [ 41 we show that every monotonic predicate transformer 
can be constructed as a command. 
In [ 51 we also show completeness results for a number of sublanguages of 
C. We recall the results for the languages C,, and CL, which will be used later 
on. 
Lemma 2.1. The commands in C, and C,’ can be constructed as follows: 
(a) Every conjunctive command can be constructed using the primitive com- 
mands {P}, [PI, and (u +- d) and the constructors “;‘I and “A”. 
(b) Every conjunctive and always terminating command can be constructed 
using the primitive commands [P] and (u t d) and the constructors ‘I;” 
and “A”. 
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2.4. Specification and program constructs in the command language 
The command language constructs are quite low level, and not as such 
very usable in program derivations. We now show how to define more useful 
derived constructs in the command language. These constructs are defined as 
abbreviations for certain compound commands in C. 
We first show how the unit elements of the three basic constructors can be 
expressed using assertions and assumptions: 
abort = {false}, 
skip = {true} = 
magic = lfalse]. 
Update commands 
[true], 
The update commands permit 
the program variables. We define the 
(AM. P) dual, the 
(vu. P), as follows: 
(AU. P) Ef (?(u+d));[P]; 
(vu. P) %f (\k(u + d));{P}. 
The predicate transformers for these commands can be computed from the 
definition. They are: 
(Au. P)(Q) = vu. P =+- Q, 
(vu. P)(Q) = 3u. PA Q. 
Both commands assign values to u nondeterministically, so that the postcon- 
dition P is established. If P cannot be established, then the demonic update 
succeeds miraculously while the angelic update aborts. Thus the demonic up- 
date is in CT while the angelic update is in Ct. 
We note that the update commands can be described in the following simple 
way: 
(Au. P) = (Au. true); [PI, (6) 
(Vu. P) = (Vu. true);{P}. (7) 
230 R.J.R. Back, J. von Wright 
Nondeterministic assignment commands 
The update commands do not permit the new values of the variables to 
depend on the old values. The (nondeterministic) assignments defined below 
remedy this. 
Assume that U’ is a list of variables, not in Var. We then define the demonic 
miraculous assignment and its dual, the angelic strict assignment, as follows: 
(AU:= u’. P) dzf &[u = d];(r\u. P[d,u/u,u’])), 
d 
(vu := u’. P) d&f V({u = d};(vu. P[d,u/u,u’])). 
d 
Here the formula P may refer to the variables u and to u’, the latter standing 
for the new values of u. In this way we indicate how the new values of u are 
to be related to the old values. The predicate transformers of these commands 
are as follows: 
(AU := u’. P)(Q) = Vu’. P + Q[u'/u], 
(VU := u’. P)(Q) = 3’. PA Q[u'/u]. 
The ordinary multiple assignment command is defined using, e.g., the demonic 
assignment: 
u := e d2f (Au := u’.(u’ = e)) 
determining the predicate transformer (U : = e ) (Q ) = Q [e/u]. 
Conditional composition, recursion, and iteration 
The conditional composition is defined as follows: 
if (liEI b, + Sj) fi dZf 
Let X be a command variable and let T(X) be a command constructed out 
of X together with the basic commands and constructors of C. Then ;1X. T(X) 
is a monotonic function on a complete lattice. Thus the least fixed point of 
this function exists in C. We let the recursive composition &Y. T(X) denote 
this least fixpoint. 
The iteration command can be defined using recursion, 
do b-Sod = /LX. ([b];S;Xr\ [lb]). 
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A true inverse of a command S E C is a command S-’ that satisfies 
S-‘;S = skip = S;S-‘: 
i.e., a command that computes the input to S given the output. A true inverse 
of S exists if and only if S is bijective. The set of bijective commands form 
a subset of CiT. This is a very restricted class of commands, making the 
usefulness of this notion of inverses rather limited. 
We shall now define a more general notion of inverse command that permits 
an arbitrary command in CL to be inverted. This notion of inverse turns out 
to be useful for describing coordinate transformations and data refinement. 
We say that S-’ is the inverse of S if 
S-‘;S d skip d S; S-‘. 
Our definition means that S-’ is what is in category theory known as the left 
adjoint of S (however, we will not assume that the reader is familiar with 
category theory). We note in passing that we could construct a dual theory by 
using refinements in the opposite direction in the definition above. 
3.1. Properties of inverse commands 
The following theorem shows when inverse commands exist. 
Theorem 3.1 (Existence and uniqueness). Let S be a command in C. 
(a) S-t is unique if it exists. 
(b) S-’ exists ifand only ifs E Cj\T. 
(c) S-’ E C$ if this inverse exists. 
Proof. These results are well known in category theory. Thus we just give an 
outline of a non-categorical proof. 
(a) Assume that S’; S d skip d S; S’ and S”; S d skip < S; S”. Then 
S’ = S’;skip < S’; S; S” d skip; S” = S’ 
and S” < S’ by symmetry. 
(b) The if part is easily proved by showing that A{Q 1 P d S(Q)} is an 
inverse of S. 
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For only-if part, assume that has an S-l. Then 
S(AQi) 
i 
2 [definition of inverse] 
S ~s-‘(S(Qi)) 
(. 
2’ [if S is monotonic then S(r\Qi) < AS(Qi)] 
[definition of inverse] 
/\s(Qi) 
i 
Since S(& Qi) d Ai S (Qi) holds by monotonicity, this proves part 
(b). 
(c) This can be proved in the same way as part (b) above. 0 
We have the following alternative characterisation of inverse commands. 
Theorem 3.2. Let S be a command in C. Then 
(a) S-’ is the least solution (in C) to the equation skip d S; X in command 
variable X. 
(b) S-’ is the greatest solution (in C) to the equation S; X < skip in 
command variable X. 
Proof. We prove only part (a) as the proof of part (b) is similar. By definition, 
S-t is a solution to the equation skip < S; X. Now assume that S’ is another 
solution to this equation. Then 
S-’ = S’;skip < S’;S;S 6 skip;,!? = S’, 
so S-l is the least solution. 0 
Relational interpretation of inverse commands 
The full command language C is too rich to permit a simple relational 
interpretation. However, both the sublanguages C,’ and C$ have a simple 
relational interpretation. We shall now show how the relational interpretations 
of inverse commands are related to each other. 
A command S in C,’ can be interpreted as a state transformer fs (i.e., a 
function from Z to the powerset P (L’) ) as follows: 
ads w fs(a)SQ, 
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where G E S(Q) means that S(Q) holds in 0 (this is correct since we can 
always treat predicates as sets of states). Similarly, a command S in C,’ can 
be interpreted as a state transformer gs defined as follows: 
YES @ gs(o)nQf(d. 
We shall now show that fs and gs-1, viewed as relations on C, are inverse 
relations. This is seen as follows. In the proof of Theorem 3.1 it was noted 
that 
S_‘(P) = /“\{Q I P G S(Q)) (8) 
for S E C,’ and arbitrary predicate P. Then (treating predicates as sets of 
states 1 
0 E g,-I (a’) 
ti [set theory] 
gs-1 (a’) n {a> f 0 
H [definition of gsml ]
0’ E s-‘({a}, 
* [(8)1 
CJ’ E A{Q I 0 E S(Q)} 
H [detinition of fs] 
0’ E &Q I As(a) C Q> 
H [set theory] 
0’ E fs(a). 
Inverses and duals 
The inverse construct is antimonotonic with respect to the relinement rela- 
tion, as the following lemma shows. 
Lemma 3.3. If S, d S,, then SF’ d SF’. 
Proof. Assume that S, d S2. Then 
S,-’ = S;‘;skip < S2-‘;Sl;S;’ 
d SF’; Sl;S; d skip; SF’ = SF’. q 
In many respects inverses resemble duals. In fact, both are lattice isomor- 
phisms from CC,‘, d ) to (C qj, > ). Inverses and duals also commute, in the 
following sense. 
Lemma 3.4. 1-S E Cz, then ((S-‘)‘)-I = So. 
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Fig. 1. Inverses and duals. 
Proof. Since ski@’ = skip, we have by ( 1) and (4 ): 
S-‘; S < skip < S;S-’ + S”; (S-l)” d skip d (S-‘)“;S” 
showing that S” is the inverse of (S-l )“. 0 
Thus the diagram in Fig. 1 commutes (where inv denotes taking inverses 
and dual denotes taking duals). 
3.2. Computing the inverse of a command 
The following theorem shows that inverses of commands can be computed 
compositionally. 
Theorem 3.5. Let u be a list of variables, d a list of values, and Si commands 
in CT. Then 
tw’ = {P>, 
(u + d)-’ = {u = d}; (VU. true), 
(Sl,S$l = s,‘,s,‘, 
(ASi)-’ = VS;‘. 
Proof. For the first case, we have 
{P)([Pl(Q)) = PA (P+Q, = PAQ < Q 
and 
[f’I({f’)(Q)) = I’+ (PAQ) = 1PvQ > Q 
showing that {P}; [P] d skip < [P];(P). 
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For the second case, we have that 
({u = d}; (VU. true); (u +- d))(Q) 
= [definitions] 
(U = d) A 3~. Q[d/u] 
= [Q[dlul d oes not depend on u] 
(u = d) A Q[d/ul 
d [general property of existential quantification 
over a nonempty domain ] 
3~. (U = d) A Q[d/u] 
= [one-point rule of predicate calculus] 
Q 
and a similar calculation shows that ((u +- d); {u = d}; (Vu. true)) (Q) 3 Q 
holds. 
For sequential composition we have that 
Sz-i;S;‘;Si;& d S,-‘;skip;& = S2-‘;& d skip 
by the definition of inverses and the properties of skip. In the same way, one 
proves skip < S,; &; S;’ ; SF’. 
Finally, for demonic choice we have that 
= [ distributivity properties of commands] 
V (s;I; (A%)) 
i i 
d [a meet is less than all its elements] 
v (&s:‘;&) 
d [every disjunct is refined by skip] 
skip 
and similarly that skip < (Ai Si ); (Vi 5’7’ ). 0 
Because of the completeness result in Lemma 2.1, we see that Theorem 3.5 
shows how every inverse can be computed compositionally. For example, we 
have the following inverses: 
skip- ’ = skip, 
magic-’ = abort. 
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3.3. Inverses of program constructs 
Applying Theorem 3.5, we now compute inverses of some program constructs 
that are invertible. 
Lemma 3.6. 
(Au. P)-’ = {P};(Vu. true), 
(24 := 24’. P)_’ = vww,u/u,u’l};(u + d)). 
d 
Proof. First, straightforward calculations show that the inverse of (AU. true) is 
(VU. true). Now we have 
(Au. P)_’ 
= t(b)1 
((Au. true); [PI)-’ 
= [above; Theorem 3.51 
{P}; (Vu. true) 
completing the proof of the first part. For the demonic miraculous assignment, 
we have 
(Au := 24’. P)_’ 
= [definition of demonic miraculous assignment] 
( > 
-’ //([U = d]; (Au. P[d,u/u,u’])) 
f [Th eorem 3.5; first part of this lemma] 
V({P[d,u/u,u’]};(Vu. true);{24 = d}) 
d 
= [straightforward calculation shows that 
(Vu. true);{24 = d} = (24 + d)] 
V({PMulu,u’l);(u + 4). Cl 
d 
As an example, we can use Lemma 3.6 to compute the inverse of the ordinary 
assignment: 
(u := e)-’ = V({u = e[d/u]}; (24 +- d)). 
d 
(9) 
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4 S’ ;- d 
Fig. 2. Encoding and decoding. 
3.4. Coordinate transformation and refinement 
Consider two commands, S and S’. We want to model the intuitive idea 
that S’ is constructed from S by changing the way in which the program state 
is represented, i.e., by a coordinate transformation on the state space. 
Encoding and decoding 
The basic idea is to introduce an encoding command E that computes the 
representation 19 of each state rr. We require that E E C,‘, i.e., it is always 
terminating and demonic (but it may be miraculous). The inverse of E is the 
decoding command E-’ . 
We say that a command S is refined by S’ through the encoding E, denoted 
S GE S’, if 
S d E;S’;E-‘. (10) 
If S is regarded as a specification and S’ as an implementation, then <<E can 
be regarded as a simulation relation, as illustrated by the diagram in Fig. 2. 
We note that by the properties of inverse commands, the following charac- 
terisation is equivalent to ( 10) 
E-‘;S;E d S’. (11) 
In [ 31 we extend the command language with commands that introduce and 
delete variables from the state. We investigate the retinement relation 6~ in 
more detail, showing how it is useful for describing data refinement. 
Example 
We shall illustrate the idea of a coordinate transformation by a small example. 
Consider a program S working on the global variables (polar coordinates in 
the plane) 4 and r, with the restrictions 0 d & < 271 and r 2 0. The coordinate 
transformation that we are interested in is a reflection in the unit circle, It can 
be expressed as an encoding command 
E: [r > O]r := l/r. 
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Calculating the inverse yields 
E-’ : {r>O}r:= l/r. 
(Note the treatment of the origin where the transformation is undefined: E 
terminates miraculously while E-’ aborts.) We consider the following example 
commands: 
Is, : q5,r := q5 -+- in,2r, 
s2 : {r> l};r:= Y- 1, 
and try to determine commands Si such that Si <E S{ for i = 1,2. By 
( 1 1 ), we can choose E-l; Si; E (or any command that refines this command). 
Straightforward calculations yield the following commands: 
s; : $,r:= C#I+ in,+r, 
s; : {r < l};r := r/(1 -r). 
We show the calculation for &: 
W-‘;&E)(Q) 
= r > Or\ (r > 1 A (r > O+ Q[‘lr/r])[r-‘/r])[l’r/r] 
= r > Or\r < 1 A (r < 13 Q[r”l-“/r]) 
= r > 0 A r < 1 A Q[“‘‘-‘j/r] 
d r < 1 A Q[r’(‘-r)/r], 
where Q is an arbitrary predicate. The calculation shows that we could also 
have chosen S$ to be the command (0 < r < l}; r : = r/( 1 - r). 
4. Generalised inverses 
For general conjunctive commands S E CA there need not always exist any 
S’ such that skip < S; S’ is satisfied. This is because skip always terminates, 
while S;S’ does not terminate if S does not terminate. However, we can get 
around the nontermination of S if we weaken the requirement on inverses as 
follows. We say that S- E C& is a generalised inverse of S, if 
S-; S d skip and {S(true)} < S; S-. 
This does not define the generalised inverse uniquely. For example, choosing 
S = abort, we have the requirements 
S-; abort < skip and {abort (true)} d abort; S- 
and any non-miraculous command S- satisfies these conditions. 
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4.1. Existence of generalised inverses 
We first show that only conjunctive commands can have generalised inverses. 
Lemma 4.1. If the command S has a generalised inverse, then S is conjunctive. 
Proof. Assume that S- is a generalised inverse of S and that {Q} is a nonempty 
set of predicates. Then 
2 [definition of generalised inverse ] 
s ~s-w?i,, 
(. 
>’ 
> 
[if S is mon otonic then S(Ai(Qi)) d AiS( 
S(S (fiJ’(Qi))) 
B [definition of generalised inverse] 
S(true) A ( hs(Ql)) 
= [distrkutivity property for nonempty conjunctions] 
/\(S(true) AS) 
[ monotonicity ] 
r\=SCQiJ. 
Since S (Ai Qi ) d Ai S (Qi ) follows from monotonicity, this proves the lemma. 
0 
The following result shows how generalised inverses are closely connected to 
the inverses considered in the preceding section. 
Theorem 4.2. Assume that S E CA. Then S has a least generalised inverse which 
is 
([S(true)];S)-‘. 
Proof. Let S E C/, and let S’ = ([S(true)];S)-‘. Then 
true 
w [definition of inverse] 
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S’; ([S(true)];S) < skip 
ti [definition of refinement] 
S’(G(true) vS(Q)) < Q for all Q 
N [S’ is disjunctive] 
S’(G(true)) v S’(S(Q)) Q Q for all Q. 
Thus the following holds for all predicates Q: 
S’(xS(true)) < Q, 
s’G(Q,) G Q. 
(12) 
(13) 
Also, 
{S(true)} G S;S’ 
M [definition of assert command] 
S(true) AQ d S(S’(Q)) for all Q 
* [general property of complete lattices] 
Q G -S(true) vS(S’(Q)) for all Q 
M [definition of refinement ] 
skip < ([S(true)];S);S’ 
H [definition of inverse] 
true. 
Since (13) implies that S’; S d skip, we have shown that S’ is in fact a 
generalised inverse of S. 
To prove that S’ is the least generalised inverse of S, we first note that 
choosing Q = false in ( 12 ) we get 
S’ (+ (true) ) = false. (14) 
Next, 
s’([S(true)l(Q)) 
= [definition of assumption command] 
S’(-&(true) v Q) 
= [S’ is disjunctive] 
S’(G(true)) v S’(Q) 
= [(14)1 
S’(Q). 
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So we get 
S’; [S(true)] = S’. (15) 
Now assume that S” is another generalised inverse of S. Then we have 
S’; skip 
< [skip 6 [P ] ; {P} holds for all predicates P ] 
S’; [S(true)]; {S(tvue)} 
= ](15)1 
S’; {S(true)} 
d [S” is a generalised inverse] 
S’; s; S” 
< [S’ is a generalised inverse] 
skip; S’ . 
So S’ G S” and S’ is in fact the least generalised inverse of S. 0 
Since {S (true)} = {true} = skip for S E C,’ we have that inverses and 
generalised inverses coincide in CT: 
Corollary 4.3. If S E CL, then S-’ is the unique generalised inverse of S. 
Thus the generalised inverse is really a generalisation of the concept of 
inverse. A generalised inverse of S acts as an inverse whenever S is terminating. 
4.2. Computing eneralised inverses 
We shall now show how generalised inverses can be computed, for all 
conjunctive commands. 
Theorem 4.4. Let $7 be any generalised inverse of Si, for all i in some index 
set. Then 
(a) {P} is the least generalised inverse of {P}, 
(b) {P} is the least generalised inverse of [P 1, 
(c) {u = d}; (Vu. true) is a generalised inverse of (u + d), 
(d) ST; S; is a generalised inverse of S, ; S2, 
(e) ViS,: is a generalised inverse of AiS,. 
Proof. Part (a) follows from Theorem 4.2 and the following calculation: 
]{P](true)l;{P] = [PI;(P) = [PI. 
Parts (b) and (c) follow immediately from Theorem 3.5 and Corollary 4.3. 
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We now prove part (d). First, 
is shown as in the proof of Theorem 3.5. Next, we note that 
S;(P) = {S(P)};S if S is conjunctive (16) 
since 
(S;(P))(Q) = S(P A Q) = S(P) AS(Q) = ({S(f’));s)(Q). 
Now, 
s,;s&$-;s; 
2 [definition of generalised inverse] 
s1; (S2 (true) >; s, 
= [(16)1 
{&(S2Wd)};&;S, 
B [definition of generalised inverse] 
{SI (S2(true))); {Sl (true)) 
= [definition of sequential composition and assert command] 
{Sr G2 (true) 1 A Sl (true)} 
[ monotonicity ] 
{SYL% (true) )> 
= [definition of sequential composition] 
{Gl;s2)(@~e)), 
which completes the proof of the part (d). 
Finally we prove part (e). First, 
is shown as in the proof of Theorem 3.5. Furthermore, we have 
2 [ distributivity properties of commands] 
A(+S;jj 
i i 
> [a join is greater than all of its elements] 
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3 [definition of generalised inverse] 
= [definitions of assert and demonic choice] 
{ (?s,) (true)} 
completing the proof. 0 
Since every command in C,, can be constructed using assertions, assumptions, 
and store commands and the constructors “;” and “A” (Lemma 2.1), we have 
shown how to calculate a generalised inverse to every conjunctive command 
in a compositional way. 
Simple examples show that the rules of Theorem 4.4 cannot be used to com- 
pute least generalised inverses, e.g., S; v ST need not be the least generalised 
inverse of Si A Sz, even if SC and SF are least generalised inverses. To see 
this, set Si = abort and S, = skip. Similarly, S;; S; need not give the least 
generalised inverse of Si ; S2 (choose Si to be x : = 0 A x : = 1 and S, to be 
([x = O];skip) A ([x = l];abort)). In both cases the lack of compositional- 
ity is caused by the fact that a demonic choice between nontermination and 
termination is in fact no choice at all, since nontermination is always chosen. 
Generalised inverses of command constructors 
If T(X) is an expression built up of commands from C, and the symbol X, 
then T = AX. T(X) is a command constructor on C,,. We define a command 
constructor T- on C,i to be a generalised inverse of T if, for all S E C,,, 
T- (S- ) is a generalised inverse of T(S) whenever S- is a generalised inverse 
of S. We can compute a generalised inverse of a command constructor T by 
computing a generalised inverse for the expression T(X) using Theorem 4.4, 
but leaving X unchanged. For example, if S- is a generalised inverse of S and 
T(X) = [b]S; X/I [Tb], 
then T- is a generalised inverse of T, where 
T-(X) = X;S-; {b} v {lb}. 
4.3. Generalised inverses of program constructs 
We now compute generalised inverses for program constructs which are 
conjunctive but not always terminating. 
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Lemma 4.5. Assume that S,: is a generalised inverse of St. Then Vi (Si; {bi}) 
is a generalised inverse of if (ii bi + Si) fi. Furthermore, Vi(S,‘;{bi}) is the 
least generalised inverse of if (oi bi + St) fi if all Si are in CT. 
Proof. Let IF denote the 
conditional composition, 
command if (Ii bi --f Si) fi. By the definition of 
Theorem 4.4 yields the following generalised inverse: 
IF = (V(S;;{bi}))t{ Vb,) = V(s,;{bi)). 
i i i 
Finally assume that all Si are in CT. Then ZF( true) = Vi bi and 
[ZF(true)];ZF = vb, [ i l]:{ ‘fbi}:/JtCbil;Si) = /)(Lbil;Si) 
having the inverse V, (S,‘; {bi} ). Thus by Theorem 4.2, Vi (S,‘; {bi} ) is the 
least generalised inverse of IF. 0 
Generalised inverse of recursion 
We now consider recursion. Let T be a command constructor on C,, and 
define T, for all ordinals Q as follows: 
To = abort, 
T a+1 = T(T,), 
T, = V Tp for limit ordinals Q. 
B<a 
It is well known that there exists an ordinal Qr such that 
p/Y. T(X) = T,,. 
The following lemma now shows how to construct a generalised inverse to 
y/Y. T(X). 
Lemma 4.6. Assume that T is a command constructor on C,, and let T- be a 
generalised inverse of T. Then pX. T- (X) is a generalised inverse of pX. T (X ). 
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Proof. We define T; analogously with T, for all ordinals CY: 
TOP = abort, 
c+ I = T-(T’), 
T- - a-v Ti for limit ordinals LL 
B-- 
Since command constructors are by definition monotonic, we have by induction 
that T, $ T, and Ti d T; if /? Q CL By ordinal induction it is proved that 
T; is a generalised inverse of T,, for all ordinals a. We show the induction 
argument for limit ordinals CL First, 
> [ distributivity properties of commands] 
[a join is greater than all its elements] 
B<a 
2 [definition of generalised inverse] 
v { Tg (true)} 
B<a 
= [definition of assert command; 
meet distributes over arbitrary joins] 
= [definition of angelic choice] 
{ (vali,)(tr@}. 
Second, 
= [distributivity and disjunctivity] 
VV (Ti; TY). 
/r<u %a 
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When p < y, we have 
T;;Ty d T- y ;T, 
and when y -C p, we have 
Thus 
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< skip, 
G skip. 
< ( v v skip) = skip, 
fi<a JJ<a 
which finishes the induction argument. 
Since T; is a generalised inverse of T, for all ordinals Q, this must also 
be true for the special ordinal CET, meaning that ,LLX. T-(X) is a generalised 
inverse of ,LLUX. T(X). 0 
5. Strongest postcondition and generalised inverses 
In this section we show how the concept of generalised inverse is closely 
related to the concept of strongest postcondition. 
5.1. Strongest postconditions 
The strongest postcondition of a statement S with respect to a precondition 
P is intuitively characterised in the following way [ 7, lo]: sp (S, Q) is the 
strongest predicate such that execution of S with Q holding in the initial state 
implies that sp (S, Q) holds on termination. Strongest postconditions have been 
characterised inductively for simple nondeterministic languages by de Bakker 
[6] and Back [2]. In our notation, these characterisations amount to the 
following: 
sp(u := e,Q) = 3~. Q[zJ/u] A (U = e[v/u]), (17) 
SP({P),Q) = PAQ, (18) 
SP([PI,Q, = PAQ, (19) 
sp(&;S2,Q) = s~G2,sp(S1,Q)), (20) 
~P(SI A S2, Q) = sp(&, Q) v sp(S2, Q). (21) 
Furthermore, the strongest postcondition for recursion in the case of bounded 
nondeterminism is defined in [2] as follows: 
sp(~x.T(X),&) = v sp(T,,Q), (22) 
n=O 
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where T,, is defined inductively for all natural numbers ~2: 
To = abort, 
T n+l = T(C). 
Another characterisation of strongest postconditions is given by Back in [2]. 
He gives four postulates that characterise strongest postconditions: 
sp (S, false) = false, (23) 
SP(& P v (2) = sp(S,P) v SP(& Q), (24) 
~P(S,~P(S,Q)) < Q, (25) 
P d wp(S, true) * P d wp(S,sp(S, P)). (26) 
Strongest postconditions are used in [2] to give a first-order characterisation 
of the refinement relation: the refinement relation S d S’ holds if and only if 
the following total correctness formula is valid: 
wp(S,true) A (24 = ug) [S’] sp(S, (U = us)), (27) 
where u. is a list of fresh variables corresponding to the list of program 
variables U. 
5.2. Strongest postconditions and generalised inverses 
We now show that for an arbitrary conjunctive command S, S- (Q) has the 
same properties as sp(S, Q). The correspondence between strongest postcondi- 
tion and generalised inverse is not complete since the generalised inverse is not 
uniquely defined. However, it turns out that the characterisation theorem for 
the refinement relation can be formulated using generalised inverses instead of 
strongest postconditions. 
We first note that all the following are immediate consequences of Theorems 
4.4 and 3.5, Lemmas 4.5 and 4.6, and (9), slightly abusing the generalised 
inverse notation. 
(U := e)-(Q) = V(Q[d/u] AU = e[d/u]), 
d 
{W(Q) = PAQ, 
(28) 
(29) 
[PI-(Q) = PAQ, (30) 
(S,,S,)- = s,-,s,, (31) 
(S, /IS,)- = s,vs,-, (32) 
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(+Y.T(X))- = v T,-, (33) 
n=O 
where T; is a generalised inverse of T,, as defined in Section 4.2. Comparing 
(28)-(33) with equations (17)-(22), we see that generalised inverses have all 
the essential properties of strongest postcondition. 
In order to check the correspondence between generalised inverses and 
strongest postcondition as regards postulates (23)-( 26), we want to show the 
following: 
S- else) = false, (34) 
S-(Pv Q) = S-(P) vS-(Q), (35) 
S-G(Q)) G Q, (36) 
P d S(true) * P G S(S-(P)). (37) 
The first two conditions state that generalised inverses are non-miraculous 
and disjunctive, which is true by definition. Noting that condition 
equivalent to 
PAS(true) d S(S-(P)), 
(37) is 
we see that the last two conditions are just the definition of generalised inverse. 
Thus our generalised inverses match the postulates for strongest postconditions 
given in [2]. 
We finish by proving the characterisation theorem for refinements within 
the framework of generalised inverses. 
Theorem 5.1. Let S and S’ be conjunctive commands and let u be a list 
taining all program variables in S and S’. Then S d S’ holds if and 
if 
S(true) A (2.4 = ~0) [S’] S-(24 = 240), 
con- 
only 
where ug is a list of fresh variables of the same length as u and S- is any 
generalised inverse of S. 
Proof. We have to show that S < S’ if and only if S (true) A (u = ug ) < 
S’ (S- (u = ug ) ). Let S- be a generalised inverse of S and assume that S < S’. 
Then the definition of generalised inverses and monotonicity give that 
S(true) A (24 = ug) < S(S-(u = uo)) < S’(S-(24 = ug)), 
which proves the if part. 
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To prove the only-if part, assume that S (true) A (u = u. ) G S’ (S- (u = u. ) ) 
and let Q be an arbitrary predicate. Now, if we can assume that 
(U = UO) d S(Q) (38) 
holds, then 
s-(u = uo) d S-(??(Q)) < Q 
and by the assumption we have 
S(tme) A (u = uo) d S’(S-(u = uo)) < S’(Q) 
from which we can conclude 
(u = uo) < S’(Q) 
since assumption (38) implies that (u = uo) d S( true). 
We have now shown that 
(u = UC,) d S(Q) =s- (u = uo) d S'(Q) 
for arbitrary ~0. Taking the join over all lists of values d such that S(Q) holds 
in the state ad defined by ad(u) = d, we have 
S(Q) = v (u = d) 6 S’(Q) 
d:S(Q)(ad) 
and thus S < S’, completing the proof of the only-if part. 0 
The importance of Theorem 5.1 lies in the fact that it gives us a first- 
order condition for checking refinement between commands. Compared to 
the formulation in [2], our version of the theorem does not need additional 
postulates of strongest postcondition. Instead, we use generalised inverses, 
which can be computed directly in the command language. 
6. Conclusion 
The idea of program inversion goes back to Dijkstra [ 81 and Gries [lo]. 
A program S-i is the (true) inverse of the program S if it computes the 
input of S, given the output. This means that S is not invertible if its input is 
not defined uniquely by its output. Our work shows how the command lattice 
framework, introduced in [4], permits a rich theory of command inversion. By 
permitting angelic nondeterminism and miraculously terminating commands 
we can consider a program to be invertible even though its input is not uniquely 
determined by its output. In particular, we define a notion of inverse which 
permits every conjunctive and always terminating command to be inverted. 
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The inverse of a command S can intuitively be interpreted as the relational 
inverse, with angelic nondeterminism instead of demonic and with partiality 
interpreted as nontermination instead of miracles. Inverses are compositional 
in the sense that the inverse of an arbitrary command can be calculated 
by inverting its subcomponents separately. The properties of inverses make it 
possible to define a simulation relation between commands using inverses. This 
is generalised to cover data refinement in [3] where the command language is 
extended with commands that add and delete variables from the state space. 
Recently, Dijkstra and Scholten [9] have defined a notion of converse 
predicate transformers, used to relate weakest liberal precondition and strongest 
postcondition (these are adjoints of each other). Essentially, t’ is the converse 
of t, if t’ is (in our terminology) the dual of the inverse of t. We have not 
used this approach, since we want to stay within the framework of weakest 
precondition (total correctness) semantics. 
We generalised the notion of inverses by defining S- to be the generalised 
inverse of a conjunctive possibly nonterminating command S if S- inverts S 
whenever S terminates. Generalised inverses can be computed compositionally 
even though they are not unique. We also showed that generalised inverses 
have properties that make them behave as strongest postcondition predicate 
transformers. This lets us formulate the characterisation theorem for refinement 
without postulating separate properties for strongest postconditions. 
The connection between inverse commands and program inversion in the 
traditional sense is investigated further in [ 15 1, where we show how generalised 
inverses can be used in a calculational theory of program inversion. 
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