Abstract-Over the years significant research has been performed for machine vision based fabric inspection systems in order to replace manual inspection, which is time consuming and not accurate enough. Automated fabric inspection systems mainly involve two challenging problems: one is defect detection and another is classification, which remains elusive despite considerable research effort in automated fabric inspection. The research reported to date to solve the defect classification problem appears to be insufficient, particularly in selecting appropriate set of features. Scene analysis and feature selection play a very important role in the classification process. Insufficient scene analysis results in an inappropriate set of features. Selection of an inappropriate feature set increases complexities of subsequent steps and makes the classification task harder. Considering this observation, we present a possibly appropriate feature set in order to address the problem of fabric defect classification using neural network (NN). We justify the features from the point of view of distinguishing quality and feature extraction difficulty. We performed some experiments in order to show the utility of proposed features and compare performances with recently reported relevant works. More than 98% classification accuracy has been found, which appears to be very promising.
I. INTRODUCTION
The textile industry of Bangladesh and other developing economies has been the major wealth creation sector. Inefficiencies in industrial processes are costly in terms of time, money and consumer satisfaction. The global economic pressures have gradually led businesses to become more competitive. In order to sustain or increase current level of performance in the highly competitive global market, textile industry should improve quality of the production process. It has been learned that the price of fabrics is reduced by 45%-65% due to the presence of defects. Early and accurate detection of defects and classification in fabrics is an important aspect of quality improvement. The accuracy of manual inspection is not good enough due to fatigue and tediousness. The solution to the problem of manual inspection is the automated, i.e. machine vision based fabric inspection system. Automated fabric inspection systems mainly involve two challenging problems, namely defect detection and defect classification. Feature selection plays an important role in developing automated defect classification capability. For an appropriate feature set, the distinguishing qualities of the features should be high and the number of features should be small. Moreover, an appropriate set of features takes into account the difficulties that lie in the feature extraction process [1] .
In this paper, we present a possibly appropriate set of features in order to address the problem of defect classification. We justify the features in terms of distinguishing qualities considering the difficulties that lie in the feature extraction process. The analysis of the novelty of the features is shown in Table I in Section III. We use a statistical approach to extract the features. We make some experiments with a neural network (NN) model in order to demonstrate the utility of the extracted features. Moreover, we compared our results with some recently reported relevant research results in terms of the accuracies of classification of different types of defects. Obtained classification accuracy of more than 98% appears to be very promising in this respect.
The rest of the paper is organized as follows. Section II describes the current state of solution to address the problem of fabric defect inspection. In Section III, the defects are analyzed and the features are presented and justified describing our approach to extract the features. Section IV describes how we apply our feature extraction process along with our findings. Demonstration of the utility of the features is also presented in this section. In Section V, we have reviewed machine vision based fabric defect detection and classification results to develop an understanding about the merits of our proposed feature set. Finally, we summarize our work along with limitations, and discuss the scope for future work in Section VI.
II. LITERATURE REVIEW
The reduction of wastage, higher price of fabrics due to the presence of fewer defects, requirement of less labor and other benefits make the investment in an automated fabric defect inspection system economically very attractive. The development of a fully automated web inspection system requires robust and efficient fabric defect detection and classification algorithms. The inspection of real fabric defects is particularly challenging due to the large number of fabric defect classes, which are characterized by their vagueness and ambiguity.
To deal with challenges of machine vision based fabric inspection system, numerous attempts have been made all around the globe in developing techniques to detect and classify fabric defects [2] - [23] . [10] , which have dealt with multiclass problem.
Statistical defect detection technique has been used in [3] , [4] , [6] - [8] , [10] , and [11] . Image processing operations such as filtering, histogram equalization, thresholding, and region calculation are used in these works. Saeidi et al. [2] have used spectral technique, i.e. Gabor transform. Campbell et al. [16] have used Fourier transform. Shady et al. [9] have used both statistical technique and spectral technique, i.e. Fourier transform separately. Model-based technique has been applied in [12] , [13] and [15] . Baykut [12] , Cohen and Fan [13] , Cohen et al. [15] -all of them have used Gaussian Markov random field (GMRF) model for defect detection.
Statistical inference was used for defect classification in [15] and [16] . Binary classification, i.e. categorization of only defective and defect-free, was implemented in both [15] and [16] . Binary classification doesn't serve the purpose of fabric defect classification. Murino et al. [4] used SVMs for classification. They extracted features from gray-scale histogram, shape of defect, and co-occurrence matrix. Some of the features were such that the feature extraction process became complex. Campbell et al. [14] used model-based clustering, which is not suitable enough for real-time systems like automated fabric inspection systems. NN has been deployed as classifier in a number of articles. Backpropagation learning algorithm was used in [2] , [5] , [6] , [7] and [8] . Saeidi et al. [2] trained their NN so as to deal with multiclass problem, but they worked on frequency domain for defect detection. Karayiannis et al. [5] used an NN in order to solve multiclass problem. They used statistical texture features, but analysis of defects and justification of features were not properly done. Habib and Rokonuzzaman [6] trained their NN so as to deal with multiclass problem. They used four types of defects and two types of features. They mainly focused on feature selection. They did not perform comparative analysis of the performance obtained in classification accuracy through selected features. Kuo and Lee [7] used an NN so as to deal with multiclass problem. They used the maximum length, maximum width, and gray level of defect as features, but analysis of defects and justification of features were inadequate. Moreover, the number of features was too small. There is huge probability that their approach will poorly classify defects with this small number of features when the sample size becomes very large. Mitropulos et al. [8] trained their NN so as to deal with multiclass problem. They used first and second order statistical features, but defect analysis and feature justification were not properly done. Moreover, the number of features was small. Since the sample size was small too, their approach worked with satisfaction. Islam et al. [3] used an NN trained by resilient backpropagation algorithm in order to deal with multiclass problem. They used the area, number of parts, and sharp factor of defects as features, but defect analysis was not done and justification of feature selection was inadequate. Moreover, the number of features was too small. It worked because the sample size was also small. Islam et al. [10] also employed an NN trained by resilient backpropagation algorithm so as to address multiclass problem. They used three features, namely the area, number of parts, and sharp factor of defect, but did not perform defect analysis. Although the number of features was too small, their approach worked. The reason behind this is that the sample size was small too. Shady et al. [9] used NNs trained by learning vector quantization (LVQ) algorithm in order to handle multiclass problem. They separately worked on both spatial and frequency domains for defect detection. In case of spatial domain, statistical features, e.g. mean, median etc were extracted from the row and column vectors of image. Their defect analysis was insufficient and the justification of features was not given. Kumar [11] separately used two NNs. The first NN trained by backpropagation algorithm was designed for binary classification. It was not cost effective too. He also used linear NN trained by least mean square error (LMS) algorithm. That NN was not capable to deal with multiclass problem. Karras et al. [20] also separately used two NNs. They trained one NN by backpropagation algorithm and the other one by Kohonen's Self-Organizing Feature Maps (SOFM). They used first and second order statistical texture features for both NNs. Neither of the NNs was capable of handling multiclass problem.
III. Proposed APPROACH
Our approach consists of statistical defect detection and NN based classification. We use a statistical defect detection, i.e. thresholding technique, because it is computationally simple. Automated fabric inspection systems are real-time applications that require computationally efficient algorithms to deal with fast moving fabrics, several meters per second. NNs are suitable enough for real-time systems because of their parallel processing capability. Moreover, NNs have strong capability to handle complex classification problems.
Our approach, as shown in Fig. 1 , starts with an inspection image of uni-color knitted fabric, which is converted into a gray-scale image. Then images are filtered in order to smooth it and remove noises. The gray-scale histogram of the image is formed and two threshold values are calculated from the histogram. Using these threshold values, the image is converted into a binary image. The binary image contains object (defect) if any exists, background (defect-free fabric), and some noises. These noises are removed using thresholding. Then a feature vector is formed by calculating a number of features of the defect. An earlier trained NN classifies the defect based on the feature vector.
A. Defect Analysis
In this paper, we have dealt with four types of defects, which often occur in knitted fabrics in Bangladesh, namely color yarn, hole, missing yarn, and spot. We have dealt with uni-color knitted fabrics. Seven different colors have been used. These seven colors are Demitasse, Navy, Green, Pink, Red, White, and Stone. All of the defects are shown in Fig. 2 . All of them are discussed here below.
• Color Yarn: Fig. 2(a) shows the defect of color yarn. Color yarn appears in a shape, close to a small rectangle of one color, on a fabric of another color. A camera of high resolution and proper lighting are required in order to clearly capture the image of the defects of color yarn.
• Hole: Fig. 2(b) shows the hole type defect. Hole appears in a shape, close to a circle of the color of background, on a fabric of another color. Its size varies from small to medium. Background color is another issue. In some cases, background color can become close to fabric color.
• Missing Yarn: Fig. 2(c) shows the defect of missing yarn. Missing yarn appears as a thin striped shade of the color of fabric. It is usually long. It is of two types, namely vertical and horizontal.
• Spot: Fig. 2 
B. An Appropriate Set of Features
Proposed features are perceived from two perspectives. The first perspective corresponds to the size and shape of defects, where the second one corresponds to the statistics of gray-scale color intensity of defects. It seems that these two feature types jointly contain enough distinguishing information to successfully classify defects.
B.1. Features Corresponding to Defect Size and Shape
These features describe different distinguishing size and shape based characteristics of defects in the inspection image. They are computationally simple to extract. Their distinguishing qualities are also high. According to the discussion of Section III.A, each of these features is discussed and justified below: 
(1)
TA DR is fully independent of defect shape. TA DR of color yarn should be small. TA DR of hole should vary from small to medium, whereas missing yarn's TA DR should vary from medium to large. TA DR of spot should also vary from medium to large.
B.2. Features Corresponding to Statistics of Color Intensity of Defect
These features describe different distinguishing statistical attributes of gray-scale color intensity of the defect in the inspection image. They are computationally simple to extract. Their distinguishing qualities are high too. According to the discussion of Section III.A, each of these features is discussed and justified here.
• Difference of Mean of Gray-Scale Color Intensity, 
∆µ GS depends on gray-scale color intensity of defect and fabric. Since color yarn becomes little blurred in its captured image, ∆µ GS should be small. Since missing yarn appears as a thin striped shade of fabric color, ∆µ GS should also be small. Again, hole appears in the color of background on a fabric of another color. So, ∆µ GS should be medium or large.
Since it is not regular case that spot becomes slightly blurred in its captured image, ∆µ GS should vary from small to medium for this type of defect.
• Difference of Mode Gray-Scale Color Intensity, ∆Mo GS : Gray-scale histogram represents the distribution of gray-scale color intensity of pixels and mode is a measure of central tendency of a distribution, which can be used with any level of measurements [24] . This leads ∆Mo GS to be one of the noticeable distinguishing characteristics of defects. If H DR (x) is the value of gray-scale histogram at color intensity x for defective regions and H FR (x) is the value of gray-scale histogram at color intensity x for defect-free regions, then
• The type of value, i.e. small, medium and large, of ∆Mo GS should be similar to that of ∆µ GS for all types of defects, but there should be change of variation in value depending on the distribution of gray-scale color intensity of pixels in defective and defect-free regions.
• Standard Deviation of Gray-Scale Color Intensity of Pixels in Defective Regions, σ GSDR : If there are N pixels in defective regions, where GS DR and µ GSDR represent gray-scale color intensity of a pixel and mean gray-scale color intensity of all pixels respectively, then
The color intensity in defective regions of an image varies. That means in the same image, the color intensity of one defective region varies from that of another defective region and color intensity of one portion of a defective region even varies that of another portion of the same defective region. Standard deviation is a measure of dispersion, which reveals how data items are spread out or scattered on each side of the center of a distribution [24] . If the standard deviation of a distribution of gray-scale color intensity of pixels in defective regions is low, it indicates low variability of grayscale color intensity of pixels in defective regions, whereas large standard deviation indicates high variability of gray-scale color intensity of pixels. That means larger the standard deviation is, higher is the variability of gray-scale color intensity of pixels in defective regions. Color yarn does not appear with uniform color intensity in defective regions, hence σ GSDR should be large for color yarn. σ GSDR should be small for spot because of its appearance with uniform color intensity in defective regions. Since missing yarn appears in a form of shade of fabric color with uniform color intensity, σ GSDR should be small for it. For hole, the color intensity in background depends on lighting and camera position. So, σ GSDR should be according to lighting and camera position. According to the lighting and camera position in our approach, σ GSDR should be large for hole.
• Coefficient of Variation of Gray-Scale Color
Intensity of Pixels in Defective Regions, CV GSDR : If the mean and standard deviation of gray-scale color intensity of all pixels in defective regions are represented by µ GSDR and σ GSDR respectively, then
Standard deviation is an absolute measure of dispersion, because it is expressed in the same unit as the original data. A relative measure of dispersion, which is usually expressed as coefficient and independent of the unit of measurements, reduces the absolute deviation in some relative form. Coefficient of variation, proposed by Karl Pearson [24] , is the relative measure of dispersion corresponding to the absolute measure, standard deviation. If the means of distributions vary significantly, the relative variability in distributions is not clearly understood just by comparing the standard deviations. Coefficient of variation is the solution to this problem, which represents the spread of distribution relative to the mean of the same distribution [24] . The type of value, i.e. small, medium and large, of CV GSDR should be similar to that of σ GSDR for all types of defect, but there should be change of variation in value depending on the distribution of gray-scale color intensity of pixels in defective regions.
• Skewness of Gray-Scale Color Intensity of Pixels in
Defective Regions, γ GSDR : If the mean, mode, and standard deviation of gray-scale color intensity of all pixels in defective regions are represented by µ GSDR , σ GSDR and Mo GSDR respectively, then
Shape characteristics describe how data items are arranged and accumulated about the central value of a distribution [24] . Skewness is a shape characteristic, which refers to the lack of symmetry. Pearson's coefficient of skewness (γ) is a simple measure of skewness whose value can be negative or nonnegative number. There should be some variation in the absolute value of Pearson's coefficient of skewness for all types of defect depending on the distribution of gray-scale color intensity of pixels in defective regions.
Among these ten features, five of them are proposed as new for machine vision based fabric defect detection as shown in Table I .
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Research Findings
As per Fig. 1 , we start with an inspection image of knitted fabric of size 512×512 pixels, which is converted into a gray-scale image. In order to smooth the image and remove noises, it is filtered by a 7×7 lowpass filter convolution mask. Then gray-scale histogram of the image is formed. From this histogram, two threshold values θ L and θ H are calculated using histogram peak technique [25] . Using the two threshold values θ L and θ H , the image with pixels p(x, y) is converted into a binary image with pixels b(x, y), where
This binary image contains object (defect) if any exists, background (defect-free fabric), and some noises. These noises are smaller than the minimum defect size intended to be detected. In our approach, we intend to detect defects of minimum size of 3mm×1mm. So, any object smaller than the minimum defect size is eliminated from the binary image. If the minimumdefect size in pixels is θ MD and an object with pixels o(x, y) is of size S o pixels, then
Then features of the defect are calculated, which form the feature vector corresponding to the defect present in the image. Fig. 3 shows the processed images stepwise. We have applied our approach on one hundred 512×512-pixel color images of knitted fabrics and it worked well for every image. We have got the values of features as like as we explained in Section III.B. Fig. 4 shows an example to clarify extracted values of one of proposed features: ∆µ GS .
B. Demonstration of Utility of Research Findings
We have deployed a feedforward NN trained by backpropagation algorithm in order to classify defects. More than 98% accuracy has been achieved, which appears to be a very promising result. We have used an incremental approach to find the features sufficient to classify all the defects from the possibly appropriate set of features. We choose one feature at a guess from the feature set and train the NN. Then we evaluate the performance of the NN. If an acceptable level of performance is not achieved, we add another feature at a guess from the feature set and do the rest as before. We continue this process until an acceptable level of performance is achieved or all the features from the feature set are exhausted. The features discussed in Section III.B contain so much distinguishing information that we have been able to successfully classify defects with only first four features, namely H DR , W DR , R H/W , and N DR . We will obviously need a subset or all of the features when the sample size becomes very large.
We worked with a group of 100 images comprising of 6 categories, where 33 were defect free samples. Distribution of these samples in different categories is shown in Table II . We also considered variations of colors among samples of each category of samples. For example, among 16 vertical missing color yarn samples, there are samples of 7 different colors. These seven colors are Demitasse, Navy, Green, Pink, Red, White, and Stone. Such color variations among samples for taking into consideration of real life scenario more closely increased the complexity of detection and classification of defects.
The feedforward NN deployed contains four computing units in the input layer, twelve computing units in the hidden layer and six computing units in the output layer. Each computing unit in the output layer corresponds to each defect type, considering vertical and horizontal missing yarn separately as well as defectfree class. The extracted features are of values of different ranges. For example, the maximum value can be 512 for H DR or W DR , whereas N DR 's can be much less than 512. This causes imbalance among the differences of feature values for defect types and makes the classification task difficult. According to our context, scaling of features is made in order to have proper balance among the differences of feature values for defect types. The feature vectors are split into two parts. One part consisting of 53 feature vectors is for both testing and training the NN and the other part consisting of the rest of the feature vectors is for only testing. The target values are set to 1 and 0s for the corresponding class and the rest of the classes respectively. The NN is trained on condition that maximum number of training cycle is 10 6 and maximum tolerable error is less than 10 . Then the NN is tested with all the feature vectors of both parts. A good accuracy of 98.99% is achieved. Then all feature vectors are again split into two parts. The first fifty percent of the part for training comes from the previous part for training and the rest fifty percent comes from the previous part for only testing. All other feature vectors form the new part for only testing. The NN is trained and tested with this newly split feature vectors. In this way, the NN is trained and tested 5 times in total. Good accuracy is found every time. Detection and classification performance of different types of defects observed in experiment number V is shown in Table III . Table IV summarizes the results obtained from all five experiments.
It should be noted that 33 defect-free samples have subtle variations in color, texture, and other aspects, but those variations should be tolerated as defect free. Spot type defects have wide variation as shown in Fig.1(d) , and for this reason our approach failed in some cases to classify them correctly. The underlying cause for such variations is that spot may be caused by variety of reasons such as sticky dirt, oil mark, etc. A large number of samples having spot type defects, which originates in different environments, should be used for faithful classification.
V. COMPARATIVE PERFORMANCE ANALYSIS
In order to assess the merits of our proposed feature set in classifying fabric defects, let's compare some recently reported relevant research results. It is to be noted that assumptions taken by researchers in collecting samples and reporting results of their research activities in processing those samples will have serious implications on our attempt of comparative performance evaluation. The review of literature reveals that most of research reports are limited to the demonstration of concepts of machine vision approach to detection and classification of fabric defects without the support of adequate numerical results and their comparison with similar works. Moreover, the absence of use of common database of samples of fabric defects makes it difficult to have a fair comparison of merits of different algorithms. Similar observation has been shared by Kumar in his recently published survey [26] . Kumar has also mentioned in his survey conclusion that although last few years have shown some encouraging trends in fabric defect detection research, but systematic/comparative performance evaluation based on realistic assumptions is not sufficient. Despite such limitations, we have made an attempt to review the numerical results related to fabric defect detection and classification to assess comparative merits of our work.
Abouelela and his fellow researchers have reported that their proposed algorithm has been tested to successfully detect 91% of fabric defects [21] . It has been reported by Murino and his fellow team members that their algorithm has achieved on average 92% accuracy in classifying fabric defects [4] . Although for certain types of defects, the classification accuracy is much lower than this average performance. Examples of classification accuracy for different types of defects as reported in [4] are shown in Table V .
The research findings reported in [3] have mentioned the achievement of 80% fabric defect detection accuracy.
The performance of Gabor filter in detecting fabric defects as reported in [2] is shown in Table VI . It appears that detection accuracy by the use of Gabor filter as reported in [2] is not satisfactory. Work done on defect detection and classification on Web textile fabric using multi-resolution decomposition and NNs has reported 85% accuracy [5] .
The detection and classification of defects in knitted fabric structures as reported in [9] appears to be very much similar to our work. This work has reported approximately 90% accuracy in defect detection performance. 98.99%
In [11] , Kumar has reported the development of feed forward neural network (FFN) based approach for fabric defect segmentation. It has been mentioned that several attempts to reduce the computational requirements yielded successful results. It was also reported that the tests conducted on different types of defects and different styles of fabrics showed that FFN based technique was efficient and robust for a variety of fabric defects. But due to the non-availability of reporting of numeric results, closer performance comparison could have not been done.
Kumar in a comprehensive survey [26] has found that more than 95% accuracy appears to be industry benchmark. In this survey, it has been reported by Kumar in reviewing 150 papers that a quantitative comparison between the various defect detection schemes is difficult as the performance of each of these schemes has been assessed/reported on the fabric test images with varying resolution, background texture and defects.
With respect to such observation, our obtained accuracy of more than 98% appears to be quite good. The underlying reason of our proposed solution to achieve very high accuracy is that our proposed features are computationally simple to calculate and have very high distinguishing information content to classify fabric defects. As we have mentioned before, due to the lack of uniformity in the image data set, performance evaluation and the nature of intended application, it is not prudent to explicitly compare merits of our approach with other works. Nevertheless, it may not be unfair to claim that our proposed features have enough distinguishing information to detect and classify fabric defects with very encouraging accuracies.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have presented a possibly appropriate feature set, consisting of six new features, to solve the fabric defect detection and classification problem. We have justified feature selection in terms of distinguishing qualities. The utility of the features has been demonstrated with an NN model and relative merits have been assessed by reviewing results of similar works. The 100% accuracy in classifying commonly occurring fabric defects, except spot, appears to be excellent. Average classification accuracy of more than 98% appears to be better than the results reported to date in machine vision based fabric defect detection and classification literature.
Four types of defects which we dealt with have some discriminating characteristics such as shape and size. All these discriminating characteristics would hopefully be present in a sample of a very large number of images. Moreover, the dissimilarities among the defect types should clearly be contained in the captured images. A camera of high resolution and proper lighting are required in this regard so that high-quality images can be obtained.
Due to small sample size, our finding is not comprehensive enough to make conclusive comment about the merits of our proposed feature set. Moreover, during acquiring images, lighting was not good enough to produce high quality images. Work is in progress to use a subset or all of the features presented in this paper to successfully classify commonly occurring all types of fabric defects for a sample of a very large number of high-quality images.
Moreover, there is a need of developing a common database of samples of fabric defects to make a fair comparison of merits of different algorithms. 
