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HEDGING CLAIMS WITH FEEDBACK JUMPS IN THE PRICE
PROCESS
KISEOP LEE AND PHILIP PROTTER*
Abstract. We study a hedging and pricing problem of a model where the
price process of a risky asset has jumps with instantaneous feedback from
the most recent asset price. We model these jumps with a doubly stochastic
Poisson process with an intensity function depending on the current price.
We find a closed form expression of the local risk minimization strategy us-
ing Föllmer and Schweizer decomposition and Feynman-Kac type integro-
differential equation. The possibility that the jumps depend on the most
recent price is new for this type of model.
1. Introduction
The original Black-Scholes paradigm of modelling an asset price process with
a geometric Brownian motion is still widely used, although there is widespread
dissatisfaction with it. Many alternatives have been proposed, including stochastic
volatility models, general (non-linear) stochastic differential equations, and also
replacing Brownian noise with noise coming from a Lévy process. An advantage
of stochastic volatility models is the presence of ‘heavy tails’, an advantage shared
by Levy noise models, and the Lévy noise models have the additional attribute of
incorporating jumps into price process. All of these theories are well established
and well known.
In this article, we propose a new type of price process, which incorporates
jumps, but unlike other models the random jump times do not arise by a prior
specified exogenous distributional hypotheses. In more simple traditional cases





1{t≥Ti} where Nt −
∫ t
0
λ(s, ω)ds = martingale,
and the times Ti are the arrival times, with λs the arrival intensity. A standard
feature of these models is that the arrival intensity process λ is specified a priori,
and is either non-random (as for example in the Poisson case, and more generally
the Lévy case), or is a given stochastic process. A price model with this variety of
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jumps can be written as the solution S of the following type of equation:
dSt = σ(St)dBt + b(St−)d(Nt −
∫ t
0
λsds) + µ(St)dt. (1.1)
In this article we propose a new way of modelling the arrival intensity of the
jump times, one where the instantaneous arrival intensity is a function of the past
history of the asset price process up to that point. This makes the jumps intrinsic
to the pricing process and the past noise itself. Three examples where such a price
process construction could be used, are to model (1) large trader behavior where
a stop order kicks in at a certain level thereby causing a (perhaps small) jump in
the asset price, or (2) a change in the stock price due to a creditor calling a loan,
caused by the asset price falling below a certain level, or (3) aggregate behavior
of many traders acting in concert due to a run-up or dramatic decline in an asset
price, such as (again, for example) a sell-off on a Friday due to a rumor later proved
false with a consequent repurchase on the following Monday. We can express this
model in heuristic notation (to which we later give a rigorous meaning) as follows:
dSt = σ(St)dBt + b(St−)d(Nt −
∫ t
0
λ(Sr; r ≤ s)ds) + µ(St)dt.
We emphasize that the difference in the two types of equations is the instantaneous
feedback loop present in the second model, which takes the jump arrival intensity
λ to be a functional of the past paths of the solution of the stochastic differential
equation S, the model for the asset price process.
The mathematics involved of making sense of this idea is non trivial, and we
will rely on earlier work of J.Jacod and P.Protter [17]. The inspiration to consider
models of this type came form work of R.Frey [14] .
We will not only make sense of this idea for the price process, but we will find
a closed form expression for the hedging strategy for a class of such asset price
processes. We will also construct its minimal martingale measure in the Föllmer
and Schweizer [11] sense.
On the hedging problem in incomplete markets, the local risk minimization and
the mean-variance hedging have been two major quadratic approaches. The local
risk minimization sacrifices the self-financing property, but its terminal value is the
same as the payoff of a contingent claim. The mean-variance hedging, on the other
hand, focuses on the self-financing property. Föllmer and Sondermann [12] studied
the risk minimization when the asset price process is a martingale under the orig-
inal measure, and later, Föllmer and Schweizer [11] and Schweizer [31] studied the
local risk minimization for a general semimartingale case. Schweizer [32] provided
the solution to the mean-variance hedging for general claims with continuous price
processes.
While mean-variance hedging gives a control over the total risk, the local risk
minimization often gives a simpler hedging strategy. (See Heath, Platen, and
Schweizer [16], for example.) There have been many studies on the above quadratic
criteria since they had been proposed. To name a few, Frey [14] studied a risk
minimizing strategy when the price process is a pure jump process with a stochastic
jump rate and a martingale under the original measure. Chan [7] found a local risk
minimizing strategy when the price process is driven by general Lévy processes.
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Lim [21] studied a closed form expression of the mean-variance hedging strategy in
a specific jump diffusion model, using a backward stochastic differential equations
and stochastic optimal control theory. Our suggested model has non-Lévy type
jumps as introduced in Frey [14]. Another advantage of our model is that it allows
asymmetric return distributions. We can obtain this asymmetry by controlling
the jump size distribution ν, as long as it has mean 0 and a finite second moment.
This flexibility of the model gives us a better fit of real stock market data.
The outline for this paper is as follows. In Section 2.1, we introduce our feedback
jump model and some technical assumptions. We discuss the Markov property
of the model and the minimal martingale measure, dynamics of processes under
the changed measure in Section 2.2. We construct a Feynman-Kac type integro-
differential equation and show the representation property in Section 2.3. We have
our main theorem, which gives us the hedging strategy in Section 2.4. We apply
this result to liquidity modelling in Section 3, and we conclude in Section 4.
2. Hedging of Options in an Incomplete Market
2.1. The Model. We consider a market which consists of a risky asset and a
riskless asset. For simplicity, we assume that the price of the riskless asset is
always 1, which implies that the interest rate is 0. A portfolio (ξ, η) is a vector
process where ξt is a unit amount of the risky asset at time t and ηt is a unit
amount of the riskless asset at time t. Therefore, the value V of a portfolio (ξ, η)




We are given a filtered probability space (Ω,F , (Ft)0≤t≤T ,P) satisfying the
usual conditions where T is a fixed time. P represents the statistical or empirical
probability measure. (Ft)0≤t≤T is a filtration which makes all the processes in the
model adapted. We define our price process of a risky asset S as a solution of the
stochastic differential equation:
dSt = f(St−)dBt + g(St−)dRt + h(St−)dt, (2.1)
0 ≤ t ≤ T,





and N is a doubly stochastic Poisson process with a bounded intensity function




λ(Ss−)ds = a local martingale under P. (2.3)
We notice that Nt denotes the number of jumps up to time t, and Un denotes the
size of n-th jump. For the details of doubly stochastic Poisson processes, readers
can consult [4], [35]. Since the intensity of N is a function of the left continuous
version of the current stock price Ss−, the jump process R gets an instantaneous
feedback from the most recent stock price.
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Here, Un’s are i.i.d. random variables with mean 0 and a finite second moment
σ2 with density function ν(dx), and f, g, h are bounded measurable Lipschitz func-
tions. We need the following technical condition to guarantee an existence of the




for all x. Without this condition, the minimal martingale measure may not exist
under the current model, since it becomes a signed measure. For more discussion
on this issue, readers can consult [33].
It follows from the calculation of the compensator of the random measure
pR(dt, dx) in Theorem 2.6 that R is a local martingale, and hence by the defini-
tion of S, one can easily see that S is a special semimartingale with the canonical
decomposition S = M + A, where Mt =
∫ t
0
(f(Ss−)dBs + g(Ss−)dRs) is the local
martingale part, and At =
∫ t
0
h(Ss−)ds is the predictable finite variation part.
Since g is bounded, there exists a constant K such that |g(x)| < K. Then, we get
























we notice that S is a H2 semimartingale. Furthermore, M is not only a local
martingale, but also a square integrable martingale under P. (For a discussion on
sufficient conditions which make a local martingale a true martingale, see Section
2.6 of Protter [27].)
2.2. The Markov Property and the Minimal Martingale Measure. The
existence of the SDE (2.1) can be showed by analogous steps in Theorem 3.2 of
Jacod and Protter [17]. The Markov property of S plays a key role in the pricing
and hedging theory, since it often gives a much simpler form of value process V of
a portfolio (ξ, η). Although S has an intensity function depending on the solution
itself, we can show that S has a Markov property under P. First we need a lemma.
This is a modified version of the Theorem 3.1 of [17] and we omit the proof.
Lemma 2.1. Suppose that m is a Poisson random measure with compensator
m̃(dt, dx) = dt dx. Then every solution process of the following equation is a
solution process of (2.1)
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Using the previous lemma and a standard iteration method, we can show the
Markov property under the original measure P . Later, we can show the Markov
property still holds under the minimal martingale measure, which will be intro-
duced in Theorem 2.
Theorem 2.2. Let St be as in equation (2.1). Then St is Markov under P.




R xm(dx, ds) and T
′ be an Ft - stopping time, T ′ < ∞ a.s.
Define
GT ′ = σ{KT ′+u −KT ′ , BT ′+u −BT ′ , u > 0}.
Then GT ′ is independent of FT ′ . For u ≥ 0, define inductively
Y 0(x, T ′, u) =x,
Y n+1(x, T ′, u) =x +
∫ T ′+u
T ′
f(Y n(x, T ′, s))dBs +
∫ T ′+u
T ′






Usg(Y n(x, T ′, s))1{0≤y≤λ(Y n(x,T ′,s))}m(dy, ds).
Then, by using induction and after some standard work, we can easily see that
Ex{h(S(S0, 0, T ′ + u))|F̄T ′} = Ex{h(S(S0, 0, T ′ + u))|S(S0, 0, T ′)}.
for any bounded, Borel function h. ¤
Next, we find the minimal martingale measure. The minimal martingale mea-
sure can be used for local risk minimization, which will be explained in Section
2.4. We recall the definition of it for readers’ convenience. For more discussion
on the minimal martingale measure, readers can consult [11, 33]. A martingale
measure Q ≈ P is called minimal if Q = P on A0, and if any square-integrable
P-martingale L that satisfies 〈L,M〉 = 0 remains a martingale under Q, where M
is the martingale part of S in the canonical decomposition under P.







Then, Zt > 0and E(Zt) = 1 for all t ∈ (0, T ]. Furthermore, Q defined by dQdP = ZT
is the unique minimal martingale measure of S.
Proof. Suppose that there exists a minimal martingale measure and let us denote








(f(Ss−)dBs +g(Ss−)dRs) denotes the martingale part of the Doob-Meyer
decomposition of St and At =
∫ t
0
h(Ss−)ds denotes its predictable part under P.
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Under P∗, the Doob-Meyer decomposition of Mt is given by Mt = St − At. But












On the other hand, there exists some βt such that
















gives us the relation
αt = − βt
Zt−
.
Since P∗ is minimal and Lt is a square integrable martingale under P orthogonal
to M , L is a martingale under P∗. We observe that 〈L,Z〉 = 0, since L is both a
P and a P∗ martingale. (see the Lemma on p109, [27] for details.) Now we get
〈L,L〉 = 〈L,Z〉 = 0,
and





αt = − βt
Zt−
.














(f(Ss−)dBs + g(Ss−)dRs). (2.11)
Since there is a unique solution of the equation (2.11), if there exists a minimal
martingale measure, it is unique. We can easily check that (2.11) is also a sufficient
condition. Let M ′t be a P martingale such that 〈M ′,M〉 = 0. What we should
show is that M ′t is P∗ martingale, which is true since
〈M ′, Z〉 = 〈M ′,M〉 = 0. (2.12)
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To show that Zt > 0 and E(Zt) = 1 for all t, notice that










(1 + ∆Ys) exp(−∆Ys).
By the condition (2.4), we notice that Zt > 0. By (2.11), Zt is a P- local martingale.
Since Z0 = 1, it suffices to show that E([Z, Z]t) < ∞ to get E(Zt) = 1 for all t.
For some constant M , we have



























(f(Ss−)dBs + g(Ss−)dRs). Since f, g, h are
bounded, and from direct calculation of expected values under normal and Poisson
distributions, we get
E(Z2t ) < E exp(2Yt) < N,
for some constant N . ¤
We study the new Brownian motion and compensated jump measure under the
minimal martingale measure Q in next two theorems. The next theorem tells us
on the new Brownian motion under Q is a shift of the old Brownian motion by
some drift term.
Theorem 2.4. Let Q be as in Theorem 2. Under Q,






is a Brownian Motion.
Proof. By the Girsanov-Meyer theorem, we know that













which gives Nt = B̃t. Moreover,
〈B̃, B̃〉t = 〈B, B〉t = t.
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Therefore, by Lévy’s theorem (see p.86, of [27]) , B̃ is a Q Brownian motion. ¤
By pR(dt, dx) we denote the counting measure associated with the process Rt;
pR(dt, dx) is a random measure on [0, T ] × R such that for functions W : Ω ×





W (ω; s, x)pR(ds, dx) =
∞∑
n=1
W (ω; Tn(ω), Un(ω))1(Tn(ω)≤t),
when Tn is n-th jump time of Nt. In the next theorem, we study the change of the
compensated measure of the random measure pR(dt, dx) of Rt under the minimal
martingale measure. To do this, we need a lemma. It is a part of Theorem 3.17 of
Chapter III(page 157), Jacod and Shiryaev [18] and a version of Girsanov theorem
for random measure. We need some definitions. MPµ is the positive measure
defined by MPµ(W ) = E(W ∗ µ∞) for all measurable nonnegative function W ,





W (ω, s, x)µ(ω; ds, dx) where µ is a random measure.
By the predictable σ-field P̃, we mean a σ-field on Ω × R such that P̃ = P ⊗ B
where B is a Borel σ-field. There is a notion of conditional expectation relative to
MPµ with respect to the predictable σ-field P̃: for every nonnegative measurable
function W , let W ′ = MPµ(W |P̃) denote the MPµ -a.s. unique P̃-measurable function
such that MPµ(WU) = MPµ(W ′U) for all nonnegative P̃-measurable U . For more
details and examples, we refer to Chapter 2 and 3 of Jacod and Shiryaev [18].
Lemma 2.5. Assume that Q ¿ P and let Z be the density process. Let
µ = µ(ω; dt, dx) be an integer-valued random measure on R × E, and denote




1{Z−>0}|P̃) and υ′ be a version of the Q compensator. Then
υ′(ω; dt, dx) = Y (ω; t, x)υ(ω; dt, dx) P− a.s.
Theorem 2.6. Let Q be as in Theorem 2. Under Q, the compensated measure of
pR(dt, dx) is given by
q∗(dt, dx) = pR(dt, dx)− (1− h(St−)g(St−)
f(St−)2 + g(St−)2λ(St−)σ2
x)λ(St−)ν(dx)dt.
Proof. Since Rt =
∑Nt
n=1 Un, Nt is a doubly stochastic Poisson process with
intensity function λ(St−), and Un has a density ν(dx), the random measure
pR(dt, dx) admits (P,Ft) local characteristics (λ(St−), ν(dx)) (see Definition 5,
p236 of Brémaud [4] for a definition of local characteristics). Then, Corollary 15
on page 247 of Brémaud [4] tells us that the compensator of pR(dt, dx) under P is
λ(St−)ν(dx)dt (p218-219 Frey [14] for details). We refer to Chapter 8 of Brémaud
[4] for further discussion on properties of local characteristics. Using the notations
of Lemma 2, µ(ω; dt, dx) = pR(ω; dt, dx) and υ(ω; dt, dx) = λ(St−)ν(dx)dt. By
Lemma 2, to find MPµ(
Z
Z−
1{Z−>0}|P̃) is enough. Note that



































For any nonnegative P̃-measurable W (ω; t, x), since pR(ω; ds, dx) is zero unless
∆Rs > 0, Us = x, we get












xW (ω; s, x)pR(ω; ds, dx)
= MPµ(xW ).
Since the function (ω; s, x) → x is P̃-measurable, we get
MPµ(∆Rs|P̃) = x. (2.14)
Therefore, by (2.13),(2.14) and Lemma 2, the compensator of pR under the mini-





In Section 2.2, we showed that St is Markov under P. But what we really need is
the Markov property under the changed measure Q, not under the original measure
P. This Markov property of S under Q follows immediately from Theorem 3 and
4, following analogous steps of the proof of Theorem 1.
2.3. The Integro-Differential Equation. Let us define Vt = EQ[H(ST )|Ft],
where H is a European style contingent claim. By the Markov property of S
under Q,
Vt = EQ[H(ST )|Ft] = EQ[H(ST )|St] = v(t, St),
for some function v = v(t, x).
In order to use Itô’s formula, we need v to be C1,2. We can define v by (using
standard Markov process notation):
v(t, x) = Ex[H(ST−t)]. (2.15)
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Then using Markov process theory (see, eg, [34]) we have
v(t, x) = Ex[H(ST−t)] implies
v(t, St) = ESt [H(ST−t)]
= Ex[H(ST−t) ◦ θt|Ft]
= Ex[H(ST )|St], which is intuitively equal to
“ = E[H(ST )|St = x].′′
We now have the following result.
Theorem 2.7. Let S be as in equation (2.1), and we assume that the coefficients
f, g and h, and also λ, are all bounded and at least bC2, and that their second
derivatives are Lipschitz continuous. We further assume that H is bounded, and
also in bC2. Then v = v(t, x) as defined in equation (2.15) above, is C1,2.
Proof. This theorem follows essentially from the theory of flows of stochastic dif-
ferential equations, as presented (for example) in [27]. Nevertheless, because of
the presence of the feedback term, we give its proof. Our candidate first derivative
of v in x is given by










where Sxt denotes S starting at the point x, at time t. Note that there is no
problem with the existence of D: it is a well defined stochastic exponential of
the semimartingale S. Since the coefficients are globally Lipschitz, we have that
x 7→ Sxt is C2 in x by Theorem 40, on page 310, of [27].
Using the above, we now have by H ∈ bC2 and dominated convergence that
∂
∂x




= E[H ′(Sxt )
∂
∂x




To repeat the argument to get C2 in x we need to control Dxt in order to use
dominated convergence, since we are assuming that H ′ is bounded. However Dxt
is the stochastic exponential of a semimartingale, so this follows by Theorem 55,
page 326, of [27]. Therefore repeating the argument one more time yields that
x 7→ v(t, x) is C2 in x. It remains to show that t 7→ v(t, x) is C1. To simplify
notation, we take x = 0 and suppress the x variable. Thus we want to show that
t 7→ EQ[H(St)] is C1, where Q is a risk neutral measure for S, such that S is
Markov and a true martingale (and not only a local martingale); we have already
constructed such a risk neutral measure Q. But this follows from Theorem 2.6
and our hypotheses on h, g, f and λ, since we know the form of the compensation
of pR(dt, dx). ¤
Note that our hypotheses are not best possible in Theorem 2.7 in order for v to
be C1,2. For example, let us consider the linear function H(x) = ax + b. Then we
get v(t, x) = ax + b since St is a martingale under Q and clearly it is C1,2.
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When v is C1,2, by Itô’s formula,












{v(s, Ss−(1 + xg(Ss−)
Ss−




























Since v(t, St) is a Q - martingale, the right side of (2.17) also should be a Q -
martingale. Therefore, since a continuous process with finite variation can be a
martingale only if it is constant, we need following conditions:















x)λ(Ss−)ν(dx) = 0 (2.18)
for almost all s, a.s. and
v(T, ST ) = H(ST ). (2.19)
This gives us an integro-differential equation which has a form of Feynman-Kac
type differentiation operator plus an integration part, which arises from the jumps.
We showed that when
v(t, x) = EQ[H(ST )|St = x],
where S is in (2.1) and v is C1,2, then v is a solution of the integro-differential
equation (2.18, 2.19).
We can show the opposite direction as well. If a solution of the integro-
differential equation (2.18, 2.19) exists, it has a stochastic representation
v(t, x) = Et,xQ (H(ST )),
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where S is given by the solution of (2.1). To see this, we just do the same thing
backward. From (2.17), Itô’s formula applied to v(T, ST ) gives us
















{v(s, Ss−(1 + xg(Ss−)
Ss−
))− v(s, Ss−)}q∗(dx, ds).
By (2.21) and martingale properties of the last two terms, we get
v(t, x) = Et,xQ (v(T, ST )) = E
t,x
Q (H(ST )). (2.20)
Let us assume that v is C1,2 Then we have v satisfies (2.18, 2.19) and any
other solution of (2.18, 2.19) must have the stochastic representation v(t, x) =
Et,xQ (H(ST )). Therefore, v is the unique classical solution of the integro-differential
equation (2.18, 2.19).
If we weaken the hypotheses of Theorem 2.7 so that we do not know that v is
C1,2, then we do not know if the solution exists. But, we know that any solution
of (2.18, 2.19) must have the stochastic representation v(t, x) = Et,xQ (H(ST )).
Therefore, we have v(t, x) = Et,xQ (H(ST )) as an a priori estimator of the integro-
differential equation (2.18, 2.19).
Note that we can denote the integro-differential equation (2.18, 2.19) using an
infinitesimal generator of the Markov process S. Let A denote the infinitesimal













By Itô’s formula applied to v(St),








































Then we take an expectation under Q and get
d
dt
















Now, the previous integro-differential equation can be written in the form
−vt = Av, (2.21)
where vt is a partial derivative and v(T, x) = H(x).
2.4. The Explicit Hedging Strategy. For any portfolio (ξ, η), the cost process
C is defined by Ct = Vt −
∫ t
0
ξsdSs, (0 ≤ t ≤ T ). If C is positive, the value of the
portfolio is bigger than the cumulative gain from the portfolio, which means we
have to inject some money to keep the portfolio. If it is negative, we can withdraw
some money, since we have some overflows. If the portfolio is self-financing, we
notice that C is always constant, which means there is no cash-flow after the initial
payment. By the local risk minimization strategy, we mean a portfolio whose cost
process C is a square integrable martingale orthogonal to M , where M is the
martingale part of S under P. Readers can consult [11, 31, 16] for more detailed
discussion on the local risk minimization. Föllmer and Schweizer [11] suggested
useful sufficient conditions for the existence of the local risk minimization strategy
which are easier to calculate. They found these conditions when the price process is
a continuous semimartingale. Although our model is not continuous, we can show
that their result still works as long as the price process is H2 semimartingale.
Suppose that H(ST ) is our contingent claim such as a European call option or
put option, and M denotes the martingale part of S under P. We also assume
that Vt = EQ[H(ST )|Gt] has a decomposition
Vt = V0 +
∫ t
0
ξHs dSs + Lt, (2.22)
where L is a square-integrable P-martingale that is orthogonal to M under P,
in other words, 〈L, M〉 = 0. For a given hedging strategy to be the local risk
minimization strategy, its cost process should be a square-integrable martingale
that is orthogonal to M under P. In other words, ξH in the above decomposition
(2.22) is, in fact, the local risk minimization strategy, since Lt + V0 becomes the
cost process and is a square-integrable P-martingale that is orthogonal to M under
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ξHs d〈S, S〉s + 〈L, S〉t.
Since L is orthogonal to M under P,
〈L, S〉t = 〈L,M〉t + 〈L,A〉t = 0.
Therefore, we have 〈V, S〉t =
∫ t
0
ξHs d〈S, S〉s and thus,
ξHt =
d〈V, S〉t
d〈S, S〉t , (2.23)
where the quadratic variations are calculated under P. For more details, we refer
Föllmer and Schweizer [11], Chan [7]. Thus, as long as we know the existence of
the decomposition of V , we can calculate the closed form local risk minimization
strategy from the equation (2.23).
Notice that the quadratic variations are calculated under P. In Föllmer and
Schweizer [11], we did not need to specify a measure under which the bracket
processes, 〈·, ·〉, are calculated, since the bracket processes are invariant under
a change of measure if processes are continuous semimartingales. If processes
are discontinuous, in general, the bracket processes are different if we calculated
them under different measures. For the definition of the bracket processes when
processes are discontinuous semimartingales and properties, readers can consult
Section 3.5 of [27].
First, we assume the decomposition (2.22) exists. Later, in Theorem 6, we can
show that this decomposition always exists under our model. The following is the
main theorem of our paper.
Theorem 2.8. If the decomposition of Vt = EQ[H(ST )|Ft] exists, the locally risk






j(t, St−) = λ(St)
∫
R









d〈R, R〉t = σ2λ(St−)dt, (2.25)
and
d〈S, S〉t = f(St−)2dt + g(St−)2σ2λ(St−)dt. (2.26)
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Observe that from the equation (2.17), then we have












{v(s, Ss−(1 + xg(Ss−)
Ss−
))− v(s, Ss−)}q∗(dx, ds).




{v(t, St−(1 + xg(St−)
St−
)− v(t, St−)}xν(dx),
d〈V, B〉t = vx(t, St−)f(St−)dt.
From (2.26) and
d〈V, S〉t = g(St−)d〈V, R〉t + f(St−)d〈V,B〉t,
we get the result. ¤
In Theorem 5, we assumed the existence of decomposition of Vt =
EQ[H(ST )|Ft]. To guarantee the existence of an optimal strategy, we need to
show the existence of the decomposition of Vt = EQ[H(ST )|Ft]. We can construct
the decomposition in the following way.
Theorem 2.9. Let M be the martingale part of St and ξHs be as in Theorem 5.
Then, Vt = EQ[H(ST )|Ft] has a decomposition
Vt = V0 +
∫ t
0
ξHs dSs + Lt,
where Lt is a square integrable P martingale such that 〈L,M〉t = 0 under P. In
other words, there exists an optimal strategy.
Proof. The theorem follows from the next two lemmas (Lemma 2.10 and
Lemma 2.11). ¤
Lemma 2.10. Lt = Vt −
∫ t
0
ξHs dSs is a square integrable P-martingale.
Proof. Since Ht and
∫ t
0
ξHs dSs areQ- local martingales, Lt is aQ - local martingale.
Let Lt = M ′t + A′t be the canonical decomposition of Lt under P where M ′t is the







d〈Z, M ′〉s = Lt, (2.27)
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where Zt is the density process as in Theorem 2. By the uniqueness of the decom-


















)2(d〈S, V 〉s − ξHs d〈S, S〉s)
= 0,
which implies M ′ = L, i.e. L is a P local martingale. To show that L is a square
integrable P martingale, it is enough to show that E〈L,L〉T < ∞. Notice that
〈L,L〉T = 〈V −
∫ .
0




= 〈V, V 〉T − 2
∫ T
0




















2(f(Ss−)2 + g(Ss−)2σ2λ(Ss−)))ds < ∞.
¤
Lemma 2.11. 〈L,M〉t = 0 under P.
Proof.
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Notice that





ξHs (f(Ss−)d〈S, B〉s + g(Ss−)d〈S,R〉s) =
∫ t
0
d〈S, V 〉s = 〈S, V 〉t (2.30)
Now, from (2.29) and (2.30), we get
〈L,M〉t = 〈S, V 〉t − 〈S, V 〉t = 0.
¤
3. Application to Liquidity Modelling
We discuss a possible application of this type of price process model to the topic
of liquidity. In recent liquidity research (see for example [1], [5], [6], [19], [20], [30])
one uses the notion of a supply curve, which is a mathematical model of a limit
book for the purchase of relatively liquid stocks. This means as demand increases
very rapidly, one must “climb” the ladder of the limit order book to fill the orders,
as demand temporarily exceeds ready supply. Therefore one sees small jumps
upward during this period, the size of the jump depending on the price and the
structure of the order book. In empirical/modelling work by Marcel Blais in his
PhD thesis [2], for liquid stocks the supply curve takes the form:
S(t, x) = M+t x + b(t), x ≥ 0
S(t, x) = M−t x + a(t), x < 0
where t is time, x is the size of an initiated trade (x > 0 is a buy, and x < 0 is a
sell, both of x shares of stock), and S(t, x) is the price paid or received per share
if the order is of size x. M+t and M
−
t represent the slopes of what turned out to
be, as shown by fitting the data to cubic splines, a piecewise linear supply curve.
Actually, in many cases for liquid stocks, it turned out that M+t = M
−
t ; We then
simplify notation by writing Mt; that is, the supply curve is linear, with a random
and time varying slope (although Blais’ study indicates that the variation of Mt is
small, and continuous in t). Also, often a(0) = b(0), which means that the bid-ask
spread is negligible. In this case, it might be reasonable to represent the price
process as the solution to the following SDE:
dSt = σ(St)dBt + b(St−,Ms)d(Nt −
∫ t
0
λ(Ss−,Ms)ds) + µ(St)dt, (3.1)
which is a variant of equation (1.1). We see in equation (3.1) that the intensity of
jumps changes with the price, which reflects the climb up the order book, and the
typical structure that as one climbs, the offered prices become more sparse and
more largely spaced; and the coefficient b depending on M represents the slope
of the supply curve affecting the size of the small jump changes in price, with
a steeper slope representing an increased inelasticity, and thus one would expect
b(s,m) to be increasing in m.
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Indeed, one can imagine other applications of this type of modelling, when
changes in small jumps are sensitive to price, both for their frequency and their
size, a phenomenon which happens often in financial modelling.
4. Conclusion
This paper introduces a method to find an explicit form of the local risk min-
imization strategy in general class of models with jumps, extending the results
of Frey [14] and Chan [7]. It gives flexibility of models, by changing an intensity
function λ or a jump distribution ν(dx). It can also be applied to the deterministic
intensity case, simply choosing λ independent of the price process. The case when
the price process is driven by a Lévy process, which was studied by Chan [7], also
follows using a Lévy decomposition and a specific choice of jumps. The most origi-
nal aspect of our model is an instantaneous feedback of the current price. It would
be ideal if we allow an intensity depending on the whole path of the stock history,
which is λ(Ss, 0 ≤ s ≤ t) instead of λ(St), but we defer this to future research.
One problem of λ(Ss, 0 ≤ s ≤ t) is the loss of the Markov property, which plays
a key role in our approach. This result may be extended to more general jump
diffusion cases. But in general this method may fail since one cannot in general
guarantee the existence of the decomposition (2.22) and failure of the martingale
representation theorem. Our model also allows asymmetric return distributions,
which is another advantage. The stochastic representation of the Feynman-Kac
type integro-differential equation naturally suggests to us a Monte Carlo method
to obtain a solution, but this too will be addressed in the future.
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