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Abstract This paper presents a general form of the covariance matrix structure for a vector
random field that is axially symmetric and mean square continuous on the sphere and provides
a series representation for a longitudinally reversible one. The series representation is somehow
an imitator of the covariance matrix function, and both of them have simpler forms than those
proposed in the literature in terms of the associated Legendre functions and are useful for
modeling and simulation. Also, a general form of the covariance matrix structure is derived for
a spatio-temporal vector random field that is axially symmetric and mean square continuous
over the sphere, and a series representation is given for a longitudinally reversible one.
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1 Introduction
Axially symmetric random fields on the three-dimensional sphere were introduced by [16] more
than fifty years ago. This kind of spatial or spatio-temporal models looks like reasonable for the
practical applications ([4], [14], [17], [18], [19], [36]), but its complicated covariance structure
and series expansion ([15], [16], [36]) have made it very hard to fit real data. This calls for a
more detailed investigation, and motivates us here to search for simple forms of the correlation
structure and series expansion for a scalar, vector, or time varying random field that is axially
symmetric and mean square continuous on the sphere. The established theories differ from, but
are not more complicated than, those of the scalar, vector, or time varying random field that
is isotropic and mean square continuous on spheres ([2], [3], [5], [6], [7], [8], [10], [11], [13], [21],
[22], [24] - [30], [32], [33], [34], [39], [40], [41]).
Denote by S2 the spherical shell of radius 1 and center 0 in R3, i.e., S2 = {‖x‖ = 1,x ∈ R3},
where ‖x‖ is the Euclidean norm of x ∈ R3. Using spherical coordinates, a point x ∈ S2
is determined by the longitude θ and the latitude ϕ, and is designated as x = (ϕ, θ), where
0 ≤ θ ≤ 2pi and 0 ≤ ϕ ≤ pi.
An m-variate real and second-order random field {Z(x),x = (ϕ, θ) ∈ S2} is said to be axially
symmetric, if it mean function EZ(x) depends only on ϕ, and its covariance matrix function
cov(Z(x1),Z(x2)) depends on ϕ1, ϕ2, and θ1− θ2. The covariance matrix function is denoted by
C(ϕ1, ϕ2, θ), or
C(ϕ1, ϕ2, θ1 − θ2) = E{(Z(x1)− EZ(x1))(Z(x2)− EZ(x2))′}, x1 = (ϕ1, θ1),x2 = (ϕ2, θ2) ∈ S2.
Moreover, the random field or its covariance matrix function is said to be longitudinally reversible
[36], if
C(ϕ1, ϕ2,−θ) = C(ϕ1, ϕ2, θ), ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi].
In a spatio-temporal setting, an m-variate real and second-order random field {Z(x; t),x ∈
S2, t ∈ T} is said to be axially symmetric on S2 and stationary over the temporal domain T, if it
mean function EZ(x; t) depends only on ϕ, and its covariance matrix function cov(Z(x1; t1),Z(x2; t2))
depends on ϕ1, ϕ2, θ1−θ2, and t1−t2, where T = R or T. The latter is denoted by C(ϕ1, ϕ2, θ; t),
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or
C(ϕ1, ϕ2, θ1 − θ2; t1 − t2) = E{(Z(x1; t1)− EZ(x1; t1))(Z(x2; t2)− EZ(x2; t2))′},
xk = (ϕk, θk) ∈ S2, tk ∈ T, k = 1, 2.
Two fundamental properties of thism×mmatrix function are: (i)C(ϕ1, ϕ2, θ; t) = (C(ϕ2, ϕ1,−θ;−t))′,
and (ii) inequality
n∑
i=1
n∑
j=1
a′iC(ϕi, ϕj , θi − θj; ti − tj)aj ≥ 0 (1)
holds for every n ∈ N, any ϕi ∈ [0, pi], θi ∈ [0, 2pi], ti ∈ T, and ai ∈ Rm (i = 1, 2, . . . , n), where
N stands for the set of positive integers. On the other hand, given an m ×m matrix function
with these properties, there exists an m-variate Gaussian or elliptically contoured random field
{Z(x; t),x ∈ S2, t ∈ T} with C(ϕ1, ϕ2, θ; t) as its covariance matrix function [23].
Section 2 derives a general form of the covariance matrix structure of an m-variate axially
symmetric and mean square continuous random field on S2 and a series representation of a
longitudinally reversible one, starting from a close look at the scalar case of [16]. Moving
successively, a general covariance matrix form is given for an m-vatiate spatio-temporal random
field that is axially symmetric and mean square continuous on S2 and stationary on T, and a
series representation is offered to a longitudinally reversible one over the S2. Theorems 1-3 and
5-7 are proved in Section 4.
2 Covariance matrix structures and series representations
Suppose that {Z(x),x ∈ S2} is an m-variate axially symmetric and mean square continuous
random field. This section derives a general form of its covariance matrix function, which
does not look as complicated as that in [16] does, and presents a series representation for a
longitudinally reversible one, which is useful for modeling and simulation. An isotropic version
is treated in [24], [26].
To begin with, let us take a look at (12) of [16] for the covariance function of a scalar axially
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symmetric random field {Z(ϕ, θ), ϕ ∈ [0, pi], θ ∈ [0, 2pi]}, which reads (in our notions)
C(ϕ1, ϕ2, θ) =
∞∑
n=0
(bn(ϕ1, ϕ2) cos(nθ) + an(ϕ1, ϕ2) sin(nθ)), ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi], (2)
where
bn(ϕ1, ϕ2) =
∞∑
i=n
∞∑
j=n
bn,ijP
n
i (cosϕ1)P
n
j (cosϕ2),
an(ϕ1, ϕ2) =
∞∑
i=n
∞∑
j=n
an,ijP
n
i (cosϕ1)P
n
j (cosϕ2), n ∈ N0,
bn,ij and an,ij are certain constants, P
n
k (x) are the associated Legendre function [1], and N0
denotes the set of nonnegative integers. Simply speaking, (2) is a Fourier series expansion of
C(ϕ1, ϕ2, θ) in terms of θ ∈ [−2pi, 2pi], but using or not the associated Legendre function is not
so important there, as is indicated by Theorem 1.
Theorem 1 For an axially symmetric and mean square continuous random field {Z(x),x ∈
S
2}, its covariance function C(ϕ1, ϕ2, θ) is of the form
C(ϕ1, ϕ2, θ) =
∞∑
n=0
{bn(ϕ1, ϕ2) cos(nθ)+an(ϕ1, ϕ2) sin(nθ)}, ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi], (3)
where bn(ϕ1, ϕ2) is a covariance function on [0, pi] for each fixed n ∈ N0, and
∞∑
n=0
bn(ϕ1, ϕ2)
converges.
Although bn(ϕ1, ϕ2) has to be a covariance function for each n ∈ N0, it is not clear how to
interpret an(ϕ1, ϕ2). No matter what an(ϕ1, ϕ2) looks like, it must make (3) a positive definite
function. An example of (3) is illustrated in Example 1, where an(ϕ1, ϕ2) is either non-negatively
or negatively proportional to bn(ϕ1, ϕ2).
Example 1 For a constant λ with |λ| ≤ 1,
C(ϕ1, ϕ2, θ) =
∞∑
n=0
bn(ϕ1, ϕ2)(cos(nθ) + λ sin(nθ)), ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi],
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is the covariance function of an axially symmetric Gaussian or elliptically contoured random field
on S2, where bn(ϕ1, ϕ2) is a covariance function on [0, pi] for each fixed n ∈ N0, and
∞∑
n=0
bn(ϕ1, ϕ2)
converges. This follows from Theorem 8 of [23], noticing that cos(nθ) + λ sin(nθ) is a positive
definite function of θ ∈ [−2pi, 2pi] for each n ∈ N0. Of course, many bn(ϕ1, ϕ2) are available for
selection.
Corollary 1.1 A longitudinally reversible covariance function C(ϕ1, ϕ2, θ) takes the form
C(ϕ1, ϕ2, θ) =
∞∑
n=0
bn(ϕ1, ϕ2) cos(nθ), ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi]. (4)
Conversely, given a function C(ϕ1, ϕ2, θ) of the form (4) with summable
∞∑
n=0
bn(ϕ1, ϕ2) and
each bn(ϕ1, ϕ2) being a covariance function on [0, pi], there exists a longitudinally reversible
Gaussian or elliptical contoured random field on S2 with it as the covariance function.
In fact, (4) follows from (3) and C(ϕ1, ϕ2, θ) = C(ϕ1, ϕ2,−θ); see also Proposition 3 of [15].
One way to establish the second part of Corollary 1.1 is to verify the positive definiteness of (4)
and to use Theorem 8 of [23]. Instead, we give a series representation for a random field with
(4) as its covariance function, which is useful for modeling and simulation.
Theorem 2. Assume that stochastic processes {Vn1(ϕ), ϕ ∈ [0, pi]} and {Vn2(ϕ), ϕ ∈ [0, pi]}
have mean 0 and covariance function bn(ϕ1, ϕ2) for each n ∈ N0, and that for all n ∈ N0,
{Vn1(ϕ), ϕ ∈ [0, pi]} and {Vn2(ϕ), ϕ ∈ [0, pi]} are independent. If
∞∑
n=0
bn(ϕ1, ϕ2) converges, then
Z(ϕ, θ) =
∞∑
n=0
(Vn1(ϕ) cos(nθ) + Vn2(ϕ) sin(nθ)), ϕ ∈ [0, pi], θ ∈ [0, 2pi], (5)
is a longitudinally reversible random field on S2 with mean 0 and covariance function (4).
Somehow (5) is an imitator of (3) but not (4). It would be of interest to generate an axially
symmetric random field on S2. The vector case is slightly more complicated than the scalar
case, since a covariance matrix function is not necessarily symmetric.
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Theorem 3 If an m-variate mean square continuous random field {Z(x),x ∈ S2} is axially
symmetric, then C(ϕ1,ϕ2,θ)+(C(ϕ1,ϕ2,θ))
′
2 is of the form
C(ϕ1,ϕ2,θ)+(C(ϕ1,ϕ2,θ))′
2 =
∞∑
n=0
{Bn(ϕ1, ϕ2) cos(nθ) +An(ϕ1, ϕ2) sin(nθ)} ,
ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi],
(6)
where Bn(ϕ1, ϕ2) (n ∈ N0) are m×m symmetric matrices,
∞∑
n=0
Bn(ϕ1, ϕ2) converges, and, for
each fixed n ∈ N0, Bn(ϕ1, ϕ2) is a covariance matrix function on [0, pi].
Example 2 For a constant λ with |λ| ≤ 1,
C(ϕ1, ϕ2, θ) =
∞∑
n=0
Bn(ϕ1, ϕ2)(cos(nθ) + λ sin(nθ)), ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi],
is the covariance matrix function of an m-variate axially symmetric Gaussian or elliptically
contoured random field on S2, if Bn(ϕ1, ϕ2) is an m×m covariance matrix function on [0, pi] for
each fixed n ∈ N0, and
∞∑
n=0
Bn(ϕ1, ϕ2) converges.
Corolloary 3.1 If C(ϕ1, ϕ2, θ) is longitudinally reversible, then
C(ϕ1, ϕ2, θ) + (C(ϕ1, ϕ2, θ))
′
2
=
∞∑
n=0
Bn(ϕ1, ϕ2) cos(nθ), ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi]. (7)
Corollary 3.2 An m×m matrix function
C(ϕ1, ϕ2, θ) =
∞∑
n=0
Bn(ϕ1, ϕ2) cos(nθ), ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi], (8)
is the covariance matrix function of an m-variate Gaussian or elliptically contoured random field
on S2 if and only if Bn(ϕ1, ϕ2) is an m×m covariance matrix function on [0, pi] for each fixed
n ∈ N0, and
∞∑
n=0
Bn(ϕ1, ϕ2) converges.
The matrixBn(ϕ1, ϕ2) in (7) has to be symmetric in the sense thatBn(ϕ1, ϕ2) = (Bn(ϕ1, ϕ2))
′.
But, it is not necessarily so in (8) or the next theorem, whose proof is similar to that of Theorem
2 and is thus omitted.
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Theorem 4 Assume that m-variate stochastic processes {Vn1(ϕ), ϕ ∈ [0, pi]} and {Vn2(ϕ), ϕ ∈
[0, pi]} have mean 0 and covariance matrix function Bn(ϕ1, ϕ2) for each n ∈ N0, and that for
all n ∈ N0, {Vn1(ϕ), ϕ ∈ [0, pi]} and {Vn2(ϕ), ϕ ∈ [0, pi]} are independent. If
∞∑
n=0
Bn(ϕ1, ϕ2)
converges, then
Z(ϕ, θ) =
∞∑
n=0
(Vn1(ϕ) cos(nθ) +Vn2(ϕ) sin(nθ)), ϕ ∈ [0, pi], θ ∈ [0, 2pi], (9)
is an m-variate longitudinally reversible random field on S2 with mean 0 and covariance matrix
function (8).
Example 3 Let
Bn,ij(ϕ1, ϕ2) =


1
(bi(ϕ1)+bj(ϕ2))pi
, n = 0,
2
(n2+bi(ϕ1)+bj(ϕ2))pi
, n ∈ N, ϕ1, ϕ2 ∈ [0, pi], i, j = 1, . . . ,m,
where bi(ϕ) (i = 1, . . . ,m) are positive functions on [0, pi]. It can be verified that each Bn(ϕ1, ϕ2)
is a covariance matrix function on [0, pi]. The direct/cross covariance functions of (9) are
Cij(ϕ1, ϕ2, θ) =
cosh
(
(pi − |θ|)√bi(ϕ1) + bj(ϕ2))√
bi(ϕ1) + bj(ϕ2) sinh(
√
bi(ϕ1) + bj(ϕ2)pi)
,
ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi], i, j = 1, . . . ,m,
based on the identity (see, e.g., page 577 of [38])
∞∑
n=1
cos(nθ)
n2 + a2
=
pi cosh((pi − θ)a)
2a sinh(pia)
− 1
2a2
, a > 0, θ ∈ [0, 2pi].
3 Time varying axially symmetric vector random fields
This section deals with the covariance matrix structure of anm-variate random field {Z(x; t),x ∈
S
2, t ∈ T} that is axially symmetric and mean square continuous on S2 and stationary on T, and
presents a series representation for a longitudinally reversible one. An isotropic case is studied
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in [28]. The connection of the Gaussianity between the random field and its coefficients in the
series representation is explored in Theorem 6. Some arguments similar to the purely spatial
case are not repeated.
Theorem 5 If an m-variate random field {Z(x; t),x ∈ S2, t ∈ T} is axially symmetric and
mean square continuous on S2 and stationary on T, then
C(ϕ1,ϕ2,θ;t)+(C(ϕ1,ϕ2,θ;t))′+C(ϕ1,ϕ2,θ;−t)+(C(ϕ1,ϕ2,θ;−t))′
2
=
∞∑
n=0
{Bn(ϕ1, ϕ2; t) cos(nθ) +An(ϕ1, ϕ2; t) sin(nθ)} ,
ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi], t ∈ T,
(10)
where Bn(ϕ1, ϕ2; t) (n ∈ N0) are m × m symmetric matrices and
∞∑
n=0
Bn(ϕ1, ϕ2; t) converges,
and, for each fixed n ∈ N0, Bn(ϕ1, ϕ2; t) is a covariance matrix function on [0, pi] × T.
Corollary 5.1 If {Z(x; t),x ∈ S2, t ∈ T} is longitudinally reversible on S2, then
C(ϕ1,ϕ2,θ;t)+(C(ϕ1,ϕ2,θ;t))′+C(ϕ1,ϕ2,θ;−t)+(C(ϕ1,ϕ2,θ;−t))′
2 =
∞∑
n=0
Bn(ϕ1, ϕ2; t) cos(nθ),
ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi], t ∈ T.
(11)
Corollary 5.2 An m×m matrix function
C(ϕ1, ϕ2, θ; t) =
∞∑
n=0
Bn(ϕ1, ϕ2; t) cos(nθ), ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi], t ∈ T, (12)
is the covariance matrix function of an m-variate random field on S2 × T that is longitudinally
reversible on S2 and stationary on T if and only if
∞∑
n=0
Bn(ϕ1, ϕ2; t) converges, and, for each
fixed n ∈ N0, Bn(ϕ1, ϕ2; t) is a covariance matrix function on [0, pi] × T.
Theorem 6 Assume that m-variate stochastic processes {Vn1(ϕ; t), ϕ ∈ [0, pi], t ∈ T} and
{Vn2(ϕ; t), ϕ ∈ [0, pi], t ∈ T} have mean 0 and covariance matrix function Bn(ϕ1, ϕ2; t) for each
n ∈ N0, and that for all n ∈ N0, {Vn1(ϕ; t), ϕ ∈ [0, pi], t ∈ T} and {Vn2(ϕ; t), ϕ ∈ [0, pi], t ∈ T}
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are independent. If
∞∑
n=0
Bn(ϕ1, ϕ2; t) converges, then
Z(ϕ, θ; t) =
∞∑
n=0
(Vn1(ϕ; t) cos(nθ) +Vn2(ϕ; t) sin(nθ)), ϕ ∈ [0, pi], θ ∈ [0, 2pi], t ∈ T, (13)
is an m-variate random field longitudinally reversible on S2 and stationary on T, with mean 0
and covariance matrix function
C(ϕ1, ϕ2, θ; t) =
∞∑
n=0
Bn(ϕ1, ϕ2; t) cos(nθ), ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi], t ∈ T.
Moreover, Z(ϕ, θ; t) is Gaussian if and only if all Vn1(ϕ; t) and Vn2(ϕ; t) (n ∈ N0) are
Gaussian.
Example 4 Let B(ϕ1, ϕ2; t) be an m×m covariance matrix function on [0, pi] × T and all its
entries be less than 1 in absolute value.
(i) In Theorem 6 choose
Bn(ϕ1, ϕ2; t) =


2
n
(B(ϕ1, ϕ2; t))
◦n
, n ∈ N,
0, n = 0, ϕ1, ϕ2 ∈ [0, pi], t ∈ T,
where B◦p denotes the Hadamard p power of B = (bij), whose entries are b
p
ij , the p power
of bij, i, j = 1, . . . ,m. The direct/cross covariance functions of (13) are
Cij(ϕ1, ϕ2, θ; t) = − ln(1− 2bij(ϕ1, ϕ2; t) cos θ + b2ij(ϕ1, ϕ2; t)),
ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi], t ∈ T, i, j = 1, . . . ,m,
in view of the identity
∞∑
n=1
an
n
cos(nθ) = −1
2
ln(1− 2a cos θ + a2), |a| < 1.
(ii) Choose
Bn(ϕ1, ϕ2) =


(B(ϕ1, ϕ2; t))
◦n
, n ∈ N,
1, n = 0, ϕ1, ϕ2 ∈ [0, pi], t ∈ T,
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where 1 is an m×m matrix with all entries 1. Then the direct/cross covariance functions
of (13) are
Cij(ϕ1, ϕ2, θ; t) =
1− b2ij(ϕ1, ϕ2; t)
1− 2bij(ϕ1, ϕ2; t) cos θ + b2ij(ϕ1, ϕ2; t)
,
ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi], t ∈ T, i, j = 1, . . . ,m,
which follows from the identity
∞∑
n=0
an cos(nθ) =
1− a2
1− 2a cos θ + a2 , |a| < 1.
A sufficient condition is given in the following theorem for an m×m matrix function to be
the covariance matrix function of an m-variate Gaussian or elliptically contoured random field
on S2 × T that is axially symmetric and mean square continuous on S2 and stationary on T.
Theorem 7. For each n ∈ N0, if the inequality
l∑
i=1
l∑
j=1
(u′iBn(ϕi, ϕj ; ti−tj)uj+v′iBn(ϕi, ϕj ; ti−tj)vj+u′iAn(ϕi, ϕj ; ti−tj)vj−v′iAn(ϕi, ϕj ; ti−tj)uj) ≥ 0
(14)
holds for every l ∈ N, any ui ∈ Rm,vi ∈ Rm, ti ∈ T, and ϕi ∈ [0, pi], then there exists an
m-variate Gaussian or elliptically contoured random field on S2 × T with the covariance matrix
function
C(ϕ1, ϕ2, θ; t) =
∞∑
n=0
{Bn(ϕ1, ϕ2; t) cos(nθ) +An(ϕ1, ϕ2; t) sin(nθ)} ,
ϕ1, ϕ2 ∈ [0, pi], θ ∈ [−2pi, 2pi], t ∈ T.
(15)
Inequality (14) ensures that each level n of (15), Bn(ϕ1, ϕ2; t) cos(nθ)+An(ϕ1, ϕ2; t) sin(nθ),
satisfies inequality (1). It would be of interest to see whether (14) is also a necessary condition.
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4 Proofs
4.1 Proof of Theorem 1
Recall that the mean square continuity of {Z(x),x ∈ S2} means
E|Z(ϕ1, θ1)− Z(ϕ2, θ2)|2 → 0, as ϕ1 → ϕ2, θ1 → θ2.
This implies that C(ϕ1, ϕ2, θ) is continuous with respect to θ ∈ [−2pi, 2pi] for fixed ϕ1, ϕ2 ∈ [0, pi].
Indeed, it follows from the Cauchy-Schwartz inequality that, for θ1, θ2 ≥ 0,
|C(ϕ1, ϕ2, θ1)− C(ϕ1, ϕ2, θ2)|
= |EZ(ϕ1, θ1)(Z(ϕ2, 0) − EZ(ϕ2, 0)) − EZ(ϕ1, θ2)(Z(ϕ2, 0)− EZ(ϕ2, 0))|
= |E{(Z(ϕ1, θ1)− Z(ϕ1, θ2))(Z(ϕ2, 0)− EZ(ϕ2, 0))}|
≤ var(Z(ϕ2))E|Z(ϕ1, θ1)− Z(ϕ1, θ2)|2
→ 0, θ1 → θ2,
and, for θ1, θ2 ≤ 0,
|C(ϕ1, ϕ2, θ1)− C(ϕ1, ϕ2, θ2)|
= |E(Z(ϕ1, 0)− EZ(ϕ1, 0))Z(ϕ2,−θ1)− E(Z(ϕ1, 0)− EZ(ϕ1, 0))Z(ϕ2,−θ2)|
= |E{(Z(ϕ1, 0) − EZ(ϕ1, 0))(Z(ϕ2,−θ1)− Z(ϕ2,−θ2))}|
≤ var(Z(ϕ1))E|Z(ϕ2,−θ1)− Z(ϕ2,−θ2)|2
→ 0, θ1 → θ2.
Thus, as a continuous function of θ ∈ [−2pi, 2pi], C(ϕ1, ϕ2, θ) takes the Fourier series expan-
sion (3), since {cos(nθ), sin(nθ), n ∈ N0} consists of an orthogonal basis of L2[−2pi, 2pi]. The
convergence of
∞∑
n=0
bn(ϕ1, ϕ2) is due to the existence of C(ϕ1, ϕ2, 0).
What remains is to confirm that each coefficient in (3), bn(ϕ1, ϕ2), is a covariance function.
For this purpose, consider a stochastic process
Wn(ϕ) =
∫ 2pi
0
Z(ϕ, θ) cos(nθ)dθ, ϕ ∈ [0, pi],
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for each fixed n ∈ N0. In the light of (3), the covariance function of {Wn(ϕ), ϕ ∈ [0, pi]} is
obtained as follows,
cov(Wn(ϕ1),Wn(ϕ2))
=
∫ 2pi
0
∫ 2pi
0
cov(Z(ϕ1, θ1), Z(ϕ2, θ2)) cos(nθ1) cos(nθ2)dθ1dθ2
=
∫ 2pi
0
∫ 2pi
0
C(ϕ1, ϕ2, θ1 − θ2) cos(nθ1) cos(nθ2)dθ1dθ2
=
∫ 2pi
0
∫ 2pi
0
∞∑
k=0
{bk(ϕ1, ϕ2) cos(k(θ1 − θ2)) + ak(ϕ1, ϕ2, θ1 − θ2) sin(k(θ1 − θ2))} cos(nθ1) cos(nθ2)dθ1dθ2
=
∞∑
k=0
bk(ϕ1, ϕ2)
∫ 2pi
0
∫ 2pi
0
(cos(kθ1) cos(kθ2) + sin(kθ1) sin(kθ2)) cos(nθ1) cos(nθ2)dθ1dθ2
+
∞∑
k=0
ak(ϕ1, ϕ2)
∫ 2pi
0
∫ 2pi
0
(sin(kθ1) cos(kθ2)− cos(kθ1) sin(kθ2)) cos(nθ1) cos(nθ2)dθ1dθ2
=
∞∑
k=0
bk(ϕ1, ϕ2)
(∫ 2pi
0
cos(kθ1) cos(nθ1)dθ1
∫ 2pi
0
cos(kθ2) cos(nθ2)dθ2
+
∫ 2pi
0
sin(kθ1) cos(nθ1)dθ1
∫ 2pi
0
sin(kθ2) cos(nθ2)dθ2
)
=


4pi2b0(ϕ1, ϕ2), n = 0,
pi2bn(ϕ1, ϕ2), n ∈ N,
which implies that bn(ϕ1, ϕ2) is a covariance function for each n ∈ N0.
4.2 Proof of Theorem 2
The right-hand series of (5) is mean square convergent under the convergent assumption of
∞∑
n=0
bn(ϕ1, ϕ2), since
E
∣∣∣∣∣
n1+n2∑
n=n1
(Vn1(ϕ) cos(nθ) + Vn2(ϕ) sin(nθ))
∣∣∣∣∣
2
=
n1+n2∑
n=n1
(EV 2n1(ϕ) + EV
2
n2(ϕ))
= 2
n1+n2∑
n=n1
bn(ϕ,ϕ)
12
→ 0, n1, n2 →∞.
It is easy to verify that its covariance function is given by (7).
4.3 Proof of Theorem 3
Since {Z(x),x ∈ S2} is an m-variate axially symmetric and mean square continuous random
field, two scalar random fields {Zi(ϕ1, θ) + Zj(ϕ2, θ), θ ∈ [0, 2pi]} and {Zi(ϕ1, θ)− Zj(ϕ2, θ), θ ∈
[0, 2pi]} are also axially symmetric and mean square continuous for fixed ϕk (k = 1, 2) and
i, j ∈ {1, . . . ,m}, with covariance functions
cov(Zi(ϕ1, θ1) + Zj(ϕ1, θ1), Zi(ϕ2, θ2) + Zj(ϕ2, θ2))
= Cii(ϕ1, ϕ2, θ1 − θ2) + Cij(ϕ1, ϕ2, θ1 − θ2) + Cji(ϕ1, ϕ2, θ1 − θ2) +Cjj(ϕ1, ϕ2, θ1 − θ2),
cov(Zi(ϕ1, θ1)− Zj(ϕ1, θ1), Zi(ϕ2, θ2)− Zj(ϕ2, θ2))
= Cii(ϕ1, ϕ2, θ1 − θ2)− Cij(ϕ1, ϕ2, θ1 − θ2)− Cji(ϕ1, ϕ2, θ1 − θ2) +Cjj(ϕ1, ϕ2, θ1 − θ2),
ϕ1, ϕ2, θ1, θ2 ∈ [0, 2pi],
respectively. It follows from Theorem 1 that
Cii(ϕ1, ϕ2, θ) + Cij(ϕ1, ϕ2, θ) + Cji(ϕ1, ϕ2, θ) + Cjj(ϕ1, ϕ2, θ)
=
∞∑
n=0
{bn,ij+(ϕ1, ϕ2) cos(nθ) + an,ij+(ϕ1, ϕ2) sin(nθ)},
(16)
and
Cii(ϕ1, ϕ2, θ)− Cij(ϕ1, ϕ2, θ)− Cji(ϕ1, ϕ2, θ) + Cjj(ϕ1, ϕ2, θ)
=
∞∑
n=0
{bn,ij−(ϕ1, ϕ2) cos(nθ) + an,ij−(ϕ1, ϕ2) sin(nθ)},
(17)
where bn,ij+(ϕ1, ϕ2) and bn,ij−(ϕ1, ϕ2) are covariance functions for each n ∈ N0, and
∞∑
n=0
bn,ij+(ϕ1, ϕ2)
and
∞∑
n=0
bn,ij−(ϕ1, ϕ2) converge. Taking the difference between (16) and (17) and then dividing
by 4 yields
Cij(ϕ1, ϕ2, θ) + Cji(ϕ1, ϕ2, θ)
2
=
∞∑
n=0
{bn,ij(ϕ1, ϕ2) cos(nθ) + an,ij(ϕ1, ϕ2) sin(nθ)},
where
bn,ij =
1
4
(bn,ij+ − bn,ij−), an,ij = 1
4
(an,ij+ − an,ij−)n ∈ N0.
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This establishes (6).
In order to verify that Bn(ϕ1, ϕ2) is a covariance matrix function for each n ∈ N0, consider
an m-variate stochastic process
Wn(ϕ) =
∫ 2pi
0
Z(ϕ, θ) + (Z˜(ϕ, θ))′√
2
cos(nθ)dθ, ϕ ∈ [0, pi],
where {Z˜(x),x ∈ S2} is an independent copy of {Z(x),x ∈ S2}. Its covariance matrix function
is positively proportional to Bn(ϕ1, ϕ2) as follows,
cov(Wn(ϕ1),Wn(ϕ2))
=
∫ 2pi
0
∫ 2pi
0
cov(Z(ϕ1, θ1),Z(ϕ2, θ2)) +
(
cov(Z˜(ϕ1, θ1), Z˜(ϕ2, θ2))
)
′
2
cos(nθ1) cos(nθ2)dθ1dθ2
=
∫ 2pi
0
∫ 2pi
0
C(ϕ1, ϕ2, θ1 − θ2) + (C(ϕ1, ϕ2, θ1 − θ2))′
2
cos(nθ1) cos(nθ2)dθ1dθ2
=
∞∑
k=0
Bk(ϕ1, ϕ2)
∫ 2pi
0
∫ 2pi
0
(cos(kθ1) cos(kθ2) + sin(kθ1) sin(kθ2)) cos(nθ1) cos(nθ2)dθ1dθ2
+
∞∑
k=0
Ak(ϕ1, ϕ2)
∫ 2pi
0
∫ 2pi
0
(sin(kθ1) cos(kθ2)− cos(kθ1) sin(kθ2)) cos(nθ1) cos(nθ2)dθ1dθ2
=


4pi2B0(ϕ1, ϕ2), n = 0,
pi2Bn(ϕ1, ϕ2), n ∈ N.
4.4 Proof of Theorem 5
For a fixed t ∈ T, consider two purely spatial random fields {Z(x; 0) + Z(x; t),x ∈ S2} and{
Z(x; 0) − Z(x; t),x ∈ S2}. Their covariance matrix functions are, in terms of C(ϕ1, ϕ2, θ; t),
cov (Z(ϕ1, θ1; 0) + Z(ϕ1, θ1; t), Z(ϕ2, θ2; 0) + Z(ϕ2, θ2; t))
= 2C(ϕ1, ϕ2, θ1 − θ2; 0) +C(ϕ1, ϕ2, θ1 − θ2; t) +C(ϕ1, ϕ2, θ1 − θ2;−t),
and
cov (Z(ϕ1, θ1; 0) − Z(ϕ1, θ1; t), Z(ϕ2, θ2; 0) − Z(ϕ2, θ2; t))
= 2C(ϕ1, ϕ2, θ1 − θ2; 0)−C(ϕ1, ϕ2, θ1 − θ2; t)−C(ϕ1, ϕ2, θ1 − θ2;−t), (ϕk, θk) ∈ S2, k = 1, 2.
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It follows from Theorem 3 that
2C(ϕ1, ϕ2, θ; 0) +C(ϕ1, ϕ2, θ; t) +C(ϕ1, ϕ2, θ;−t)
+{2C(ϕ1, ϕ2, θ; 0) +C(ϕ1, ϕ2, θ; t) +C(ϕ1, ϕ2, θ;−t)}′
=
∞∑
n=0
(Bn+(ϕ1, ϕ2; t) cos(nθ) +An+(ϕ1, ϕ2; t) sin(nθ)) ,
(18)
and
2C(ϕ1, ϕ2, θ; 0)−C(ϕ1, ϕ2, θ; t)−C(ϕ1, ϕ2, θ;−t)
+{2C(ϕ1, ϕ2, θ; 0)−C(ϕ1, ϕ2, θ; t)−C(ϕ1, ϕ2, θ;−t)}′
=
∞∑
n=0
(Bn−(ϕ1, ϕ2; t) cos(nθ) +An−(ϕ1, ϕ2; t) sin(nθ)) ,
(19)
(ϕk, θk) ∈ S2, k = 1, 2, t ∈ T.
Taking the difference between (18) and (19) results in (10), with
Bn(ϕ1, ϕ2; t) =
1
4
Bn+(ϕ1, ϕ2; t)− 1
4
Bn−(ϕ1, ϕ2; t),
and
An(ϕ1, ϕ2; t) =
1
4
An+(ϕ1, ϕ2; t)− 1
4
An−(ϕ1, ϕ2, θ; t), n ∈ N0.
Obviously, Bn(ϕ1, ϕ2; t) is symmetric, and
∞∑
n=0
Bn(ϕ1, ϕ2; t) converges.
In order to verify thatBn(ϕ1, ϕ2; t) is a spatio-temporal covariance matrix function on [0, pi]×
T for each fixed n ∈ N0, consider an m-variate random field
Wn(ϕ; t) =
∫ 2pi
0
Z(ϕ, θ; t) + Z(ϕ, θ;−t) + (Z˜(ϕ, θ; t) + Z˜(ϕ, θ;−t))′
2
cos(nθ)dθ, ϕ ∈ [0, pi], t ∈ T,
where {Z˜(ϕ, θ; t), ϕ ∈ [0, pi], θ ∈ [0, 2pi], t ∈ T} is an independent copy of {Z(ϕ, θ; t), ϕ ∈ [0, pi], θ ∈
[0, 2pi], t ∈ T}. The covariance matrix function of {Wn(ϕ; t), ϕ ∈ [0, pi], t ∈ T} is a positive scalar
product of Bn(ϕ1, ϕ2; t), since
cov(Wn(ϕ1; t1),Wn(ϕ2; t2))
=
1
2
∫ 2pi
0
∫ 2pi
0
{cov (Z(ϕ1, θ1; t1) + Z(ϕ1, θ1;−t1), Z(ϕ2, θ2; t2) + Z(ϕ2, θ2;−t2))
+ cov(Z˜′(ϕ1, θ1; t1) + Z˜
′(ϕ1, θ1;−t1), Z˜′(ϕ2, θ2; t2) + Z˜′(ϕ2, θ2;−t2))} cos(nθ1) cos(nθ2)dθ1dθ2
=
1
2
∫ 2pi
0
∫ 2pi
0
{C(ϕ1, ϕ2, θ1 − θ2; t1 − t2) +C(ϕ1, ϕ2, θ1 − θ2; t2 − t1)
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+(C(ϕ1, ϕ2, θ1 − θ2; t1 − t2) +C(ϕ1, ϕ2, θ1 − θ2; t2 − t1))′} cos(nθ1) cos(nθ2)dθ1dθ2
=
∞∑
n=0
∫ 2pi
0
∫ 2pi
0
{Bn(ϕ1, ϕ2; t) cos(n(θ1 − θ2)) +An(ϕ1, ϕ2; t) sin(n(θ1 − θ2))} cos(nθ1) cos(nθ2)dθ1dθ2
=


4pi2B0(ϕ1, ϕ2; t1 − t2), n = 0,
pi2Bn(ϕ1, ϕ2; t1 − t2), n ∈ N.
5 Proof of Theorem 6
It suffices to prove the last part, while the proof of the first part is analogous to that of Theorem 2.
If all Vn1(ϕ; t) and Vn2(ϕ; t) (n ∈ N0) are normally distributed, then Z(ϕ, θ; t) defined by (9) is
normally distributed, too. On the other hand, if Z(ϕ, θ; t) defined by (9) is normally distributed,
then, for each n ∈ N0, Z(ϕ, θ; t) cos(nθ) and Z(ϕ, θ; t) sin(nθ) are normally distributed as well.
So are
∫ 2pi
0
Z(ϕ, θ; t) cos(nθ)dθ
=
∫ 2pi
0
∞∑
k=0
(Vk1(ϕ; t) cos(kθ) +Vk2(ϕ; t) sin(kθ)) cos(nθ)dθ
=
∞∑
k=0
Vk1(ϕ; t)
∫ 2pi
0
cos(kθ) cos(nθ)dθ +
∞∑
k=0
Vk2(ϕ; t)
∫ 2pi
0
sin(kθ) cos(nθ)dθ
=


2piV01(ϕ; t), n = 0,
piVn1(ϕ; t), n ∈ N,
and
∫ 2pi
0
Z(ϕ, θ; t) sin(nθ)dθ
=
∞∑
k=0
Vk1(ϕ; t)
∫ 2pi
0
cos(kθ) sin(nθ)dθ +
∞∑
k=0
Vk2(ϕ; t)
∫ 2pi
0
sin(kθ) sin(nθ)dθ
=


0, n = 0,
piVn2(ϕ; t), n ∈ N.
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5.1 Proof of Theorem 7
According to Theorem 8 of [24], it suffices to check inequality (1) for (15). For every l ∈ N, any
wi ∈ Rm, ϕi ∈ [0, pi], θi ∈ [0, 2pi], and ti ∈ T (k = 1, . . . , l), we have
l∑
i=1
l∑
j=1
w′iC(ϕi, ϕj , θi − θj; ti − tj)wj
=
∞∑
n=0
l∑
i=1
l∑
j=1
w′i(Bn(ϕi, ϕj ; ti − tj) cos(n(θi − θj)) +An(ϕi, ϕj ; ti − tj) cos(n(θi − θj)))wj
=
∞∑
n=0
l∑
i=1
l∑
j=1
{
w′i cos(nθi)Bn(ϕi, ϕj ; ti − tj)wj cos(nθj) +w′i sin(nθi)Bn(ϕi, ϕj ; ti − tj)wj sin(nθj)
+w′i sin(nθi)An(ϕi, ϕj ; ti − tj)wj cos(nθj)−w′i cos(nθi)An(ϕi, ϕj ; ti − tj)wj sin(nθj)
}
=
∞∑
n=0
l∑
i=1
l∑
j=1
(u′niBn(ϕi, ϕj ; ti − tj)unj + v′niBn(ϕi, ϕj ; ti − tj)vnj
+v′niAn(ϕi, ϕj ; ti − tj)unj − u′niAn(ϕi, ϕj ; ti − tj)vnj)
≥ 0,
where the last inequality follows from the assumption (14), uni = wi cos(nθi),vni = wi sin(nθj).
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