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INTERPOLATION OVER Z AND TORSION IN CLASS GROUPS
JOHN BERMAN AND DANIEL ERMAN
Consider the system of equations
f(1, 4) = a f(3, 5) = b f(4, 5) = c,
where a, b, and c are integers. In general, it is not possible to find a homogeneous polynomial
f ∈ Z[x, y] which satisfies the equations. For example, b must be a multiple of 5 if and only if
c is. However, there is a homogeneous polynomial satisfying f(1, 4) = f(3, 5) = f(4, 5) = 1.
In fact, there is such a polynomial of degree d if and only if d is divisible by 60. For example:
(11x6−43x5y+14x4y2+71x3y3−82x2y4+32xy5−4y6)10−y(4x−y)(5x−3y)(x−y)50(2x7−x6y−x5y2+2x4y3−2xy6+y7)
has the desired property, as does any power thereof. It is not easy to see that no lower degree
polynomial will work, however this can be confirmed via a direct computation in a computer
algebra package such as Macaulay2 [M2].1
There is nothing special about the points (1, 4), (3, 5), and (4, 5). In general:
Theorem 0.1. Suppose S is a finite subset of Zn consisting of points (x1, . . . , xn) such
that gcd(x1, . . . , xn) = 1. Then there exists a (nonconstant) homogeneous polynomial f ∈
Z[x1, . . . , xn] such that f(x1, . . . , xn) = 1 for each (x1, . . . , xn) ∈ S.
In fact, one can generalize further, replacing Z by any PID whose quotients by maximal
ideals are finite fields (such as Z[i] or Fq[t]).
Theorem 0.2. Let R be a PID such that all quotients by maximal ideals are finite fields.
Suppose S is a finite subset of Rn consisting of points (x1, . . . , xn) such that (x1, . . . , xn) = R
as ideals. Then there exists a (nonconstant) homogeneous polynomial f ∈ R[x1, . . . , xn] such
that f(x1, . . . , xn) ∈ R is a unit for each (x1, . . . , xn) ∈ S.
Remark 0.3. The assertion that f(x1, . . . , xn) is a unit (rather than 1) is unavoidable: Sup-
pose that R has some unit u which is not torsion in R×. Then there can be no (noncon-
stant) homogeneous polynomial f which evaluates to 1 on both (1, 1) and (u, u). Indeed, if
f(1, 1) = 1, then f(u, u) = udeg(f) 6= 1.
As an illustration of the subtlety of Theorem 0.2, we note that it can fail for a PID like
Q[t]. (The set S = {(1, 1 + t), (1− t, 1)} will fail; see [BE16, Example 8.5].) It can also fail
for Fq[s, t] [BE16, Example 8.6].
Neither Theorem 0.1 nor Theorem 0.2 are original results: both are implied by several
recent results related to Noether normalization, such as those in [BE16,CMBPT12,GLL15].
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1The computation is the following: for any d, let Md be the 3× d+ 1 the entry in row i and column j is
obtained by evaluating the monomial xd−jyj and the ith point of S. By computing the Smith Normal Form
of Md, one check whether there exists a homogeneous polynomial of degree d with the desired property.
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In all of those papers, Theorem 0.1 is deduced by using something similar to the famous
result from the geometry of numbers: Class groups of rings of integers are finite. Actually,
it is enough to know that they are torsion.
However, because the statement of Theorem 0.1 is so concrete, one might hope for an
alternate proof that does not make use of ideas like the class group. The central original
result in this paper is a proof of Theorem 0.1 that uses only elementary ring theory. The
proof over Z applies verbatim to prove Theorem 0.2 as well.
Theorem 0.1 turns out to be nearly equivalent to the assertion that class groups of rings
of integers are torsion. In fact, our Theorem 0.2 easily yields a new proof of the fact:
Theorem 0.4. Let A be a finite, flat Z-algebra. Then Cl(A) is torsion.
This is a classical theorem in algebraic number theory, traditionally proved using the
geometry of numbers. In a different direction, the connection between interpolation re-
sults like Theorem 0.2 and torsion class groups appears also, in much greater generality,
in [CMBPT12, Theorem 1.2] and [GLL15, §8]. The novelty here is thus not in the result but
in the technique: we give a self-contained proof of Theorem 0.4 via concrete computations
about homogeneous polynomials. We note that the stronger classical result, that such class
groups are finite, does not appear to follow from these methods.
In addition to its connection with Noether normalization, Theorem 0.1 has a curious
history. The problem (in the case n = 2) was submitted by the second author to the
International Math Olympiad and appeared as a problem in 2017. It was completely solved
by just 14 students, making it one of the most challenging problems to appear on that year’s
exam.
The Olympiad solutions yielded two distinct proof strategies for Theorem 0.1: one of
those aligns with our strategy, which is to reduce the problem from studying homogeneous
polynomials in Z[x1, . . . , xn] to those in Z/aZ[x1, . . . , xn] and then leverage the fact that
(Z/aZ)n is finite. A second strategy, first written down by Dan Carmon, is to induct on the
size of the set S. See [IMO17, pp. 85–87].
We then deduce Theorem 0.4 from Theorem 0.2 as follows: we embed X ⊆ Pr and reduce
the problem to finding a nonconstant homogeneous polynomial f ∈ Z[x0, . . . , xr] such that
f |X = 1. We let XB be the base change of X to B, where B denotes the ring of integers
of the splitting field K of X . The irreducible components of XB will each be a copy of
SpecB in PrB, and we represent each such component by a vector in B
r+1 whose entries
are relatively prime. Theorem 0.2 then produces homogeneous polynomial f ∈ B[x0, . . . , xr]
where f |XB = 1, and we use a standard Galois theory argument to descend f to a polynomial
defined over Z.
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1. Proofs of Theorems 0.1 and 0.2
In this section we prove Theorems 0.1 and 0.2. We begin by axiomatizing the situation of
Theorem 0.2 to streamline the discussion.
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Definition 1.1. Let R be a commutative ring. We say that (v1, . . . , vn) ∈ R
n has coprime
entries if (v1, . . . , vn) = (1) as ideals of R.
Suppose that for any n ≥ 1 and any finite set S ⊆ Rn of vectors with coprime entries,
there is a nonconstant homogeneous polynomial f ∈ R[x1, . . . , xn] such that f(v) ∈ R
× for
each v ∈ S. Then we say that R has enough homogeneous polynomials.
Theorem 0.1 is equivalent to the statement that Z has enough homogeneous polynomials.
We next observe that fields have enough homogeneous polynomials; this is well-known (see
for example [Eis05, Theorem 4.2]), but we provide a proof in Lemma 1.2 below.
Lemma 1.2. Any field has enough homogeneous polynomials.
Proof. For each point v ∈ S, let Iv denote the ideal generated by homogeneous polynomials
vanishing at v. Equivalently, Iv is the ideal of polynomials vanishing at a line through v,
so it is prime. The ideal m = (x0, . . . , xn) is not contained in any single Iv, so by prime
avoidance [Eis95, Lemma 3.3] there is some homogeneous polynomial P in m which is not
in
⋃
v Iv; that is, P (v) 6= 0 for all v ∈ S. 
Lemma 1.3. We have the following:
(1) Suppose I ⊆ R is a nilpotent ideal, and R/I has enough homogeneous polynomials.
Then so does R.
(2) If R1 and R2 have enough homogeneous polynomials, then so does R1 ×R2.
Proof. For (1): Take S as in Definition 1.1. Because R/I has enough homogeneous polyno-
mials, there is some homogeneous f ∈ R[x1, . . . , xn] such that f(v) is a unit mod I for each
v. However, x ∈ R is a unit if and only if its residue mod I is a unit (because I is nilpotent).
Therefore, f(v) is a unit in R for each v, so R has enough homogeneous polynomials.
For (2): Let R = R1 × R2. For S ⊆ R
n as in Definition 1.1, let S1, S2 be the projections
onto Rn1 , R
n
2 . Since R1, R2 have enough homogeneous polynomials, there are homogeneous
f1 ∈ R1[x1, . . . , xn] and f2 ∈ R2[x1, . . . , xn] such that f1(v) is a unit for all v ∈ S1 and f2(v)
is a unit for all v ∈ S2.
Choose positive integer exponents e1, e2 such that f
e1
1 and f
e2
2 have the same degree d.
The splitting R = R1 × R2 induces a corresponding splitting of R[x1, . . . , xn], and thus
the pair (f e11 , f
e2
2 ) naturally defines a homogeneous element of R[x1, . . . , xn] where f(v) =
(f1(v), f2(v)) for all v ∈ S. Therefore R has enough homogeneous polynomials. 
Corollary 1.4. Any Artinian ring has enough homogeneous polynomials. In particular,
Z/aZ has enough homogeneous polynomials for any a ≥ 1.
Proof. Any Artinian ring is a finite product of local Artinian rings [Eis95, Corollary 2.16],
and thus by Lemma 1.3(2) we can reduce to considering a local Artinian ring. However, in
any local Artinian ring the maximal ideal is nilpotent, and thus it follows from Lemma 1.3(1)
and Lemma 1.2. 
Example 1.5. Consider S = {(2, 3), (5, 7), (11, 13)} in Z/100Z. We know that Z/100Z is a
sum of nilpotent extensions of Z/5Z and Z/2Z. By Lemma 1.3, it suffices to find homoge-
neous polynomials over Z/5Z and Z/2Z which evaluate to units on S.
We may pick x4 + y4 over Z/5Z and x2 + xy + y2 over Z/2Z. As in Lemma 1.3(2), the
polynomial (x4+y4, (x2+xy+y2)2) = (1, 1)x4+(0, 2)x3y+(0, 3)x2y2+(0, 2)xy3+(1, 1)y4 over
Z/25Z⊕ Z/4Z works. The Chinese Remainder Theorem exhibits Z/25Z⊕ Z/4Z ∼= Z/100Z
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via the identification (a, b) 7→ 76a+25b, so that the polynomial x4+50x3y+75x2y2+50xy3+y4
evaluates to units on S. (In fact, it evaluates to a unit on any vector with coprime entries,
so the choice of S is irrelevant.)
Proof of Theorem 0.1. We prove that Z has enough homogeneous polynomials. Let S ⊆ Zn
be a finite set of vectors, each one with coprime entries. If f is a homogeneous polynomial,
then f(v) = ±f(−v). Therefore, we can assume without loss of generality that S does not
contain any two vectors that are scalar multiples of each other.
For each v ∈ S, there is some fv ∈ Z[x1 . . . , xn], homogeneous of degree dv, such that
fv(v) 6= 0 and fv(w) = 0 for w 6= v in S. Choose once and for all such a fv for each v ∈ S.
Let a =
∏
v fv(v). Since Z/aZ has enough homogeneous polynomials (Corollary 1.4), there
is some homogeneous h ∈ Z[x1, . . . , xn] such that
h(v) ≡ 1 (mod a)
for each v ∈ S. (Take a polynomial such that h(v) is a unit mod a for each v, then raise it
to the power φ(a).) Choose an exponent hk such that deg(hk) = d ≥ dv for all v ∈ S.
Since each v has coprime entries, we may pick linear homogeneous polynomials Lv for
which Lv(v) = 1 (one for each v ∈ S). Let
gv =
a
fv(v)
Ld−dvv fv,
which is a homogeneous polynomial of degree d with integer coefficients. Moreover, gv(v) = a,
while gv(w) = 0 for any w 6= v.
To complete the proof, the linear combination
h−
∑
v∈S
h(v)− 1
a
gv
is homogeneous of degree d and evaluates to h(v)− h(v)−1
a
a = 1 at each v ∈ V . Therefore, Z
has enough homogeneous polynomials. 
Corollary 1.6. Suppose that R is an integral domain for which every quotient by a nonzero
ideal has enough homogeneous polynomials, and every group coker(R× → (R/I)×) is torsion.
Then R has enough homogeneous polynomials.
Proof. The proof exactly follows that of Theorem 0.1. We must have R a domain to ensure
a 6= 0, and torsion cokernels to ensure that we can choose h which satisfies: for each v ∈ S,
there is a unit uv ∈ R
× such that h(v) ≡ uv (mod a). 
We obtain Theorem 0.2 immediately:
Proof of Theorem 0.2. We are to prove that R has enough homogeneous polynomials. If R
is a PID where all quotients by maximal ideals are finite fields, then for any nonzero ideal
I ⊆ R, R/I will be a finite ring. In particular (R/I)× is a finite set, and thus R has enough
homogeneous polynomials by Corollary 1.6. 
2. Torsion Class Groups
In this section, we derive Theorem 0.4 about torsion Class groups from Theorem 0.2. This
implication also follows from [CMBPT12, Theorem 1.2] or [GLL15, Proposition 8.7].
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Lemma 2.1. Let X = Spec(A) ⊆ PrZ be a projective scheme, finite over Z. The following
are equivalent:
(1) There exists f ∈ Z[x0, . . . , xr]d such that f |X is a unit.
(2) There exists f ∈ Z[x0, . . . , xr]d such that V (f) ∩X = ∅.
Either of these implies that OX(1) is d-torsion.
Proof. For any f , the restriction f |X is an element of A. Points of V (f) ∩X correspond to
prime ideals of A containing f |X, and the equivalence is then immediate. Finally, if f |X is
a unit, then OX(d) is trivial and hence OX(1) is d-torsion. 
Proof of Theorem 0.4. Let X = Spec(A). Any element of the class group of A can be
represented by a finitely generated ideal I = (a0, . . . , ar). The elements a0, . . . , ar then
induces a morphism φ : X → PrZ such that φ
∗OPr
Z
(1) = OX(1) is the line bundle corresponding
to the class of I. It suffices to prove that OX(1) is torsion. In fact, if X
′ is the image of X
in PrZ then it suffices to prove that OX′(1) is torsion, so we may reduce to the case where X
is embedded in PrZ.
Lemma 2.1 shows that it is sufficient to find a homogeneous polynomial f where f |X is a
unit; this is equivalent to finding f where V (f)∩X = ∅; and this is a set-theoretic condition,
and so we can further assume that X is reduced.
Since X is finite, flat and reduced over SpecZ, the fiber over the generic point of SpecZ
will be a direct product of fields Spec(Ki) where each Ki is a finite extension of Q. Let K
be the compositum of these fields and let A be the ring of integers of K. Let XB ⊆ P
r
B be
the pullback of X via SpecB → SpecZ and define XK ⊆ P
r
K similarly. Note that XK is a
disjoint union of a finite number, say m, of copies of SpecK.
Since XB is flat over B, its irreducible components are in bijection with irreducible com-
ponents of XK . The scheme XB thus now consists of m irreducible components, each of
which is isomorphic to SpecB. Each such irreducible component can be represented by a
vector in Br+1 whose coordinates are coprime. We let S ⊆ Br+1 be the set containing those
m vectors. By Theorem 0.2 we obtain a polynomial f ∈ K[x0, . . . , xr] such that f(v) = 1
for all v ∈ S. It follows that f |X = 1.
We now use a standard Galois theory argument to descend f to a polynomial with integer
coefficients. Let G = Gal(K). Since X was defined over Z, it follows that G will send each
vi to some other vector vj. Thus, for any σ ∈ G, we have that (σf)(vi) = (σf)(σvj) for some
j which in turn equals σ(f(vj)) = σ(1) = 1. It follows that f˜ :=
∏
σ∈G σf has coefficients in
Z and satisfies f˜(vi) = 1 for all i. 
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