Personalization is the ability to retrieve information content related to users' profile and facilitate their information-seeking activities. Several environments, such as the Web, take advantage of personalization techniques because of the large amount of available information. For this reason, there is a growing interest in providing automated personalization processes during the human-computer interaction.
Introduction
The instant availability of many interesting Web resources is a great opportunity that users can exploit for many of their every day tasks. Nevertheless, traditional search engines based on Information Retrieval (IR) approaches return long lists of ranked documents that users are forced to sift through to find relevant documents. Moreover, the same result list is returned for the same query, regardless of who submitted the query, despite users usually having different needs. For these reasons, the identification of the user's information needs and the personalization of the human-computer interaction are becoming fundamental research topics.
The acquisition of user knowledge and preferences is one of the most important problems to be tackled in order to provide effective personalized assistance. Learning techniques for user modeling can be partitioned by the type of input used to build the profile. Explicit feedback systems rely on direct user intervention, that usually suggests keywords or documents of interests, or answers to questions about his/her needs.
Even though explicit feedback techniques have been shown to improve retrieval performance, some studies have found that these techniques are not able to considerably improve the user model W hiteet al.,2001 , especially if no good interface is provided to manage the model W aern,2004 . Users are usually unwilling to spend extra effort to explicitly specify their needs, and are often not able to use those techniques effectively Anick,2003 Anick, ,T eevanet al.,2005 , or might find them confusing and unpredictable KoenemannandBelkin,1996 . Moreover, research shows that users often start browsing from pages identified by less precise but more easily constructed queries, instead of spending time to fully specify their search goals T eevanet al.,2004 . Aside from requiring additional time during the seeking processes, the burden on users is high and the benefits are not always clear, therefore the effectiveness of explicit techniques may be limited.
On the one hand, implicit feedback collects information about users while they perform their regular tasks. Basically, it unobtrusively draws usage data by tracking and monitoring user behavior, for example by means of server access logs or query and browsing histories KellyandT eevan,2003 ,Claypoolet al.,2001 ,Chan,2000 W hiteet al.,2002 ,T eevanet al.,2005 ,RadlinskiandJoachims,2005 . Implicit and explicit feedback based on the same amount of information, namely snippets from result lists, are reasonably consistent in search engine domains. The fact that implicit feedback is readily available in large quantities overcomes possible bias in users' decisions, sometimes influenced by the trust they have in retrieval functions, and by the overall quality of result sets Joachimset al.,2005 . Once enough knowledge has been collected, user profiles can be employed to provide personalized results. For instance, Google Personalized Search records a trail of all queries and Web sites the user has selected from the results, building a profile according to that information. During the search activity, the search engine adapts the results according to needs of each user, assigning higher scores to the resources related to what the user has seen in the past. Alternatively, user profiles can take part in a distinct re-ranking phase. Some systems implement this approach on the client-side, where the software connects to a search engine, retrieving query results that are then analyzed locally, e.g., P itkowet al.,2002 ,MicarelliandSciarrone,2004 ,SperettaandGauch,2005 .
Just-in-Time IR (JITIR) Rhodes,2000 is a further interesting approach for personalized search where the information system proactively suggests information based on a person's working context. Basically, the system continuously monitors the user's interaction with the software, such as typing in a word processor or browsing the Web, in a non-intrusive manner, automatically identifying their information needs and retrieving useful documents without requiring any action by users. The same approach could be employed to provide contextual advertisements to users.
Personalized Search Based on a Memory Retrieval Theory 3 Fig. 1 . A user profile based on implicit feedback techniques analyzes usage data, e.g., server access logs or query and browsing histories, in order to build representations of information needs of users. The profile can be employed in search engines, to directly provide personalized results or in distinct re-ranking activities. Contextual advertisements and JITIR are other tasks where user profiles can enhance the result precision. Monitoring the user working contexts allows to provide more updated recommendations related to the users' current activities.
In this work, we propose a user modeling approach based on a cognitive theory of retrieval processes in human memory. The theory allows us to define not only suitable structures to organize concepts, but also how the information is stored and kept updated during the information seeking process. The user model is able to unobtrusively learn user needs by means of implicit feedback techniques. Unlike many traditional user models, the proposed approach takes under consideration the current user context in order to provide personalization related to the user's current activity. Moreover, the user model's learning phase does not need any off-line phase, during which user provides data in order to train the model. The paper is organized as follows: related work is discussed in Sect. 2, while Sect. 3.1 introduces SAM, the general theory on which the proposed user modeling approach is based on, which is discussed in Sect. 3.2. Section 3.3 presents an instance of the approach applied in the context of Internet browsing activities, while the related evaluation, with a comparison with two other user modeling approaches developed in our context, are discussed in Sect. 4. Section 5 closes the paper.
Related Work
Several statistical approaches for user profiling have been proposed in order to recognize user information needs while interacting with information sources. Nevertheless, a few of them are based on formal cognitive theories and implicit feedback techniques.
A number of approaches that address the personalization task are based on the traditional content-based IR approach and explicit feedback techniques, e.g., Joachimset al.,1997 ,MoukasandMaes,1998 ,Liebermanet al.,1998 ,Montaneret al.,2003 . Some approaches reduce the burden on users to provide explicit feedback combining content and collaborative techniques BalabanovicandShoham,1997 . Interesting approaches employ Naïve Bayes classifiers to build representations of the user needs, such as Syskill and Webert P azzaniet al.,1996 . Personal WebWatcher Mladenic,2001 employs Bayes classifiers to represent the keywords contained in the hyperlinks selected by users, helping the user browse the Web highlighting interesting hyperlinks on visited Web pages. It is one of the first prototypes based on implicit feedback techniques. Speretta and Gauch SperettaandGauch,2005 analyze search histories in order to build user models based on ODP categories. Teevan et al. obtain interesting results performing a re-rank of search engine results according to user profiles built from the information created, copied, or viewed by a user, such as Web pages, emails, documents stored on the client PC, etc.. Watson Budziket al.,2001 monitors the users actions and the files that he is currently working on to predict the users needs and offer them related resources. The TFxIDF technique Saltonet al.,1975 is used to create the contextual query based on the currently active window that is submitted to the information sources, i.e., search engines. These kinds of user models have many similarities with ones we included in our evaluation.
Two systems use natural language processing and semantic or keyword networks in order to build long term user profiles and evaluate the relevance of text documents with respect to a profile. SiteIF project MagniniandStrapparava,2004 uses semantic networks built from co-occurrence frequencies among keywords in News corpora, where each node represents the meaning of one keyword in a given news, identified by means of the WordNet database MillerandF ellbaum,1993 . ifWeb prototype
AsnicarandT asso,1997 makes use of a network of keywords in order to create a representation of the available topics in one domain. The explicit feedback updates the user model adding or removing subsets of topics, i.e., sub-networks, judged interesting for the network associated with the user.
Two works based on cognitive theories are focused on the prediction of user actions, SNIF-ACT model P irolliandF u,2003 exploits ACT-R theory's concepts AndersonandLebiere,2000 such as the declarative and procedural knowledge, trying to represent all the items a user can deal with during the search, e.g., links, browser buttons, etc., and simulates users' actions during information-seeking processes by means of a set of production rules. The action selection considers the mutual relevance between the user goals and the current Web contents. Cognitive Walkthrough for the Web (CWW) Blackmonet al.,2003 looks at the degree of similarity between user goals and heading/link texts by means of Latent Semantic Analysis, a technique that estimates the semantic relatedness of texts, based on a statistical analysis of a large corpus LandauerandDumais,1997 . Even though they have not been employed in the personalization domain, the underlying cognitive models and techniques are in part related to the proposed user modeling approach.
User Modeling Approach
We hereby provide a brief introduction of the SAM theory before investigating in depth the proposed user modeling approach.
SAM: Search of Associative Memory
In this section, we give a short description of the SAM theory. For a closer examination of this theory see for example RaaijmakersandShif f rin,1981 . SAM is a general theory of retrieval from long-term memory that considers both the structure of the memory system and the processes operating within it. The structure refers to the items represented and their organization in the memory system, the processes refer to the main activities that occur within the memory, such as learning and recall of the stored information.
The memory is organized in two parts: Long-Term Store (LTS) and Short-Term Store (STS). The STS shows two key features: a limited capacity and a proneness to "forget" its content (if the buffer size is reached, an item at random will be replaced). It can be regarded as a temporarily activated subset of information enclosed in the permanent LTS storage, which contains all prior information plus new information transferred from STS. The role of STS corresponds to a working space for control processes, such as coding, rehearsal, decision-making, etc.. When a new external sensory input occurs, the related information is analyzed through the LTS structure, and data correlated with the input is activated and placed in the STS.
Both kinds of memories consist of unitized images, that is objects that may be learned and recalled (images also include temporal-contextual features that are not included in the discussion in order to make the description simple, see RaaijmakersandShif f rin,1981 for details). The retrieval (or recall) process is based on the associative relationships between probe cues in STS, and LTS's memory images. In the SAM theory, probe cues are the pieces of information the subject has with regard to the current task to be accomplished, e.g., information from a question, information retrieved earlier in the search, etc.. The cue set activates a subset of LTS images. To what degree each of the images is activated is determined by a matrix that gives the strengths of relationship between each possible probe cue and each possible image (Fig. 3) .
The recall process determines what images are sampled and made available to the user for evaluation and decision-making. It is convenient to organize the process in two phases:
• At each step of the process, STS cues are used as probes of LTS. The probability to sample a LTS's image is a function of the strength of association between the probe cues and the various images in LTS.
• The sampled LTS images are then accessed and evaluated by the so-called recovery process. This process depends on the strength between the selected images and the probe cues. The recovered images will be stored in the STS.
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The SAM Simulation (SAMS) approach is employed to build and keep the LTS structure updated,. This approach consists of a buffer rehearsal process AtkinsonandShiffrin,1968 that updates the image-image strength as a function of the total amount of time the pair of objects are simultaneously present in the STS. For example, let t ij be the time that objects i and j are together in the STS simultaneously, then the strength is S T (i, j) = a t ij where a is a parameter. The strength between a probe set and an image also increases when a successful recovery occurs.
The Proposed User Modeling Approach
During each information-seeking session, when users are looking for documents that satisfy their information needs, they have to assemble and deal with sets of concepts related to these needs. The identification of these concepts allows us to personalize the human-computer interaction, e.g., improving the ranking of resources retrieved by traditional tools such as search engines or recommending new resources to the user. For this reason, we have decided to ground our user modeling approach in the cognitive theory of human memory developed by Raaijmakers and Shiffrin RaaijmakersandShif f rin,1981 . It suggests important characteristics that have to be implemented in structures used to store memory concepts, and gives important recommendations about the algorithms to store and retrieve information from these structures. Figure 2 shows the user model's internal organization and how it interacts from the outside. Probe cues are drawn from usage data (1), which is information related to users' behavior while interacting with the system. Examples of usage data are past queries submitted to search engines or contents of the browsed pages. This information is transferred in the temporary STS store (2) and is used by the sampling and recovering processes to probe the LTS (3), the permanent store containing all prior information transferred from STS. The probability to activate and transfer information from LTS to STS is a function of the strength of association between the STS probe cues and the information stored in LTS. These strength values saved in the LTS structure are assumed to be proportional to the total amount of time a given information unit remains in STS. The successfully recovered LTS units are transferred to STS and correspond with the information related to the user's current working context, e.g., a browsed page or an e-mail the user is currently writing. This information is useful to personalize the interaction with the system (4), for example generating queries to several sources of information and presents them in a separate window.
The SAM theory does not require particular memory representations for LTS and STS buffers, therefore we have to define the information encoding, e.g., the kind of images stored in the LTS and the STS cues used for probing. In our approach, both kinds of memories consist of words, therefore they correspond with the unitized information that may be learned and recalled. This choice is justified by its simplicity and adaptation to the Web personalization context used in the Personalized Search Based on a Memory Retrieval Theory 7 Fig. 2 . The user profile is organized in two memory structures: STS and LTS. The former is a working buffer that contains probe cues extracted from usage data and subsets of LTS images (or words). The latter is the permanent store, containing all prior information. By means of learning and recall processes, both STS and LTS are kept updated according to the input of the user profile. The STS is also used to provide suggestion about the current user activities, in the form of sets of keywords.
evaluation. We have considered an environment where documents are represented by text sentences, therefore words seem the obvious elements that could be stored and analyzed.
No temporal or contextual information has been stored along with each word in this prototype. Nevertheless, Natural Language Processing (NLP) techniques can be successfully employed in order to assign a unique semantic meaning to each word extracted from usage data, for example analyzing the sentence in which the word occurs and using this co-occurrence information to query the WordNet database MillerandF ellbaum,1993 (see MagniniandStrapparava,2004 for details). LTS stores associative relationships between words. The amount of word-word information stored is assumed to be proportional to the total amount of time those two words are simultaneously present in the rehearsal buffer STS. The associations are stored in a strength matrix (see Fig. 3 ). Given a cue Q and a word I, the matrix stores the strength between these two objects S T (Q, I).
The STS size is a parameter of the system. Miller claimed that about seven chunks could be held into this kind of short-memory Miller,1956 , where a chunk stands for an integrated unit of information. Instead of remember a single stimulus, humans usually group input events, apply a new name to the group, and then remember the new name rather than the original input events. In this way, since the memory span is a fixed number of chunks, it is possible to increase the number of bits of information that it contains simply by building larger and larger chunks by means of a recoding process. Nevertheless, this kind of process has not been included in the user modeling approach.
The choice to use words as the unitized information that may be learned and recalled from the memory, and the absence of the recoding process lead us to reconsider the initial STS size. During empirical evaluations, users were asked to remember as many words as they could after having read sequences of documents. Being able to organize many words into single chunks, they could recall many more words than expected. Following these preliminary evaluations, we decided to set the STS size in the 50-100 unit range.
As explained in the previous section, the retrieval process consists of two phases: the sampling of words in the LTS, and their evaluation in a recovery process. Both steps exploit the strength matrix, which corresponds to the information stored in the LTS.
Given the current cues Qs, the sampling phase draws the probabilities for each word I i in LTS as a function of the strength of association between them:
where M is the current number of cues in STS, and N is the matrix dimension.
Equation 1 assigns high probabilities to the words with the highest product of strengths, hence, those that tend to be greatly associated with all the current cues. W j represents weights used to give different significance to cues. For instance, in the Web domain, Inverse Document Frequency (IDF) values Jones,2004 can decrease the weight for words that frequently occur in a given corpus, therefore very common and hardly relevant. In our evaluation W j takes on the expression: where idf j = log |Docs| dfj , df j is the Document Frequency of the j word, maxIdf = log |Docs| and Docs is a given input set of documents.
Once a word has been sampled, the recovery process takes place. The probability to successfully retrieve the sampled word I i corresponds to:
This expression differs considerably from others in the literature, e.g., RaaijmakersandShif f rin,1981 :
The reason concerns the size of the rehearsal buffer, which is larger than the size used in other systems. If there are many cues, the exponent in Eq. 4 gets very low values and the probability tends to 1. In other words, the cue effect is so marginal that all the sampled images will be successfully recovered. The normalization in Eq. 3 prevents this effect. As in the original formulation, large cue weights affect the recovery positively and probabilities get high values even if one strength is high.
The strength matrix is kept updated according to the total time a word or a pair of words are stored together in the STS buffer. Given t i the time spent in the buffer by the word I i , and t ij the time images I i and I j occur together in the buffer, we have:
If a word pair has never appeared together in the buffer, they assume a non negligible residual strength d. The values b, c and d are parameters of the model.
The strengths are also increased whenever a successful recovery occurs. In this case, the strength between the cues Q i s and the word I j , and the self-association strength S T (I j , I j ) is incremented:
where the S are the strengths before incrementing, and f and g are further parameters of the model.
The currently activated words in STS and their relationships with the words in LTS are used to build new LTS relationships. An important feature of the model is that units of information in the STS tend to be stored jointly. For example, when the user is browsing a given page and some content is extracted and given as input to the model, the words are stored in LTS with relationships that connect the words one another. When some of these words are recovered, the relationships help to retrieve the correlated information.
In natural language domains, such as the Web, this kind of implicit context helps to disambiguate the meaning of words. The relationships among them connect each word with the implicit context present at the time of learning. It may happen that users analyze the same word again, but in different contexts. In this case, different sets of connections are built between the word and the new context. Probing the LTS with some words related to the right context help recognize the right meaning of the word.
Moreover, the word significance depends on the user's current working context. Traditional approaches assign weights to words according to explicit and/or implicit feedbacks without taking under consideration the user's current activity. In our approach, a word is judged interesting if it is connected to the context, that is, the information stored in the control and decision-making buffer STS.
After having explained the sampling, recovering and learning processes, we move on to the general retrieval process that occurs each time the user interacts with information sources (see Fig.4 ). The process can be broken down to a inner retrieval process that is based on past SAM cognitive models. In the first cycle, there are K MAX attempts to sample and recover words stored in LTS by means of the current probe cues (the context stored in STS). A failure in the retrieval process occurs when the sampling and recovering probabilities do not assume values over a given threshold, or if the sampled words have not been successfully sampled in previous cycles and STS has not been altered since then.
If a word I i has been successfully sampled, the strengths S T (Q j , I i ) with the current STS's words Q j s, and the self-association S T (I i , I i ) are increased, and the word is included in the STS. The updated buffer will be used to sample other correlated words. The second cycle in the inner retrieval process corresponds to a rechecking phase. It ensures that all associative retrieval routes starting from the STS's words have been checked thoroughly, at least L MAX times.
The outer flowchart's part of the retrieval process concerns the human-computer interaction with information sources. In our domain, we analyze the user's current activity and extract content that is given to the model as probe cues. Examples of probe cues are: queries, document's snippets, categories selected by the user. The available information is included in the current context stored in STS, and the retrieval process takes place to recover and suggest correlated information and, at the same time, update the LTS. The process periodically checks if the current user activity is changed, e.g., the user closed the browser window and opened a word processor. In this case, the temporary information stored during the session is wiped out and the STS is cleared.
Each time the recovery process is completed, the STS words correspond to the information related to the current information needs of the user. As described in the evaluation they can be used for query expansion, enhancing the query using words or phrases related to the set of documents seen by the user and the current user activity.
Traditional interactive systems ask users to mark documents as relevant or non- relevant. These documents are used as training data for a relevance feedback query expansion approach. On the contrary, the proposed user modeling approach is based on implicit feedback techniques, where usage data are analyzed in order to draw information used to build the model and keep it updated The renting technique used in order to remove concepts from user models that are no longer judged interesting for the user has not been considered. There are two reasons to justify its presence. During information-seeking tasks, users analyze new concepts affecting their knowledge and beliefs, and therefore their current information needs. User models should be able to recognize these alterations, as well as alterations on users' goals. The second reason regards the user modeling accuracy. Several approaches use content-based techniques to extract content from Web documents used to build user models. Nevertheless, Web documents often cover different topics, even though users are usually interested in some of them. If user models are updated with irrelevant information, forgetting techniques able to remove concepts no longer taken into account by users is needed.
The described user modeling is based only on an additive learning process. At the same time, it is always possible to ignore concepts judged not interesting. In fact, the learning process tends to increase the relationship strengths between concepts that frequently occurred during the interaction with information sources. Wrong concepts may be included in the model, but their strengths with other words will not be increased if they no longer appear in the probe cues. Therefore, the probabilities to recover these concepts decrease as new concepts are included in the model. In other words, 'forgetting' follows the failure in the attempt to retrieve concepts.
An User Model Instance for Browsing Activities
This section presents an instance of the proposed user modeling approach in the Web domain, while the related evaluation is shown in Sect. 4. The amount of the available information that can be exploited during any information-seeking task makes the Web a fundamental environment where user modeling approaches can be evaluated. Recognizing what users are looking for during browsing sessions, that is, their information needs, is the first step towards efficient personalization techniques.
In order to employ our user modeling approach on the Web, we must resort to a methodology to identify the probe cues that are used in learning and recall processes, as discussed in the previous sections. The notion of information scent Chiet al.,2000 ,Chiet al.,2001 developed in the context of Information foraging theory P irolliandCard,1999 , already evaluated in different tasks Chi,2004 , is a valid approach in recognizing these cues by means of the anchor text associated to each link. While browsing, users use these proximal cues to decide whether to access the distal content, that is, the page pointed by the link. Formally, the information scent is the imperfect, subjective perception of the value or cost of the information sources obtained from proximal cues.
Each time the user selects a link and visits the corresponding page, the link's anchor text can be extracted and used in learning and recall processes. However, preliminary evaluations show how sometimes this information is not enough to recognize valuable probe cues, especially if the text consists only of a few common words, e.g., "full story", "page two", "link", "rights reserved", etc..
For this reason, we have developed an algorithm to collect information related to a given link selection: the anchor text is combined with the title of related page visited by the user. Afterwards, by means of the page's Document Object Model a , the page is divided into units whose boundaries are defined by a subset of HTML tags, e.g., TR, P, UL, etc., and the text of the deepest unit that contains the link is retrieved. Finally, the retrieved text plus anchor and title are compared to the other units of the pointed page, in order to find further related text. The text comparison is based on the IR similarity function used in the TextTiling algorithm Hearst,1997 . As previously mentioned, no temporal or contextual information has been stored along with each word, nor have NLP techniques to analyze semantic meanings been included in this first prototype.
Evaluation
Evaluating user models based on implicit feedback techniques that draw usage data from browsing histories with standard measures is not an easy task, because test beds that include browsing sessions and descriptions of the related information needs are not available. Moreover, there are a few prototypes that employ implicit techniques to build user profiles for Web personalization.
Instead of making ad-hoc corpus of documents extracted from browsing histories, and manually recognizing the information needs that led users through specific paths, we have decided to consider some categories in a directory service Web site in order to train and test the user modeling approach. The paramount advantage is that measures of search effectiveness, e.g.., precision and recall, can be adopted without considering time consuming and costly experiments with human subjects.
The input of the user models is the information collected by the technique described in the previous section based on the anchor texts, the titles and the correlated text in a Web page. The images stored in the user model correspond to the word extracted from these data.
After having randomly chosen 10 categories from the Open Directory Project The evaluation is based on the user model's ability to suggest further Web sites related to the user needs, namely, the remaining Web sites in the 10 categories that are not used for training. In order to provide the input probe cues, we employed the methodology presented in Sect. 3.3 based on the anchor text and related text retrieved from the linked pages.
After the training phase, the name of the category is given as probe cues and the keywords suggested by the user model are used for query expansion. A standard IR search engine indexes the Web sites contained in the first three layers of the ODP hierarchy. The following cosine rule is used to match the expanded query Q with the ODP sites Ds:
where t is a term of the query Q, L D is the number of terms in the document to analyze D, t x,t is the term frequency of t in the query or document x, and finally idf t is the inverse document frequency of t. The expanded queries are composed of the category name, and the suggested keywords weighted 0.5 by the boost t factor. Two traditional user modeling approaches provide a benchmark to compare our evaluation results. The first one is based on a content-based technique where documents are represented through the Vector Space model (VSM). A Relevance Feedback (RF) technique updates the model according to the content from the training pages. The top 10 keywords with highest rank, measured by means of the TFxIDF measure, are used in the query expansion. The second is a Naïve Bayes classifier trained on the same textual input data Mitchell,1997 . It is used for filtering the ODP corpus of Web sites according to the different user needs. Since it is not possible for this user model to submit a query and obtain keywords for query expansion, we have decided to collect the 5000 urls with the highest rank assigned by the classifier. This set is than compared with the testing set of the ODP input categories.
The different evaluation phases are summarized as follow:
• Random selection of 10 ODP categories, 5 of them corresponding to stable information needs Table 2 . Evaluation results for the five ODP categories (see Table 1 ). Precision and recall values at 50 of the proposed SAM-based user modeling approach are to be seen in the sixth and seventh column. The same measures related to the benchmark user model based on VSM and relevance feedback are shown in the fourth and fifth column, while the results of the Naïve Bayes classifier analyzing the top 5000 ranked results are on the other two columns.
• Random selection of 25% urls in each category for the training phase • Extraction of probe cues by means of the algorithm described in Sect. 3.3
• UM training through learning and recovery processes (Sect. 3.2)
• The category names are given as probe cues to the UM in order to retrieve related sets of keywords • Query expansion with the retrieved keywords • Precision and recall of the top 50 documents returned by a search engine which indexed the ODP Table 1 shows 5 out of 10 categories chosen in the evaluation. The other 5 categories represent different topics that we have included in order to cause noise during the training phase. As in real scenarios, some of the browsing sessions are related to relatively stable information needs, others concern transient concepts that less frequently re-occur in the future, e.g., weather in a holiday resort, price of a LCD, etc.. Figure 5 presents the evaluation results (see also Tab. 2) for each ODP category. In particular, the precision and recall at 50 (only the top 50 search engine results were analyzed) for the proposed approach and the traditional VSM user model based on relevance feedback. As for the Naïve Bayes classifier, the precision and recall values are drawn considering the first 5000 results filtered by this model. We obtained better results, both in terms of precision and recall, in four categories, while one category shows slightly worse results.
In the Web domain, the proposed user model outperforms both the traditional VSM-based and the approaches based on Naïve Bayes classifiers, being able to recognize important keywords according to the user's working context, i.e., the probe cues. By means of query expansion, the keywords re-ranked the results of a traditional search engine suggesting better personalized documents. The evaluation also shows how the Naïve Bayes classifier already employed in information filtering with good results, is basically non-effective in the considered personalization task, whereas the VSM-based approach shows satisfactory performance.
Conclusions
We have presented a user modeling approach based on a cognitive theory able to recognize information needs during the user interaction with information sources. An instance of the approach for the Web domain has been discussed. The evaluation results outperform traditional approaches based on VSM or Naïve Bayes Classifier, proving the ability to recognize important keywords according to user working contexts. These keywords can be considered in query expansion techniques in order to provide personalization of search engine results or recommendation related to the current user activities.
Potential enhancements concern the inclusion of contextual information in each word stored in STS and LTS. This kind of information is available through common categorization techniques that assign a category to each analyzed document. NLP techniques able to assign unique semantic meanings to each word can increase the performance of the approach further.
Finally, from our own standpoint, user modeling should be organized in different layers. The lower layers concern the basic human memory processes of learning and retrieval, as the goal of the proposed approach. The higher layers deal with the information-seeking strategies and plans users undertake when a particular task ought to be accomplished. The latter layers are the subject of our future work.
