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Abstract
We shall be concerned with the behavior of a suspended string to which a time-periodic or time-
quasiperiodic outer force works. We shall deal with IBVP for a linear equation of a suspended string,
and show that every solution is almost periodic in time. The result shall be shown under the assump-
tions that the basic periods (the period), the length of the string and the zero points of the Bessel
functions of the first kind satisfy the Diophantine type number-theoretic condition and the forcing
term is smooth. In order to deal with the problems we shall develop some well-matched function
spaces and solve the eigenvalue problem for suspended string operator.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
We shall deal with a flexible and heavy string of finite length a with density ρ that
generally depends on each point of the string. Let the string be suspended at one fixed end
under the gravity and the lower end be free. Let us take the vertical line through the fixed
upper end as x-axis and its origin be set at the position of the lower end when the string
is at rest without any outer forces except the gravity. Clearly the upper end is positioned
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that every point of the string oscillates in the horizontal direction, under the outer force h
working in the horizontal direction, where h is of the linear form h(x, t). Let the horizontal
displacement of the string at (x, t) be u(x, t). Let Ω be a cylindrical domain (0, a) × R1t .
We shall deal with small oscillations of the string. Then by the Newton second law the
equation of the suspended string is
ρ(x)∂2t u − g
(
∂x
( x∫
0
ρ(s) ds
)
∂x
)
u = h in Ω,
where g is the gravitational acceleration and h is a linear nonhomogeneous forcing term.
We normalize g = 1 for simplicity.
In this paper we shall be concerned with a case where the density ρ(x) is of the power
of x, i.e., ρ(x) = αxm, where α is a positive constant and m is a nonnegative number. Then
our equation is the following form:
∂2t u +Lu = f in Ω,
where L is a differential operator of the form
L = L(x, ∂x) = −
(
x
m + 1∂
2
x + ∂x
)
and f = h/xm. The case m = 0 corresponds to a uniform density.
Consider the following IBVP for a linear equation:
∂2t u(x, t) + Lu(x, t) = f (x, t) in Ω, (1.1)
u(a, t) = 0 in R1t , (1.2)
u(x,0) = φ(x), ∂tu(x,0) = ψ(x) in (0, a). (1.3)
We assume that f (x, t) is quasiperiodic in t with basic frequencies β1, . . . , βm. (See Sec-
tion 4 for the definition of quasiperiodic functions.) Then from the physical point of view
it is natural to expect that the solutions are almost periodic in t , provided that resonances
do not occur. Thus we shall investigate under what conditions every solution of IBVP
(1.1)–(1.3) is almost periodic in t . In order to do so, it is natural to study the eigen-
oscillations of (1.1) with f (x, t) ≡ 0 and then to investigate the resonances between the
outer forces and the eigen-oscillations. If the resonance occurs, then the solutions may
grow up to infinity as time tends to infinity. In order to treat nonresonance it is usual to as-
sume the number-theoretic condition among the length of the string, the basic frequencies
of f and the eigenvalues of the operator ∂2t +L (see the assumption (A3) in Section 4). We
shall show that under the Diophantine type numerical condition and the smoothness of f
every solution of IBVP (1.1)–(1.3) is almost periodic in t .
Some simple IBVPs for a suspended string equation were treated in [1,2]. IBVP for
a linear homogeneous string equation for m > −1 and IBVP for a linear string equation
for m = 0 with special nonhomogeneous term f (x, t) = A sinωtJ0(µk√x/a ) were con-
sidered in those works. It is shown that every solution of the above IBVPs is formally
represented by the Bessel–Fourier series and is formally almost periodic in t , where µk is
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mathematical considerations are not strict in such as the convergence of the series repre-
senting solutions and the regularity of the solutions. In order to resolve these problems
we shall proceed systematically, i.e., we shall develop some function spaces that are very
adaptable to general IBVP (1.1)–(1.3) and study the eigenvalue problem for the suspended
string operator in detail. Also in this paper number-theoretic assumption will be introduced
to assure the convergence of series.
2. Some function spaces
Let Z+ be the set of nonnegative integers. Let s ∈ Z+. From now on through this paper,
all c appeared in proofs of theorems, propositions and so on are positive constants that are
suitably taken in estimates in the proofs.
Let G be any open set in Rn. L2(G) and Hs(G) are the usual Lebesgue and Sobolev
spaces (respectively).
Let m be any fixed real number. L2(0, a;xm) is a Hilbert space whose elements f
are measurable in (0, a) and satisfy xm/2f (x) ∈ L2(0, a), where the inner product in
L2(0, a;xm) is defined by
(f, g)L2(0,a;xm) =
a∫
0
xmf (x)g(x) dx.
For s  1, Hs(0, a;xm) is a Hilbert space whose elements f and their weighted derivatives
xj/2∂
j
x f , j = 1,2, . . . , s, belong to L2(0, a;xm). Its norm is defined by
|f |Hs(0,a;xm) =
(
s∑
j=0
∣∣xj/2∂jx f ∣∣2L2(0,a;xm)
)1/2
.
Clearly, if f belongs to Hs(0, a;xm), the derivatives ∂jx f , j = 1, . . . , s, belong to
Hs−j (0, a;xm+j ). We set H 0(0, a;xm) = L2(0, a;xm).
Remark 2.1. For s  1 Hs(0, a;xm) is embedded in Cs−1((0, a]).
In fact, Hs(ε, a;xm) is isomorphic to Hs(ε, a) for any constant ε > 0. Hence it fol-
lows from the Sobolev embedding theorem that Hs(ε, a;xm) is embedded continuously in
Cs−1([ε, a]). Hence Hs(0, a;xm) is contained in Cs−1((0, a]).
H 10 (0, a;xm) is a subspace as a Hilbert space of H 1(0, a;xm) whose elements f satisfy
f (a) = 0. Ks(0, a;xm) is a subspace of Hs(0, a;xm) whose elements f satisfy Ljf ∈
H 10 (0, a;xm) for j = 0, . . . , [(s − 1)/2].
Proposition 2.1. Ks(0, a;xm) is a Hilbert space with norm | · |Hs(0,a;xm).
In fact, let fj be a sequence in Ks(0, a;xm) satisfying
|fj − f |Hs(0,a;xm) → 0
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|Lkfj −Lkf |H 1(0,a;xm)  |fj − f |Hs(0,a;xm) → 0
for k = 0,1, . . . , [(s − 1)/2]. Since Lkfj ∈ H 10 (0, a;xm), we have Lkf ∈ H 10 (0, a;xm).
Hence f ∈ Ks(0, a;xm).
Note that
K0(0, a;xm) = L2(0, a;xm), K1(0, a;xm) = H 10 (0, a;xm),
K2(0, a;xm) = H 2(0, a;xm) ∩H 10 (0, a;xm).
If m is positive, the elements of L2(0, a;xm) and Hs(0, a;xm) generally may have
singularities of polynomial order at x = 0. However we see the following proposition.
Proposition 2.2. Let m 0. Then Hs(0, a) is dense in Hs(0, a;xm).
Proof. The case where m = 0 is trivial. So we assume m > 0. Clearly Hs(0, a) is the
subspace of Hs(0, a;xm). First we shall deal with the case s = 0. Let f ∈ L2(0, a;xm).
Note that f ∈ L2(ε, a) for any ε > 0. We take {εk} satisfying
a > ε1 > ε2 > · · · , lim
k→∞ εk = 0, (2.1)
and {φj (x)} ⊂ C∞(0, a) with 0 φj (x) 1,
φj (x) =
{
1, x ∈ [εj−1, a],
0, x ∈ [0, εj ].
Since φjf ∈ L2(0, a), we see
a∫
0
xm
(
φj (x)f (x) − f (x)
)2
dx 
εj−1∫
0
xmf (x)2 dx → 0 (j → ∞).
This means that L2(0, a) is dense in L2(0, a;xm).
Next we suppose s  1. Let f ∈ Hs(0, a;xm). Then ∂sxf ∈ L2(0, a;xm+s). Hence there
exists {f sj } in L2(0, a) such that∣∣xs/2(f sj − ∂sxf )∣∣L2(0,a;xm) → 0 as j → ∞.
Define f s−1j by
f s−1j (x) =
x∫
a
f sj (ξ) dξ + ∂s−1x f (a).
Then f s−1j ∈ H 1(0, a) and f sj = ∂xf s−1j . Then we have∣∣x(s−1)/2(f s−1 − ∂s−1x f )∣∣2 2 mj L (0,a;x )
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0
xm+s−1
( x∫
a
(
f sj (ξ) − ∂sxf (ξ)
)
dξ
)2
dx

a∫
0
xm+s−1
a∫
x
ξm+s
(
f sj (ξ) − ∂sxf (ξ)
)2
dξ
a∫
x
ξ−(m+s) dξ dx
 1
m + s − 1
a∫
0
ξm+s
(
f sj (ξ) − ∂sxf (ξ)
)2
dξ → 0.
Repeating this process, we obtain {f 0j } in Hs(0, a) such that∣∣∂kx (f 0j − f )∣∣L2(0,a;xm) → 0, k = 0, . . . , s.
This proves the statement. 
Lemma 2.1. H 1(0, a;xm) is embedded continuously in L2(0, a;xm−δ) for any δ ∈
[0,m+ 1).
Proof. Let f ∈ H 1(0, a;xm). We have
a∫
0
xm−δf (x)2 dx =
a∫
0
xm−δ
( a∫
x
∂ξf (ξ) dξ − f (a)
)2
dx
 2
a∫
0
xm−δ
( a∫
x
∂ξf (ξ) dξ
)2
dx + 2
a∫
0
xm−δf (a)2 dx. (2.2)
From the Sobolev lemma it follows that H 1(ε, a;xm) is embedded in C([ε, a]) for any
ε ∈ (0, a). Since x(m+2)/2f ∈ H 1(0, a), we have
|x(m+2)/2f |C([ε,a])  c|x(m+2)/2f |H 1(0,a).
This leads to f (a)2  c|f |2
H 1(0,a;xm). Hence the second term of the right-hand side of (2.2)
is estimated by |f |2
H 1(0,a;xm) if m + 1 > δ.
We shall estimate the first term of the right-hand side of (2.2). Let α ∈ (1,m + 2 − δ).
Using the Schwarz inequality, we calculate
a∫
0
xm−δ
( a∫
x
∂ξf (ξ) dξ
)2
dx 
a∫
0
xm−δ
( a∫
x
ξα∂ξf (ξ)
2 dξ
)( a∫
x
ξ−α dξ
)
dx
=
a∫
0
xm−δ
( a∫
x
ξα∂ξf (ξ)
2 dξ
)
1
1 − α (a
1−α − x1−α) dx
 1
α − 1
a∫
ξα∂ξf (ξ)
2
( ξ∫
xm+1−δ−α dx
)
dξ0 0
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(α − 1)(m + 2 − δ − α)
a∫
0
ξm+2−δ∂ξf (ξ)2 dξ < +∞
for δ ∈ [0,m + 1). This shows f ∈ L2(0, a;xm−δ). Thus we have the conclusion. 
Proposition 2.3. L is a continuous mapping of Ks+2(0, a;xm) into Ks(0, a;xm).
Proof. Let f ∈ Ks+2(0, a;xm). We show that Lf ∈ Hs(0, a;xm) and Lj (Lf ) ∈ H 10 (0, a;
xm), j = 0, . . . , [(s − 1)/2], and
|Lf |Hs(0,a;xm)  c|f |Hs+2(0,a;xm).
The inequality is clear by the definition of Ks+2(0, a;xm). We show
x∂2xf, ∂xf ∈ Hs(0, a;xm).
This means xj/2x∂j+2x f, xj/2∂j+1x f ∈ L2(0, a;xm) for j = 0, . . . , s. First we have
a∫
0
xm
(
xj/2x∂
j+2
x f (x)
)2
dx  |f |2
Hs+2(0,a;xm).
Second we estimate
∫ a
0 x
m(xj/2∂
j+1
x f (x))
2 dx. We calculate
I =
a∫
0
xm+j
( a∫
x
∂
j+2
x f (ξ) dξ
)2
dx

a∫
0
xm+j
( a∫
x
ξα∂
j+2
x f (ξ)
2 dξ
)( a∫
x
ξ−α dξ
)
dx
 1
α − 1
a∫
0
xm+j+1−α
( a∫
x
ξα∂
j+2
x f (ξ)
2 dξ
)
dx,
where α ∈ (1,2). Interchanging the order of the integrals, we obtain
I  1
α − 1
a∫
0
ξα∂
j+2
x f (ξ)
2
( ξ∫
0
xm+j+1−α dx
)
dξ
= 1
(α − 1)(m + j + 2 − α)
a∫
0
ξm+j+2∂j+2x f (ξ)2 dξ
 C|f |2
Hs+2(0,a;xm).
This proves the proposition. 
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|Lpf |Hq(0,a;xm) C|f |H 2p+q (0,a;xm) (2.3)
for f ∈ K2p+q(0, a;xm), where a constant C > 0 depends on p,q,m.
Lemma 2.2. For f ∈ K2(0, a;xm) and g ∈ K1(0, a;xm),
(Lf,g)L2(0,a;xm) =
a∫
0
xm+1
m + 1∂xf (x)∂xg(x) dx.
Proof. We calculate
(Lf,g)L2(0,a;xm) = −
a∫
0
xm+1
m + 1∂
2
xf (x)g(x) dx −
a∫
0
xm∂xf (x)g(x) dx ≡ I1 + I2.
We have, by integration by parts
I1 = −
[
xm+1
m + 1∂xf (x)g(x)
]a
0
+
a∫
0
∂x
(
xm+1
m + 1g(x)
)
∂xf (x) dx. (2.4)
We show that the first term is equal to 0. We see, for 0 x < y  a,
ym+1∂xf (y)g(y) − xm+1∂xf (x)g(x) =
y∫
x
∂ξ
(
ξm+1∂xf (ξ)g(ξ)
)
dξ
=
y∫
x
ξm+1∂2xf (ξ)g(ξ) dξ +
y∫
x
ξm+1∂xf (ξ)∂xg(ξ) dξ
+ (m + 1)
y∫
x
ξm∂xf (ξ)g(ξ) dξ
≡ J1 + J2 + (m + 1)J3.
We have, by the Schwarz inequality,
J 21 
y∫
x
ξm+2∂2xf (ξ)2 dξ
y∫
x
ξmg(ξ)2 dξ → 0 as x, y → +0.
We have J2 → 0 as x, y → +0 in the same way. Using the Schwarz inequality, we see
J3 → 0 as x, y → +0. Thus xm+1∂xf (x)g(x) converges to some constant β as x → +0.
Let β = 0. Then there exists x0 ∈ (0, a] such that
|β|
2
< xm+1
∣∣∂xf (x)g(x)∣∣ for x ∈ (0, x0].
Then we have
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2
x0∫
0
1
x
dx <
x0∫
0
xm
∣∣∂xf (x)g(x)∣∣dx

a∫
0
xm∂xf (x)
2 dx
a∫
0
xmg(x)2 dx < +∞.
Since f ∈ H 2(0, a;xm), by Lemma 2.1 we have ∫ a0 xm∂xf (x)2 dx < +∞. This leads to a
contradiction. Hence β = 0. Therefore the first term of I1 is equal to zero. From (2.4) this
leads to the conclusion. 
Lemma 2.3. For f ∈ H 10 (0, a;xm),
|f |L2(0,a;xm)  a|∂xf |L2(0,a;xm+1). (2.5)
This is the Poincaré inequality in L2(0, a;xm). The proof is clear from that of
Lemma 2.1. So it is omitted here.
Proposition 2.4. For f ∈ Ks+2(0, a;xm),
|Lf |Hs(0,a;xm) C|f |Hs+2(0,a;xm), (2.6)
where C > 0 is a constant dependent on s,m.
Proof. We shall show∣∣∂jx Lf ∣∣L2(0,a;xm+j )  C|f |Hj+2(0,a;xm) (2.7)
for j = 0, . . . , s. We calculate
∣∣∂jx Lf ∣∣2L2(0,a;xm+j ) =
a∫
0
xm+j
(
∂
j
x Lf (x)
)2
dx
= 1
(m + 1)2
a∫
0
xm+j+2
(
∂
j+2
x f (x)
)2
dx
+ (m + j + 1)
2
(m + 1)2
a∫
0
xm+j
(
∂
j+1
x f (x)
)2
dx
+ 2(m + j + 1)
(m + 1)2
a∫
0
xm+j+1∂j+2x f (x)∂j+1x f (x) dx
≡ J1 + J2 + J3.
We have
J2 + J3 = m + j + 12
[
xm+j+1
(
∂
j+1
x f (x)
)2]a
0 .(m + 1)
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lim
x→+0x
m+j+1(∂j+1x f (x))2 = 0. (2.8)
Hence we obtain
∣∣∂jx Lf ∣∣2L2(0,a;xm+j )  Cm
a∫
0
xm+j+2
(
∂
j+2
x f (x)
)2
dx = Cm
∣∣∂j+2x f ∣∣2L2(0,a;xm+j+2),
where Cm = 1/(m + 1)2. Therefore we obtain
|Lf |2Hs(0,a;xm)  c
s∑
j=0
∣∣∂j+2x f ∣∣2L2(0,a;xm+j+2) = c
s+2∑
k=2
∣∣∂kxf ∣∣2L2(0,a;xm+k). (2.9)
Using Lemma 2.2 and the Young inequality, we have
1
m+ 1 |∂xf |
2
L2(0,a;xm+1) = (Lf,f )L2(0,a;xm) 
1

|Lf |2
L2(0,a;xm) + |f |2L2(0,a;xm)
for any  > 0. Applying Lemma 2.3 to the right-hand side and taking  suitably small, we
obtain
|Lf |2
L2(0,a;xm)  c|f |2H 1(0,a;xm).
Hence by this and (2.9) we have the conclusion. 
Corollary 2.2. Let p,q ∈ Z+. Then
|Lpf |Hq(0,a;xm) C|f |H 2p+q (0,a;xm) (2.10)
for f ∈ K2p+q(0, a;xm), where C > 0 depends on p,q,m.
Proposition 2.5. L is a positive definite self-adjoint elliptic operator in L2(0, a;xm) with
domain D(L) = K2(0, a;xm).
The proof is clear from Lemma 2.2.
For f,g ∈ Ks(0, a;xm) we define, for even s,
(f, g)s = (Ls/2f,Ls/2g)L2(0,a;xm) (2.11)
and for odd s,
(f, g)s = 1
m + 1 (∂xL
[s/2]f, ∂xL[s/2]g)L2(0,a;xm+1). (2.12)
Proposition 2.6. (f, g)s defines an inner product of Ks(0, a;xm).
Proof. It is enough to show that (f,f )s = 0 implies f = 0. This means that Lh = 0
implies h = 0. Taking w = ∂xh and solving Lh = 0, we obtain w(x) = 0, w(x) =
w(a)(a/x)m+1. Since the latter function /∈ L2(0, a;xm+1), we have w = 0. By h(a) = 0
we obtain h = 0. 
We set |f |s = (f,f )1/2s .
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Consider the eigenvalue problem
Lφ(x) = −
(
x
m + 1
d2
dx2
+ d
dx
)
φ(x) = λφ(x) in (0, a), (3.1)
φ(a) = 0. (3.2)
Solving this problem, we obtain the eigenvalues and the corresponding eigenfunctions
λk = µ
2
k
4(m + 1)a , φk(x) =
1
a1/2Jm+1(µk)
1
xm/2
Jm
(
µk
√
x
a
)
. (3.3)
Here {µk; k ∈ N} is the set of all positive zero points of Jm(x) with
µ1 < µ2 < · · · ,
and 1/(a1/2Jm+1(µk)) is the normalizing constant calculated in the proof of Proposi-
tion 3.1 below. From the power series expansion of Jm(x), clearly it follows that every
φk(x) is real analytic in R1. For the Bessel functions, see [3,4].
The next proposition shows that any function in L2(0, a;xm) is expanded into the
Bessel–Fourier series.
Proposition 3.1. {φk} is complete and orthonormal in L2(0, a;xm).
Proof. Using the identity
1∫
0
sJm(µks)Jm(µls) ds = Jm+1(µk)
2
2
δkl,
we see
a∫
0
Jm
(
µk
√
x
a
)
Jm
(
µl
√
x
a
)
dx = 2a
1∫
0
yJm(µky)Jm(µly) dy = aJm+1(µk)2δkl .
This shows the orthonormality of {φk}.
We show the completeness. Let f ∈ L2(0, a;xm) satisfy
a∫
0
xmf (x)φk(x) dx = 0
for any k ∈ N . Then we have, by y = √x/a,
1∫
0
f (ay2)ym+1Jm(µky)dy = 0.
Therefore it follows from the completeness of {y1/2Jm(µky)} in L2(0, a) that f (x) = 0
for almost all x ∈ (0, a). 
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This is shown by the general elliptic operator theory.
Remark 3.1. Define Φj by Φj = (1 + (m+ 1)λj )−1/2φj . Then {Φj } is a complete ortho-
normal system in H 10 (0, a;xm).
From these propositions any f in L2(0, a;xm) and H 10 (0, a;xm) is expanded into the
Bessel–Fourier series
f =
∑
k
fkφk, fk = (f,φk)L2(0,a;xm),
f =
∑
k
FkΦk, Fk = (f,Φk)H 10 (0,a;xm). (3.4)
Consider the spectral resolution of L and define the power of L,
Lαf =
∞∑
k=1
λαk fk φk
for any α ∈ R1. We extend the inner product (·, ·)s by
(f, g)α = (Lα/2f,Lα/2g)L2(0,a;xm).
Let Wα(0, a) be a subspace of L2(0, a;xm) whose element f satisfies∑
k
λαk f
2
k < ∞, (3.5)
where fk is the Bessel–Fourier coefficient of f in (3.4).
Proposition 3.3. Wα(0, a) is a Hilbert space with inner product
(f, g)Wα(0,a) =
∑
k
λαk fkgk, (3.6)
where f =∑fkφk and g =∑gkφk . For s ∈ Z+, Ws(0, a) is isometric to Ks(0, a;xm)
with norm | · |s , i.e.,
|f |s = |f |Ws(0,a). (3.7)
Proof. The former part is shown in the standard way. We show the latter part. Let s be an
even number. Using Proposition 3.1 and (2.11), we have, setting p = s/2,
(f,f )s = (Lpf,Lpf )L2(0,a;xm) =
(∑
λ
p
k fkφk,
∑
λ
p
k fkφk
)
L2(0,a;xm)
=
∑
λ
2p
k f
2
k = (f,f )Ws(0,a).
Next let s be an odd number. Then from (2.12) we have, setting p = (s − 1)/2,
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m + 1 (∂xL
pf, ∂xL
pf )L2(0,a;xm+1)
= 1
m + 1
(
∂x
∑
λ
p
k fkφk, ∂x
∑
λ
p
k fkφk
)
L2(0,a;xm+1)
= 1
m + 1
∑
j,k
λ
p
j λ
p
k fjfk(∂xφj , ∂xφk)L2(0,a;xm+1).
We see
(∂xφj , ∂xφk)L2(0,a;xm+1) =
[
xm+1∂xφj (x)φk(x)
]a
0 −
a∫
0
∂x
(
xm+1∂xφj (x)
)
φk(x) dx
= (m + 1)
a∫
0
xmLφj (x)φk(x) dx = (m + 1)λj δjk.
Thus we obtain
(f,f )s =
∑
k
λ
2p+1
k f
2
k = (f,f )Ws(0,a). 
Proposition 3.4. For f in Ks(0, a;xm),
C0|f |Hs(0,a;xm)  |f |s  C1|f |Hs(0,a;xm) (3.8)
holds, where C0,C1 > 0 depend on s,m.
Proof is clear by applying Corollaries 2.1 and 2.2 to (2.11) and (2.12).
4. Almost periodic solutions of IBVP (1.1)–(1.3)
In this section we shall deal with IBVP (1.1)–(1.3), and show that under the Diophan-
tine condition on the eigenvalues of L and the period or the basic periods of f , IBVP
(1.1)–(1.3) has a unique solution in a suitable function space⋂2i=0 Ci(R1;Ks−i (0, a;xm))
and every solution has a representation written as the sum of almost periodic functions with
the Fourier exponents {√λk } and β-q.p. function. The solution is a classical solution.
We shall give the definition of quasiperiodic function. Let T r be the r-dimensional
torus. A function f (t) is called quasiperiodic with basic frequencies ω = (ω1, . . . ,ωr) ∈
Rr if there exists a function fˆ (θ) continuous on T r such that f (t) = fˆ (ωt) holds. fˆ (θ) is
called the corresponding function of f . Without loss of generality the numbers ω1, . . . ,ωr
are assumed to be rationally independent. Numbers 2π/ω1, . . . ,2π/ωr are called basic
periods of f . Taking β = (2π/ω1, . . . ,2π/ωr), we briefly call f (t) β-q.p. Clearly when
m = 1, f (t) is a periodic continuous function with period 2π/ω1. If
fˆ (θ) =
∑
r
fj e
i(θ,j)j∈T
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f (t) =
∑
j∈T r
fj e
i(ω,j)t ,
where (ω, j) = ω1j1 + · · · + ωrjr .
We shall later use the following notation. For j = (j1, . . . , jr ) ∈ Zr we define |j | =
|j1| + · · · + |jr |. For θ = (θ1, . . . , θr ) ∈ T r and ρ = (ρ1, . . . , ρr ) ∈ Zr , ρi  0 (1 i  r),
we define ∂ρθ = ∂ρ1θ1 . . . ∂
ρr
θr
. Let G be T r or R1. Cj (G;Kn(0, a;xm)) is the set of all Cj -
mappings of G into Kn(0, a;xm) with the usual norm. C∞(G;Kn(0, a;xm)) is equal to⋂∞
j=1 Cj (G;Kn(0, a;xm)).
Consider IBVP (1.1)–(1.3),
∂2t u(x, t) + Lu(x, t) = f (x, t) in Ω, (1.1)
u(a, t) = 0 in R1t , (1.2)
u(x,0) = φ(x), ∂tu(x,0) = ψ(x) in (0, a). (1.3)
We assume the following conditions. Let s be  3.
(A1) f (x, t) is β-q.p. in t . fˆ (x, θ) is in C∞(T r ;Ks−1(0, a;xm)).
(A2) φ(x) and ψ(x) are in Ks(0, a;xm) and Ks−1(0, a;xm) (respectively).
(A3) {µj } and ω satisfy the Diophantine condition: There exist constants C > 0 and d >
r + 1 such that the Diophantine inequality holds∣∣∣∣ µk√(m + 1)a − (ω, j)
∣∣∣∣ C|j |d (4.1)
for all (k, j) ∈ N × (Zr \ {0}).
Remark 4.1. Almost all ω ∈ Rr satisfy the Diophantine condition in (A3). “Almost all”
means the Lebesgue measure sense.
The proof is seen in [5, Appendix B].
Theorem 4.1. Assume (A1)–(A3). Then IBVP (1.1)–(1.3) has a C2 unique solution u that
is almost periodic in t . u satisfies the following energy estimate:∣∣∂it u(·, t)∣∣2Hs−i (0,a;xm) Cs0(|φ|2Hs(0,a;xm) + |ψ |2Hs−1(0,a;xm))
+Cs1
∑
|ρ|Nr
∫
T r
∣∣∂ρθ fˆ (·, θ)∣∣2Hs−i−1(0,a;xm) dθ (4.2)
for i = 0,1,2, where Cs0 is a positive constant dependent on s and C in (A3), Cs1 depends
on s, C, N , d , and N is an integer with N > d + 4. More precisely, every solution u
is represented by the form v0 + v1 + w, where vi , i = 0,1, and w satisfy the following
properties:
(1) Almost-periodicity and quasiperiodicity.
vi , i = 0,1, are almost periodic in t with the Fourier exponents {√λk }, and w is β-q.p.
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v0 depends on φ,ψ and independent of f , and v1,w depend on f and independent
of φ,ψ .
(3) Solutions of IBVP.
v0 satisfies
∂2t v0(x, t) +Lv0(x, t) = 0,
v0(x,0) = φ(x), ∂tv0(x,0) = ψ(x),
v(a, t) = 0, (4.3)
and v1 +w satisfies(
∂2t +L
)
(v1 + w)(x, t) = f (x, t),
(v1 +w)(x,0) = ∂t (v1 + w)(x,0) = 0,
(v1 +w)(a, t) = 0. (4.4)
(4) Regularity.
vi,w ∈
2⋂
i=0
Ci
(
R1;Ks−i (0, a;xm)).
(5) Energy estimate.∣∣∂it v0(·, t)∣∣2Hs−i (0,a;xm)  Cs0(|φ|2Hs(0,a;xm) + |ψ |2Hs−1(0,a;xm)), (4.5)∣∣∂it v1(·, t)∣∣2Hs−i (0,a;xm) + ∣∣∂it w(·, t)∣∣2Hs−i (0,a;xm) (4.6)
Cs1
∑
|ρ|Nr
∫
T r
∣∣∂ρθ fˆ ∣∣2Hs−i−1(0,a;xm) dθ
for i = 0,1,2.
Remark 4.2. From Remark 2.1 the above solution u with vi,w belongs to C2((0, a]×R1).
Remark 4.3. Let f (x, t) identically vanish. Then the formal representation of the solution
of IBVP (1.1)–(1.3) by the Bessel–Fourier series is already obtained by [2, Chapter 13].
However in [2] the regularity of the solutions and the convergence of the Bessel–Fourier
series were not considered.
Proof of Theorem 4.1. Since φ, f (·, t) and ψ are in Ks(0, a;xm) and Ks−1(0, a;xm)
(respectively), they have the Bessel–Fourier series expansions
f (·, t) =
∑
fk(t)φk in Ks(0, a;xm), (4.7)
φ =
∑
akφk in Ks(0, a;xm), (4.8)
ψ =
∑
bkφk in Ks−1(0, a;xm), (4.9)
where fk = (f,φk), ak = (φ,φk) and bk = (ψ,φk). Here (·, ·) means (·, ·)L2(0,a;xm). We
expand u(·, t) formally into the Bessel–Fourier series
u(·, t) =
∑
uk(t)φk. (4.10)
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∂2t uk(t) + λkuk(t) = fk(t), k = 1,2, . . . ,
uk(0) = ak, ∂tuk(0) = bk. (4.11)
The solution of (4.11) is written of the form
uk(t) = ak cosνkt + (bk/νk) sinνkt + (1/νk)
t∫
0
fk(τ ) sinνk(t − τ) dτ, (4.12)
where νk = √λk . We show that
∫ t
0 fk(τ ) sinνk(t − τ) dτ is written of the form gk(t) +
hk(t), where gk(t) is β-q.p. and hk(t) is 2π/νk-periodic. Since fˆk(θ) is of C∞(T r), we
have
fk(t) =
∑
j∈Zr
fjke
i(ω,j)t .
Then we see, by the Euler formula,
t∫
0
fk(τ ) sinνk(t − τ) dτ
= 1
2i
∑
j
fjk
t∫
0
(ei((−νk+(ω,j))τ+νkt) − ei((νk+(ω,j))τ−νkt)) dτ
= −1
2
∑
j
fjk
(
ei(ω,j)t − eiνkt
−νk + (ω, j) −
ei(ω,j)t − e−iνkt
νk + (ω, j)
)
=
∑
j
fjkγjke
i(ω,j)t −
∑
j
fjk(γjk cosνkt + δjk sinνkt)
≡ gk(t) + hk(t), (4.13)
where
γjk = νk
ν2k − (ω, j)2
, δjk = i(ω, j)
ν2k − (ω, j)2
.
As fˆk(θ) is of C∞, we note
|fjk| c sup
|ρ|Nr
∫
T r
|∂ρθ fˆk(θ)|
(1 + |j1|)N . . . (1 + |jr |)N dθ (4.14)
for any integer N  0, where c > 0 depends on N,r . We have
∣∣∂it gk(t)∣∣∑
j
∣∣(ω, j)i ∣∣|fjkγjk| 2∑
j
|fjk(ω, j)i |
|±νk + (ω, j)| . (4.15)
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 2c|ω|
j
C
sup
|ρ|Nr
∫
T r
∣∣∂ρθ fˆk(θ)∣∣dθ∑
j
|j |d+i
(1 + |j1|)N . . . (1 + |jr |)N ,
where C is the constant in (A3). By taking N so as to satisfy N > d + i + 2, the sum of the
right-hand side is absolutely convergent. Therefore ∂it gk(t), i = 0,1,2, is uniformly and
absolutely convergent for all t ∈ R1 and has an estimate∣∣∂it gk(t)∣∣ c sup|ρ|Nr
∫
T r
∣∣∂ρθ fˆk(θ)∣∣dθ. (4.16)
This means that gk(t) with its derivatives up to order 2 is β-q.p. Similarly hk(t) and its
derivatives up to order 2 are 2π/νk-periodic and has the same estimate as (4.16).
We shall show that the series in (4.10) converges in
X =
2⋂
i=0
Ci
(
R1;Ks−i (0, a;xm)).
We consider
v0 =
∑(
ak cosνkt + (bk/νk) sinνkt
)
φk, (4.17)
v1 =
∑
(1/νk)hk(t)φk, (4.18)
w =
∑
(1/νk)gk(t)φk. (4.19)
We shall show that vi and w are convergent in X. Then clearly vi are almost periodic in t
with the Fourier exponents {νk} and w is β-q.p. Therefore u = v0 + v1 +w in (4.10) is the
almost periodic solution of IBVP (1.1)–(1.3) in X. Using Proposition 3.3, Corollaries 2.1
and 2.2, we have, for i = 0,1,2,∣∣∂it v0∣∣2Hs−i (0,a;xm)  c∣∣∂it v0∣∣2s−i = c∑
k
(
a2k +
(
b2k/λk
))
λsk
 c
(|φ|2Hs(0,a;xm) + |ψ |2Hs−1(0,a;xm)). (4.20)
This shows the convergence of v0 in X. Using (4.16) replaced gk by hk and the Schwarz
inequality, we have∣∣∂it v1∣∣2Hs−i (0,a;xm)  c∣∣∂it v1∣∣2s−i = c∑
k
∣∣∂it hk(t)∣∣2λs−i−1k
 c
∑
k
(
sup
|ρ|Nr
∫
T r
∣∣∂ρθ fˆk(θ)∣∣dθ
)2
λs−i−1k
 c
∑
|ρ|Nr
∫
r
∑
k
(
∂
ρ
θ fˆk(θ)
)2
λs−i−1k dθ.T
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|ρ|Nr
∫
T r
∣∣∂ρθ fˆ ∣∣2Hs−i−1(0,a;xm) dθ. (4.21)
This shows v1 ∈ X. By similar calculations we obtain∣∣∂it w∣∣2Hs−i (0,a;xm)  c ∑
|ρ|Nr
∫
T r
∣∣∂ρθ fˆ ∣∣2Hs−i−1(0,a;xm) dθ. (4.22)
From (4.7), (4.10) and (4.12) it follows that vi,w satisfy (4.3) and (4.4). Therefore it fol-
lows that the solution u is in X. (4.20)–(4.22) shows the energy estimates (4.2), (4.5)
and (4.6). This proves the theorem. 
Theorem 4.2. Assume (A1) and (A3). Then BVP (1.1)–(1.2) has a β-q.p. solution of C2.
This solution is only one C2 β-q.p. solution.
Proof. Consider IBVP (1.1)–(1.3). Then from Theorem 4.1 the solution is written of
the form u = v0 + v1 + w, where v0, v1,w are defined by (4.17)–(4.19) (respectively)
and gk,hk are defined by (4.13). Taking φ,ψ whose Bessel–Fourier coefficients satisfy
ak = −
∑
j
fjkγjk/νk, bk = −
∑
j
fjkδjk,
we obtain v0 + v1 = 0. We show that φ and ψ is in Ks(0, a;xm) and Ks−1(0, a;xm)
(respectively). We have
|φ|2Hs(0,a;xm) =
∑
k
λska
2
k =
∑
k
λs−1k
(∑
j
fjkγjk
)2
 c
∑
k
λs−1k
(
sup
|ρ|Nr
∫
T r
∣∣∂ρθ fˆk(θ)∣∣dθ
)2
 c
∑
|ρ|Nr
∫
T r
∣∣∂ρθ fˆ ∣∣2Hs−1(0,a;xm) dθ.
This shows φ ∈ Ks(0, a;xm). Similarly we obtain ψ ∈ Ks−1(0, a;xm). Therefore it fol-
lows from Theorem 4.1 that u = w is the β-q.p. solution in X of Eq. (1.1) and the
uniqueness of the β-q.p. solution u in X holds from the energy inequality (4.5) and (4.6).
This proves the theorem. 
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