Do complexity classes have many-one complete sets if and only if they have Turingcomplete sets? We prove that there is a relativized world in which a relatively natural complexity class-namely a downward closure of NP, R SN 1-tt (NP)-has Turing-complete sets but has no many-one complete sets. In fact, we show that in the same relativized world this class has 2-truth-table complete sets but lacks 1-truth-table complete sets. As part of the groundwork for our result, we prove that R SN 1-tt (NP) has many equivalent forms having to do with ordered and parallel access to NP and NP ∩ coNP.
Introduction
In this paper, we ask whether there are natural complexity classes for which the existence of many-one and Turing-complete sets can be distinguished. Many standard complexity classes-e.g., R, BPP, UP, FewP, NP ∩ coNP-are known that in some relativized worlds lack many-one complete (m-complete) sets, and that in some relativized worlds lack Turingcomplete (T-complete) sets. However, for none of the classes just mentioned is there known any relativized world in which the class (simultaneously) has T-complete sets but lacks mcomplete sets. In fact, for NP∩coNP and BPP, Gurevich [Gur83] and Ambos-Spies [Amb86] respectively have shown that no such world can exist. In this paper, we will show that there is a downward closure of NP, R SN 1-tt (NP), that in some relativized worlds simultaneously has T-complete sets and lacks m-complete sets.
In fact, R SN 1-tt (NP) has even stronger properties. We will see that it robustly-i.e., in all relativized worlds, including the real world-has 2-truth-table complete (2-tt-complete) sets. Yet we will see that in our relativized world it lacks 1-tt-complete sets. Thus, this class displays a very crisp borderline between those reduction types under which it robustly has complete sets, and those reduction types under which it does not robustly have complete sets.
We now turn in more detail to describing what is currently known in the literature regarding robust completeness. Sipser [Sip82] first studied this notion, and showed that NP∩coNP and random polynomial time (R) do not robustly have m-complete sets. However, as alluded to in the first paragraph, Gurevich [Gur83] proved that, in each relativized world, NP ∩ coNP has m-complete sets if and only if NP ∩ coNP has T-complete sets. Thus, NP ∩ coNP cannot distinguish robust m-completeness from robust T-completeness. AmbosSpies [Amb86] extended this by showing that no class closed downwards under Turing reductions can distinguish robust m-completeness from robust T-completeness.
Thus, the only candidates for distinguishing robust m-completeness from robust Tcompleteness within PSPACE are those classes in PSPACE that may lack m-complete sets yet that seem not to be closed downwards under Turing reductions. The classes R, UP, and FewP have been shown to potentially be of this form (see, respectively, [Sip82] , [HH88] , and [HJV93] for proofs that these classes do not robustly have m-complete sets 1 ). Unfortunately, these classes are also known to not robustly have T-complete sets [HJV93] , and so these classes fail to distinguish robust m-completeness from robust T-completeness.
In fact, to the best of our knowledge, the literature contains only one type of class that distinguishes robust m-completeness from robust T-completeness-and that type is deeply unsatisfying. The type is certain "union" classes-namely, certain classes that either union incomparable classes or that union certain infinite hierarchies of bounded-access classes. Both exploit the fact that if such classes have some m-complete set it must fall into some 1 The study of robust completeness has been pursued in many papers. Of particular interest is the elegant work of Bovet, Crescenzi, and Silvestri [BCS92] , which abstracts the issue of m-completeness away from particular classes via general conditions. Also, the other method of proving such results has been reasserted, in a very abstract and algebraic form, in the recent thesis of Borchert [Bor94] , which re-poses abstractly the proof approach that was pioneered by Sipser ([Sip82] , see also [Reg89] ). Like the Bovet/Crescenzi/Silvestri approach, this method abstracts away from directly addressing completeness, in the case of this approach via characterizing completeness in terms of the issue of the existence of certain index sets (in the Borchert version, the discussion is abstracted one level further than this). In Section 4 we follow the Sipser/Regan/Borchert "index sets/enumeration" approach, in its non-algebraic formulation. particular element of the union. An example of the "incomparable" case is that if NP∪coNP has m-complete sets then NP = coNP (and NP = coNP is not robustly true [BGS75] ). An example (from [HJV93] ) of the "infinite union of bounded-access classes" case is the boolean hierarchy [CGH + 
From its definition, it is clear that SAT is T-complete (indeed, even bounded-truth-table complete) for BH. However, if BH had an m-complete set then that set (since it would be in BH) would have to be computable via some k-truth-table reduction to SAT, so there would be ak such that BH = {L | L ≤ p k-tt SAT}, but this is known to not be robustly true [CGH + 88] .
We at this point mention an interesting related topic that this paper is not about, and with which our work should not be confused. That topic, in contrast to our attempt to distinguish the existence of m-complete and T-complete sets for a class, is the study of whether one can merely distinguish the set of m-complete and T-complete sets for a class. For example, various conditions (most strikingly, NP does not "have p-measure 0" [LM96] ) are known such that their truth would imply that the class of NP-m-complete sets differs from the class of NP-T-complete sets. However, this does not answer our question, as NP robustly has m-complete sets and robustly has T-complete sets. The exact same comment applies to the work of Watanabe and Tang [WT92] that shows certain conditions under which the class of PSPACE-m-complete sets differs from the class of PSPACE-T-complete sets. Also of interest, but not directly related to our interest in the existence of complete sets, is the work of Longpré and Young [LY90] showing that within NP Turing reductions can be polynomially "faster" than many-one reductions.
As mentioned at the start of this section, in this paper we prove that R SN 1-tt (NP) robustly has T-complete sets but does not robustly have m-complete sets. We actually prove the stronger result that R SN 1-tt (NP) distinguishes robust 1-tt-completeness from robust 2-ttcompleteness. This of course implies that there is a relativized world in which R SN 1-tt (NP) has T-complete (even 2-tt-complete) sets but lacks m-complete (even 1-tt-complete) sets. It is important to note that this is not analogous to the "union" examples given two paragraphs ago. R SN 1-tt (NP) is not a "union" class. Also, the mere fact that a class is defined in terms of some type of access to NP is not, in and of itself, enough to preclude robust m-completeness, as should be clear from the fact that R what a P machine can compute via one NP ∩ coNP query made in parallel with one NP query). Section 3 also gives a candidate language for R SN 1-tt (NP) (namely PrimeSAT = { i, F | i ∈ PRIMES ⇐⇒ F ∈ SAT}) and notes that though R SN 1-tt (NP) ⊆ DP, 2 the containment is strict unless the polynomial hierarchy collapses.
Preliminaries
For standard notions not defined here, we refer the reader to any computational complexity textbook, e.g., [BC93, Pap94, BDG95] .
Unless otherwise stated or otherwise obvious from context, all strings will use the alphabet Σ = {0, 1} and all sets will be collections of such strings. For every set A we will denote the characteristic function of A by χ A . A ≤k denotes {x | x ∈ A ∧ |x| ≤ k}. Strong nondeterministic reductions were introduced by Selman [Sel78] (with different nomenclature) and Long [Lon82] . The literature contains two potentially different notions of strong nondeterministic truth-table reducibility, one due to Long [Lon82] and the other due to Rich [Ric89] and Homer and Longpré [HL94] . (The notions differ, for example, regarding whether the query generation is single-valued or multivalued.) Throughout this paper, we use the notion of Homer and Longpré and Rich.
Definition 2.1 (see [Sel94b, SXB83] 
Let C be a complexity class. We say A ≤ (i.e., computable via a deterministic polynomial-time Turing machine allowed one query to some oracle from C) such that, for all x, x ∈ A ⇐⇒ f (x) ∈ B.
As is standard in the literature, for any strings of symbols a and b for which ≤ b a is defined and any class C, let R b
Let ·, · be any fixed pairing function with the standard nice properties (polynomialtime computability, polynomial-time invertibility).
We use DPTM (NPTM) as shorthand for "deterministic (nondeterministic) polynomialtime oracle Turing machine," and we treat non-oracle Turing machines as oracle Turing machines that merely happen not to use their oracle tapes. Without loss of generality, we henceforward assume that DPTMs and NPTMs are clocked with clocks that are independent of the oracle. M A (x) denotes the computation of the DPTM M with oracle A on input x. At times, when the oracle is clear from context, we may write M (x), omitting the oracle superscript(s) (such as M A (x)).
Let {M i } and {N i } respectively be enumerations of deterministic and nondeterministic polynomial-time oracle Turing machines. Without loss of generality, let these enumerations be such that M i and N i run in (respectively, deterministic and nondeterministic) time n i + i and let them also be such that given i one can in polynomial time derive (as Turing machine code) M i and N i . Definition 2.3 Let C and D be complexity classes.
[HHW] Let M A:B denote a DPTM M making one query to oracle A followed by one
query to oracle B. 3 Let
denote a DPTM M making, simultaneously, one query to oracle A and one query to oracle B. Let
Classes of the form P C:D were introduced and studied by Hemaspaandra, Hempel, and Wechsung [HHW] . They focused on the case in which C and D are levels of the boolean hierarchy. The present authors [HHH97a] first studied the case in which C and D are levels of the polynomial hierarchy. These papers propose and study the effect of the order of database access on the power of database-accessing machines. That line of research has led recently to the counterintuitive downward collapse result that, for each k ≥ 2,
], see also [HHH97c] ), and to a number of other interesting results [Wag97, BC97] .
Part 2 of Definition 2.3 is somewhat related to work of Selivanov [Sel94a] . This fact, and the comments of the rest of this paragraph, were noted independently by an earlier version of the present paper [HHH97b] and by Klaus Wagner ([Wag97] , see also [BC97] ), whose observations are in a more general form (namely, applying to more than two sets and to more abstract classes). We now discuss the basic facts known about the relationship between the classes of Selivanov (for the case of "△"s of two sets; see Wagner [Wag97] for the case of more than two sets) and the classes discussed in this paper. Selivanov studied refinements of the polynomial hierarchy. Among the classes he considered, those closest to the classes we study in this paper are his classes
where A△B = (A − B) ∪ (B − A). Note, however, that his classes seem to be different from our classes. This can be immediately seen from the fact that all our classes are closed under complementation, but the main theorem of Selivanov ([Sel94a] , see also the discussion and strengthening in [HHH97c] ) states that no class of the form Σ 
Equivalent forms of R SN

1-tt (NP)
In this section, we consider the class R SN 1-tt (NP) and note that this class is quite oblivious to definitional variations; it has many equivalent forms.
The following lemma is from [HHH97a] and will be useful here. 4
Now we are prepared to state and prove the main theorem of this section, Theorem 3.2. It will follow easily from this theorem that R SN 1-tt (NP) is equivalent to ordered access to NP and NP∩coNP, and also to parallel access to NP and NP∩coNP-with one query to each of NP and NP ∩ coNP allowed in each case. Theorem 3.2's proof uses the following technique.
The theorem deals with R SN 1-tt (C), i.e., with a certain type of 1-truth- 1-tt (C) there is information in the (yes/no) answer from the C query. The key trick in the proof (this occurs in the proof that R SN 1-tt (C) ⊆ P (NP∩coNP,C) ) is to restructure this so that the effect of the 1-truth-table reduction to a C query is simulated by one query each to NP ∩ coNP and C. In effect, the NP ∩ coNP returns, in its one-bit answer, enough information about the two-bit truth-table that the base machine, working hand-in-hand with the C query, can make do with the one bit rather than two.
Theorem 3.2 For every class C that is closed downwards under
we have
Proof: Note that the rightmost two equalities follow immediately from Lemma 3.1. It remains to show that R SN 1-tt (C) = P NP∩coNP:C . Let us first show the inclusion from right to left. So suppose L ∈ P NP∩coNP:C , as witnessed by DPTM M , A ∈ NP ∩ coNP, and B ∈ C. Without loss of generality, assume that M always makes exactly one query to each of its oracles. According to the definition of ≤ SN 1-tt reductions as given in Section 2, we have to find a set C ∈ C and a function f ∈ NPSV t computing a string y (= y(x)) and a predicate α (= α(x)) such that
We specify C by setting C to equal B. Let y be the query that is asked by M A:B (x) to B when the first query is answered correctly, and let α be a predicate defined by
Set f (x) = y, α and note that f ∈ NPSV t and also x ∈ L ⇐⇒ α(χ B (y)). This proves P NP∩coNP:C ⊆ R SN 1-tt (C). The proof will be completed if we can prove
R} where A stands for accept and R for reject-denote the truth-table that is output as the first component of f (x), i.e., X 1 (x) denotes the behavior (accept or reject) that occurs if the answer to the query to C is "no" and X 2 (x) denotes the behavior (accept or reject) that occurs if the answer to the query to C is "yes."
We define sets E ∈ NP ∩ coNP and
Note that E ∈ NP ∩ coNP and F ∈ C by our hypothesis that C ⊇ R p,NP∩coNP[1] m (C). Furthermore, let M (E,F ) on input x query "x ∈ E?" and "x ∈ F ?" and accept if and only if either both queries are answered "yes" or both are answered "no."
Note that L = L( M (E,F ) )-as can easily be seen by considering each of the four cases (R,R), (R,A), (A,R), and (A,A). Thus R SN 1-tt (C) ⊆ P (NP∩coNP,C) , which completes the proof of the theorem.
For any classes C 1 and C 2 , let , it holds that
Proof: Note that by Theorem 3.2 we have R SN 1-tt (C) = P (NP∩coNP,C) . P C[1] ⊆ R SN 1-tt (C) follows immediately. For the second inclusion, namely R SN 1-tt (C) ⊆ C⊖C, suppose L ∈ R SN 1-tt (C) and thus, by Theorem 3.2, L ∈ P (NP∩coNP,C) . Let L ∈ P (NP∩coNP,C) be witnessed by DPTM M , A ∈ NP ∩ coNP, and B ∈ C. Without loss of generality assume that M makes, on every input, exactly one query to A and exactly one query to B. We describe two sets F 1 and F 2 , both from C, such that L = F 1 − F 2 . Before we come to the actual definition of F 1 and F 2 we introduce some notations that are similar to the ones used in the proof of Theorem 3.2. Let (X 1 (x), X 2 (x))-X 1 (x), X 2 (x) ∈ {A, R}, where A stands for accept and R for reject-denote the 1-variable truth-table with respect to the query to B of M (A,B) (x) (given that the first query is answered correctly). That is, X 1 (x) is the outcome of M (A,∅) (x), and
Let q 2 (x) denote the query asked to B by M (A,B) (x).
Note that both F 1 and F 2 are indeed in C, since both sets are clearly in R From Lemma 3.4 and Theorems 3.2 and 3.3 we have the following two corollaries for R SN 1-tt (NP).
Corollary 3.5 R SN 1-tt (NP) = P NP∩coNP:NP = P NP:NP∩coNP = P (NP∩coNP,NP) .
Since R SN 1-tt (NP) is closed under complementation but DP is suspected not to be, the second inclusion probably is strict (we note in passing that, due to the closure under
Corollary 3.7 If R SN 1-tt (NP) = DP (equivalently, if R SN 1-tt (NP) = DP ∩ coDP) then the boolean hierarchy collapses (and thus, by [Kad88] , the polynomial hierarchy also collapses).
Though Corollary 3.7 gives strong evidence that the second inclusion of Corollary 3.6 is strict, we know of no class collapse that follows from the assumption that the first inclusion is not strict (though it is easy to directly construct an oracle relative to which the first inclusion is strict, and clearly the first inclusion must be strict in the relativized world we are going to construct in Section 4 in which R SN 1-tt (NP) lacks m-complete sets). Can one prove that P NP[1] = R SN 1-tt (NP) implies some surprising collapse of complexity classes? What types of sets are in R SN 1-tt (NP)? Define PrimeSAT = { i, f | i ∈ PRIMES ⇐⇒ f ∈ SAT}. Clearly PrimeSAT ∈ P (NP∩coNP,NP) and thus, by Corollary 3.5, PrimeSAT ∈ R SN 1-tt (NP). On the other hand, PrimeSAT ∈ P (ZPP∩UP∩coUP,NP) (since PRIMES ∈ ZPP ∩ UP ∩ coUP [AH87,FK92]), so it seems somewhat unlikely that PrimeSAT is m-complete for R SN 1-tt (NP). In fact, though (see the discussion in Section 4) R SN 1-tt (NP) robustly has 2-ttcomplete sets, nonetheless R SN 1-tt (NP) may well lack 1-tt-complete sets. In fact, we will in the next section construct a relativized world in which R SN 1-tt (NP) has no 1-tt-complete set. Finally, we note that P NP∩coNP:NP = R SN 1-tt (NP) is a case where guarded database (oracle) access seems more powerful than standard access. So-called guarded reductions were introduced by Grollmann and Selman [GS88] (there called "smart reductions"), and were further investigated by Cai, Hemaspaandra (then Hemachandra), and Vyskoč [CHV93] . In light of Corollary 3.5 we will now look at guarded oracle access to NP ∩ coNP in the context of Definition 2.3, in order to see whether guarded access yields yet another equivalent form of R SN 1-tt (NP). We will see that it seems not to. Let P NP:{NP∩coNP} be the class of languages that are recognized by some DPTM M that makes two sequential queries, the first to some NP set A, and the second to some NP set B, and such that it also holds that there is another NP set C such that, for all y:
if there is an x such that M A:B (x) given the correct answer to its query to A (if any) queries "y ∈ B?" then: y ∈ B ⇐⇒ y ∈ C.
In other words, M is allowed an ordinary query to NP, followed by a query that must be "NP ∩ coNP-like." However, this is not necessarily the same as allowing an NP ∩ coNP query (indeed, see Theorem 3.8). The key point is that on strings never asked by M A:B to B, B and C need not be complementary. Informally, M and A guard B against queries where B might fail to complement C. 5 Theorem 3.8 R SN 1-tt (NP) = P NP:NP∩coNP ⊆ DP ∩ coDP ⊆ P NP:{NP∩coNP} .
Proof:
The first equality is part of Corollary 3.5. The inclusion R SN 1-tt (NP) ⊆ DP ∩ coDP follows immediately from Corollary 3.6 as noted after that corollary.
It remains to show DP ∩ coDP
We make the following observations:
}, and note that clearly E and F are in NP.
Let M be a DPTM that on input x first queries "x ∈ E?" and if it gets the answer i, where i ∈ {0, 1} and 0 stands for "no" and 1 stands for "yes," queries " x, i ∈ F ?" and accepts if and only if this second query is answered "yes."
By our above observations we know that M "smartly" accesses F and hence L ∈ P NP:{NP∩coNP} .
Completeness
In this section we prove that there is a relativized world in which R SN 1-tt (NP) has no 1-tt-complete sets (and thus no m-complete sets). We will note that R SN 1-tt (NP) robustly has 5 There is no need to similarly define P {NP∩coNP}:NP and P ({NP∩coNP},NP) , as it is clear that R SN 1-tt (NP) = P {NP∩coNP}:NP = P ({NP∩coNP},NP) . This is just a reflection of the known fact that, in most contexts, if the "first" query is guarded it can as well be unguarded as the very fact that it is asked is a certificate that the query obeys the appropriate promise [CHV93] .
2-tt-complete sets. Thus we show even more, namely that R SN 1-tt (NP) distinguishes robust 1-tt-completeness from robust 2-tt-completeness (and thus it also distinguishes robust mcompleteness from robust T-completeness).
To discuss relativized completeness we must define relativized reductions and the natural relativizations of our classes. So that our theorems are fair, we choose full relativizations (see [Rog67] ), i.e., relativizations in which both the reductions and the classes may access the oracle. However, as Theorem 4.2 will show, many different statements regarding completeness-some involving partial relativizations-are equivalent. In fact, we will make use of some of these equivalences in proving our result. Lemma 4.3 is essentially a relativized version of part of Corollary 3.5, plus the observation that the technique used in the second half of the proof of that result (that is, the second half of the proof of Theorem 3.2, in the case C = NP) in fact can easily show not just R SN 1-tt (NP)
(Full relativization of
R SN 1-tt (NP)) R SN 1-tt (NP) A = def R SN ,A 1-tt (NP A ), i.e., {L | (∃C ∈ NP A )[L ≤ SN ,A 1-tt C]}.
Let ≤
Most non-completeness proofs of the Sipser/Regan/Borchert school (i.e., proofs based on tainting enumerations) use a bridge between the existence of C A -≤ 
, when run allowing at most one oracle query to L during the run but allowed unlimited access to A, accepts within k steps}. Note that
As is standard in the Sipser/Regan/Borchert approach to establishing non-completeness, we wish to characterize the existence of complete sets via the issue of the existence of a certain index set. Lemma 4.5 does this. Since it is quite similar to the analogous lemmas in previous non-completeness papers (see, e.g., [HH88, Lemmas 2.7 and 4.2]) we do not include the proof. We do, however, mention the following points. The lemma draws freely on Theorem 4.2. Also, the claim in Lemma 4.5 regarding P and P A being equivalent (in that context) is an invocation of a trick from the literature [HH88, p. 134].
Lemma 4.5 For every oracle
1-tt -complete sets if and only if there exists a P set (equivalently, a P A set) I of index quadruples such that 
We now prove our non-completeness claim.
Theorem 4.6 There is a recursive oracle
Proof: The proof consists of the construction of a recursive set A such that there exists no P set I having properties 1, 2, and 3 of Lemma 4.5.
Let { M i } be a standard enumeration of deterministic polynomial-time Turing machines. Let {N i } be the enumeration of nondeterministic polynomial-time oracle Turing machines described in Section 2. Let {M i } be an enumeration of deterministic polynomial-time oracle Turing machines satisfying all the properties of the enumeration {M i } described in Section 2 and having the additional property that every machine from {M i }, on every input x, makes exactly one parallel round of exactly one query to each of its two oracles.
It is clear that there is such an enumeration {M i } and that this enumeration ensures that for each oracle A, for each i, j, and l, and for each input x, the queries asked by
and L(N A l ) are independent of A. To show that there exists no P set I having properties 1, 2, and 3 of Lemma 4.5, we will diagonalize against all P machines in such a way that eventually for every P machine M h (let h e denote the eth string, h e = i, j, k, l , accepted by M h ) at least one of the following holds:
). In this case, M h does not accept a set of index quadruples I having property 1 of Lemma 4.5.
Goal 2 There exists a set
. (D h will be explicitly defined later in the proof.) Thus M h does not accept a set of index quadruples covering P (NP
and hence M h accepts a set not having property 2 of Lemma 4.5.
In the proof we will build a list, CAN, of canceled pairs (h, e). We add a pair (h, e), h e = i, j, k, l , to the list CAN when either Goal 1 has been met for h (in this case all (h, e ′ ), e ′ ∈ N, are marked canceled), or h e is consistent with Goal 2 for h (i.e., with h e = i, j, k, l ,
). We describe the former case as a type 1 cancellation and the latter case as a type 2 cancellation. Now let us define the languages D h . For every h ≥ 1, let
where p h denotes the hth prime. We will always construct A so that, for all h such that for no e is (h, e) ever involved in a type 1 cancellation, it holds that: for each n such that, for some k, n = (p h ) k :
Note that ⊛ will ensure that-for those h that are never involved in a type 1 cancellationeach such D h will belong to P (NP 7 This condition is never satisfied. We include it just to to emphasize that it is not an issue. The reason it is not an issue is discussed in Footnote 9.
the maximum number of queries to A made on any one path of N 
m is free to put in, and so we do not have to search for some unqueried string chosen from 00Σ m−2 . The reason we can use 0 m is that, as will soon become clear, each time a stage m ′ touches strings of length greater than m ′ , that stage then "jumps forward in time" (while maintaining appropriate codings in light of ⊛) to a stage m ′′ such that m ′′ is strictly greater than the length of any string queried at stage m ′ . In short, at the current point in the proof, no strings of length m have been queried or frozen, and thus in particular 0 m has never been queried or frozen.
Otherwise (i.e., if the "if" above is not satisfied), let (h, e) be the selected pair, h e = i, j, k, l . Define γ = (m i + i) max(j,k,l) + max(j, k, l). Note that γ is an upper bound on the length of the strings in A that can be queried at this stage by any of M i , N j , N k (when run on whatever query N j is run on), and N l . Let Protectcodings m denote the class of all sets E having exactly one string at each length i, m < i ≤ γ, and such that E meets ⊛ for each length i, m < i ≤ γ, and such that E has no strings other than those just described. As noted in Footnote 9, no strings at lengths in this range have yet been queried, so we do not have to worry about already-frozen strings existing at these lengths. The reason we must include Protectcodings m in the condition that distinguishes between Case 1 and Case 2 is that one of the two possible ways the " =" of the Case 1 test can be satisfied (namely, if there is a string that is not in the set on the left-hand side and that is in the set on the right-hand side) requires us to freeze rejecting behavior of N j and N k . This involves freezing (i.e., fixing permanently the membership status regarding the oracle) an exponential number of strings-enough to ruin any attempts to satisfy ⊛ at length m + 1 for example. Looking at Protectcodings m allows us to handle m and the problem m might cause at lengths m + 1, m + 2, · · · , γ in an integrated fashion. In particular, simultaneously with choosing a length m extension we will choose an appropriate extension that handles the ⊛ coding for lengths m + 1, m + 2, · · · , γ. There are two cases.
In this case, we have a type 1 cancellation. So, for each e ′ ∈ N, add (h, e ′ ) to CAN. For each m ≤ p ≤ γ, set A p = A m−1 ∪ B ∪ B ′ . Go to stage γ + 1. Note that in this case we do not necessarily maintain ⊛ at the current length in the construction of A. However, since we cancel "the entire machine M h " (by canceling all pairs (h, e ′ )) and thus have successfully diagonalized against machine M h , achieving Goal 1, we do not need in this case to argue regarding the set D h and thus do not have to ensure that for this specific h, D h ∈ P (NP A ∩coNP A ,NP A ) . We have, however, maintained ⊛ at lengths m + 1, m + 2, · · · , γ.
Note that this tells us that with respect to all oracles of the form A m−1 ∪ B ∪ B ′ , B ⊆ Σ m and B ′ ∈ Protectcodings m , N j and N k are complementary at all lengths 10 The m i + i bounds here are to ensure that the construction yields a recursive oracle.
(0 m ). We are now going to exploit this fact in order to achieve a type 2 cancellation of the pair (h, e). Note that we now must be careful in adding strings to our oracle set, since we have to maintain ⊛ at length m. To satisfy ⊛ at lengths m + 1, m + 2, · · · , γ, let B ′′ be any fixed member of Protectcodings m ; we will make B ′′ a part of the oracle extension.
Recall that the machine M i makes one query round consisting of one query each (in parallel) to L(N A j ) and L(N A l ). We consider the action of
There are four cases depending on the answers to the two queries
We henceforward assume that the query to L(M A m−1 ∪B ′′ j ) is answered "yes." The other case ("no") is omitted as it is very analogous (note that in the case we are in, i.e., Case 2, if the answer to the query to L(N A m−1 ∪B ′′ j Note that for each h e = i, j, k, l it holds that for all sufficiently large m the "≥" in (iv) at the beginning of stage m fails (as all polynomials in m are o(2 m )). So the above construction ensures that any given pair (h, e) is eventually canceled, as once h + e becomes the smallest among all uncanceled pairs it is clear it will eventually be canceled. Also, for every h we achieve either Goal 1 at some stage of the construction or we maintain ⊛ in the construction of A at all lengths m for which m = (p h ) k for some k (where p h is the hth prime).
The construction yields an oracle A such that any polynomial-time machine M h either accepts at least one string h e = i, j , In summary, we showed that R SN 1-tt (NP) distinguishes robust m-completeness from robust T-completeness. Indeed it distinguishes robust 1-tt-completeness from robust 2-ttcompleteness. We conjecture that DP ∩ coDP will also distinguish robust 1-tt-completeness from 2-tt-completeness. However, note that this does not generalize to a claim that BH k ∩ coBH k (where BH k is the kth level of the boolean hierarchy-see [CGH + 88] for the definition of BH k ) distinguishes robust k −1-tt-completeness from robust k-tt-completeness. In fact, it is clear that, for each k ≥ 2, BH k ∩ coBH k robustly has 2-tt-complete sets (in fact, for k ≥ 2, it follows from the structure of the boolean hierarchy that all ≤ p, A m -complete sets for BH k−1 are ≤ p,A 2-tt -complete for BH k ∩ coBH k ).
