1 e n (M; Z) log n log log n for every metric space M and every Banach space Z. This answers (for sufficiently large n) a question that was asked in [1, page 3] . By combining Claim 1 with [6, Theorem 2.12 ] it follows that ∀ p ∈ (1, 2], e n (ℓ p ; ℓ 2 ) p (log n)
. Also, by combining Claim 1 with [3] it follows that e n (ℓ 2 ; Z) √ log n for every Banach space Z. A "dual" version of this estimate follows by combining Claim 1 with [4, Theorem 1.12], which yields that e n (Z; ℓ 2 ) √ log n, thus improving (for sufficiently large n) over the bound e n (ℓ 2 ; Z) √ n + 1 of [1, Theorem 1.2]; more generally, this implies that e n (ℓ p ; Z) p (log n) 1/p for every p ∈ (1, 2]. M. M. was supported by the BSF. A. N. was supported by the BSF, the Packard Foundation and the Simons Foundation. The research that is presented here was conducted under the auspices of the Simons Algorithms and Geometry (A&G) Think Tank.
1 We use throughout the following (standard) asymptotic notation. Given two quantities Q, Q ′ > 0, the notations
If we need to allow for dependence on certain parameters, we indicate this by subscripts. For example, in the presence of an auxiliary parameter ψ, the notation Q ψ Q ′ means that Q c(ψ)Q ′ , where c(ψ) > 0 is allowed to depend only on ψ, and similarly for the notations Q ψ Q ′ and Q ≍ ψ Q ′ .
Proof of Claim 1. Fix δ ∈ (0, 1), a closed subset C ⊆ M, and x 1 , . . . , x n ∈ M C. Since C is closed, we have d M (x j , C) > 0 for all j ∈ N. Hence, there exist y 1 , . . . , y n ∈ C such that
Suppose that φ : C → N is a Lipschitz mapping. Denote
There is Ψ : {y 1 , . . . , y n } ∪ {x 1 , . . . , x n } → N such that Ψ(y j ) = φ(y j ) for all j ∈ {1, . . . , n} and Ψ Lip({y 1 ,...,yn}∪{x 1 ,...,xn};N) (1 + δ)K φ Lip({y 1 ,...,yn};N) (1 + δ)KL.
Define Φ : C ∪ {x 1 , . . . , x n } → N by setting
By design, Φ extends both φ and Ψ. For every z ∈ C {y 1 , . . . , y n } and j ∈ {1, . . . , n} we have
where (3) uses the definition of L and (2), and both (4) and (5) use (1). Since Φ extends both φ and Ψ, it is L-Lipschitz on C and (1 + δ)KL-Lipschitz on {x 1 , . . . , x n }. Therefore, due to (6) we have Φ Lip(C∪{x 1 ,...,xn};N) (2 + δ + (1 + δ) 2 K)L. Hence e n (M; N) 2 + δ + (1 + δ) 2 e n (M; N) and the desired estimate follows by letting δ → 0.
Remark 3. By [1, Theorem 1.1] we have e n (M, N) n + 1 for every n ∈ N and all pairs of metric
At the same time, it could be the case that e n (M, N) = ∞; this is so for example when n = 2, M = R and N = {0, 1}, because there is no nonconstant continuous function from R to {0, 1}. Hence, in general one cannot reverse the assertion of Claim 1 so as to obtain an estimate of the form e n (M, N) f (e g(n) (M, N)) for some f : [1, ∞) → [1, ∞) and g : N → N. However, it would be worthwhile to obtain good asymptotic bounds on such f and g for meaningful subclasses of the possible metric spaces (M, d M ), (N, d N ), e.g. when N is a Banach space.
