In this paper we describe a framework aimed to perform face-based biometric user authentication for web-resources through client-server secured sessions. A novel front-end for face video sequences processing is developed in which face detection and shot selection is performed at client-side while statistical multi-shot pose-corrected face verification is performed at server-side. We explain all the image processing steps, from the acquisition to the decision, paying special attention to a PDM-based pose correction subsystem and a GMM-based sequence decision test. The pose correction relies on projecting a face-shape mesh onto the set of PDM eigenvectors and back-projecting it after changing the coefficients associated to pose variation. The aligned and discriminatively selected texture features form the observation vectors ready to be pluged into a GMM based likelihood ratio for statistical decision. Tests over known databases show the reliability of * The authors are with the Departamento de Teoría de la Señal y Comunicaciones, ETSI Telecomunicación, Universidad de Vigo, 36310 Vigo, Spain. Phone: +34 986 812664. Fax: +34 986 812116. E-mails: {jalba,danisub,eargones,eli,eotero,carmen}@gts.tsc.uvigo.es. Corresponding author. E-mail: jalba@gts.tsc.uvigo.es † This work was supported with funds provided partially by the Spanish ministry of education under project TEC2005-07212/TCM and the European sixth framework programme under the Network of Excellence BIOSECURE (IST-2002-507604) 1 the proposed methods and preliminar tests on our client-server biometric authentication framework also yield encouraging performance of the complete system.
Introduction
Natural interaction with advanced user interfaces is a topic of interest for a wide variety of new applications in desktop-based or mobile-based computing scenarios. One of the newest situations where users need to cooperate with the system is the unsupervised biometric authentication for accessing restricted services. Nowadays fingerprint technology is being deployed mainly in laptops, cellular phones and PDAs due to the security threat of sensitive data being stolen. Soon, this technology will also play an increasingly role for data protection and accessing secured zones in internet from any kind of device connected to the network. Even when fingerprint is the biometric identification technology most widely deployed, it is also true that there exist some good reasons to foster research in other more natural biometric traits like face and voice. First of all, it is well known that multimodal biometrics reduces the False Acceptance and False Rejection Rates and also alleviates the Failure to Enroll Rate (quite high in fingerprints). Second, recognizing facial and vocal features is much more natural and flexibe than using fingerprints, and this offers advantages when dealing with spoofing attacks (for example, asking the user to perform a specific audiovisual sequence). Third, video capturing devices have been increasing their quality while decreasing their price. Last, but no least, face and voice research for biometric authentication also pushes other applications based on advanced multimodal interfaces, like web-resources personalization, handicapped computer interaction, uncooperative monitoring, multimedia database indexing, advanced video-conferencing, etc.
We have developed a multimodal biometric identification framework for implementing flexible solutions for accessing web-resources through the internet [9] . One of the advantages of this framework is that allows to easily integrate any kind of BioAPI-compliant biometric device or to develop a proprietary biometric feature extraction software to be used in monomodal or multimodal biometric identification or authentication. The client-side is in charge of the acquisition and preprocessing of biometric samples, while the server-side, where more computational power and security can be put, is in charge of face alignment, feature extraction, template creation, recognition and decision (see Figure 1 ). The framework has been specifically designed to perform biometric authentication using webcams and microphones, ensuring, this way, the universal usability of the proposed solution. By the other hand, taking into account that sample acquisition is performed in an uncontrolled scenario, it is easy to understand that extraction of robust face and vocal features for identification is a challenging task. The main sources of error are due to extreme illumination conditions, extreme head rotation or nodding, bad webcam focusing or framing and background noise. There exist, then, a trade-off between comfortable usability and system performance. In this paper we focus on the face processing client-server module of our framework. The first approach we developed for this application heavily relied on user cooperation to fit a frontal pose in a rigid frame overlayed to the mirrowed webcam stream [9] . While this solution ensured a scale-normalized frontal pose quite useful for a bunch of face recognition algorithms, user acceptability was not very high. The approach we propose now relies solely on the user being focused in the field of view of the webcam and on a pose ranging roughly from -30 to 30 degrees in azimuth and -30 to 30 degrees in elevation. In-plane rotation is not critical at all. The main objective of this module consist of increasing user acceptability and system usability. The drawback is an increase in the image processing complexity. The face mode of the biometric acquisition front-end is in charge of obtaining sampled face frames from the video stream, where face pose parameters falls in a specified range. In the server side, a face alignment mechanism, based on a PointDistribution Model (PDM) that works from a set of face-feature points [7] , allows the correction of pose to a frontal one and the extraction of aligned local texture information. The template generated from every frame can be used alone or in combination with other frames to perform still-to-still, video-to-still or video-to-video recognition. The video-to-video or multi-shot recognition strategy relies on a GMM based likelihood ratio for statistical decision between client and imposter.
There has been some other approaches for frame selection in face video analysis. In [15] a face pose estimator (PE) based on a boosting regression algorithm and the well-known Haar-like features from [3] has been developed. The PE outputs Up-Down (30,-30) and Left-Right (45, -45) angles of every frame at 14 fps on a 1.4 GHz Athlon PC with a frontal-face error (UD:(10, -10), LR:(10, -10)) of 20-30%. They implemented the PE right after face detection and before face alignment. The main purpose of this solution consisted of giving a rough estimate of the pose for driving viewbased recognition or view-based face-alignment algorithms. Our approach is conceptually similar but doesn't need an accurate pose estimation, but just keeping poses within a specified range useful for the subsequent face alignment.
Regarding video-based face recognition, several are the differences on performing image based and video-based face recognition. Usually video-based face recognition deals with lower resolution images (more critical for broadcasted video than webcam-based video streams), self-occluded feature points (due to pose changes) and several consecutive face frames. Given the standard resolution of the cheapest webcams and the applications we are dealing with, the main difference to image-based recognition is, actually, the main advantage: the sequence of face images allows developing techniques for combining visual evidence over time. Some authors have exploited this advantage: In [16] the authors use a weighting function to diminish differences and enhance similarities in pose and expression between training-shots and test-video face sequences (still-to-video). Even when they only weigh LR pose differences (not UD), using view-based eigenspaces [17] , the increase of recognition performance compared to the average of frame to frame recognition is quite large.
The rest of the paper is organized as follows. Section 2 gives a rough system overview to understand the constraints applied to the face processing subsystems. Section 3 details the client-module from the face processing point of view and presents the shot selection based on a weak pose estimator. Section 4 spans the main contributions of our work in 3 subsections. First, face alignment and pose correction; then feature extraction and selection; and finally, model matching and statistical decision. Section 5 shows some tests to validate the proposed approach. Conclusions are presented in Section 6.
System Overview
The image processing modules we will describe in this paper are embedded in an open client-server architecture for server-side biometric authentication oriented to the Web [9] . This architecture is intended to allow the integration of multiple thirdparty biometric devices and algorithms. For this purpose, our system is compatible with the standard BioAPI for biometric interoperability. So any BioAPI-compliant biometric software or device is supported. Moreover, our system is capable of controlling any multimedia device that is compatible with the Java Media Framework, as common webcams and microphones (see Figure 2 ).
Regarding to the execution of the biometric tasks, the system performs both biometric template extraction and verification on the server side. This solution has the advantage of minimizing the computational load on the client side, while these biometric operations can be executed on powerful servers. Also, from the versatility and security point of view, server-side verification is a better configuration. Thus, the client side, which is the weakest point in the security chain, has the sole responsibility of acquiring the biometric samples.
The overall behaviour of our client-server biometric system summarizes as follows (see Figure 2 ): The client-side biometric application is in charge of multi-biometric sample acquisition, encryption and transaction over a secure TCP/IP connection (steps 1 to 4 in Figure 2 ). On the server side, there is a centralized authentication server with a biometric authentication module that is in charge of extracting the biometric template, matching, and checking access privileges (steps 5 to 7 in Figure 2 ). We drive user interaction with the system through an easily configurable dialogue. Enrollment or verification tasks are modeled as human-machine dialogues specified by an XML document which describes the sample acquisition process and the biometric verification mode [18] .
The face acquisition process on the client side is in charge of selecting adequate face images from the webcam live video stream. For this purpose face shots are extracted using the well known Viola and Jones algorithm [3] for detecting face, eyes, nose and mouth. Then, selected shots are sent directly from memory to the server machine where they are processed to create user templates for saving (enrollment) or matching (verification). We will extend on this part in section 4.
A web tool based on this framework has been recently used for the acquisition of an audiovisual biometric database of remote users in the European Network of Excellence (NoE) BIOSECURE. The acquired database of over 1000 users from 11 different european sites will be publicly available under signed institutional agreements 3 Face processing at client side: feature detection and shot selection
Since the publication of the general object detection framework by Viola and Jones [3] , face detection and tracking can be quite efficiently replaced by face detection in every frame. The detection of face features can be also performed by the same algorithm after proper training with enough feature instances. We have used Lienhart's implementation [19] included with the OpenCV library 3 both for face (frontal and profile) and features detection. Scale constraints were applied to the scanning of face and features to accelerate the detection. In this sense, we avoid scanning the webcam image looking for small faces (that should not correspond to a subject working in front of a desktop): for the typical webcam lenses and size of OpenCV's training faces, this constraint saves on average a 90% of processing time. A similar procedure is applied to feature detectors where also face morphological structure is considered to reduce scanning. Pre-rotation of the frame given the eyesposition of the previous one allows scanning always with unrotated features. The coordinates of detected features form the basis for shot selection.
As earlier stated, it is not desirable to load client's machine (usually running lots of background processes!), so shot selection is quite basic and given by the next premises: i) there must be at least 3 out of 4 features detected and ii) the ratio
should be kept in morphological limits under the assumption of manageable rotation in depth (azimuth and elevation). In collaborative scenarios, a 4 seconds video acquisition (time asigned to PIN utterance in our local audiovisual biometric application) yields between 20 to 120 frames, depending on the bandwidth and webcam frame-rate. Extreme illumination or in-depth pose conditions reduces drastically the number of valid shots for our application. Detection of profile faces inhibits searching of facial features. So, if there are no valid shots, the local application fires a dialogue event for acquiring a new video sample asking the user to roughly face the camera or to change lighting conditions, depending on the main cause of missing faces.
The larger the number of valid shots the higher the accuracy of the statistical decision test, but also the larger bandwidth needed for transmission of biometric samples. At this point we distinguish two different application scenarios in our platform: i) single verification, where a video of preselected length is recorded and their selected shots sent, and, ii) continuous verification, where a background process is launched for selection of valid shots and interval-based transmission.
For the rest of the processing chain, both application scenarios only differ on the number of processed frames at the server and the temporal difference between selected shots. Nevertheless the basic image processing procedures are exactly the same.
Face processing at server side
This section describes a novel face processing system for multi-shot verification. The processes that are involved in the system are: 
Fine Face Alignment and Pose Correction
It is clear that every selected shot reaching the server machine can be coarsely aligned according to the facial features that were detected in the previous step (eyes/nose/mouth). Face recognition algorithms may work accurately with such a coarse registration when frontal faces are present, but decrease their performance in the case of pose variations. In order to deal with the possible changes in viewpoint, we make use of one of the pose correction schemes described in [8] , which requires a deformable face mesh (62 landmarks) to be fitted onto the original image. The fitting procedure is achieved by means of a variant of the Lucas-Kanade image registration algorithm: the Inverse Compositional Image Alignment (ICIA) algorithm described in [6] (see Figure  3 for several examples of the fitting result on three video-sequences from the BIOSECURE DS1 database). Once that the fitting step has finished, the system outputs the set of N (62) facial landmarks representing the user's face shape instance. The projection of this vector onto the eigenvectors of a previously trained Point Distribution Model provides the shape parameters needed for pose correction. Let us explain this process in more detail:
Fitting: frame 121
Fitting: frame 91
Fitting: frame 11 Figure 3 : Example of face mesh fitting using ICIA [6] on three different video sequences.
Face Pose parameters
An annotated training set of facial landmarks are used for calculating a Point Distribution Model. For each training image I i , N landmarks are located, and their normalized coordinates (by removing translation, rotation and scale) are stored, forming a vector
The pair (x ji , y ji ) represents the normalized coordinates of the j-th landmark in the i-th training face. Through Principal Components Analysis (PCA), the most important modes of face shape variation are found. As a consequence, any training face shape X i can be approximately reconstructed:
whereX stands for the mean shape, P = [φ 1 |φ 2 | . . . |φ t ] is a matrix whose columns are unit eigenvectors of the first t modes of variation found in the training set, and b is the vector of parameters that defines the actual shape of X i . So, the k-th component from b (b k , k = 1, 2, . . . , t) weighs the k-th eigenvector φ k . Also, since the columns of P are orthogonal, we have that P T P = I, and thus:
i.e. given any face shape, it is possible to obtain its vector of parameters b.
Among the main modes of shape variation, we isolated those eigenvectors responsible for rigid mesh changes, turning out that φ 1 controlled up-down rotations (see Figure 5 ) while φ 2 was the responsible for left-right rotations (see Figure 6 ). In [8] , it was demonstrated that if the training set is adequately chosen, the obtained pose eigenvectors are only responsible for rigid mesh changes and do not contain identity or expression information. Figure 4 : Position of the 62 landmarks used in this paper on an image from the XM2VTS database. So, given a face image with corresponding fitted mesh X, we can project X using Equation (3) to obtain its vector of shape parameters b. Based on the particular values of b 1 and b 2 , it is possible to get knowledge about the current rotation of the face in the image.
Pose Correction Strategy
One of the methods proposed in [8] aimed to synthesize frontal faces from non frontal views (namely Normalize to Frontal Pose and Warp, i.e. NF P W ). Once the mesh X has been fitted to the face image I, the vector of shape parameters b is computed, and the subset of parameters that account for pose variations are fixed to typical values of frontal faces (since the average shape corresponds to a frontal face, pose parameters are set to zero, i.e. b 1 = b 2 = 0), obtaining the modified vector of shape parametersb. New mesh coordinates are computed using equation (2), and a virtual imageÎ is synthesized by warping 4 the original face onto the new shape (see Figure 7 for a block diagram). For large horizontal rotations, we can take advantage of facial symmetry in order to overcome problems due to self-occlusions, achieving state-of-the-art results on the CMU PIE database [5] in a set of angles ranging from −45
• to +45
• . In Figure 8 we show the cropped face images corresponding to the fitted meshes of Figure 3 as well as the virtual frontal faces generated using NF P W . 
Experiment on a video sequence
In order to demonstrate the suitability of the NF P W method for pose correction on videos, we performed an experiment using a manually annotated 5000-frame sequence 5 . For this test, the vectors of shape parameters b were computed in every frame. One of the frames of the video was used as a template, while the remaining ones were used for testing. Let b 2 (i) be the value, in frame i, of the pose parameter that accounts for horizontal rotations, and let b T 2 be the value of this parameter for the template frame (up-down rotations are quite inexistent in this video). The difference between b T 2 and b 2 (i), namely ∆b α , is a measure of the difference α between the rotation angles of the template and the probe image. Figure 9 presents the similarity scores obtained with and without the pose correction stage against ∆b α . The tested video shows a man during conversation and, apart from pose changes, there are other factors such as expression variations that affect the value of the similarity between the template and the probe image. However, it is clear that when the absolute value of ∆b α grows, the use of pose corrected images outperforms the original system where no pose correction was applied (since the similarity score degradation is much less in the case of pose corrected images). 
Callibrating the system
We should take into account that texture mapping increases the computational burden on the server. In order to minimize this load without severely degrading the accuracy of the system, we decided to correct for pose variations only if the rotation angle θ of the face exceeds θ min , otherwise the original aligned face image is considered frontal and it is fed to the feature extraction module. Deciding whether a frame contains a frontal face or not is achieved by checking the current values of the pose parameters. In order to establish a correspondence between rotation angles and the b 2 values, we used the CMU PIE (Pose, Illumination and Expresion) database [5] , which consists of face images from 68 subjects recorded under different combinations of poses and illuminations. Figure 10 shows the images taken for subject 04006 from all cameras with neutral illumination. As we can see, this database is specially suitable for testing the robustness of systems against complete left-right face rotations. In order to calibrate our system, we used a subset of the database, namely the images taken from cameras 11, 29, 27, 05 and 37 (with corresponding nominal azimuth angles of −45
• , −22.5 • , 0 • , 22.5
• and 45
• approximately) under neutral illumination. All of them (a total of 68 × 5 images) were manually annotated with the same set of 62 landmarks shown in Figure 4 .
For each annotated mesh, its vector of shape parameters b was calculated. So, for every subject, we have 5 b vectors, each one corresponding to a certain pose (11, 29, 27 , 05, and 37) and, for a given pose, we have 68 vectors, each 
Feature extraction
Once a real or virtual frontal face is obtained, the system performs a local feature extraction procedure based on Gabor filtering. Gabor filters are biologically motivated convolution kernels in the shape of plane waves restricted by a Gaussian envelope, as it is shown next:
where − → k m contains information about frequency and orientation of the filters, − → x = (x, y)
T and σ = 2π. Our system uses a set of 40 Gabor filters with the same configuration as in [1] . The region surrounding a pixel in the image is encoded by the convolution of the image patch with these filters, and the set of responses is called a jet, J . So, a jet is a vector with 40 coefficients, and it provides information about an specific region of the image.
At each of the nodes of the pose-normalized mesh, a Gabor jet is extracted and stored for comparison. Given two images to be compared, say I 1 and I 2 with node coordinates P = { p 1 , p 2 , . . . , p N } and Q = { q 1 , q 2 , . . . , q N }, their respective sets of jets are computed:
Finally, the still-to-still score between the two images is given by:
where < J p i , J q i > represents the normalized dot product between correspondent jets, but taking into account that only the moduli of jet coefficients are used. In Equation (5), f N stands for a generic combination rule of the N dot products.
Previous results from several researchers [22] [21] [23] have shown that performance of face verification using local models can be improved by discriminatively selecting or fusing local responses. In this application, where a statistical model is adapted for every user (see next section), we are doubly interested on selecting a subset of discriminative face locations: discriminative reduction of dimensionality and decreasing of computational cost.
Feature selection using Sequential Floating Forward Search
Sequential Floating Forward Search (SFFS) method [12] is a non-exhaustive deterministic sequential search method. This algorithm has proved its efficiency in Gabor kernel location selection [14] and image classification [13] .
In [14] several feature selection algorithms are evaluated on two Gabor meshbased verification schemes, and SFFS is the best within all the tested suboptimal deterministic search methods. Let X be the selected set of similarities when comparing two images. The images similarity is given by S = median {X}. The SFFS criterion function J provides a measure of the classification accuracy for the selected similarities between the template and target image. Eventhough an inmediate measure could be directly derived from a traditional performance measure such as the TER, i.e. J(X) = 1 − T ER, this is not a good criterion function, since perfect classification is possible in the evaluation dataset for feature sets far from the optimal general solution. More robust statistics can be used as criterion functions for the SFFS. The adopted solution is:
where P(S < p 1 2% |C = 1) = 0.02 and P(S < p 0 98% |C = 0) = 0.98 in the evaluation set. This measure evaluates the separation between the distribution of the similarities for true and false identity claims.
The cardinal of the final set has been adjusted as a trade-off between discriminability in the evaluation set and dimensionality reduction for the statistical model.
GMM modeling and statistical hypothesis test
Still face verification systems usually compare the features extracted from one or several user's frontal face images (templates) with one or several probe frontal face images. However, when dealing with video streams the number of frontal face images that the system can use for enrollment and verification is much larger than in the still case. More reliable information about the intra-user and inter-user distribution of the parameters extracted from the frontal faces is available now, and an appropriate statistical modeling can take advantage to perform the identity verification.
After face alignment and possible pose correction, the real or virtual frontal faces available at the server for user identification are characterized by the set of absolute values of the responses of the Gabor filters applied at aligned locations of the face. Without loss of generality, any subset of these responses can be used instead of the full set. Each frame selected from the webcam stream where a frontal face has been picked or synthesized provides a realization of, let's say, M local responses. This allows to build statistical models of the face represented in the video sequence.
In a statistical framework, the identity verification task can be formulated as an hypothesis test:
• H 0 : frontal faces extracted from the video sequence belong to the claimed identity I. This hypothesis is modeled by the user model λ I .
• H 1 : frontal faces extracted from the video sequence do not belong to the claimed identity I. This hypothesis is modeled by the universal background model (UBM) λ U BM .
And thereby the identity verification can be performed in the classical Bayesian framework:
where N is the total number of frames where a frontal face is detected and assuming statistical independence between frames. Gaussian mixture models (GMM) have already been successfully applied in other video face verification works [10] and also in speaker verification [11] . A GMM λ with M mixtures is fully characterized by its probability density function, which for a given feature vector x can be written as:
Assuming statistical independence between the M local responses we can estimate M Gaussian Mixture Models for every user. Now the dimension of the problem is 40, instead of 40×M.
Although a video sequence can provide a large number of feature vectors, they could not be enough for training a generalizable model. The number of feature vectors required for training depends on the feature dimensionality, and therefore feature dimension reduction must be used to minimize this problem. The well known PCA technique has been used for this purpose, where the covariance matrix and the mean vector are estimated using a set of features not used in the model training stages to avoid generalization problems in the statistical modeling.
Universal model training
The EM algorithm is used to train the UBM λ U BM . Standard LBG is used for the GMM initialization to avoid the EM accuracy dependence on the initialization. Face video sequences of 10 seconds from 63 users are used in order to obtain a model as general as possible, capable to model the distribution of the feature vectors extracted from any face. This model encodes the parameter distribution for any face, independently of the identity of the face, and hence it is suited for the alternative hypothesis H 1 .
User model generation
Eventhough feature dimension is reduced, the number of feature vectors available for each user may not be enough. This can be overcomed by generating the user model from the UBM using the Maximum A Posteriori (MAP) adaptation technique [11] .
Only mixture means are adapted, since variance adaptation and weight adaptation has not provide improvements in other frameworks such as speaker verification. The new i-th mixture mean vector is computed as:
where α i = n i n i + ρ (10) 
where ρ is the relevance factor and N is the number of feature vectors used for adaptation. When using adapted models in the hypothesis test formulated in equation 7, only learnt differences between the general face and the user face are enhanced, and this provides good discrimination even when a few features are used for model adaptation.
Results

Conclusions
We have presented a complete video-based face verification solution for cooperative unsupervised webcam scenarios. This solution has been integrated on our client-server multiplatform nultimodal biometric authentication framework. Regarding face processing, the main contributions of this paper are related to the multi-shot face-pose alignment and correction for discriminative selection of feature points, and the statistical modeling of user sequences using speaker recognition inherited procedures, i.e. user model and universal background model for performing hypothesis test decisors. Results of the advantage of pose correction over a video sequence are reported. The lack of databases for video-based face authentication benchmarking does not allow us to compare our overall system against other researchers' solutions, but preliminar results are quite encouraging. An empyrical analysis of the main error sources of the whole processing chain is still missing, though.
