Abstract. We review and further develop a general approach to Schur positivity of symmetric functions based on the machinery of noncommutative Schur functions. This approach unifies ideas of Assaf [1, 3] , Lam [22], and Greene and the second author [11] .
Introduction
Schur functions form the most important basis in the ring of symmetric functions, and the problem of expanding various families of symmetric functions with respect to this basis arises in many mathematical contexts. One is particularly interested in obtaining manifestly positive combinatorial descriptions for the coefficients in various Schur expansions, the celebrated Littlewood-Richardson Rule being the prototypical example.
One powerful approach to this class of problems relies on the idea of generalizing the notion of a Schur function to the noncommutative case, or more precisely to noncommutative rings whose generators (the "noncommuting variables") satisfy some carefully chosen relations, making it possible to retain many key features of the classical theory of symmetric functions. The first implementation of this idea goes back to the work of Lascoux and Schützenberger in the 1970's [25, 31] . They showed that the plactic algebra (i.e., the ring defined by the Knuth relations) contains a subalgebra isomorphic to the ring of symmetric functions, and moreover this subalgebra comes naturally equipped with a basis of noncommutative versions of Schur functions. In the 1990's, Greene and the second author [11] generalized this approach by replacing some of the plactic relations by weaker four-term relations. By studying noncommutative versions of Schur functions in the algebra thus defined, they obtained, in a uniform fashion, positive Schur expansions for a large class of (ordinary) symmetric functions that includes the Stanley symmetric functions and stable Grothendieck polynomials. As explained below, the construction in [11] can be further generalized to include such important examples as LLT and Macdonald polynomials.
LLT polynomials are a family of symmetric functions introduced by Lascoux, Leclerc, and Thibon [24] . While LLT polynomials were shown to be Schur positive [15, 27] using Kazhdan-Lusztig theory, it remains a fundamental open problem to find an explicit positive combinatorial formula for the coefficients in their Schur expansions. A solution to this problem would also settle the analogous problem for Macdonald polynomials, since the Haglund-Haiman-Loehr formula [16] expresses an arbitrary transformed Macdonald polynomial as a positive sum of LLT polynomials.
We are optimistic that the noncommutative Schur function approach can be successfully implemented to obtain positive combinatorial formulas for the Schur expansions of LLT and Macdonald polynomials. The first step in this direction was made by Lam [22] who used a variation of this approach to produce formulas-combinatorial but not manifestly positive-for the coefficients appearing in the Schur expansions of LLT polynomials. In a separate development, Assaf [1] introduced variants of Knuth equivalence as a combinatorial tool to study the Schur positivity phenomenon for LLT polynomials.
This paper extends the setup of [11] to encompass Lam's work and give an algebraic framework for Assaf's equivalences. Specifically, we
• strengthen the main result of [11] (Theorem 2.14; proof in Section 9);
• introduce combinatorial gadgets called switchboards (Definition 3.1), which were inspired by the D graphs of Assaf [1] ; • associate a symmetric function to each switchboard (Definitions 3.4/2.5) and show that the class of symmetric functions so defined includes many important families such as LLT polynomials and all examples from [11] (Sections 3-5); • give a (counter)example of a switchboard whose symmetric function is not Schur positive (Corollary 3.9); • recall the main result of [5] , a positive combinatorial formula for the Schur expansion of an LLT polynomial indexed by a 3-tuple of skew shapes (Theorem 4.22); • investigate the phenomenon of monomial positivity of noncommutative Schur functions (see (2.12) ) in various rings (Sections 6-7).
We also obtain a "tightness" result (Theorem 2.10; proof in Section 8) which states that in a given ring satisfying the basic requirements of our setup, the noncommutative Schur functions are monomial positive if and only if the symmetric functions naturally associated to this ring are Schur positive. In other words, the noncommutative Schur function approach gives an equivalent reformulation of the Schur positivity problem.
Section 2 of the paper serves as its "extended abstract."
This paper can be viewed as a "prequel" to (and, partly, a review of) the closely related papers [5, 6] by the first author, and to his paper [4] with R. Liu.
Noncommutative Schur functions and Schur positivity
Let U = Z u 1 , u 2 , . . . , u N be the free associative ring with generators u 1 , u 2 , . . . , u N , which we regard as "noncommuting variables." For S ⊂ {1, . . . , N} and k ∈ Z, we define the noncommutative elementary symmetric function e k (u S ) by e k (u S ) = i 1 >i 2 >···>i k i 1 ,...,i k ∈S u i 1 u i 2 · · · u i k ; (2.1)
by convention, e 0 (u S ) = 1 and e k (u S ) = 0 for k < 0 or k > |S| (cardinality of S). For S = {1, . . . , N}, we use the notation e k (u).
Throughout this paper an ideal will always mean a two-sided ideal.
Theorem 2.1. For an ideal I of U, the following are equivalent:
• the ideal I includes the elements
2) • the noncommutative elementary symmetric functions e k (u S ) and e ℓ (u S ) commute with each other modulo I, for any k, ℓ and any S:
e k (u S ) e ℓ (u S ) ≡ e ℓ (u S ) e k (u S ) mod I. It generalizes similar results obtained in [6, 11, 22, 28] . Specifically, [11, Lemma 3.1] , [22, Theorem 3] , [6, Lemma 2.2] , and [28, Theorem 2] assert, in the notation to be introduced below, that the e k (u) commute modulo the ideals I B , J L,k , I S + I st , and the triples ideal with all rotation triples, respectively; cf. Definitions 2.12, 4.6, 2.17/3.14, and 6.3.
Theorem 2.1 has the following elegant reformulation.
Theorem 2.3. The commutation relations (2.5) hold for all k, ℓ, and S ⊂ {1, . . . N} provided they hold for k = 1, ℓ ∈ {2, 3}, and |S| ≤ 3.
It is quite miraculous that the special cases |S| ≤ 3 of the commutation relations (2.5) (i.e., the cases involving two or three variables only) are sufficient to get all of them. An additional miracle is that the relation e 2 (u S )e 3 (u S ) ≡ e 3 (u S )e 2 (u S ) for |S| = 3 is not needed: all instances of (2.5), including the latter, are a consequence of e 1 (u S )e 2 (u S ) ≡ e 2 (u S )e 1 (u S ) and e 1 (u S )e 3 (u S ) ≡ e 3 (u S )e 1 (u S ) for |S| ≤ 3.
We denote by I C the ideal in U generated by the elements (2.2)-(2.4) in Theorem 2.1. All ideals I ⊂ U considered in this paper contain I C . Let x be a formal variable that commutes with u 1 , . . . , u N . The elements e k (u) can be packaged into the generating function
The condition that the e k (u) commute pairwise modulo I C is equivalent to the generating function congruence E(x)E(y) ≡ E(y)E(x) modulo I C , or more precisely modulo the corresponding ideal
Here y is another formal variable that commutes with x, u 1 , . . . , u N .
The noncommutative complete homogeneous symmetric functions are defined by
for ℓ > 0; by convention, h 0 (u) = 1 and h ℓ (u) = 0 for ℓ < 0. Similarly to (2.6), we set
Corollary 2.4. Let I ⊂ U be an ideal containing I C . Then the elements h 1 (u), h 2 (u), . . . commute pairwise modulo I. Consequently,
where x and y are formal variables commuting with each other and with u 1 , . . . , u N .
Proof. The identity H(x)E(−x) = 1 implies that for any m > 0,
Thus one can recursively express h 1 (u), h 2 (u), . . . in terms of e 1 (u), e 2 (u), . . . , and the claim follows from Theorem 2.1.
We denote by U * the Z-module freely spanned by the set of words in the alphabet {1, . . . , N}. There is a natural pairing ·, · between the spaces U and U * in which the basis of noncommutative monomials is dual to the basis of words. More precisely, if u w = u w 1 · · · u wn ∈ U is a monomial corresponding to the word w = w 1 · · · w n ∈ U * , and v ∈ U * is another word, then u w , v = δ vw .
For an ideal I ⊂ U, we denote by I ⊥ the orthogonal complement
Informally speaking, pairing with the elements of I ⊥ is tantamount to working modulo I: for f, g ∈ U, the congruence f ≡ g mod I implies f, γ = g, γ for all γ ∈ I ⊥ . Put another way, any element of U/I has a well-defined pairing with any element of I ⊥ .
As shown in [11] , noncommutative symmetric functions e k (u) and h ℓ (u) can be used to define and study a large class of symmetric functions in the usual sense, i.e., formal power series (in commuting variables) which are symmetric under permutations of these variables. This is done as follows.
Definition 2.5. Let x 1 , x 2 , . . . be formal variables which commute with each other and with u 1 , . . . , u N . Define the noncommutative Cauchy product
(cf. (2.7)); here the notation always means that the factors are multiplied left-to-right. Now, for γ ∈ U * , we define the formal power series
where ·, · is the extension of the pairing between U and U * to the bilinear pairing between
An alternative definition of F γ (x) can be given in terms of quasisymmetric functions. Collecting the terms in (2.9) involving each noncommutative monomial u w , we obtain
where Des(w) = {i ∈ {1, . . . , n − 1} | w i > w i+1 } denotes the descent set of a word w = w 1 · · · w n , and
is the corresponding fundamental quasisymmetric function (I. Gessel [14] ). Consequently, for a vector γ = w γ w w ∈ U * , we have
] that sends each word w to the fundamental quasisymmetric function associated with the descent set of w.
Hence Ω j (x, u), γ = Ω(x, u), γ , and the claim follows.
As explained in Sections 4 and 5, the class of symmetric functions F γ includes several important families such as Stanley symmetric functions and LLT polynomials. The following construction provides a powerful tool for studying the coefficients of the expansions of the symmetric functions F γ in the basis of Schur functions. Definition 2.7 (Noncommutative Schur functions). Let λ = (λ 1 , λ 2 , . . . ) be an integer partition. Let λ ′ be the conjugate partition, and let t = λ 1 be the number of parts of λ ′ . The noncommutative Schur function J λ (u) ∈ U is given by the following noncommutative version of the classical Kostka-Naegelsbach determinantal formula s λ = det(e λ ′ i +j−i ) :
Remark 2.8. Alternatively, J λ (u) can be defined by the noncommutative version of the Jacobi-Trudi formula:
is the number of parts of λ. The fact that the right-hand sides of (2.12) and (2.13) are congruent to each other modulo I C can be established by the argument given in the proof of Proposition 2.9 below.
The closely related noncommutative Schur functions s λ (u) introduced and studied in [11] were defined there in terms of semistandard Young tableaux, cf. Theorem 5.1. While s λ (u) ≡ J λ (u) modulo the ideals considered in [11] , the two definitions may diverge for other ideals containing I C .
The next result is a version of a simple, yet important, observation made in [11] .
(2.14)
Proof. Comparing (2.14) to (2.10), we see that it suffices to show
Let Λ(y) denote the ordinary ring of symmetric polynomials in N commuting variables y = (y 1 , . . . , y N ). This is a polynomial ring with algebraically independent generators e 1 (y), . . . , e N (y). The ring homomorphism ψ : Λ(y) → U/I C defined by e k (y) → e k (u) sends each Schur polynomial s λ (y) to J λ (u) and sends h m (y) to h m (u). To see the latter, apply ψ to the classical identity ℓ+k=m (−1) k h ℓ (y)e k (y) = 0 and then subtract (2.8) to obtain ℓ+k=m (−1) k ( ψ(h ℓ (y)) − h ℓ (u) ) e k (u) = 0; the desired fact ψ(h m (y)) = h m (u) then follows by induction on m. Now applying ψ to the classical Cauchy identity
yields (2.15).
As mentioned earlier, many important families of symmetric functions arise from the above construction. One begins by choosing a particular ideal I ⊂ U which contains I C and is homogeneous with respect to the grading deg(u i ) = 1. Typically, one is interested in the subclass of symmetric functions F γ (x) labeled by the elements γ ∈ I ⊥ ⊂ I ⊥ C which are nonnegative integer combinations of words. The goal is to show that any such symmetric function F γ (x) is Schur positive, i.e., its expansion in the basis of Schur functions has nonnegative coefficients. An even more ambitious goal is to obtain a manifestly positive combinatorial rule for these coefficients.
Let U ≥0 ⊂ U (resp., U * ≥0 ⊂ U * ) denote the Z ≥0 -cone (that is, the additive monoid) generated by the noncommutative monomials in U (resp., words in U * ). To rephrase, these cones consist of all nonnegative integer combinations of monomials (resp., words). The symmetric functions F γ of interest to us are labeled by γ ∈ U * ≥0 ∩ I
⊥ .
An element f ∈ U is called Z-monomial positive modulo an ideal I if f ∈ U ≥0 + I, i.e., if f can be written, modulo I, as a nonnegative integer combination of noncommutative monomials. We say that f ∈ U is Q-monomial positive modulo I if some positive integer multiple of f is Z-monomial positive modulo I. In fact, a stronger statement holds: given I ⊃ I C and an integer partition λ, the coefficient of
Theorem 2.10 can be viewed as a simplified version of [6, Theorem 1.4], which gave a slightly stronger conclusion in a more restricted setting.
Proof of the implication (ii)⇒(i). By assumption (ii), there is a monomial expansion 16) for some positive integer c λ and nonnegative integer coefficients a λ,w . Let 17) where all coefficients γ w are nonnegative integers. It follows that
It remains to recall that by Proposition 2.9, the coefficient of s λ (x) in the Schur expansion of F γ (x) is equal to J λ (u), γ .
The converse implication (i)⇒(ii) is proved in Section 8 using Farkas' Lemma from convex analysis. Informally, this implication shows that the noncommutative Schur function approach to proving Schur positivity is a powerful one because it only fails if the symmetric functions to which it is applied are not actually all Schur positive. Remark 2.11. We note that Q-monomial positivity (2.16) of noncommutative Schur functions J λ (u) modulo a given ideal I implies more than "just" Schur positivity of the corresponding class of symmetric functions F γ (x). It yields a manifestly positive formula for the Schur expansion of F γ (x), cf. (2.14) and (2.18):
If moreover all J λ (u) are Z-monomial positive modulo I, so we can take c λ = 1, then (2.19) becomes a positive combinatorial rule for the Schur expansions of F γ . (We imagine that a monomial positive expansion for J λ (u) is established by an explicit formula in which the numbers a λ,w count combinatorial objects of some kind.) We suspect that it can happen that J λ (u) is Q-monomial positive modulo I, but not Z-monomial positive modulo I.
Unfortunately, and contrary to what extensive computational experiments initially led us to believe, not all symmetric functions F γ (x), for γ ∈ U * ≥0 ∩ I ⊥ C , are Schur positive. (Equivalently, Q-monomial positivity of J λ (u) may fail modulo I C .) We present a counterexample in Section 3, cf. Corollary 3.9. This negative result must not however discourage us from pursuing the current line of inquiry: even though Schur positivity may fail in the most general case I = I C , it still holds for many important ideals I ⊃ I C , or equivalently for the nonnegative vectors γ ∈ I ⊥ ⊂ I ⊥ C . In each application, the challenge is to find a monomial positive expression for J λ (u) that holds modulo an appropriately chosen ideal I. In doing so, the goal is to choose an ideal I which is "exactly the right size." First of all, I must be small enough so that the symmetric functions of interest to us are of the form F γ for γ ∈ I ⊥ . On the other hand, if I is too small, e.g., I = I C , then J λ (u) is not monomial positive modulo I. But there is yet the further subtle consideration: if I is too large, then there are many ways to write J λ (u) as a positive sum of monomials (modulo I), making it extremely hard to single out a "canonical one" from this multitude; this is what essentially happens in Lam's approach [22] to LLT polynomials. In conclusion, identifying the "smallest" ideal I such that J λ (u) is monomial positive modulo I is likely to be of help in finding (and proving) the desired combinatorial rule for such monomial positive expression, and would establish Schur positivity for a wider class of symmetric functions.
Matters are complicated by the fact that the subset of ideals I ⊃ I C for which monomial positivity of J λ (u) holds modulo I does not have a unique minimal element, see Corollary 7.6. Hence it might be too optimistic to hope for an all-encompassing "master Schur positivity theorem," as different symmetric functions F γ may be Schur positive for different reasons.
On the bright side, monomial positivity of J λ (u) can be established for many important ideals I ⊃ I C , as demonstrated in [11] . (The first example of this phenomenon, namely the case of the plactic algebra, goes back to Lascoux and Schützenberger [25, 31] .) Our next theorem can be viewed as a strengthening of the main result of [11] . Definition 2.12. Let I B denote the ideal in U generated by the elements 
The ideal I B is the enlargement of I C obtained by replacing the generators (2.3) by the "3-letter Knuth elements" (2.21)-(2.22). Curiously, this makes the degree 4 generators (2.4) superfluous, as the above calculation shows. . As shown in [11] , the latter subclass of F γ 's includes Stanley symmetric functions and, more generally, homogeneous components of stable Grothendieck polynomials.
Definition 2.15. For k a positive integer, let I R,k denote the ideal in U generated by
for all a, (2.23)
It is straightforward to verify that I R,k ⊃ I C .
In Section 4, by recasting the work of Assaf [1, 3] through the perspective outlined in this paper, we explain that the class of symmetric functions F γ labeled by nonnegative vectors γ ∈ I ⊥ R,k includes the LLT polynomials of Lascoux, Leclerc, and Thibon [24] ; more precisely, it includes the coefficients of powers of q in LLT polynomials indexed by an arbitrary k-tuple of skew shapes. Furthermore this class of symmetric functions F γ includes the (coefficients of q i t j in) transformed Macdonald polynomials (cf. [13] , [18, Definition 3.5.2]); this is because Haglund, Haiman, and Loehr [16] showed that any transformed Macdonald polynomial is a nonnegative integer combination of LLT polynomials. (Recall that the map γ → F γ is linear.)
The following statement is inspired by (and is implicit in) the work of Assaf.
Conjecture 2.16. For any integer partition λ and any positive integer k, the noncommutative Schur function J λ (u) is Z-monomial positive modulo I R,k . Consequently, the symmetric functions F γ (x) labeled by γ ∈ U * ≥0 ∩ I R,k are Schur positive.
As explained above, the statement in Conjecture 2.16 is stronger than Schur positivity of LLT and Macdonald polynomials. More importantly (cf. Remark 2.11), an explicit formula expressing J λ (u) as a sum of noncommutative monomials modulo I R,k would immediately yield a Littlewood-Richardson-type rule for LLT and Macdonald polynomials.
Thus far, the main new result arising from the noncommutative Schur function approach to LLT positivity is an explicit Z-monomial positive expression for J λ (u) modulo I L,3 which was obtained in [5] . (Here I L,k ⊃ I R,k is the ideal associated with Lam's algebra of ribbon Schur operators, cf. [22] and Definition 4.6.) This result yields a positive combinatorial formula for the Schur expansion of LLT polynomials indexed by 3-tuples of skew shapes and for the Schur expansion of transformed Macdonald polynomials indexed by shapes with 3 columns; see Theorem 4.22 and (4.17).
As the above discussions indicate, our efforts to create a general framework for the study of Schur positivity of symmetric functions F γ have been driven by potential applications. Since these symmetric functions are labeled by nonnegative vectors γ chosen from the orthogonal complement I ⊥ of some ideal I ⊃ I C , our goal is to establish Schur positivity for I
⊥ as large as possible, or equivalently for I as small as possible.
It turns out that all ideals I ⊃ I C arising in important applications known to us contain the following ideal. (The choice of its name will become clear soon.) Definition 2.17. The switchboard ideal I S is the ideal in U generated by the elements
Proof. The span of (2.29)-(2.31) contains (2.2), while (2.32) is the same as (2.3). Finally, the elements (2.4) are obtained as follows:
Remark 2.19. We believe that the ideals I B and I S are the smallest "natural" ideals containing I C which are generated in degrees ≤ 3. (There is a precise statement along these lines, which we omit.) Note that among the generators of I C , the only ones of degree > 3 are those listed in (2.4).
The inclusions between the main ideals studied in this paper are summarized in Figure 1 (several of these ideals are yet to be defined). Except for I B and I C , all these ideals contain the switchboard ideal I S . Our main focus henceforth will be on the study of the latter.
The main ideals studied in this paper. All of them contain I C . Schur positivity of the symmetric functions F γ , for γ ∈ U * ≥0 ∩ I ⊥ , is known to hold for I ⊃ I B and I = I L,k ; is known to fail for I ⊂ I S ; and is conjectured for I R,k and I A,k .
Switchboards
In this section, we introduce a class of labeled graphs called switchboards. They serve as a combinatorial tool for studying the symmetric functions F γ associated to the switchboard ideal I S , that is, those labeled by vectors γ ∈ U * ≥0 ∩ I ⊥ S . This notion is crucial for unifying the perspectives of [1] , [11] , and [22] .
n be two words of the same length n in the alphabet {1, . . . , N}. We say that w and w ′ are related by a switch in position i if w j = w ′ j for j / ∈ {i − 1, i, i + 1}, while the unordered pair
} fits one of the following patterns (cf. Figure 2 ): • {bac, bca} or {acb, cab}, with a < b < c (a Knuth switch); • {bac, acb} or {bca, cab}, with a < b < c (a rotation switch); • {bab, bba} or {aba, baa}, with a < b (a Knuth switch); • {bab, aba} or {bba, baa}, with b = a + 1 (a braid/idempotent switch).
A switchboard is an edge-labeled graph Γ on a vertex set of words of fixed length n in the alphabet {1, . . . , N} with edge labels from the set {2, 3, . . . , n − 1} such that each i-edge (i.e., an edge labeled i) corresponds to a switch in position i, and each vertex in Γ which has exactly one descent in positions i − 1 and i belongs to exactly one i-edge. [6] , which were in turn motivated by [1, 2, 3] .
The definition of a switchboard is justified by the following statement, whose verification is straightforward (cf. the proof of [6, Proposition-Definition 3.2]). Example 3.5. For the switchboard Γ in Figure 3 , formula (2.11) gives
The rest of this paper is mostly concerned with the study of switchboards and the associated symmetric functions One advantage of switchboards is that one can consider their connected components. This notion involves the edges of a switchboard, not just its vertices, and thus has no direct counterpart for the integer vectors γ. The following statement is easy to check. Figure 4 shows two different switchboards Γ and Γ ′ (one disconnected, the other connected) which have the same set of vertices W ; consequently F Γ = F Γ ′ . This is an instance of a general phenomenon: if W contains four words of the form shown in Figure 2 on the left, then one can choose either the two Knuth edges or the two rotation edges. A similar phenomenon occurs with 4-tuples of the form shown in Figure 2 on the right (for b = a + 1). The results of [1, 5, 11] , when translated into the language of switchboards, show that in many important cases, the symmetric functions F Γ (x) associated with switchboards Γ are Schur positive. Computer experiments supply an extensive list of additional instances of Schur positivity. Unfortunately, there exist switchboards whose symmetric functions are not Schur positive. They are not easy to find, but once a counterexample has been discovered, its verification is a straightforward calculation. Proof. The vector γ given in (3.1) is the sum of vertices of the switchboard Γ in Figure 5 . Propositions 3.3 and 3.8 imply that γ ∈ I ⊥ S and F γ = F Γ = s 321 +s 2211 −s 222 . Theorem 2.10 then yields (ii).
Given that Schur positivity of F Γ fails for general switchboards Γ, one wonders which additional restrictions imposed on Γ would ensure that F Γ is Schur positive. One way to obtain results of this kind is to take an ideal I ⊃ I S such that J λ (u) is known to be Q-monomial positive modulo I, and consider the corresponding class of switchboards. Various instances of this approach are discussed in subsequent sections of this paper.
An alternative strategy is to examine the counterexamples of switchboards for which Schur positivity fails, recognize their distinctive combinatorial features, and impose restrictions which would rule them out. The following remarks illustrate this approach. Remark 3.10. A natural subclass of switchboards is defined by the property that "nonoverlapping switches commute:" if a switchboard has an i-edge {v, w} and a j-edge {v, w ′ }, with |i − j| ≥ 3, then it must contain a vertex v ′ such that {w, v ′ } is a j-edge and {w
(This is the same as D graph axiom 5 from [1] .) The switchboard in Figure 5 does not satisfy condition (3.2): starting at v = 426315 and following the 2-edge and then the 5-edge, we arrive at a different vertex vs. following the 5-edge and then the 2-edge. It is natural to ask whether all switchboards satisfying condition (3.2) have Schur positive symmetric functions. Unfortunately this is also false by the example from [6, Theorem 1.5].
Remark 3.11. Another natural restriction is the following "locality" property: if two words v and w appearing in the same switchboard coincide in positions (i − 1, i, i + 1), then the i-edges incident to v and w (if present) are of the same type (i.e., simultaneously Knuth or non-Knuth). Problem 3.12. Is it true that for any switchboard Γ satisfying condition (3.3) (resp., the stronger condition (3.4)), the symmetric function F Γ is Schur positive? Definition 3.13. A D 0 graph is a switchboard whose words have no repeated letters.
D 0 graphs were the main objects of study in [6] , and were studied, with slightly different conventions, in [2, 3] . Since switchboards arising in many applications are D 0 graphs, it is tempting to speculate that passing from general switchboards in a certain subclass to D 0 graphs might help establish Schur positivity. Our investigations show that typically this is not the case. For example, the switchboard Γ in Figure 5 is a D 0 graph, yet F Γ is not Schur positive. The existence of D 0 graphs for which Schur positivity fails was already shown in [6] , but the example given here is smaller (20 vertices only).
Definition 3.14. Let I st denote the ideal in U generated by the monomials u w whose associated word w has a repeated letter.
Roughly speaking, passing from switchboards to D 0 graphs corresponds to passing from an ideal I to I + I st . As noted above, this enlargement rarely affects Schur positivity.
LLT polynomials
LLT polynomials are certain q-analogs of products of skew Schur functions introduced by Lascoux, Leclerc, and Thibon [24] . In this section, by recasting the work of Lam [22] and Assaf [1] , we define a class of switchboards whose symmetric functions are the coefficients of powers of q in an LLT polynomial. We explain how one of the ideas of [1] can be formulated as a conjectural strengthening of LLT positivity (Conjecture 4.21). We conclude by reviewing related work done in [5] .
There are two versions of LLT polynomials, which we distinguish following the notation of [15] : the combinatorial LLT polynomials of [24] defined using spin, and the new variant combinatorial LLT polynomials of [17] defined using inversion numbers. Although the theory of noncommutative Schur functions is well suited to studying the former (see [22] ), we prefer to work with the latter, in order to be consistent with [1, 5] , and also because inversion numbers are easier to calculate than spin.
We begin by recalling from [1] a formula defining LLT polynomials via expansions in fundamental quasisymmetric functions. This will require some preparation.
We adopt the English (matrix-style) convention for drawing skew shapes (=skew Young diagrams) and tableaux, so that row (resp., column) labels start with 1 and increase from north to south (resp., from west to east). For a cell z located in row a and column b in a skew shape β, the content c(z) of z is defined by c(z) = b − a. Here we view β as a subset of Z ≥1 × Z ≥1 , i.e., we do distinguish between skew shapes that differ by translations. Next define a right action of U on ZY k as follows:
for c ∈ Z and r ∈ {0, 1, . . . , k − 1}. Now, for a k-tuple β = µ/ν of skew shapes, set
It is not hard to see that every word in W ′ k (β) is a rearrangement of the shifted contents of the cells in β.
The last ingredient we shall need is the k-inversion statistic inv ′ k . This is the function on words v = v 1 v 2 · · · ∈ U * defined as the cardinality of the set of inversions in v formed by pairs of entries which differ by less than k:
Definition 4.3. Let q be a formal parameter. Let β be a k-tuple of skew shapes in which the shifted contents of all cells lie in {1, . . . , N}. The new variant combinatorial LLT polynomial indexed by β is defined by
(We note that no generality is lost by the restriction on the shifted contents of β because G β (x; q) is unchanged by translating all the β 
Each c λ β (q) is known to be a polynomial in q with nonnegative integer coefficients. In the case that β is a tuple of partition shapes, this was established by Leclerc-Thibon [27] and Kashiwara-Tanisaki [19] ; the former showed that the coefficients c λ β (q) are essentially parabolic Kazhdan-Lusztig polynomials, and the latter proved geometrically that these polynomials have nonnegative integer coefficients. The general case was established by Grojnowski and Haiman [15] , also using Kazhdan-Lusztig theory. Unfortunately, none of the existing approaches produces an explicit positive combinatorial interpretation of c λ β (q), not even a conjectural one. (The approach of [1] , though combinatorial, hinges on an intricate algorithm for transforming a D graph into a dual equivalence graph, and has yet to produce explicit formulas for k > 2.)
The problem of finding a Littlewood-Richardson-type rule for LLT polynomials is particularly important because its solution would immediately yield a similar rule for transformed Macdonald polynomials: as mentioned earlier, the Haglund-Haiman-Loehr formula [16] expresses the transformed Macdonald polynomialsH µ (x; q, t) as positive sums of LLT polynomials.
In [22] , Lam introduced his algebra of ribbon Schur operators, providing an elegant algebraic framework for LLT polynomials. This set the stage for applying the theory of noncommutative Schur functions [11] to the study of Schur expansions of LLT polynomials. Following [5] , we work with the following slight variant of Lam's construction. Definition 4.6. Let U q = Q(q) ⊗ Z U where Q(q) is the field of rational functions in one variable q. Lam's ideal J L,k is the ideal in U q generated by the elements
for all a, (4.5)
We denote I L,k = J L,k ∩ U (viewing U as the Z-subalgebra of U q generated by 1 and the u i ).
In what follows, we mostly work with J L,k rather than I L,k . Even though it is the latter that is contained in U, we feel that the former is a more natural and important concept.
Lam's ideal J L,k contains Q(q) ⊗ Z I S ; this will follow from Proposition 4.11 below.
A word v ∈ U * is called a nonzero k-word if for every pair i < j such that v i = v j , there exist s, t satisfying i < s < t < j and {v s , v t } = {v i − k, v i + k}. The relevance of this notion in our current context becomes clear from the following lemmas, which can be found in [5, Proposition-Definition 2.2 and Proposition 2.6(i)].
Lemma 4.7. A word v is a nonzero k-word if and only if
Lemma 4.8. The nonzero k-words are precisely the words which appear in the sets W ′ k (β), as β ranges over all k-tuples of skew shapes.
Lam [22] used the above construction to obtain formulas (not manifestly positive) for the coefficients of Schur expansions of LLT polynomials. In our language, his result can be stated as follows. Proposition 4.9. Let β be a k-tuple of skew shapes with shifted contents in {1, . . . , N}. Then the corresponding new variant combinatorial LLT polynomial can be written as
Consequently, c λ β (q) = J λ (u), γ . (Here we use the obvious modifications of our basic notions for γ ∈ Q(q) ⊗ U * .)
Proof. The proof of the fact that γ ∈ J ⊥ L,k is exactly the same as the proof of the first statement of [6, Proposition 5.4] (even though the W ′ k (β) defined here is more general than that defined in [6] ). The formula (4.10) is immediate from comparing (4.3) with (2.11). The last statement then follows from a straightforward modification of Proposition 2.9 to the coefficient field Q(q) (as opposed to working over Z).
The switchboards studied in this paper were partially motivated by the D graphs of Assaf [1] . These graphs were introduced to give a combinatorial explanation of LLT and Macdonald positivity. We next explain some of Assaf's ideas using the language developed in Sections 2 and 3, and connect them to Lam's construction reviewed above. It is easy to see that I A,k ⊃ I R,k ⊃ I S .
Proof. To ease notation in our argument, we identify each element g ∈ I A,k with 1 ⊗ g ∈ Q(q)⊗ Z I A,k . It suffices to show that the generators of I A,k vanish modulo J L,k . This clearly holds for (2.25)-(2.26), cf. (4.8). To check that the generators (2.27) vanish modulo J L,k , we compute, using (4.9) twice:
for c − a ≤ k and a < b < c.
The argument for the generators (2.28) is similar.
Proposition 4.11 implies that I
12. An Assaf switchboard of level k is a switchboard in which every vertex is a nonzero k-word, and every i-edge with endpoints w and w ′ corresponds to a switch where {w i−1 w i w i+1 , w Assaf ideals I A,k and Assaf switchboards are closely related, as the following proposition shows; its proof is straightforward. Proposition 4.13. For a set of words W of the same length, the following are equivalent:
• W is the vertex set of an Assaf switchboard of level k.
If these conditions hold, then there is a unique Assaf switchboard with vertex set W .
The next result and its corollary relate Assaf switchboards to LLT polynomials. Proposition 4.14. Let t be a nonnegative integer, and β a k-tuple of skew shapes in which the shifted contents of all cells lie in {1, . . . , N}. Then there is a unique level k
Proof. Suppose that words w and w ′ are related by a switch of the form (4.11) or (4.12). We must show that
Statement (4.13) is checked directly from the definition (4.2). Statement (4.14) is clear if w and w ′ are related by a switch of the form (4.11). Suppose that {w, w ′ } = {ybacz, yacbz} for c − a ≤ k and a < b < c and (sub)words y, z (the second case of (4.12) is similar). Then inv which verifies (4.14) . The uniqueness follows from Proposition 4.13. 
Proof. This is a direct consequence of Propositions 4.9 and 4.14. Figure 6 shows all nonempty LLT switchboards Γ 3 (β, t) and their symmetric functions F Γ 3 (β,t) . Formula (4.15) then yields G β (x; q) = s 4 + q s 31 Figure 7 .) The corresponding symmetric functions are:
Hence by Corollary 4.16, the LLT polynomial G β (x; q) is given by Conjecture 4.21 is implicit in the work of Assaf, as is its slightly stronger variant Conjecture 2.16. (We opted for the latter variant in Section 2 primarily because it was much easier to formulate.) By Corollary 4.16, the coefficient of q t in an LLT polynomial is an Assaf symmetric function associated to a special Assaf switchboard Γ k (β, t), so Conjecture 4.21 is a stronger statement than Schur positivity of LLT polynomials. In a sense, it is strictly stronger, as Example 4.18 illustrates: the LLT switchboard Γ 3 (β, 2) in Figure 6 is disconnected, so F Γ 3 (β,2) is a sum of two nonzero Assaf symmetric functions.
We conclude this section by recalling from [5] the main positive result of this approach to Schur positivity of LLT and Macdonald polynomials: a combinatorial description of the coefficients c λ β (q) (see (4.4) ) in the special case k = 3. Before doing so, we review earlier related work.
The LLT polynomial for k = 1 is nothing but the skew Schur function for the corresponding shape. For k = 2, an explicit combinatorial rule for the coefficients c λ β (q) was stated by Carré and Leclerc [8] ; its proof was completed by van Leeuwen [34] , cf. [16, §9] . Relatedly, Fishel [10] gave the first combinatorial interpretation for the coefficient of s λ (x) in the transformed Macdonald polynomialH µ (x; q, t) in the case when µ has 2 columns (using rigged configurations). Alternative formulas for this case were given in [23, 36] . To state the main result of [5] , we will need a couple of auxiliary notions. For a partition λ, let RSST(λ; N) denote the set of semistandard Young tableaux T of shape λ and entries in {1, . . . , N} satisfying the following constraints:
• the entries strictly increase across the rows and down the columns;
• the entries increase in increments of at least 3 along diagonals.
For T ∈ RSST(λ; N), we produce a word sqread(T ) ∈ U * by reading the entries of T in the following order. Let us circle each entry c of T such that the entry immediately west of it is c − 1. The word sqread(T ) is then obtained by reading the diagonals of T one by one, starting from the southwest corner and finishing at the northeast corner. In each diagonal, we first read the circled entries going northwest, then the uncircled entries going southeast. To illustrate, the tableau T = 
Plactic, niplactic, and beyond
In this section, we recast some of the key results obtained in [11] in the language of ideals and switchboards. To this end, we introduce some notation. First, we set
Equivalently, I
∅ is the ideal in U generated by the elements (2.21)-(2.22) and (2.29)-(2.31).
Let SSYT(λ; N) denote the set of semistandard Young tableaux of shape λ and entries from {1, . . . , N}. The column reading word colword(T ) ∈ U * of a tableau T ∈ SSYT(λ; N) is the word obtained by concatenating the columns of T (reading each column bottom to top), starting with the leftmost column. To illustrate, the tableau T = 1 1 2 2 2 2 3 5 6 7
of shape λ = 433 has column reading word colword(T ) = 5216217322. 
Recall that Theorem 2.14 of this paper strengthens Several important families of symmetric functions, some of which are reviewed below (see [11] for additional examples), arise from ideals containing I ∅ . For each of these families, Corollary 5.3 provides a manifestly positive combinatorial rule for the coefficients in the corresponding Schur expansions.
The following classical construction goes back to Lascoux and Schützenberger [25] .
Definition 5.4. The plactic ideal I plac ⊂ U is generated by the "Knuth elements"
It is easy to see that I plac ⊃ I ∅ . Definition 5.5. A switchboard is called plactic if all its switches are Knuth. A connected plactic switchboard has the words in a Knuth (= plactic) equivalence class as its vertices, and Knuth switches as its edges. For a semistandard Young tableau T , we denote by Γ T the switchboard whose vertex set consists of words with insertion tableau T .
The (0, 1)-vectors in I ⊥ plac are the same as sums of distinct Knuth equivalence classes. The switchboards Γ T have been studied implicitly in the huge body of work on the Robinson-Schensted-Knuth correspondence and jeu de taquin. They were studied explicitly in the context of W -graphs [20, 33] , and their combinatorial structure was thoroughly investigated in [1, 29] . It is well known that the edge-labeled graph Γ T , after forgetting vertex labels, depends only on the shape of T and not on its entries; these edge-labeled graphs (with slightly different conventions) are the standard dual equivalence graphs of [1] .
The symmetric functions associated with connected plactic switchboards are nothing but Schur functions. This is just a restatement of the well known expansion of a Schur polynomial in terms of Gessel's fundamental quasisymmetric functions:
We next discuss the Stanley symmetric functions, also known as stable Schubert polynomials. They are related to the following ideal [12] .
Definition 5.7. The nilCoxeter ideal I nCox of U is generated by the elements
for all a; (5.5)
It is easy to see that
The monomials u w / ∈ I nCox are labeled by reduced words w for the symmetric group S N +1 (viewed as words in U * ). Moreover u v ≡ u w mod I nCox if and only if v and w are reduced words for the same permutation π ∈ S N +1 .
We denote by Red(π) the set of reduced words for π ∈ S N +1 , and set
The (0, 1)-vectors γ(π) form a Z-basis of I ⊥ nCox . The Stanley symmetric function associated to the permutation π ∈ S N +1 is defined by
(5.8)
By Corollary 5.3, F γ(π) (x) is a Schur positive symmetric function [9] :
is the number of tableaux T of shape λ whose column reading word colword(T ) is a reduced word for π.
Definition 5.9. The nilplactic ideal I nplac of U is generated by the elements
for all a; (5.9)
It is easy to check that
• all switches in Γ are either Knuth switches on 3 distinct letters, or braid switches;
• no word in Γ contains the same letter twice in succession;
• no word in Γ contains 3 consecutive letters aca or cac with c − a ≥ 2.
The vertices of a connected nilplactic switchboard form a nilplactic equivalence class; they are reduced words for the same permutation. The (0, 1)-vectors in I ⊥ nplac are sums of distinct niplactic classes.
It is known [9, 26] that the symmetric function F Γ associated to any connected nilplactic switchboard Γ is a Schur function. Moreover any connected nilplactic switchboard is isomorphic, as an edge-labeled graph, to one of the standard dual equivalence graphs.
Nilplactic switchboards give another way of understanding the Schur expansions of Stanley symmetric functions. The set Red(π) of reduced words for a permutation π ∈ S N +1 is the vertex set of a unique (generally disconnected) nilplactic switchboard Γ(π). Hence the coefficient of s λ (x) in F γ(π) (x) = F Γ(π) (x) is the number of components of Γ(π) whose associated symmetric function is s λ (x). An example is given in Figure 8 . Definition 5.10. Let I H be the ideal in U generated by the elements
It is easy to check that I nplac ⊃ I H ⊃ I ∅ . Applying Corollary 5.3 to certain switchboards associated with I H yields the Schur expansions of stable Grothendieck polynomials, up to a predictable sign; see [11, Corollary 4.2] for details. We note that connected components of these switchboards do not have to be standard dual equivalence graphs; this sets them apart from connected plactic or nilplactic switchboards. An example is given in Figure 9 . 
Semimatched ideals
Definition 6.1. Let us partition the set of 3-element subsets of {1, . . . , N} into three categories, by declaring each triple S ⊂ {1, . . . , N} to be either a Knuth triple, or a rotation triple, or an undecided triple. Similarly, declare each subset {a, a + 1} ⊂ {1, . . . , N} to be a Knuth pair, a braid/idempotent pair, or an undecided pair. Let I M be a monomial ideal in U. The semimatched ideal I associated to this data is the ideal generated by I M , the switchboard ideal I S (whose generators are (2.29)-(2.32)), and the elements listed below:
if a < b < c is a Knuth triple, (6.1) For a semimatched ideal I as above, an I-switchboard is a switchboard in which every vertex w corresponds to a monomial u w / ∈ I M , and every edge corresponds to a switch that fits one of the patterns listed below:
{bac, bca} or {acb, cab} for Knuth triples and undecided triples a < b < c; (6.9)
{bac, acb} or {bca, cab} for rotation triples and undecided triples a < b < c; We observe that Assaf switchboards are the same as I A,k -switchboards, rotation-free switchboards are I ∅ -switchboards, plactic switchboards are I plac -switchboards, and nilplactic switchboards are I nplac -switchboards. Hence the notion of I-switchboards allows us to recover the classes of switchboards studied in Sections 4-5 from their corresponding ideals. Proposition 6.2. Let I be a semimatched ideal. For a set of words W of the same length, the following are equivalent:
• w∈W w ∈ I ⊥ ; • W is the vertex set of an I-switchboard. Definition 6.3. A triples ideal is a semimatched ideal in which there are no undecided triples, all pairs {a, a+1} are Knuth pairs, and I M = {0}. Hence the data defining a triples ideal is a map from the set of triples in {1, . . . , N} to the 2-element set {Knuth, rotation}. A triples switchboard is an I-switchboard associated to a triples ideal I. A triples D 0 graph is a triples switchboard whose words have no repeated letters; these were studied in [6] , see [6, Example 2.5 and Definition 7.13]. In this section, we assemble our best attempts towards answers, including known special cases (cf. Figure 11 ) and strategies for further exploration. We believe it particularly instructive to examine the "phase transition" between Schur positivity and non-positivityfor instance, by looking at two ideals which are "as close as possible" while requiring J λ (u) be monomial positive modulo one but not the other.
Here is one specific line of inquiry. Given ideals I 1 , . . . , I m for which monomial positivity of J λ (u) is known (or expected) to hold modulo each I j , is there a monomial positive expression for J λ (u) which is true modulo each ideal I j , and consequently modulo the intersection I j ?
To simplify calculations, we prefer to work with ideals which contain both the switchboard ideal I S and the ideal I st generated by monomials with repeated entries. This translates into restricting from switchboards to D 0 graphs, see Definitions 3.13-3.14.
We begin by looking more closely at the counterexample in Figure 5 . For N = 6, the noncommutative Schur function J (2,2,2) (u) is given by (cf. (2.12))
Note that in the last expression, the two sums have 20 and 15 monomials, respectively. Let us see how this formula simplifies modulo some ideals.
Proposition 7.1. Let N = 6. Modulo the ideal I S + I st , the noncommutative Schur function J (2,2,2) (u) cannot be written as a sum of 5 monomials, nor as a sum of 6 monomials minus a monomial. It can be written as a sum of 7 monomials minus 2 monomials:
Modulo the ideal k (I A,k + I st ), the noncommutative Schur function J (2,2,2) (u) has exactly four Z-monomial positive expressions: Remark 7.2. We feel that in this example, the ideals I S + I st and k (I A,k + I st ) are very close to (but on different sides of) the threshold where Schur positivity breaks. Formula (7.1), with only two minus signs, suggests that J (2,2,2) (u) is quite close to being monomial positive modulo (I S + I st ). At the same time, the fact that there are only four monomial positive expressions for J (2,2,2) (u) modulo k (I A,k + I st ) suggests that monomial positivity just barely holds here. Indeed, for an ideal I generated by monomials and binomials of the form u v − u w , the number of monomial positive expressions for J λ (u) modulo I (assuming they exist) is the product of the sizes of the equivalence classes mod I to which these monomials belong (assuming those equivalence classes are distinct). This number is typically quite large, e.g., it is equal to 5 5 for the plactic ideal in this example, cf. the proof below.
Proof of Proposition 7.1. We first describe a (somewhat brute force) alternative way of showing that J (2,2,2) (u) is not Z-monomial positive modulo I S + I st (which implies the same for I S , cf. Corollary 3.9(ii)). Assume the contrary, i.e., 
u colword(T ) mod (I plac + I st ), (7.4) where SYT(λ; N) is the set of standard Young tableaux of shape λ = (2, 2, 2). In order for the right-hand sides of (7.3) and (7.4) to be congruent to each other mod(I plac + I st ), the five words w 1 , . . . , w 5 must belong (in some order) to the Knuth equivalence classes of the five standard Young tableaux of shape (2, 2, 2). Each of these equivalence classes consists of 5 words (indeed, permutations of 1, 2, 3, 4, 5, 6). We then checked, using a noncommutative Gröbner basis calculation in Magma [7] , that none of these 5 5 possibilities is congruent to J (2,2,2) (u) modulo I S + I st .
A similar brute force calculation shows that there is no expression for J (2,2,2) (u) as a sum of six monomials minus another monomial that holds modulo I S + I st . Further calculations produce expressions with only two minus signs, including (7.1).
The second part of the proposition is established by a noncommutative Gröbner basis calculation similar to that above: for each of the 5 5 expressions as in (7.3), we checked whether it holds modulo k (I A,k + I st ). Just as the argument above used I plac + I st ⊃ I S + I st , this one relies on the inclusion I plac + I st = I A,1 + I st ⊃ k (I A,k + I st ).
Remark 7.3. To better understand the transition from monomial positivity to nonpositivity, it is instructive to see how the expression in (7.1) collapses to (7.2) once we impose the relations corresponding to k (I A,k + I st ). Let us rewrite (7.1) as J (2,2,2) (u) ≡ u 321654 + u 426513 + u 562143 + u 436512 + u 563412 + u 4623 [1, 5] + u 4523 [1, 6] mod (I S + I st ) where we used the notation
Consider the term u 4523 [1, 6] . If k ≥ 5, then u 4523 [1, 6] ≡ u 4352 [1, 6] mod (I A,k +I st ). If k < 5, then u 4523 [1, 6] ≡ 0 ≡ u 4352 [1, 6] In light of the above discussion, it is tempting to conjecture that J λ (u) is always monomial positive modulo the intersection k (I A,k +I st ). Unfortunately this turns out to be false, as Proposition 7.4 below shows.
Recall the ideals I L,k = J L,k ∩ U from Definition 4.6. 
• the coefficient of s (2,2,2,2) (x) in F Γ (x) is equal to −1.
Remark 7.5. It is conceivable that J λ (u) is Z-monomial positive modulo (I A,k ∩ I A,k+1 ) for any k, and that the number of such monomial positive expressions is reasonably small. Then this may be a good route, at least experimentally, towards finding a monomial positive expression for J λ (u) modulo I A,k for each particular k.
Let I λ be the poset of all ideals I ⊃ I C , ordered by containment, such that J λ (u) is Z-monomial positive modulo I. What are the minimal elements of I λ ? Are there finitely many such minimal ideals? If I is such a minimal ideal, is there a unique monomial positive expression for J λ (u) modulo I, or can we at least control the number of such expressions? Our investigations suggest that these questions are difficult. One concrete reason is the following surprising corollary of Proposition 7.4. Corollary 7.6. There is no unique smallest ideal I containing I C such that F γ (x) is Schur positive for every γ ∈ U * ≥0 ∩ I ⊥ . Similarly, there is no unique smallest ideal I containing I C such that, for all λ, J λ (u) is Z-monomial positive modulo I.
Proof. Let I be the poset of all ideals I ⊃ I C , ordered by containment, such that F γ (x) is Schur positive for every γ ∈ U * ≥0 ∩ I ⊥ . We know that I L,k ∈ I for all k by the Schur positivity of LLT polynomials. We also know that I plac ∈ I. If I has a unique smallest
, hence the latter intersection must lie in I. This however contradicts Proposition 7.4.
The proof of the second statement is similar. We only need the additional fact that J λ (u) is Z-monomial positive modulo I L,k . This follows from the easy fact that for an ideal I generated by monomials and binomials of the form u v − u w , Z-and Q-monomial positivity of J λ (u) modulo I are equivalent.
One may hope to gain insight into the Schur positivity phenomenon by studying nested sequences of ideals, and identifying the places where a transition from positivity to nonpositivity occurs. Two examples are discussed below. Definition 7.7. Let I L,≤k denote the ideal in U generated by the elements
The ideals I L,≤k are nested: I L,≤k ⊂ I L,≤m for k ≥ m. Monomial positivity of J (2,2,2) (u) fails modulo I L,≤5 , since it fails modulo I S + I st by Corollary 3.9, and I L,≤5 ⊂ I L,≤5 + I st = I S + I st for N = 6. On the other hand, Theorem 4.22 can be strengthened as follows. 
As a parallel to our discussion of the ideals J L,k and I A,k in Section 4, it is natural to also study the nested family of ideals I L,≤k ∩ I A,k (as k varies). The ideal I L,≤k ∩ I A,k contains the elements (2.25)-(2.26), (7.6) , and all monomials u w ∈ J L,k . Just as above, monomial positivity of J (2,2,2) (u) fails modulo I L,≤5 ∩ I A,5 . However, we conjecture the following strengthening of Theorem 7.8 (this is a slight variant of a conjecture in [5, §5.2]). We conclude this section with a summary of our current knowledge of Schur positivity for symmetric functions associated to switchboards, see Figure 11 . • the entries weakly increase across the rows and strictly increase down the columns;
• the entries in column j lie in [n j ];
• if α j < α j+1 , then T (α j+1 , j + 1) > n j .
The diagonal reading word of T ∈ SSYT(α ′ ) n , denoted diagread(T ), is obtained by concatenating the diagonals of T (reading each diagonal in the southeast direction), starting with the southwesternmost diagonal of α ′ . For example, = 21271322.
Theorem 9.4 below is a generalization of Theorem 2.14. To obtain Theorem 2.14 from it, set n 1 = · · · = n l = N and α = λ ′ .
Theorem 9.4. Let α = (α 1 , . . . , α l ) ∈ Z l ≥0 satisfy α j+1 ≤ α j + 1 for all j, and let 0 ≤ n 1 ≤ · · · ≤ n l ≤ N. Then J α (n) = J α (n 1 , . . . , n l ) ≡ T ∈SSYT(α ′ ) n u diagread(T ) mod I B .
(9.2)
We will prove Theorem 9.4 by establishing its more technical variant Theorem 9.6, see below. To state the latter, we will need the following definition. We omit w j from the notation in (9.3) if the word w j is empty.
The peeling index of α = (α 1 , . . . , α l ) ∈ Z l ≥0 is the smallest j such that α j ≥ α j+1 . Here α l+1 = 0 by convention. Let α = (α 1 , . . . , α l ) ∈ Z l ≥0 be such that α i+1 ≤ α i + 1 for all i. Let j be the peeling index of α. If 0 ≤ n 1 ≤ n 2 ≤ · · · ≤ n l , and w is a strictly increasing word in letters > n j , then J α (n 1 , . . . , n j−1 , n j : w :n j+1 , . . . ) ≡ T ∈SSYT(α ′ ) n u diagread(w;T ) mod I B .
(9.5)
Proof. Write J for J α (n 1 , . . . , n j : w :n j+1 , . . . ). The proof is by induction on l and the n i .
We first address the base cases (α 1 = 0, j = 1) and (n 1 = 0, j = 1). Suppose α 1 = 0 and j = 1. Since α i+1 ≤ α i + 1 for all i and α 1 = α 2 = 0, J α (n 1 , . . . , n l ) is a noncommutative version of the determinant of a matrix whose first column, read downwards, is a 1 followed by 0's. Then by Definition 9.5 and induction, J = u w Jα(n) ≡ u w T ∈SSYT(α ′ )n u diagread(T ) = T ∈SSYT(α ′ ) n u diagread(w;T ) mod I B , (9.6) whereα = (α 2 , . . . , α l ) andn = (n 2 , . . . , n l ). Now suppose n 1 = 0 and j = 1. By the previous case, we may assume α 1 > 0. Then J α (n 1 , . . . , n l ) is a noncommutative version of the determinant of a matrix whose first row is 0, hence J = 0. Since n 1 = 0 implies that SSYT(α ′ ) n is empty, the right-hand side of (9.5) is also 0. The argument for the induction step requires the following three lemmas.
Lemma 9.7. If α j+1 = α j + 1 and n j+1 = n j , then J α (n) ≡ 0 mod I B . More generally, this holds in the augmented case provided w j is empty.
Proof. This follows from the fact that the noncommutative elementary symmetric functions commute modulo I B . Proof. This is immediate from the definition of e k (u [m] ).
For an index j ∈ [l], we will apply (9.7) to J α (n 1 , . . . , n l ) and its variants by expanding e α j +π(j)−j (u [n j ] ) in (9.1) using (9.7) (so that (9.7) is applied once to each of the l! terms in the sum in (9.1)). We refer to this as a j-expansion of J α (n 1 , . . . , n l ) using (9.7). 
