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Abstract
The Tutte polynomial is originally a bivariate polynomial which enumerates the colorings
of a graph and of its dual graph. Ardila extended in 2007 the definition of the Tutte poly-
nomial on the real hyperplane arrangements. He particularly computed the Tutte poly-
nomials of the hyperplane arrangements associated to the classical Weyl groups. Those
associated to the exceptional Weyl groups were computed by De Concini and Procesi one
year later. This article has two objectives: On one side, we extend the Tutte polynomial
computing to the complex hyperplane arrangements. On the other side, we introduce a
wider class of hyperplane arrangements which is that of the symmetric hyperplane ar-
rangements. Computing the Tutte polynomial of a symmetric hyperplane arrangement
permits us to deduce the Tutte polynomials of some hyperplane arrangements, particularly
of those associated to the imprimitive reflection groups.
Keywords: Tutte Polynomial, ζm–Coboundary Polynomial, Symmetric Hyperplane Ar-
rangement, Imprimitive Reflection Group
MSC Number: 05A15
1 Introduction
The Tutte Polynomial
The concept of coloring originates from the map coloring problem. One assigns a vertex
to each territory, and connect two vertices if and only if the corresponding territories are
adjacent. One associates in this way a graph to any map of countries. A graph coloring
corresponds to a way of coloring the vertices, so that two connected vertices are differently
colored. And the chromatic polynomial is a graph polynomial which counts the number of
graph colorings. In 1954, Tutte obtained a two–variable polynomial from which the chromatic
polynomial of a graph, and that of its dual graph can be deduced [13, § 3]: it is the Tutte
polynomial. Although this polynomial reveals more of the internal structure of the graph
like its number of forests, of spanning subgraphs, and of acyclic orientations. Crapo showed
also that it determines the number of subgraphs with any stated number of edges and any
stated rank [3, Theorem 1]. In this article, we study the Tutte polynomial on objects gen-
eralizing the finite simple graphs, which are the hyperplane arrangements. Determining the
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Tutte polynomial of a graph is indeed equivalent to determining the Tutte polynomial of an
associated hyperplane arrangement called graphic arrangement.
Let z = (z1, . . . , zn) be a vector variable of the Hermitian space Cn, and c1, . . . , cn, d n + 1
complex coefficients such that (c1, . . . , cn) 6= (0, . . . , 0). A hyperplane H of Cn is an affine
subspace H := {z ∈ Cn | c1z1 + · · ·+ cnzn = d}. For simplicity, we just write
H := {c1z1 + · · ·+ cnzn = d}.
A hyperplane arrangement A in Cn is a finite set of hyperplanes. Denote by ∩A the subspace
∩A :=
⋂
H∈A
H.
One says that the arrangement A is said central if ∩A 6= ∅.
A subarrangement of A is a subset of A. The rank function r is defined for each central
subarrangement B of A by
r(B) := n− dim∩B.
This function is extended to the function r : 2A → N by defining the rank of a noncentral
subarrangement B to be the largest rank of a central subarrangement of B.
Take two variables x and y. The Tutte polynomial of a hyperplane arrangement A is
TA(x, y) :=
∑
B⊆A
central
(x− 1)r(A)−r(B)(y − 1)|B|−r(B).
At various points and lines of the (x, y)-plane, the Tutte polynomial evaluates to quantities
studied in diverse fields of Mathematics and Physics. For examples,
• Along the hyperbola xy = 1, the Tutte polynomial specializes to the Jones polynomial
of an associated alternating knot [12, § 3]. The Jones polynomial is an invariant of an
oriented knot which assigns to each oriented knot a Laurent polynomial in the variable
t
1
2 with integer coefficients.
• For any positive integer q, along the hyperbola (x−1)(y−1) = q, the Tutte polynomial
specializes to the partition function of the q-state Potts model [6, § I]. By studying the
Potts model, one may gain insight into the behavior of ferromagnets, and certain other
phenomena of solid-state physics.
• At x = 1, the Tutte polynomial specializes to the all-terminal reliability polynomial
studied in network theory [2, Proposition 3.3]. The reliability polynomial gives the
probability that every pair of vertices of the graph remains connected after edges fail.
Let A be a hyperplane arrangement in Cn, and MA = Cn \
⋃
H∈A
H the complement of its
variety. Then, the Poincare´ polynomial of the cohomology ring of MA is given by [7]∑
k≥0
rankHk(MA,Z) qk = (−1)r(A)qn−r(A)TA(1− q, 0).
If A is a hyperplane arrangement in Rn, then the number of regions into which A dissects Rn
is equal to |TA(2, 0)| [10, Theorem 2.5].
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Take two other variables q, t, and consider a simple transformation of the Tutte polynomial,
called the coboundary polynomial of the hyperplane arrangement A, defined by
χ¯A(q, t) :=
∑
B⊆A
central
qr(A)−r(B)(t− 1)|B|.
Since TA(x, y) =
χ¯A
(
(x− 1)(y − 1), y)
(y − 1)r(A) , computing the coboundary polynomial of a hyper-
plane arrangement is equivalent to computing its Tutte polynomial.
Recall that the hyperplane arrangements associated to the classical Weyl groups are
(An−1) AAn−1 =
{{zi − zj = 0}}1≤i<j≤n,
(Bn, Cn) ABn =
{{zi ± zj = 0}}1≤i<j≤n unionsq {{zi = 0}}i∈[n],
(Dn) ADn =
{{zi ± zj = 0}}1≤i<j≤n.
Ardila proved that
[1, Theorem 4.1] 1 + q
∑
n≥1
χ¯AAn (q, t)
xn
n!
=
(∑
n∈N
t(
n
2)
xn
n!
)q
,
[1, Theorem 4.2]
∑
n∈N
χ¯ABn (q, t)
xn
n!
=
(∑
n∈N
tn
2 xn
n!
)(∑
n∈N
2nt(
n
2)
xn
n!
) q−1
2
,
[1, Theorem 4.3]
∑
n∈N
χ¯ADn (q, t)
xn
n!
=
(∑
n∈N
tn(n−1)
xn
n!
)(∑
n∈N
2nt(
n
2)
xn
n!
) q−1
2
.
De Concini and Procesi computed the Tutte polynomials of the hyperplane arrangements
associated to the exceptional Weyl groups [4, 3.4. Exceptional types].
Symmetric Hyperplane Arrangement
We aim to give a more general result by introducing the symmetric hyperplane arrangements,
and the ζm–coboundary polynomial of a hyperplane arrangement: More exactly, we compute
the ζm–coboundary polynomial of a symmetric hyperplane arrangement. That permits us to
deduce the Tutte polynomials of hyperplane arrangements having symmetric structure, partic-
ularly those of the hyperplane arrangements associated to the imprimitive reflection groups.
Let Um be the group of all mth roots of unity. For a primitive mth root of unity ζm, denote
by lm the dimension of the module Z[ζm]:
• If m is odd, lm = m,
• If m is even, lm = m
2
.
It is useful for us to generalize the coboundary polynomial into what we call ζm–coboundary
polynomial of a hyperplane arrangement A defined by
χ¯
(ζm)
A (q, t) :=
∑
B⊆A
central
qlm(r(A)−r(B))(t− 1)|B|.
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Since TA(x, y) =
χ¯
(ζm)
A
(
(x− 1) 1lm (y − 1) 1lm , y)
(y − 1)r(A) , computing the ζm–coboundary polynomial of
a hyperplane arrangement is equivalent to computing its Tutte polynomial.
An element σ of the symmetric group Sn acts on the hyperplane H = {c1z1 + · · ·+ cnzn = d}
in Cn by
σ ·H := {c1zσ(1) + · · ·+ cnzσ(n) = d}.
More generally, an element σ of the symmetric group Sn acts on the hyperplane arrangement
A = {H1, . . . ,Hm} by
σ · A := {σ ·H1, . . . , σ ·Hm}.
Definition 1.1. A symmetric hyperplane arrangement or a SH–arrangement is a hyperplane
arrangement A in Cn such that, for every permutation σ in Sn, we have σ · A = A.
The hyperplane arrangements associated to the classical Weyl groups are symmetric hyper-
plane arrangements. Another is the hyperplane arrangement In in Cn defined, for n ≥ 2,
by
In :=
{{zi = 0}}i∈[n] unionsq {{zi = 1}}i∈[n] unionsq {{zi + zj = 1}}1≤i<j≤n.
We particularly study the special case of the colored symmetric hyperplane arrangements.
Recall that the colored permutation group of n elements with m colors is the wreath product
Um oSn, and one represents one of its elements pi by
pi =
(
1 2 . . . n
ξ1σ(1) ξ2σ(2) . . . ξnσ(n)
)
with σ ∈ Sn and ξi ∈ Um.
The colored permutation pi of Um oSn acts on the hyperplane H = {c1z1 + · · · + cnzn = d}
in Cn by
pi ·H := {c1ξ1zσ(1) + · · ·+ cnξnzσ(n) = d}.
More generally, the colored permutation pi acts on the hyperplane arrangementA = {H1, . . . ,Hm}
in Cn by
pi · A := {pi ·H1, . . . , pi ·Hm}.
Definition 1.2. A colored symmetric hyperplane arrangement or a CSH–arrangement is a
hyperplane arrangement A in Cn such that, for every colored permutation pi of Um oSn, we
have pi · A = A.
An example of colored symmetric hyperplane arrangement is the hyperplane arrangement
associated to the imprimitive reflection group G(m, p, n) defined by
Gm,p,n :=
{{zi = 0}}i∈[n] unionsq {{zi − ξzj = 0}}1≤i<j≤n
ξ∈Um
.
Structure of this Article
Consider a finite set S, and take an element v = (v1, . . . , vn) of Sn.
Define the function S(v) := {v1, . . . , vn}, and extend it to every subset M of
⊔
n∈N
Sn by
S(M) :=
⋃
v∈M
S(v).
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For an element t in S, denote by ot(v) its number of occurrences in v. Define the integer
sequence c(v) indexed by S by
c(v) :=
(
ot(v)
)
t∈S.
Denote by NS the set of integer sequences a = (at)t∈S indexed by S. We write(
n
a
)
for the multinomial
(
n
(at)t∈S
)
,
and ‖a‖ for the norm
‖a‖ :=
∑
t∈S
at.
Define the function f : NS × Sn → N by
f(a, v) :=
∏
t∈S(v)
(
at
ot(v)
)
.
Extend that function to every subset M of
⊔
n∈N
Sn by
f(a,M) :=
∑
v∈M
f(a, v).
Definition 1.3. A Z[ζm]–hyperplane is a hyperplane H = {c1z1 + · · · + cnzn = d} in Cn
whose coefficients c1, . . . , cn, d are in Z[ζm].
From now on, unless explicitly stated, every hyperplane considered in this article is a Z[ζm]–
hyperplane, and every hyperplane arrangement an arrangement of Z[ζm]–hyperplanes.
Fq is the usually field of order q. In Section 4, we define what we call solution indice partition
M1, . . . ,Ms of a SH–arrangement A, and prove that its ζm–coboundary polynomial is
χ¯
(ζm)
A (q, t) = q
lm(r(A)−n) ∑
a∈NFq [ζm]
‖a‖=n
(
n
a
)
t
∑s
j=1 f(a,Mj).
One directly obtains the coboundary polynomials of the hyperplane arrangements associated
to the classical Weyl groups from it. As computing example, we show that∑
n∈N
qχ¯In(q, t)
xn
n!
=
(∑
n∈N
t(
n
2)
xn
n!
)
×
(∑
n∈N
( ∑
a+b=n
(
n
a, b
)
ta+b+ab
)xn
n!
)
×
(∑
n∈N
( ∑
a+b=n
(
n
a, b
)
tab
)xn
n!
) q−3
2
.
Take an element u in S and a positive integer m. Define the function f(m)u : NS × Sn → N by
f(m)u (a, v) =
{
mn−1
( au
ou(v)
)
if ou(v) = n
mou(v)f(a, v) otherwise
.
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Extend that function to every subset M of
⊔
n∈N
Sn by
f(m)u (a,M) :=
∑
v∈M
f(m)u (a, v).
In Section 5, we define what we call solution indice partition M1∗, . . . ,Ms∗ of a CSH–
arrangement A, and prove that its ζm–coboundary polynomial is
χ¯
(ζm)
A (q, t) = q
lm(r(A)−n) ∑
a∈NFq [ζm]∗
‖a‖=n
(
n
a
)
mn−a0¨t
∑s
j=1 f
(m)
0¨
(a,Mj∗).
That permits us to deduce the exponential generating function of the ζm–coboundary poly-
nomials of the hyperplane arrangements Gm,p,n
∑
n∈N
χ¯
(ζm)
Gm,p,n(q, t)
xn
n!
=
(∑
n∈N
tn+m(
n
2)
xn
n!
)(∑
n∈N
mnt(
n
2)
xn
n!
) qlm−1
m
.
The author would like to thank Federico Ardila who suggested him to compute the Tutte
polynomials of the hyperplane arrangements associated to the imprimitive reflection groups.
But before determining the ζm–coboundary polynomials, we have to prove an exponential
generating function formula in Section 2 that we need later.
We also extend the finite field method to hyperplane arrangements in Cn in Section 3. This
extension is fundamental to compute the ζm–coboundary polynomials of a SH–arrangement,
and a CSH–arrangement.
2 Exponential Generating Function
We briefly recall some properties of the exponential generating functions in this section. We
particularly need Proposition 2.2 to prove Proposition 4.6, and Theorem 5.7.
Definition 2.1. Let x be a variable, and R[t] the polynomial ring with variable t. The
exponential generating function u(x) or EGF of a sequence (un)n∈N, un belonging to R[t], is
the formal power serie
u(x) :=
∑
n∈N
un
xn
n!
.
Take q other EGF’s v(1)(x), . . . , v(q)(x) such that
v(i)(x) =
∑
n∈N
v(i)n
xn
n!
, and u(x) = v(1)(x) · . . . · v(q)(x).
We know from the convolution formula [5, § II.2] that
un =
∑
a1+···+aq=n
(
n
a1, . . . , aq
)
v(1)a1 . . . v
(q)
aq .
In the next proposition, we have a more general form of the convolution formula.
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Proposition 2.2. Let q ∈ N∗, and j ∈ [q]. Take q vector variables a(j) = (a(j)1 , . . . , a(j)ij ).
Consider q multi-indexed sequences of polynomials
(
p
(j)
a(j)
)
a(j)∈Nij with p
(j)
a(j)
∈ R[t].
Let u(x) =
∑
n∈N
un
xn
n!
be an EGF such that
un =
∑
‖a(1)‖+···+‖a(q)‖=n
(
n
a(1) · ... · a(q)
)
p
(1)
a(1)
. . . p
(q)
a(q)
.
Then, there exist q EGF v(j)(x) =
∑
n∈N
v(j)n
xn
n!
such that u(x) = v(1)(x) · ... · v(q)(x), and
v(j)n =
∑
‖a(j)‖=n
(
n
a(j)
)
p
(j)
a(j)
.
Proof. Take q variables bj such that bj = ‖a(j)‖. We have
un =
∑
‖a(1)‖+···+‖a(q)‖=n
(
n
a(1) · ... · a(q)
)
p
(1)
a(1)
. . . p
(q)
a(q)
=
∑
‖a(1)‖+···+‖a(q)‖=n
n!
p
(1)
a(1)
a
(1)
1 ! . . . a
(1)
i1
!
. . .
p
(q)
a(q)
a
(q)
1 ! . . . a
(q)
iq
!
=
∑
‖a(1)‖+···+‖a(q)‖=n
(
n
b1, . . . , bq
) q∏
j=1
(
bj
a(j)
)
p
(j)
a(j)
=
∑
b1+···+bq=n
(
n
b1, . . . , bq
) q∏
j=1
∑
‖a(j)‖=bj
(
bj
a(j)
)
p
(j)
a(j)
.
We deduce from the convolution formula that u(x) = v(1)(x) · . . . · v(q)(x) with
v
(j)
bj
=
∑
‖a(j)‖=bj
(
bj
a(j)
)
p
(j)
a(j)
.
3 Extension of the Finite Field Method
The finite field method developed by Ardila [1, Theorem 3.3] reduces the determination of
the coboundary polynomial to a counting problem for the case of the real hyperplane arrange-
ments. In this section, we extend this method to the complex hyperplane arrangements, and
reduce the determination of the ζm–coboundary polynomial to a counting problem. We use
it after to compute the ζm–coboundary polynomials of the SH and the CSH–arrangements.
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Let q be a prime number, and Fq the field of integer modulo q. The reduction modulo q of
the element k =
lm−1∑
i=0
kiζ
i
m of the ring Z[ζm] is
kˇ :=
lm−1∑
i=0
kˇiζ
i
m ∈ Fq[ζm] with kˇi ≡ ki mod q.
For two elements
lm−1∑
i1=0
hˇi1ζ
i1
m and
lm−1∑
i2=0
kˇi2ζ
i2
m of the field Fq[ζm], the multiplication is naturally
defined by
lm−1∑
i1=0
hˇi1ζ
i1
m ·
lm−1∑
i2=0
kˇi2ζ
i2
m :=
lm−1∑
i1,i2=0
hˇi1 kˇi2ζ
i1+i2
m .
Take a hyperplane H = {c1z1 + · · ·+ cnzn = d} in Cn, where c1, . . . , cn ∈ Z[ζm], and a prime
number q. We say that H reduces correctly over Fq[ζm] if, modulo q, it induces a hyperplane
in Fq[ζm]n denoted Hˇ := {cˇ1zˇ1 + · · ·+ cˇnzˇn = dˇ}.
Definition 3.1. A hyperplane arrangement A in Cn with coefficients in Z[ζm] reduces cor-
rectly over Fq[ζm] if it induces a hyperplane arrangement Aˇ in Fq[ζm]n, formed by the induced
hyperplanes of A modulo q, and the hyperplane arrangements A and Aˇ are isomorphic.
To get the isomorphism, the determinants of all minors of the matrix formed by the coefficients
of the hyperplanes in A must be nonzero modulo q. Thus, if we choose q to be a prime larger
than the coefficients, as elements in Z[ζm], of all these determinants, we can guarantee to
have a correct reduction.
Theorem 3.2. Let A be a hyperplane arrangement in Cn with coefficients in Z[ζm], and Aˇ
its reduced hyperplane arrangement in Fq[ζm]n, for a large enough prime number q. Then,
qlm(n−r(A))χ¯(ζm)A (q, t) =
∑
zˇ∈Fq [ζm]n
th(zˇ),
where h(zˇ) is the number of hyperplanes in Aˇ the vector zˇ lies on.
Proof. To prove Theorem 3.2, we need both remarks:
(R1) If Vˇ is a d-dimensional submodule of Fq[ζm]n, then |Vˇ | = qlm×d.
(R2) For a strictly positive integer d, we have
∑
I⊆[d]
t|I| =
d∑
k=0
(
d
k
)
tk = (1 + t)d.
We can now proceed to the proof of the theorem. Let H(zˇ) the set of hyperplanes in Aˇ
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that zˇ lies on. We have
qlm(n−r(A))χ¯(ζm)A (q, t) =
∑
B⊆A
central
qlm(n−r(B))(t− 1)|B|
=
∑
B⊆A
central
qlm×dim∩B(t− 1)|B| =
∑
Bˇ⊆Aˇ
central
qlm×dim∩Bˇ(t− 1)|Bˇ|
=
∑
Bˇ⊆Aˇ
central
| ∩ Bˇ|(t− 1)|Bˇ| (R1)
=
∑
Bˇ⊆Aˇ
central
∑
zˇ∈∩Bˇ
(t− 1)|Bˇ| =
∑
zˇ∈Fq [ζm]n
∑
Bˇ⊆H(zˇ)
(t− 1)|Bˇ|
=
∑
zˇ∈Fq [ζm]n
th(zˇ) (R2).
4 The ζm–Coboundary Polynomial of a SH–Arrangement
We compute the ζm–coboundary polynomial of a SH–arrangement, and deduce the EGF of a
sequence of SH–arrangement ζm–coboundary polynomials. As example, we apply the results
on the hyperplane arrangement In. Song computed the characteristic polynomials of the
arrangements I2 and I3 [9, § 3]. Remark that, by means of Whitney’s theorem [10, Theo-
rem 2.4], one can express the characteristic polynomial χA(q) of a hyperplane arrangement
A in term of its coboundary polynomial by χA(q) = qn−r(A)χ¯A(q, 0).
Definition 4.1. Let A be a SH–arrangement in Cn. We can choose some hyperplanes
H1, . . . ,Hr in A such that
A =
r⊔
i=1
{
σ ·Hi
}
σ∈Sn .
The hyperplanes H1, . . . ,Hr are called representative hyperplanes for A.
Recall that In =
{
σ · {z1 = 0}
}
σ∈Sn unionsq
{
σ · {z1 = 1}
}
σ∈Sn unionsq
{
σ · {z1 + z2 = 1}
}
σ∈Sn .
Definition 4.2. Let A be a SH–arrangement in Cn, and Hi a representative hyperplane. A
representative equation of A is a multivariate equation
(Ei) : c
(i)
1 z1 + · · ·+ c(i)ij zij = d(i), 1 ≤ ij ≤ n, c
(i)
1 , c
(i)
ij
6= 0
such that for all hyperplane H of a subarrangement
{
σ ·Hi
}
σ∈Sn of A, there exists a permu-
tation τ of Sn such that H = {c(i)1 zτ(1) + · · ·+ c(i)ij zτ(ij) = d(i)}.
The representative equations of In are (E0) : z1 = 0, (E1) : z1 = 1, and (E2) : z1 + z2 = 1.
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Definition 4.3. Take a SH–arrangement A =
r⊔
i=1
{
σ ·Hi
}
σ∈Sn in C
n. For each representative
hyperplane Hi = {c(i)1 z1 + · · ·+ c(i)ij zij = d(i)}, define an equivalence relation ∼Hi on Sn by
σ ∼Hi τ ⇐⇒ c(i)1 zσ(1) + · · ·+ c(i)ij zσ(ij) = c
(i)
1 zτ(1) + · · ·+ c(i)ij zτ(ij).
For simplicity, we write S
∼Hi
n for the equivalence class set instead of Sn/ ∼Hi . Then, we have
A =
r⊔
i=1
{
σ ·Hi
}
σ˙∈S∼Hin .
For the case of the hyperplane arrangement In, we have
In =
{
σ · {z1 = 0}
}
σ˙∈Sn/∼{z1=0}
unionsq {σ · {z1 = 1}}σ˙∈Sn/∼{z1=1}
unionsq {σ · {z1 + z2 = 1}}σ˙∈Sn/∼{z1+z2=1} .
Consider an equation (E) : c1z1 + · · ·+cjzj = d with coefficients in Z[ζm]. Denote the reduced
equation modulo q of (E) by (Eˇ) : cˇ1zˇ1 + · · ·+ cˇj zˇj = dˇ, and the solution set of the equation
(Eˇ) in Fq[ζm]j by Sol(Eˇ). For In, we have
Sol(Eˇ0) = {0ˇ}, Sol(Eˇ1) = {1ˇ}, and Sol(Eˇ2) =
{( ˇq + 1
2
,
ˇq + 1
2
)} unionsq q−12⊔
i=2
{
(ˇi, ˇq − i+ 1)}.
Lemma 4.4. Let A be a SH–arrangement in Cn having r representative equations (Ei) :
c
(i)
1 z1 + · · ·+ c(i)ij zij = d(i), 1 ≤ ij ≤ n, c
(i)
1 , c
(i)
ij
6= 0. Then, the number of hyperplanes of the
arrangement Aˇ an element uˇ of Fq[ζm]n lies on is
h(uˇ) =
r∑
i=1
f
(
c(uˇ), Sol(Eˇi)
)
with c(uˇ) =
(
okˇ(uˇ)
)
kˇ∈Fq [ζm].
Proof. First, consider a SH–arrangement
{
σ ·H}
σ˙∈S∼Hn , with representative hyperplane H,
and representative equation (E) : c1z1 + · · · + cjzj = d. Suppose that Hˇ is the hyperplane
{cˇ1zˇ1 + · · ·+ cˇj zˇj = dˇ} with cˇ1, cˇj 6= 0. Then
h(uˇ) =
∣∣{σ · Hˇ | σ˙ ∈ S∼Hn , cˇ1uˇσ(1) + · · ·+ cˇj uˇσ(j) = d}∣∣
=
∣∣{σ˙ ∈ S∼Hn | cˇ1uˇσ(1) + · · ·+ cˇj uˇσ(j) = d}∣∣
=
∣∣{σ˙ ∈ S∼Hn | (uˇσ(1), . . . , uˇσ(j)) ∈ Sol(Eˇ)}∣∣
=
∑
zˇ∈Sol(Eˇ)
∣∣{σ˙ ∈ S∼Hn | (uˇσ(1), . . . , uˇσ(j)) = zˇ}∣∣.
One can find a permutation class σ˙ of S∼Hn such that (uˇσ(1), . . . , uˇσ(j)) = zˇ if and only if,
for all kˇ in S(zˇ), okˇ(uˇ) ≥ okˇ(zˇ). In this case, there are
(
okˇ(uˇ)
okˇ(zˇ)
)
possibilities to choose okˇ(zˇ)
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coordinates of zˇ having the value kˇ. Since all the elements of S(zˇ) should be considered, we
obtain ∣∣{σ˙ ∈ S∼Hn | (uˇσ(1), . . . , uˇσ(j)) = zˇ}∣∣ = ∏
kˇ∈S(zˇ)
(
okˇ(uˇ)
okˇ(zˇ)
)
= f
(
c(uˇ), zˇ
)
.
Thus, we have
h(uˇ) =
∑
zˇ∈Sol(Eˇ)
f
(
c(uˇ), zˇ
)
= f
(
c(uˇ), Sol(Eˇ)
)
.
Now, let A =
r⊔
i=1
{
σ ·Hi
}
σ˙∈S∼Hin , and hi(uˇ) be the number of hyperplanes in the arrangement{
σ ·Hi
}
σ˙∈S∼Hin the element uˇ lies on. Then,
h(uˇ) =
r∑
i=1
hi(uˇ) =
r∑
i=1
f
(
c(uˇ), Sol(Eˇi)
)
.
Let (Ei) be the r representative equations of a SH–arrangement. We partition the set
r⋃
i=1
Sol(Eˇi) into subsets M1, . . . ,Ms having the following properties:
• For every element zˇ in Mi, there exists another element uˇ in Mi such that S(zˇ)∩S(uˇ) 6= ∅.
• If i 6= j, then, for every zˇ in Mi, and uˇ in Mj , we have S(zˇ) ∩ S(uˇ) = ∅.
The partition M1, . . . ,Ms is called indice partition of
r⋃
i=1
Sol(Eˇi).
For In, the indice partition of Sol(Eˇ0) ∪ Sol(Eˇ1) ∪ Sol(Eˇ2) is
M0 =
{
0ˇ, 1ˇ, (0ˇ, 1ˇ)
}
, M1 =
{( ˇq + 1
2
,
ˇq + 1
2
)}
, andMi =
{
(ˇi, ˇq − i+ 1)} for i ∈ {2, . . . , q − 1
2
}
.
Proposition 4.5. Let A be a SH–arrangement having representative equations whose solution
indice partition is M1, . . . ,Ms. Then its ζm–coboundary polynomial is
χ¯
(ζm)
A (q, t) = q
lm(r(A)−n) ∑
a∈NFq [ζm]
‖a‖=n
(
n
a
)
t
∑s
j=1 f(a,Mj).
Proof. Using the indice partition of
r⋃
i=1
Sol(Eˇi), the number of hyperplanes the element uˇ of
lies on is
h(uˇ) =
s∑
j=1
f
(
c(uˇ),Mj
)
(Lemma 4.4).
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From Theorem 3.2, we have
qlm(n−r(A))χ¯(ζm)A (q, t) =
∑
uˇ∈Fq [ζm]n
t
∑s
j=1 f
(
c(uˇ),Mj
)
=
∑
a∈NFq [ζm]
‖a‖=n
(
n
a
)
t
∑s
j=1 f(a,Mj).
With r(In) = n, the coboundary polynomial of In is
χ¯In(q, t) =
∑
a0+···+aq−1=n
(
n
a0, . . . , aq−1
)
ta0+a1+a0a1 t
(
a q+1
2
2
)
q−1
2∏
i=2
taiaq−i+1 .
Take r hyperplanesHi = {c(i)1 z1+· · ·+c(i)ij zij = d(i)} with c
(i)
ij
6= 0. Setting h = max(i1, . . . , ir),
define a sequence of SH–arrangements with representative hyperplanes H1, . . . ,Hr by a se-
quence of hyperplane arrangements (An)n≥h in (Cn)n≥h such that
An =
r⊔
i=1
{
σ ·Hi
}
σ˙∈S∼Hin .
Proposition 4.6. Let (An)n≥h be a sequence of SH–arrangements having the same repre-
sentative equations, and M1, . . . ,Ms their common solution indice partition. Consider the
EGF
g(x) =
∑
n∈N
gn
xn
n!
with g(x) =
s∏
j=1
∑
n∈N
( ∑
a∈NS(Mj)
‖a‖=n
(
n
a
)
tf(a,Mj)
)xn
n!
.
Then, ∑
n≥h
qlm(n−r(An))χ¯(ζm)An (q, t)
xn
n!
= g(x)−
h−1∑
n=0
gn
xn
n!
.
Proof. From Proposition 4.5, we know that
qlm(n−r(An))χ¯(ζm)An (q, t) =
∑
a∈NFq [ζm]
‖a‖=n
(
n
a
)
t
∑s
j=1 f(a,Mj).
Set the EGF g(x) =
∑
n∈N
gn
xn
n!
with gn =
∑
a∈NFq [ζm]
‖a‖=n
(
n
a
)
t
∑s
j=1 f(a,Mj). We deduce from Propo-
sition 2.2 that
g(x) =
s∏
j=1
∑
n∈N
( ∑
a∈NS(Mj)
‖a‖=n
(
n
a
)
tf(a,Mj)
)xn
n!
.
Since χ¯
(ζm)
An (q, t) is not defined for n < h, and q
lm(n−r(An))χ¯(ζm)An (q, t) = gn for n ≥ h, we get
the result.
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Letting I1 =
{{0}, {1}}, the EGF of the coboundary polynomials of In is∑
n∈N
qχ¯In(q, t)
xn
n!
=
(∑
n∈N
t(
n
2)
xn
n!
)
×
(∑
n∈N
( ∑
a+b=n
(
n
a, b
)
ta+b+ab
)xn
n!
)
×
(∑
n∈N
( ∑
a+b=n
(
n
a, b
)
tab
)xn
n!
) q−3
2
.
5 The ζm–Coboundary Polynomial of a CSH–Arrangement
This section describes the most interesting part of this article, namely the ζm–coboundary
polynomial of a CSH–arrangement. We deduce the exponential generating function of a
sequence of CSH–arrangement coboundary polynomials. Then, we apply the results on the
hyperplane arrangement Gm,p,n. Shephard and Todd extended in 1954 the concept of reflection
in an Euclidean space to reflection in a Hermitian space [8]. Recall that a complex reflection
ra,α of order m is a linear transformation on Cn which sends some nonzero vector a to αa,
where α is a primitive mth root of unity, while fixing pointwise the hyperplane Ha = Fix ra,α
orthogonal to a. It has the formula ra,α := v − (1 − α)(v, a)
(a, a)
a. The complex reflection
groups are the finite groups generated by complex reflections. They naturally contain the
real reflection groups, and have a wide range of applications, including knot theory, Hecke
algebras, and differential equations [11]. We focus on the imprimitive reflection groups, or the
complex reflection groups whose action representations permute subspaces among themselves,
which are the groups G(m, p, n) with p dividing m.
For the presentations and explanations, we use both colored permutations of Um oSn
pi =
(
1 2 . . . n
ξ1σ(1) ξ2σ(2) . . . ξnσ(n)
)
and φ =
(
1 2 . . . n
ν1τ(1) ν2τ(2) . . . νnτ(n)
)
.
Definition 5.1. We can choose some hyperplanes H1, . . . ,Hr of a CSH–arrangement A in
Cn to write it in the form
A =
r⊔
i=1
{
pi ·Hi
}
pi∈UmoSn .
The hyperplanes H1, . . . ,Hr are called representative hyperplanes for A.
Recall that the hyperplane arrangement associated to G(m, p, n) is
Gm,p,n =
{
pi · {zi = 0}
}
pi∈UmoSn unionsq
{
pi · {zi − zj = 0}
}
pi∈UmoSn .
Definition 5.2. Let A be a CSH–arrangement in Cn, and Hi a representative hyperplane.
A representative equation of A associated to Hi is a multivariate equation
(Ei) : c
(i)
1 z1 + · · ·+ c(i)ij zij = d(i), 1 ≤ ij ≤ n, c
(i)
1 , c
(i)
ij
6= 0
such that for all hyperplane H of a subarrangement {pi · Hi}pi∈UmoSn of A, there exists a
colored permutation φ such that H = {c(i)1 ν1zτ(1) + · · ·+ c(i)ij νijzτ(ij) = d(i)}.
The representative equations of Gm,p,n are (E1) : z1 = 0, and (E2) : z1 − z2 = 0.
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Definition 5.3. Take a CSH–arrangement A =
r⊔
i=1
{
pi ·Hi
}
pi∈UmoSn in C
n. For each repre-
sentative hyperplane Hi = {c(i)1 z1 + · · ·+ c(i)ij zij = d(i)}, we define an equivalence relation ∼Hi
on Um oSn by
pi ∼Hi φ ⇐⇒ c(i)1 ξ1zσ(1) + · · ·+ c(i)ij ξijzσ(ij) = c
(i)
1 ν1zτ(1) + · · ·+ c(i)ij νijzτ(ij).
For simplicity, we write Um o S∼Hin for the equivalence class set instead of Um o Sn/ ∼Hi .
Then, we have
A =
r⊔
i=1
{
pi ·Hi
}
p˙i∈UmoS
∼Hi
n
.
For the hyperplane arrangement associated to G(m, p, n), we have
Gm,p,n =
{
pi · {zi = 0}
}
p˙i∈UmoS
∼{zi=0}
n
unionsq {pi · {zi − zj = 0}}
p˙i∈UmoS
∼{zi−zj=0}
n
.
Define the set Um ∗ v :=
{
(ξ1v1, . . . , ξnvn) | ξ1, . . . , ξn ∈ Um
}
. More generally, for a subset M
of
⊔
n∈N
Sn, define the set
Um ∗M :=
⋃
v∈M
Um ∗ v.
Lemma 5.4. Consider a CSH–arrangement A in Cn with representative hyperplanes H1, . . . ,Hr.
Take a vector uˇ of Fq[ζm]n. Then,
∀xˇ, yˇ ∈ Um ∗ uˇ, h(xˇ) = h(yˇ).
Proof. Denote by A(xˇ) resp. A(yˇ) the set of hyperplanes in A containing xˇ = (xˇ1, . . . , xˇn)
resp. yˇ = (yˇ1, . . . , yˇn). There are elements ξi of Um such that yˇi = ξixˇi. Since the following
function
gxˇ,yˇ :
A(xˇ) → A(yˇ)
pi ·Hi 7→
(
1 2 . . . n
ξ¯11 ξ¯22 . . . ξ¯nn
)
· pi ·Hi ,
where ξ¯i is the conjugate of ξ, is bijective, then |A(xˇ)| = |A(yˇ)|.
Lemma 5.4 leads us to define the equivalence relation ∼∗ on Fq[ζm]n by
xˇ ∼∗ yˇ ⇐⇒ xˇ ∈ Um ∗ yˇ.
We write x¨ for the set {yˇ ∈ Fq[ζm]n | xˇ ∼∗ yˇ}, and Fq[ζm]n∗ for the equivalence class set
Fq[ζm]n/ ∼∗. More generally, for a subset V of
⊔
n∈N
Fq[ζm]n, define the set
V∗ := {v¨ | v ∈ V }.
For Gm,p,n, we have Sol(Eˇ1) = {0ˇ} and Sol(Eˇ2) =
{
(kˇ, kˇ) | kˇ ∈ Fq[ζm]
}
, that means
Sol(Eˇ1)∗ = {0¨} and Sol(Eˇ2)∗ =
{
(k¨, k¨) | k¨ ∈ Fq[ζm]∗
}
.
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Proposition 5.5. Let A be a CSH–arrangement in Cn having r representative equations
(Ei) : c
(i)
1 z1 + · · ·+ c(i)ij zij = d(i), 1 ≤ ij ≤ n, c
(i)
1 , c
(i)
ij
6= 0. Then, the number of hyperplanes
of the arrangement Aˇ an element uˇ of Fq[ζm]n lies on is
h(uˇ) =
r∑
i=1
f
(m)
0¨
(
c(u¨), Sol(Eˇi)∗
)
with c(u¨) =
(
ok¨(u¨)
)
k¨∈Fq [ζm]∗ .
Proof. Consider first a CSH–arrangement {pi ·H}p˙i∈UmoS∼Hn , with representative hyperplane
H, and representative equation (E) : c1z1 + · · ·+ cjzj = d. Suppose that Hˇ is the hyperplane
{cˇ1zˇ1 + · · ·+ cˇj zˇj = dˇ} with cˇ1, cˇj 6= 0. Then
h(uˇ) =
∣∣{pi · Hˇ | p˙i ∈ Um oS∼Hn , cˇ1ξ1uˇσ(1) + · · ·+ cˇjξj uˇσ(j) = d}∣∣
=
∣∣{p˙i ∈ Um oS∼Hn | cˇ1ξ1uˇσ(1) + · · ·+ cˇjξj uˇσ(j) = d}∣∣
=
∣∣{p˙i ∈ Um oS∼Hn | (ξ1uˇσ(1), . . . , ξj uˇσ(j)) ∈ Sol(Eˇ)}∣∣
=
∑
zˇ∈Sol(Eˇ)
∣∣{p˙i ∈ Um oS∼Hn | (ξ1uˇσ(1), . . . , ξj uˇσ(j)) = zˇ}∣∣.
One can find a colored permutation class p˙i of Um oS∼Hn such that (ξ1uˇσ(1), . . . , ξj uˇσ(j)) = zˇ
if and only if, for all kˇ in S(zˇ), ok¨(u¨) ≥ ok¨(z¨). In this case, there are
(
ok¨(u¨)
ok¨(z¨)
)
possibilities to
choose ok¨(z¨) coordinates of z¨ having the value k¨.
• If S(zˇ) = {0ˇ}, then
∣∣{p˙i ∈ Um oS∼Hn | (ξ1uˇσ(1), . . . , ξj uˇσ(j)) = zˇ}∣∣ = mj−1(o0¨(u¨)o0¨(z¨)
)
= f
(m)
0¨
(
c(u¨), z¨
)
.
• If S(zˇ) 6= {0ˇ}, then
∣∣{p˙i ∈ Um oS∼Hn | (ξ1uˇσ(1), . . . , ξj uˇσ(j)) = zˇ}∣∣ = mo0¨(z¨) ∏
k¨∈S(z¨)
(
ok¨(u¨)
ok¨(z¨)
)
= f
(m)
0¨
(
c(u¨), z¨
)
.
Thus, we have
h(uˇ) =
∑
zˇ∈Sol(Eˇ)
f
(m)
0¨
(
c(u¨), z¨
)
= f
(m)
0¨
(
c(u¨), Sol(Eˇ)∗
)
.
Now, let A =
r⊔
i=1
{
pi ·Hi
}
p˙i∈UmoS
∼Hi
n
, and hi(uˇ) be the number of hyperplanes in the arrange-
ment
{
pi ·Hi
}
p˙i∈UmoS
∼Hi
n
the element uˇ lies on. Then,
h(uˇ) =
r∑
i=1
hi(uˇ) =
r∑
i=1
f
(m)
0¨
(
c(u¨),Sol(Eˇi)∗
)
.
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In analogy with M1, . . . ,Ms and
r⋃
i=1
Sol(Eˇi), define the indice partition M1∗, . . . ,Ms∗ of the
set
r⋃
i=1
Sol(Eˇi)∗ as follows:
• For every element z¨ in Mi∗, there is another element u¨ in Mi∗ such that S(z¨)∩S(u¨) 6= ∅.
• If i 6= j, then, for every z¨ in Mi∗, and u¨ in Mj∗, we have S(z¨) ∩ S(u¨) = ∅.
For Gm,p,n, the indice partition of Sol(Eˇ1)∗ ∪ Sol(Eˇ2)∗ is
M0ˇ∗ =
{
0¨, (0¨, 0¨)
}
, and Mkˇ∗ =
{
(k¨, k¨)
}
for k¨ ∈ Fq[ζm]∗ \ {0¨}.
Now, we come to the main result of this section.
Theorem 5.6. Let A be a CSH–arrangement having representative equations whose indice
partition is M1∗, . . . ,Ms∗. Then its ζm–coboundary polynomial is
χ¯
(ζm)
A (q, t) = q
lm(r(A)−n) ∑
a∈NFq [ζm]∗
‖a‖=n
(
n
a
)
mn−a0¨t
∑s
j=1 f
(m)
0¨
(a,Mj∗).
Proof. Using the indice partition of
r⋃
i=1
Sol(Eˇi), the number of hyperplanes the element uˇ of
lies on is
h(uˇ) =
s∑
j=1
f
(m)
0¨
(
c(u¨),Mj∗
)
(Proposition 5.5).
From Theorem 3.2, we have
qlm(n−r(A))χ¯(ζm)A (q, t) =
∑
uˇ∈Fq [ζm]n
t
∑s
j=1 f
(m)
0¨
(
c(u¨),Mj∗
)
=
∑
u¨∈Fq [ζm]n∗
mn−o0ˇ(uˇ)t
∑s
j=1 f
(m)
0¨
(
c(u¨),Mj∗
)
(Lemma 5.4 with |Um ∗ uˇ| = mn−o0ˇ(uˇ))
=
∑
a∈NFq [ζm]∗
‖a‖=n
(
n
a
)
mn−a0¨t
∑s
j=1 f
(m)
0¨
(a,Mj∗).
With r(Gm,p,n) = n, the ζm–coboundary polynomial of Gm,p,n is
χ¯
(ζm)
Gm,p,n(q, t) =
∑
a∈NFq [ζm]∗
‖a‖=n
(
n
a
)
mn−a0¨ta0¨+m(
a
0¨
2
)t
∑
k¨∈Fq [ζm]∗\{0¨} (
a
k¨
2
)
.
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Take r hyperplanesHi = {c(i)1 z1+· · ·+c(i)ij zij = d(i)} with c
(i)
ij
6= 0. Setting h = max(i1, . . . , ir),
define a sequence of CSH–arrangements with representative hyperplanes H1, . . . ,Hr by a
sequence of hyperplane arrangements (An)n≥h in (Cn)n≥h such that
An =
r⊔
i=1
{
pi ·Hi
}
p˙i∈UmoS
∼Hi
n
.
Theorem 5.7. Let (An)n≥h be a sequence of CSH–arrangements having the same represen-
tative equations, and M1∗, . . . ,Ms∗ their common indice partition. Consider the EGF
g(x) =
∑
n∈N
gn
xn
n!
with g(x) =
s∏
j=1
∑
n∈N
( ∑
a∈NS(Mj∗)
‖a‖=n
(
n
a
)
mn−a0¨tf
(m)
0¨
(a,Mj∗)
)xn
n!
.
such that a0¨ = 0 if 0¨ /∈ S(Mj∗). Then,∑
n≥h
qlm(n−r(An))χ¯(ζm)An (q, t)
xn
n!
= g(x)−
h−1∑
n=0
gn
xn
n!
.
Proof. From Theorem 5.6, we know that
qlm(n−r(An))χ¯(ζm)An (q, t) =
∑
a∈NFq [ζm]∗
‖a‖=n
(
n
a
)
mn−a0¨t
∑s
j=1 f
(m)
0¨
(a,Mj∗).
Set the EGF g(x) =
∑
n∈N
gn
xn
n!
with gn =
∑
a∈NFq [ζm]∗
‖a‖=n
(
n
a
)
mn−a0¨t
∑s
j=1 f
(m)
0¨
(a,Mj∗). We deduce
from Proposition 2.2 that
g(x) =
s∏
j=1
∑
n∈N
( ∑
a∈NS(Mj∗)
‖a‖=n
(
n
a
)
mn−a0¨tf
(m)
0¨
(a,Mj∗)
)xn
n!
.
Since χ¯
(ζm)
An (q, t) is not defined for n < h, and q
lm(n−r(An))χ¯(ζm)An (q, t) = gn for n ≥ h, we get
the result.
Since |Fq[ζm]∗ \ {0¨}| = qlm−1m , the EGF of the ζm–coboundary polynomials of (Gm,p,n)n∈N is∑
n∈N
χ¯
(ζm)
Gm,p,n(q, t)
xn
n!
=
(∑
n∈N
tn+m(
n
2)
xn
n!
)(∑
n∈N
mnt(
n
2)
xn
n!
) qlm−1
m
.
If p = m, the hyperplane arrangement associated to G(m,m, n) is
Gm,m,n =
{
pi · {zi − zj = 0}
}
p˙i∈UmoS
∼{zi−zj=0}
n
.
And, for m ≥ 2, the EGF of the ζm–coboundary polynomials associated to (Gm,m,n)n∈N is∑
n∈N
χ¯
(ζm)
Gm,m,n(q, t)
xn
n!
=
(∑
n∈N
tm(
n
2)
xn
n!
)(∑
n∈N
mnt(
n
2)
xn
n!
) qlm−1
m
.
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