This paper describes the LMI synthesis of feedback controllers that minimise closed loop transient perturbation growth with limited control effort. Controllers are synthesized for the linearised Lorenz equations, and their performance is compared to that of LQR controllers. At low control effort the controllers behave similarly, but the LMI based controllers are able to produce an almost monotonically falling transient with increasing control effort, whereas LQR controllers have a distinct minimum transient. Evidence is found that controllers which produce the lowest transients do not necessarily have the most orthogonal system eigenvectors, and an explanation in terms of modal and non-modal growth components is presented. Both LMI and LQR controllers are able to stabilise the full Lorenz equations for limited initial conditions.
Introduction
The transient growth of a stable linear system may be large, and if the system is the result of linearisation the growth may take the non-linear system outside its domain of attraction. Thus it is relevant to use the transient growth as a performance index in systems such as fluid flow control as derived by Bewley and Liu (1998) . Based on Boyd and Barratt (1994) , an upper bound for transient growth has been derived by Whidborne et al. (2004) , along with LMI methods for synthesizing controllers that minimise the upper bound. Transient growth is related to the orthogonality of the system eigenvectors -a normal system cannot have transient growth above unity, as shown by Whidborne et al. (2004) , but that of a non-normal system depends both on the system dynamics and the initial conditions. The equations derived by Lorenz (1963) are a coupled set of non-linear equations representing a simplified model of fluid convection as ordinary rather than partial differential equations and exhibit deterministic but non-periodic chaotic behaviour. The transition of the system from a steady linearly unstable state to bounded chaotic behaviour may be seen as an analogue of the transition from laminar flow to turbulent flow, the control of which is currently the subject of widespread research, for example Bewley and Liu (1998) and Mckernan et al. (2004) . Here we investigate the minimization of transient growth and transient growth and to consider the effectiveness of standard linear quadratic control in reducing transient growth for fluid control systems. Many fluid flow system models are extremely complex and of very high order (Mckernan et al., 2003) , but the linearised Lorenz system is simple enough to permit expeditious results. The examination of the relationship between the non-normality of the system eigenvectors and the transient growth is given in the proceedings paper.
Transient Growth
The transient growth E(t) of a stable systemẋ = Ax, x ∈ R n , A ∈ R n×n from initial conditions x(0) is defined as
(1) and the maximum transient growth as
There is a lower bound of unity on Θ, and an upper bound is given by the square of the ratio of the axes of a bounding ellipsoid. A suitable bounding ellipsoid c
is given by the condition for x ′ Px being a Lyapunov function i.e. P = P ′ > 0 and PA + A ′ P < 0. Since the length of the ith semi-axis of an ellipse is 1/ λ i (P), an upper bound on the maximum transient growth is given by Θ u = λ max (P) /λ min (P). 
LMI Controllers
Since λ (P) = 1/λ (Q), the upper bound becomes Θ u = λ max (Q) /λ min (Q) and a controller that minimises it is given by a solution to the LMI generalized eigenvalue problem
A limit on the expenditure of control effort can be set by simultaneously solving the LMI described by Boyd et al. (1994, p 103) and recommended by Hinrichsen et al. (2002) . A norm on the control input
If Q and Y satisfy (4) and x(0)
Since the induced 2-norm is equal to the largest singular value
So a constraint max t≥0 u(t)
can be obtained by a solution of the LMIs ) is smaller than one. Thus the system of LMIs to be solved to restrict the control effort to µ 2 from initial conditions x(0)
and the complete LMI to stabilise the system, minimise the upper bound on the transient growth and limit the control effort becomes
Lorenz Equations -Results and Simulations
The Lorenz equations may be cast (Tritton, 1988 )
where state X 1 represents fluid velocity, and X 2 and X 3 horizontal and vertical temperature gradients respectively. Parameter p is related to the fluid properties, b to the geometry and U is related to the heat source. The equations have three steady state solutions: X 1s = X 2s = X 3s = 0 (no convection) and
, X 3s = U s − 1 (steady clockwise and anticlockwise convection). After linearisation, the equations for small perturbations x = (x 1 , x 2 , x 3 ) ′ about a non-zero steady state solution arė
where u is a small perturbation in the steady heat source U s . The control problem is to determine a state feedback controller u = kx, which will stabilise the plant, and minimise its worst transient growth, subject to a limit on control effort u ′ u.
To enable a comparative assessment of the performance of the LMI controllers, LQR controllers are also synthesized. The standard LQR control problem states that given the systemẋ = Ax + Bu, the feedback control signal which minimizes;-
is given by u = −Kx where K = R Bewley (1999) are employed, and yield the three eigenvalues −6.66, 0.33 ± 7.50i, upon linearisation of the system about steady clockwise convection. LQR and LMI controllers are synthesized for a range of controller weights r and control effort limits µ, using the Matlab Control and LMI toolboxes, respectively. Linear and non-linear simulations are performed using the lsim and ode15s functions. The initial conditions for each simulation are those that produce the worst transient growth. 
Non-Linear Simulations
The figure below show the transient perturbation growth of the full Lorenz equations from an arbitrary initial condition x = (10, 0, 0) ′ , with respect to the linearisation point of stable clockwise convection. For the first 3 seconds the state spirals in towards one attractor, and then commences to orbit non periodically about both. The LMI and LQR controllers (both max t≥0, x(0) =1 (u ′ u) = 10 2 ) are switched on at t = 3s and stabilise the system. In this instance, the LMI controller is able to do this with a lower transient, and a more direct trajectory, albeit with a greater control effort. Neither controller is able to stabilise the Lorenz system if switched on at t = 3.1s, rather they cause the trajectory to be expelled from the ball of attraction as described by Bewley (1999) . 
Conclusions
Constraints on peak controller effort have been incorporated in LMIs for the synthesis of controllers aimed at producing systems with minimised transient perturbations. As an illustration, both LMI and LQR controllers have been synthesized for the linearised Lorenz equations. Whereas the LQR controllers have a pronounced minimum achievable peak transient over control effort, since high control effort contributes to the peak transient, the LMI controllers deliver ever smaller peak transients for a long range of controller effort, until a shallow minimum is reached. It is also seen that for high-effort controllers, the upper bound on the peak transient can be very conservative. Research to develop less conservative peak-transient control methods is ongoing (Whidborne et al., 2005) . Whilst the non-orthogonality of system eigenvectors has been shown to be an important factor in transient growth by Trefethen et al. (1993) , unless the eigenvectors can be made orthogonal, it is shown in the proceedings paper that simply selecting controllers which reduce the non-orthogonality will not necessarily lead to the lowest transient growth. An explanation is presented in terms of the modal and non-modal components of growth. Both LMI and LQR controllers are able to stabilise a simulation of the full non-linear Lorenz equations from limited initial conditions. Not unexpectedly, the LMI controllers lead to relatively large settling times compared to the LQR controllers. An exponential time weighting could be incorporated into the LMI to improve the convergence rate, as proposed by Hinrichsen et al. (2002) and Boyd et al. (1994, p. 89) . Furthermore, to obtain more practical controllers, the LMI problem could be augmented by additional convex criteria in a multiobjective approach.
