Abstract. In this paper, we investigate the steady simplified Ericksen-Leslie system. For three dimension, we obtain Liouville theorems if u and ∇d satisfy the Galdi's[1] condition, or some decay conditions. Note that the simplified Ericksen-Leslie system becomes Navier-Stokes equations when d is constant vector.
Introduction
We consider the steady-state solutions of simplified Ericksen-Leslie system (1.1)
in R 3 , where u : R 3 → R 3 is the velocity field, P : R 3 → R is the scalar pressure and d : R 3 → S 2 is a unit vector field representing the macroscopic orientation of the nematic liquid crystal molecules. Here ∇d⊙∇d is a symmetric tensor with its component (∇d⊙∇d) ij given by
∂xj . And, along with (1.1), the additional condition at infinity is as follows:
|u(x)| + |∇d(x)| → 0, as |x| → ∞.
The general Ericksen-Leslie system is modeling the hydrodynamic flow of nematic liquid crystal materials, it is a macroscopic continuum description of the evolution of the material under the influence of fluid velocity field and the macroscopic description of the microscopic orientation of fluid velocity d of rodlike liquid crystals(see [2, 3, 4] ). The simplified EricksenLeslie system was first proposed by Lin [5] , it has attracted a lot of interest and generated a lot of interesting research work recently. For two dimensional space, the existence of global Leray-Hopf type weak solutions to the initial and boundary value problem has been proved by Lin-Lin-Wang [6] and Lin-Wang [7] ; see also Hong [8] and Xu-Zhang [9] for related works. For three dimensional space, Lin-Wang [10] proved the existence of global Leray-Hopf type weak solutions with the condition of the initial and boundary value satisfying d 0 ∈ S 2 + , i.e., d 0 takes values in the upper hemisphere.
When d is constant vector, system (1.1) becomes the well-known stationary Navier-Stokes equations:
with the additional condition at infinity:
where v : R n → R n is the velocity field, π : R n → R n is the scalar pressure. A long-standing open problem is whether the weak solutions of (1.2), (1.3) with 1 |u| )} −1 dx < ∞; Seregin [12] proved that the velocity field belonging globally
is trivial; Kozono-Terasawa-Wakasugi [13] proved u = 0 with the condition vorticity w = o(|x| [19, 20, 21] and the references therein for more details. Recently, Wendong Wang [22] and Na Zhao [23] obtained the Liouville Theorem with the conditions that v is axially symmetric and |v(x 1 , x 2 , x 3 )| ≤ C/(1 + r′) α , where α > 2 3 and r′ = x 2 1 + x 2 2 . When u ≡ 0, system (1.1) becomes the harmonic maps:
Yau [24] proved Liouville theorem under the hypothesis that the domain has nonnegative Ricci curvature. Under the same assumption, a generalization to harmonic maps into upper hemisphere and hyperbolic space is contained in the works of Cheng [25] and Choi [26] , see Tam [27] and Shen [28] for other cases. Schoen and Uhlenbeck [29] established regularity results and Liouville theorems for minimizing harmonic maps into the Euclidean sphere. Xin [30] generalized these results. Jin [31] proved Liouville theorem under assumptions on the asymptotic behavior of the maps at infinity. Rigoli-Setti [32] considered the rotationally symmetric harmonic maps into R n , upper hemisphere and hyperbolic space. Sinaei [33] proved Liouville theorems for subharmonic functions.
Before stating our main results, let us introduce some notations. Throughout this paper, we use L r = L r (R 3 ) denote the standard Lebesgue spaces in R 3 , where r ∈ [1, ∞]. We denote
Our main results are the following:
Then, we obtain that u = 0 and d is constant vector.
. Then, we obtain that u = 0 and d is constant vector.
We note that our result doesn't need the solution be axially symmetric, that is different from [22] and [23] . And the following result just need some decay along one direction.
where β > 1. Then, we obtain that u = 0 and d is constant vector.
For the harmonic maps, we have the following result.
∞ be a smooth solution of the (1.4). Assume that
The paper is organized as follows. In section 2, we give the proof of Theorem 1.1. In section 3, we give the proof of Theorem 1.2. In section 4, we give the proof of Theorem 1.3. In section 5, we give the proof of Theorem 1.4.
Proof of Theorem 1.1
In this section, we will prove Theorem 1.1. We use the method of dealing with Steadystate Navier-Stokes equations and the method of dealing with harmonic maps to obtain the Liouville theorem, see [1] and [34] .
First, we prove that u, d are smooth under the conditions in Theorem 1.1. By the equations (1.4) and the condition (1.5), we know that |∆d| ∈ L 9/4 . Then, with Sobolev imbedding theorem and Calderón-Zygmund theorem, we have
Then, it is easy to see |∇ 2 d||∇d| ∈ L loc .
Then, u ∈ L ∞ loc by Sobolev imbedding theorem. Therefore, by the equation (1.1) 2 , we know ∆d ∈ L 9/2 loc . Then, using Sobolev imbedding theorem and Calderón-Zygmund theorem again, we have
).
With u, d ∈ L ∞ loc , it is easy to see the solutions of equation (1.1) are smooth in R 3 .
We consider a standard cut-off function ψ ∈ C ∞ c (R) such that
and 0 ≤ ψ(y) ≤ 1 for 1 < |y| < 2. For each R, define
Taking the inner product of (
. Adding the two resulting integrations together, and integrating by parts, then we have
Since |d| = 1, then we have −|∇d| 2 = d · ∆d. Therefore, by Cauchy inequality and (2.3), we obtain
We estimate I i for i = 1, 2, · · · , 4 one by one. For I 1 , Hölder inequality implies
With the estimate of I 1 , we have
By the Calderón-Zygmund theorem, we have P ∈ L 9/4
x,t (R 3 ), then
R≤|x|≤2R |P | → 0 (as R → ∞)
Finally, for I 4 , we have → 0 (as R → ∞) Therefore, with the above estimates, we get
Consequently, u is a constant vector, and is zero due to u ∈ L 
where we use the fact that ∂ xj |d| 2 = 0 for j = 1, 2, 3. Then, integrating by parts, one has
Proof of Theorem 1.2
By the above section, we known that u, d are smooth. By the equation (1.1), it is easy to see ∆P = −div div (u ⊗ u + ∇d ⊙ ∇d). Then we have
The proof of equation (3.1) is similar to the Navier-Stokes case(see [23] and [35] ). (2.2) for the definition of φ R in section 2), where
where
Then we will estimate J 1 , · · · , J 6 step by step. By the condition (1.6) in Theorem 1.2, one has
where r′ = x 2 1 + x 2 2 and C is independent on R. And by Calderón-Zygmund theorem, we have
where C is independent on R. Now, we give the decay rate of J 3 , J 4 , J 5 , J 6 in the equation (3.3). By the condition (1.6) in Theorem 1.2, one can see that
where γ = min{1, α} and C is independent on R. Obviously, γ > 
where γ is same as the equation (3.6) and C is independent on R. For J 5 , we have
where C is independent on R. For J 6 , we have
where C is independent on R. Therefore,
where γ is same as the equation (3.6) and C is independent on R. Combining (3.3), (3.4), (3.5) and (3.7), we have
where γ is same as the equation (3.6) and C is independent on R. With (2.4), we have
and α > 2 3 , it is easy to see that
Let R → ∞, we have
Then, u ≡ 0 by u ∈ L 6 . Therefore, d satisfies the harmonic maps with d ∈H, then d is constant vector by the above section.
Proof of Theorem 1.3
In this section, the notation is same as section 3. To prove the theorem 1.3, we also estimate the pressure P in the first step.
Then we will estimate K 1 , · · · , K 6 step by step. By the condition (1.7) in Theorem 1.3, one has (4.2)
R≤|y3|≤2R R≤r′≤2R
where C is independent on R. Now, we give the decay rate of K 3 , K 4 , K 5 , K 6 in the equation (4.1). By the condition (1.7) in Theorem 1.3, one can see that |F ij (y 1 , y 2 , y 3 )| ≤ C/(1 + |y 3 |) 2β , where β > 1. Let R > 2, then
where C is independent on R. For K 4 , we have
where C is independent on R. For K 5 , we have 
