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Abstract: This is the second part of a companion paper on variable reverse power flow (VRPF) in
active distribution networks (ADNs) with wind stations (WSs). Here, we propose an electricity
market model considering agreements between the operator of a medium-voltage active distribution
network (MV-ADN) and the operator of a high-voltage transmission network (HV-TN) under
different scenarios. The proposed model takes, simultaneously, active and reactive energy prices into
consideration. The results from applying this model on a real MV-ADN reveal many interesting facts.
For instance, we demonstrate that the reactive power capability of WSs will be never utilized during
days with zero wind power and varying limits on power factors (PFs). In contrast, more than 10%
of the costs of active energy losses, 15% of the costs of reactive energy losses, and 100% of the costs
of reactive energy imported from the HV-TN, respectively, can be reduced if WSs are operated as
capacitor banks with no limits on PFs. It is also found that allocating WSs near possible exporting
points at the HV-TN can significantly reduce wind power curtailments if the operator of the HV-TN
accepts unlimited amount of reverse energy from the MV-ADN. Furthermore, the relationships
between the size of WSs, VRPF and demand level are also uncovered based on active-reactive optimal
power flow (A-R-OPF).
Keywords: active-reactive energy losses; variable reverse power flow (VRPF); varying power
factors (PFs); wind station size-location
1. Introduction
The extended active-reactive optimal power flow (A-R-OPF) with reactive power of wind
stations (WSs) in [1,2] is utilized in this paper to analyze an electricity market model using a real
medium-voltage active distribution network (MV-ADN) connected to a high-voltage transmission
network (HV-TN), as shown in Figure 1. Our particular focus will be on the impact of charging (paying)
schemes for reactive energy which are applied, typically, by transmission system operators for users
connected to a HV-TN in Europe [3]. The power flow direction of the forward/reverse active PS1 and
reactive QS1 power at a slack bus S1 is shown in Figure 1. In general, an operating point represents
the measured apparent power, e.g., at the secondary side of a transformer (TR). It is to note that an
operating point can be in one of the four quadrants shown in Figure 1, but without violating the
maximum TR capability [4–7].
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Figure 1. The medium-voltage active distribution network (MV-ADN) case study with active-reactive
power ﬂow direction deﬁnitions and capability diagram of a transformer (TR) at slack bus S1 [5]. Here,
different locations and sizes of a wind station (WS) are depicted to show the effect of variable reverse
power ﬂow (VRPF).
Recent studies [8–18] on reactive power planning and management, active power scheduling
and losses, active distribution network (ADN) management, and sizing as well as siting distributed
generation (DG) (e.g., WSs) show clearly the importance of variable reverse power ﬂow (VRPF) in
ADNs. However, it is also shown, e.g., in [12], that there are yet no definite answers on how exporting
power to the upstream network or VRPF [1] can be accomplished. Therefore, the aim of this paper (Part-II),
together with the companion paper (Part-I) [1], is to answer a few important questions related to this issue.
VRPF depends on many factors (e.g., the location and size of WSs, demand level, energy prices etc.),
and therefore, to extract relationships between them by investigating these factors is not trivial. For this
reason, we consider here a simpliﬁed WS model, as shown in Figure 2, inserted in the extended
A-R-OPF model presented in Part-I [1].
The optimization problem to be solved in this paper contains a multi-objective function F (1) [1]
with reactive power of WSs connected to the MV-ADN as shown in Figure 1:
max
βc.w,Qdisp.w
F “ F1 ´ F2 ´ F3 ´ F4 ´ F5 (1)
F1 “
Tﬁnalÿ
h“1
Cpr.pphq
Nÿ
i“1
iPl
Pwpi, hqβc.wpi, hq (2)
F2 “
Tﬁnalÿ
h“1
Cpr.pphq Plossphq (3)
F3 “
Tﬁnalÿ
h“1
Cpr.qphq Qlossphq (4)
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F4 “
Tﬁnalÿ
h“1
Cpr.pphq PS1p1, hq (5)
F5 “
Tﬁnalÿ
h“1
Cpr.qphq QS1p1, hq (6)
Here, F1 (2) is the total revenue from the injected wind active energy with Pw as the generated
wind power of a wind turbine (WT), F2 (3) is the total cost of active energy losses with Ploss as the
active power losses in the MV-ADN, F3 (4) is the total cost of reactive energy losses with Qloss as the
reactive power losses in the MV-ADN, F4 (5) is the total cost/revenue of importing/exporting active
energy at slack bus S1 with PS1 as the active power produced/absorbed at slack bus S1, and F5 (6) is
the total cost/revenue of importing/exporting reactive energy at slack bus S1 with QS1 as the reactive
power produced/absorbed at slack bus S1, as seen in Figure 1, respectively.
ȱ
Figure 2. Simpliﬁed model of a WS [1]. Here, M stands for electrical meter and the wind turbine (WT)
is connected to the grid through a full scale power converter or power conditioning system (PCS) as
in [17] while the wind speed is converted to wind power Pw as in [5].
The above objective function is subject to equality and inequality constraints as given in Part-I [1].
Here, two control variables are considered. First, the curtailment factor βc.w (0 ď βc.w ď 1) at a WS
connected to the MV-ADN at a speciﬁc location or bus, see Figure 2. This factor is used for curtailing
the wind active power generation to prevent violations of system constraints (detailed mathematical
formulation is given in Part-I [1]). Second, the reactive power dispatch (Qdisp.w) of the WS, see Figure 2,
which is to be optimized to minimize energy losses in the MV-ADN and meanwhile minimize the
reactive energy import from the HV-TN [19,20]. More precisely, the curtailment factor and reactive
power dispatch are used to balance all the terms in the objective function F (1) using an active energy
price model Cpr.p and a reactive energy price model Cpr.q based on a meter-based A-R-OPF method [5].
The data of prices are given in Table A1 in the Appendix.
In this paper, we solve the optimization problem formulated above under the operating conditions
deﬁned in [1]. Particularly, we investigate the effect of varying upper bound of active power in reverse
direction at slack bus S1 denoted by αP1.rev (0 ď αP1.rev ď 1), the lower power factors (PFs) of WSs
denoted by PFmin.w (0 ď PFmin.w ď 1) under different WS-sizes and WS-locations. Detailed data of the
WS are given in Table A2 in the Appendix. After solving the problem different operating points can be
obtained and their features distinguished:
‚ An operating point in the green quadrant 1 (see Figure 1) means that both active and reactive
energies are being imported from the HV-TN to the MV-ADN.
‚ An operating point in the red quadrant 2 means that only active power is being exported from the
MV-ADN to the HV-TN, while reactive energy is still imported [1].
‚ In this paper, we consider the situation that an operating point in the gray quadrants (i.e.,
quadrants 3 and 4) should be avoided to minimize charging costs for reverse reactive energy [3].
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However, if reverse reactive energy is being remunerated, as in the practice in some countries, a
huge amount of reverse reactive energy could be observed as shown in [21].
2. Electricity Market Model
The electricity market model in this paper is deﬁned as agreements between the MV-ADN
(operator/company) and the HV-TN (operator/company) for both active and reactive energies [5]. It is
to note here that the user of this method is the MV-ADN company/operator considering the operating
and market conditions deﬁned in Part-I [1]. Note that in an electricity market locational marginal
prices (LMPs) can include many terms, e.g., system marginal energy cost, marginal cost of congestion
and marginal cost of losses [5], and therefore, ﬁxed active and reactive energy prices are used in this
paper for clarity and simplicity.
2.1. Active Energy
The forward active energy from the HV-TN to the MV-ADN is to be minimized based on an active
energy price model Cpr.p, while the reverse active energy is either not allowed (i.e., αP1.rev = 0) in order
to avoid any possible active power rejection as shown in [18], or allowed (i.e., 0 < αP1.rev ď 1) without
any active power rejection as considered in [19,20].
2.2. Reactive Energy
The forward reactive energy is to be minimized based on a reactive energy price model Cpr.q, while
the reverse reactive energy (e.g., from WSs) is not allowed, in contrary to [21], in order to avoid any
possible charge (payment) for capacitive reactive energy, e.g., as the case in Norway [3].
3. WS-Location in MV-ADN with Relation to Variable Reverse Power Flow
In order to uncover the relationship between the WS-location and VRPF under feeder congestion,
the data of the power distribution network studied in [4,5] is extended here with short-feeders [1], as
given in Table A3 in the Appendix. The feeders are represented by a single phase equivalent-π circuit.
The peak power demand is assumed to be 16.25 MVA [4,5] with an upper bound of apparent power
20 MVA at slack bus S1. The demand proﬁles are the same as described in Part-I [1].
Figure 3. Illustration of 100 different sizes of a WS. Note that the size of a wind turbine (WT) is
considered to be equal to the size of a PCS [1] and the WS-size is considered to be equal to a wind
power plant (WPP) [17].
For clarity, we consider at ﬁrst one WS consisting of one WT [22–24] with rated active
power PW = 15 MW and one power conditioning system (PCS) unit with rated apparent power
SPCS.max.w = 15 MVA. This WS-size is called in this paper reference-size, see Figure 3. TheWS is connected
to the network either at bus 2 or at bus 40, as shown in Figure 1. In this way, we can investigate the whole
effect of VRPF. It is important to note that the voltage amplitude at slack bus S1 has a significant impact on
the grid power losses and on the feasibility of the optimization problem as shown in [5]. Therefore, we fix
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this voltage amplitude in this paper at 1.02 pu and zero angle for all conducted computations. All other
buses are considered as active power P and reactive power Q (PQ) buses, as shown in Figure 1.
4. WS-Size in MV-ADN with Relation to Variable Reverse Power Flow
To investigate the relationship between the maximum feasible WS-size and VRPF under zero
wind power curtailment, we force the curtailment factor to be equal to 1 (i.e., βc.w = 1) in the extended
A-R-OPF model. In other words, no wind power curtailment is allowed in the extended A-R-OPF
model [1]. Note that wind power curtailment will happen not only at very low power demand but also
in a strong relation with VRPF. Therefore, for the ﬁrst time, we extract these relations by considering
100 different WS-sizes (see Figure 3) for the 2 different WS-locations (see Figure 1). This is achieved by
carrying out the following steps:
(1) Choose a WS-location (e.g., bus 2) and provide a daily generated wind power proﬁle (Pw) as
input to the A-R-OPF model. This proﬁle is selected from a day with relatively high wind speed
to study the effect when the generated wind power equals to the rated power of the WT as seen
in Figure 2.
(2) Assign a value to the allowed level of reverse active power ﬂow, e.g., αP1.rev = 0, which is
determined by an agreement.
(3) Start with the smallest WS-size (e.g., PW = 0.375 MW and SPCS.max.w = 0.375 MVA) and scale
the wind power proﬁle Pw provided in step 1 using σ Pw, where σ is a discrete scaling factor
corresponding to the WS-size, as depicted in Figure 3.
(4) If the A-R-OPF model is feasible (i.e., an optimal solution is found for the selected WS-size and
without the need to relax the control variable βc.w (i.e., 0 ď βc.w ď 1), increase the WS-size and
solve the corresponding problem.
(5) Repeat step 4 until a WS-size at which the model is infeasible (i.e., the generated wind power
should be curtailed, otherwise system constraints will be violated).
(6) The maximum WS-size found (before reaching infeasibility) is saved.
The above steps are repeated for two WS-locations (i.e., at bus 2 or 40) and different demand levels
(from low to high) as shown in the case studies below. Another notice is that the available WS-sizes in
the practice can be different from a manufacturer to another, see e.g., [22–24].
5. Case Studies
The analysis shown in this section is based on a one-day scenario with hourly-discretization.
The optimization problem is solved by the general algebraic modeling system (GAMS) using the
nonlinear programming (NLP) solver CONOPT3 as in [19,20]. The computation is carried out on a
desktop with Intel 3.40 GHz (4-core) 16.00 GB RAM with circa 25 s for each program run. The results
are transferred to and illustrated by using MATLAB [5]. The usual ﬂat start (initialization) of variables
is used in this work like in [19]. Different case studies due to different WS-locations are curried out
and the results are given in Tables 1–8 and depicted in Figures 4–8 respectively.
Table 1. Objective function values for αP1.rev = 0, demand (100%) and wind power (100%) at bus 2.
Active-Reactive optimal power ﬂow: A-R-OPF.
Criterion F1 $/day F2 $/day F3 $/day F4 $/day F5 $/day F $/day
A-R-OPF PFmin.w = 1 12,898 105 ´6 5173 942 6647
A-R-OPF PFmin.w = 0.85 12,885 132 4 5158 158 7470
Difference ´13 (´0.10%) +29 (+21.80%) +10 (+250%) +15 (+0.28%) +784 (+83.23%) +823 (+12.40%)
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Table 2. Objective function values for αP1.rev = 0.5, demand (100%) and wind power (100%) at bus 2.
Criterion F1 $/day F2 $/day F3 $/day F4 $/day F5 $/day F $/day
A-R-OPF PFmin.w = 1 14,910 141 7 3169 944 10,649
A-R-OPF PFmin.w = 0.85 14,902 115 ´3 3150 222 11,418
Difference ´8 (´0.05%) +26 (+18.44%) +10 (+142.8%) +19 (+0.60%) +722 (+76.48%) +769 (+7.22%)
Table 3. Objective function values for αP1.rev = 0.5, demand (100%) and wind power (50%) at bus 2.
Criterion F1 $/day F2 $/day F3 $/day F4 $/day F5 $/day F $/day
A-R-OPF PFmin.w = 0.85 7455 157 12 10,640 332 ´3686
A-R-OPF PFmin.w = 0 7455 150 9 10,633 0.0 ´3337
Difference 0 (0%) +7 (+4.46%) +3 (+25%) +7 (+0.06%) +332 (+100%) +349 (+9.47%)
Table 4. Objective function values for αP1.rev = 0.5, demand (100%) and wind power (0%) at bus 2.
Criterion F1 $/day F2 $/day F3 $/day F4 $/day F5 $/day F $/day
A-R-OPF PFmin.w = 0.85 0 321 68 18,259 1006 -19,654
A-R-OPF PFmin.w = 0 0 285 55 18,224 0.0 -18,564
Difference 0 (0%) +36 (+11.21%) +13 (+19.12%) +35 (+0.19%) +1006 (+100%) +1090 (+5.55%)
ȱ
ȱ
Figure 4. The maximum (a) and minimum (b) voltage amplitude of all buses corresponding to the case
study in Table 4. Note 1: the voltage amplitude at slack bus S1 is ﬁxed at 1.02 pu. Note 2: the lower and
upper bounds of voltage amplitudes are 0.94 and 1.06 pu, respectively.
5.1. WS-location at Bus 2
Case 1: In this case, the reverse active energy is not allowed, i.e., αP1.rev = 0. The results of the
original A-R-OPF model (PFmin.w = 1) and the new model (PFmin.w = 0.85) are compared.
The nominal input wind power (100%) and demand (100%) proﬁles are shown in Figure 5a,
whereas the results are given in Table 1 and Figure 5b–g (left column). It can be observed that a
balance between active and reactive power dispatch of the WS is obtained, as shown in Figure 5b,c
(left column). However, not all generated wind power can be injected into the MV network due to
the condition that reverse active power is not allowed. This can be obviously seen from Figure 5d
(left column) where the curtailment factor is less than 1 over many hours. The effects of utilizing the
reactive power of the WS can also be clearly seen from Figure 5e,f (left column).
As expected, the impact on the active power import at slack bus S1 is negligible in comparison
to that of the reactive power. Due to introducing the price of reactive energy the optimization tends
to minimize the reactive energy import as much as possible. This effect can be seen in Figure 5g (left
column) where the PF is at the lower limit, i.e., 0.85 almost over the operation period. However, the PF
becomes higher during the hours 11–14 because of the high wind power generation. From Table 1,
one can observe from the values of the objective function and its terms that the costs of active F2 and
reactive F3 energy losses and the costs of reactive energy import F5 are quite low in comparison to
those from the original model. It is noted that the loss of the revenue from wind generation F1 is small
compared with the total revenues F.
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Case 2: Here, we use the same input data as in case 1, but the reverse active energy is allowed with
αP1.rev = 0.5. The results are given in Table 2 and Figure 5b–g (right column). Once again, the positive
impacts of the new model are still present. High revenues are obtained from wind power F1 because
of less wind power curtailments. This is clearly seen in Figure 5d (right column) where the curtailment
factor is mostly near 1. Note that during the hours (e.g., 14–15) with high wind power generation, the
reverse active power flow is high as shown in Figure 5e (right column). This leads to import reactive
power as seen in Figure 5f (right column) at approximately unity PF, see Figure 5g (right column).
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dispatch of the WS; (d) curtailment factor at the WS; (e) slack bus active power; (f) slack bus reactive 
power; (g) PF of the WS denoted by PFw. Note: from (b) to (g) the lines (dashed‐red) stand for the 
original A‐R‐OPF (PFmin.w = 1) and (solid‐blue) for the extended A‐R‐OPF (PFmin.w = 0.85). 
Case3: In this case, we use the same  input data as in case 2, but the wind power generated  is 
assumed to be lowered (50%) as seen in Figure 6a (left column). The results of the extended A‐R‐OPF 
model with  (PFmin.w = 0.85) and  (PFmin.w = 0) are compared, as given  in Table 3 and Figure 6b–g  (left 
column). It is aimed in this case to show the impacts of the new model if no limits are considered on 
Figure 5. Trajectories by the extended and original A-R-OPF based on αP1.rev = 0 (left column) and
αP1.rev = 0.5 (right column) at wind power (100%). (a) Wind power gen ration of the WS (solid-blue)
and total demand power (dashed-black); (b) active power dispatch of the WS; (c) rea power
dispatch of the WS; (d) curtailment factor at the WS; (e) slack bus active power; (f) slack bus reactive
power; (g) PF of the WS denoted by PFw. Note: from (b) to (g) the lines (dashed-red) stand for the
original A-R-OPF (PFmin.w = 1) and (solid-blue) for the extended A-R-OPF (PFmin.w = 0.85).
Case3: In this case, we use the same input data as in case 2, but the wind power generated is
assumed to be lowered (50%) as en in Figure 6 (left column). The results of the extended A-R-OPF
model with (PFmin.w = 0.85) and (PFmin.w = 0) are compared, as given in Table 3 and Figure 6b–g (left
column). It is aimed in this case to show the impacts of the new model if no limits are considered on
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PFs. This effect is clearly seen in Figure 6c (left column) where the reactive power capability of the WS
is fully utilized as a capacitor bank. Therefore, there is no need to import any reactive energy from the
HV-TN, as seen in Figure 6f (left column). However, reactive energy needs to be imported if the available
wind active power is too low to satisfy the lower bound PFmin.w = 0.85, as seen in Figure 6g (left column).
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Figure 6. Trajectories by the extended A-R-OPF based on wind power (50%) (left column) and wind
power (0%) (right column) at αP1.rev = 0.5. (a) Wind power generation of the WS (solid-blue) and total
demand power (dashed-black); (b) active power dispatch of the WS; (c) Reactive power dispatch of the
WS; (d) curtailment factor at the WS; (e) slack bus active power; (f) slack bus reactive power; (g) PF of
the WS denoted by PFw. Note: from (b) to (g) th lines ( ashed-red) stand for the extended A-R-OPF
(PFmin.w = 0.85) and (solid-blue) for the extended A-R-OPF (PFmin.w = 0).
The major benefit from this case is that it leads to a zero cost of reactive energy import F5, as given
in Table 3. Because of the low wind power generation in this case, no wind power curtailment occurs,
as seen in Figure 6d (left column).
Case4: Here, the same input data as in case 3 are used, but the input wind power is set to zero
(0%) as seen in Figure 6a (right column). It can be clearly seen that the reactive power capability of
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the WS will be never utilized in this case if a limit on PF (e.g., PFmin.w = 0.85) is considered, as seen in
Figure 6c (right column). This leads to a huge cost of reactive energy import F5, as given in Table 4 in
comparison to the case of PFmin.w = 0. In the latter case, the WS works as a capacitor bank to satisfy
the needed reactive energy demand and also to minimize active F2 and reactive F3 energy losses, as
given in Table 4. The maximum/minimum voltage amplitudes at all buses for this case study are
illustrated in Figure 4. It is clearly seen that the extended model with PFmin.w = 0 makes the WS work
as a capacitor bank to improve the voltage stability.
Case 5: In this case, we are interested in how the revenues/costs will change due to variable
reverse active power flow at slack bus S1 (i.e., F4 + F5). Figure 7 (left-chart) shows clearly this effect.
It can be seen that the costs (positive values), revenues (negative values), and the benefits of the extended
A-R-OPF model highly depend on the demand level and the level of allowed reverse active power flow
to the HV-TN. A saturation occurs depending on the demand level, e.g., at αP1.rev = 0 for high demand
(150%). In contrast, the saturation occurs at αP1.rev = 0.5 and 0.7 for demand (50% and 10%), respectively.
5.2. WS-Location at Bus 40
The same 5 case studies for the WS-location at bus 2 are carried out for the WS-location at bus 40
and the results are shown in Figure 7 (right-chart) and given in Tables 5–8. Figure 7 shows clearly the
effect of the location of the WS.
It can be seen that the costs, revenues and benefits of the extended A-R-OPF model highly depend
on the demand level, WS-location, and the level of allowed reverse active power flow to the HV-TN.
A saturation occurs depending on the demand level, e.g., at αP1.rev = 0 for high demand (150%) when
the WS located at bus 2 or 40. In contrast, the saturation occurs at αP1.rev = 0.3 for both demand levels
(50% and 10%) if no reactive power of WSs is considered. But if the reactive power of WSs is optimized,
allowing a higher reverse active power flow leads to a higher cost reduction, especially at lower
demand. One can also see and compare the differences between the results give in Tables 1–4 (for
the WS-location at bus 2) and those in Tables 5–8 (for the WS-location at bus 40). The effect of feeder
congestion is clearly seen from Tables 3 and 7 where the costs of reactive energy import F5 is not totally
(i.e., 100%) avoided in the case of the WS-location at bus 40. This is because the WS is located far away
from the exporting position S1 in comparison to the WS located near S1., i.e., at bus 2.
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Case4: Here, the same input data as in case 3 are used, but the input wind power is set to zero 
(0%) as seen in Figure 6a (right column). It can be clearly seen that the reactive power capability of 
the WS will be never utilized in this c se if a limit  n PF (e.g., PFmin.w = 0.85) is considered, as seen in 
Figure 6c (right  olumn). This leads to a huge cost of reactiv  energy import F5, as given in Table 4 in 
comparison to the case of PFmin.w = 0. In the latter case, the WS works as a capacitor bank to satisfy the 
needed  reactive  energy demand and also  to minimize  active F2 and  reactive F3  energy  losses,  as 
given  in Table 4. The maximum/minimum voltage amplitudes at all buses  for  this case study are 
illustrated in Figure 4. It is clearly seen that the extended model with PFmin.w = 0 makes the WS work 
as a capacitor bank to improve the voltage stability. 
Case 5:  In  this case, we are  interested  in how  the  revenues/costs will change due  to variable 
reverse active power flow at slack bus S1 (i.e., F4 + F5). Figure 7 (left‐chart) shows clearly this effect. It 
can  be  seen  that  the  costs  (positive  values),  revenues  (negative  values),  and  the  benefits  of  the 
extended A‐R‐OPF model  highly depend  on  th  demand  l  and  the  level  of  allowed  reverse 
active  power  flow  t   the  HV‐TN.  A  saturation  occurs  epending  on  the  demand  level,  e.g.,   
at  αP1.rev = 0  for high demand  (150%).  In  contrast,  the  saturation occurs at  αP1.rev  = 0.5  and  0.7  for 
demand (50% and 10%), respectively. 
5.2. WS‐Location at Bus 40 
The same 5 case studies for the WS‐location at bus 2 are carried out for the WS‐location at bus 40 
and the results are shown in Figure 7 (right‐chart) and given in Tables 5–8. Figure 7 shows clearly the 
effect of the location of the WS. 
It  can be  seen  that  the  costs,  revenues  and benefits of  the  extended A‐R‐OPF model highly 
depend on the demand level, WS‐location, and the level of allowed reverse active power flow to the 
HV‐TN. A  saturation occurs depending o   th  demand  level,  e.g.,  at  αP1.rev  =  0  for high demand 
(150%) when the WS located at bus 2 or 40. In contrast, the saturation occurs at αP1.rev = 0.3 for both 
demand levels (50% and 10%) if no reactive power of WSs is considered. But if the reactive power of 
WSs  is optimized, allowing  a higher  reverse active power  flow  leads  to a higher  cost  reduction, 
especially at lower demand. One can also see and compare the differences between the results give 
in Tables 1–4 (for the WS‐location at bus 2) and those in Tables 5–8 (for the WS‐location at bus 40). 
The effect of feeder congestion is clearly seen from Tables 3 and 7 where the costs of reactive energy 
import F5 is not totally (i.e., 100%) avoided in the case of the WS‐location at bus 40. This is because 
the WS is located far away from the exporting position S1 in comparison to the WS located near S1., 
i.e., at bus 2. 
Figure 7. Relationships between (F4 + F5) and αP1.rev at wind power (100%) for the WS at bus 2 (a) or 
the WS at bus 40 (b). Note 1: the lines (dashed) stand for the original A‐R‐OPF (PFmin.w = 1) and (solid) Figure 7. Relationships between (F4 + F5) and αP1.rev at wind power (100%) for the WS at bus 2 (a) or
the WS at bus 40 (b). Note 1: the lines (dashed) stand for the original A-R-OPF (PFmin.w = 1) and (solid)
for extended A-R-OPF (PFmin.w = 0.85). Note 2: for the demand level, lines (blue) stand for demand
(150%), (red) for (100%), (black) for (50%) and (magenta) for (10%). Note 3: the positive values mean
costs while negative values mean revenues.
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Table 5. Objective function values for αP1.rev = 0, demand (100%) and wind power (100%) at bus 40.
Criterion F1 $/day F2 $/day F3 $/day F4 $/day F5 $/day F $/day
A-R-OPF PFmin.w = 1 13,101 414 82 5251 1020 6334
A-R-OPF PFmin.w = 0.85 13,082 384 71 5240 461 6926
Difference ´19 (´0.15%) +30 (+7.25%) +11 (+13.41%) +11 (+0.21%) +559 (+54.8%) +592 (+9.35%)
Table 6. Objective function values for αP1.rev = 0.5, demand (100%) and wind power (100%) at bus 40.
Criterion F1 $/day F2 $/day F3 $/day F4 $/day F5 $/day F $/day
A-R-OPF PFmin.w = 1 14,910 584 133 3612 1071 9510
A-R-OPF PFmin.w = 0.85 14,909 556 123 3585 601 10,044
Difference ´1 (´0.006%) +28 (+4.8%) +10 (+7.5%) +27 (+0.75%) +470 (+43.88%) +534 (+5.62%)
Table 7. Objective function values for αP1.rev = 0.5, demand (100%) and wind power (50%) at bus 40.
Criterion F1 $/day F2 $/day F3 $/day F4 $/day F5 $/day F $/day
A-R-OPF PFmin.w = 0.85 7455 209 24 10,693 377 ´3848
A-R-OPF PFmin.w = 0 7455 244 33 10,727 50 ´3599
Difference 0 (0.0%) ´35 (´16.75%) ´9 (´37.5%) ´34 (´0.32%) +327 (+86.74%) +249 (+6.47%)
Table 8. Objective function values for αP1.rev = 0.5, demand (100%) and wind power (0%) at bus 40.
Criterion F1 $/day F2 $/day F3 $/day F4 $/day F5 $/day F $/day
A-R-OPF PFmin.w = 0.85 0 321 68 18,259 1006 ´19,654
A-R-OPF PFmin.w = 0 0 376 80 18,314 0.0 ´18,770
Difference 0 (0.0%) ´55 (´17.13%) ´12 (´17.65%) ´55 (´0.3%) +1006 (+100%) +884 (+4.5%)
5.3. The Impact of WS-Size at Bus 2 or Bus 40
Here, we investigate the impact of the 100 WS-sizes deﬁned in Figure 3 at two WS-locations,
namely bus 2 or bus 4, to extract its relations to VRPF. It is aimed to ﬁnd the maximum feasible WS-size
(at a speciﬁc location) without violating system constraints. For this reason, the curtailment factor βc.w
is set to 1 in this sub-section, i.e., no wind power curtailment is allowed in all cases as explained above.
The results are given in Table 9 and shown in Figure 8.
Figure 8. Ilustration of the reseuls in Table 9. Note that all scenarios are carried out at PFmin.w = 0.85,
βc.w = 1, high demand (150%) (a) and very low demand (10%) (b).
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Table 9. The maximum feasible WS-Size (in MW for PW and MVA for SPCS.max.w) according to αP1.rev
at different WS-locations and demand levels.
αP1.rev 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Bus 2 and
10% demand 0.750 3.0 4.875 6.75 9.0 10.875 13.125 15.0 17.250 19.125 21.375
Bus 40 and
10% demand 0.750 3.0 4.875 7.125 7.5 7.5 7.5 7.5 7.5 7.5 7.5
Bus 2 and
150% demand 15.0 16.875 19.125 21.0 23.25 25.125 27.0 29.250 31.50 32.250 34.125
Bus 40 and
150% demand 15.750 18.0 18.375 18.375 18.375 18.375 18.375 18.375 18.375 18.375 18.375
The results show clearly how agreed/allowed levels of reverse power flow affect the choice of the
maximum feasible WS-size at a defined location. Another important fact is that the demand level in
the MV-ADN also plays an important role. For example, if the demand connected to the MV-ADN
is high, large WS-sizes will be feasible without any wind power curtailment. In addition, if the
HV-TN operator/company agrees to accept the maximum level of reverse energy, i.e., at αP1.rev = 1,
the MV-ADN operator/company will install large WS-sizes. In summary, planning and operating a
MV-ADN with high penetration of wind power requires a well-defined agreement for forward/reverse
active/reactive power flow from/to the HV-TN.
6. Conclusions
In this paper, we have presented the relationships and the interplay between wind generation
curtailment, VRPF, varying PFs of WSs, different demand levels, and active/reactive energy prices in
an electricity market model under different scenarios. It is shown that the extended A-R-OPF allows
WSs to provide reactive power as, e.g., capacitor banks and battery storage systems. In addition, we
derived based on computation results clear rules for power system planners when VRPF is allowed.
Moreover, it is shown that reactive reverse power flow will be minimized by using the developed model
to avoid any possible charge for reverse reactive energy. Moreover, the reactive power of WSs can be
utilized for avoiding extra costs of investments for reactive power provision. Furthermore, optimizing
the reactive power flow according to the location of WSs can reduce huge costs, especially in the case
of low demand, high wind power generation, and a high level of allowed reverse active power flow.
This can be achieved with a well-defined reverse active power flow agreement between different power
system operators in electricity markets. Finally, strong relationships between WS-sizes/WS-locations,
VRPF and demand level are shown. As a result, the level of allowed reverse power flow will strongly
affect the final decision when planning a high penetration of wind power.
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Appendix
Table A1. Data of energy prices [5].
Period Cpr.p ($/MWh) Cpr.q ($/Mvarh)
From 12:00 (a.m.) to 07:00 (a.m.) 50 12
From 07:00 (a.m.) to 09:00 (p.m.) 100 12
From 09:00 (p.m.) to 12:00 (a.m.) 50 12
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Table A2. Data of WT, PCS capability and limits on power factors (PFs) for WS.
PW SPCS.max.w
0.375–37.500 MW(100 sizes) 0.375–37.500 MVA(100 sizes)
PFmin.w PFmax.w
(0, 0.85, 1) lag/lead 1
Table A3. Extended data of the real 41-bus/40-feeder/27.6 kV network, see [1,4,5].
No.
line
From
bus
To
bus
Line
type
Length
(km)
Rl
(ohm/km)
Xl
(ohm/km)
Bl
(µs/km)
Ampacity
(MVA)
1 1 2 L1 5.7000 0.169111 0.418206 3.9540 20
2 2 3 L1 1.0100 0.169111 0.418206 3.9540 20
3 2 4 L1 0.4000 0.169111 0.418206 3.9540 20
4 4 5 L1 0.3800 0.169111 0.418206 3.9540 20
5 5 6 L1 0.1300 0.169111 0.418206 3.9540 20
6 5 7 L1 0.1700 0.169111 0.418206 3.9540 20
7 7 8 L1 0.0010 0.169111 0.418206 3.9540 20
8 7 9 L1 0.2600 0.169111 0.418206 3.9540 20
9 9 10 L1 0.1400 0.169111 0.418206 3.9540 20
10 9 11 L1 0.3800 0.169111 0.418206 3.9540 20
11 11 12 L1 0.5600 0.169111 0.418206 3.9540 20
12 12 13 L1 0.3000 0.169111 0.418206 3.9540 20
13 12 14 L1 3.3300 0.169111 0.418206 3.9540 20
14 14 15 L1 1.0300 0.169111 0.418206 3.9540 20
15 15 16 L1 0.0010 0.169111 0.418206 3.9540 20
16 16 17 L1 1.0800 0.169111 0.418206 3.9540 20
17 17 18 L1 1.6400 0.169111 0.418206 3.9540 20
18 18 19 L1 0.4700 0.169111 0.418206 3.9540 20
19 19 20 L3 0.4700 0.348124 0.468482 3.7571 14.3
20 20 21 L3 0.0010 0.348124 0.468482 3.7571 14.3
21 21 22 L5 0.9600 1.391924 0.478811 3.5971 1
22 19 23 L3 0.1900 0.348124 0.468482 3.7571 14.3
23 23 24 L3 1.9400 0.348124 0.468482 3.7571 14.3
24 24 25 L3 2.4500 0.348124 0.468482 3.7571 14.3
25 24 26 L3 1.6300 0.348124 0.468482 3.7571 14.3
26 26 27 L4 1.2000 0.552276 0.485241 3.6035 2
27 26 28 L3 2.1200 0.348124 0.468482 3.7571 14.3
28 28 29 L4 0.7300 0.552276 0.485241 3.6035 2
29 29 30 L4 0.7500 0.552276 0.485241 3.6035 2
30 28 31 L3 2.5400 0.348124 0.468482 3.7571 14.3
31 23 32 L2 0.3600 0.276519 0.458580 3.8280 16
32 32 33 L2 0.2600 0.276519 0.458580 3.8280 16
33 33 34 L4 3.5800 0.552276 0.485241 3.6035 2
34 33 35 L2 0.7700 0.276519 0.458580 3.8280 16
35 35 36 L3 2.0800 0.348124 0.468482 3.7571 14.3
36 35 37 L2 4.5100 0.276519 0.458580 3.8280 16
37 37 38 L1 3.2400 0.169111 0.418206 3.9540 20
38 38 39 L1 0.3000 0.169111 0.418206 3.9540 20
39 39 40 L1 0.5000 0.169111 0.418206 3.9540 20
40 40 41 L1 0.0010 0.169111 0.418206 3.9540 20
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