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Abstract
In their seminal paper, Frank and Jord&an show that a large class of optimization problems
including certain directed edge augmentation ones fall into the class of covering supermodular
functions over pairs of sets. They also give an algorithm for such problems, however, that relies
on the ellipsoid method.
Our main result is a combinatorial algorithm for the restricted covering problem when the
supermodular function is 0–1 valued; the problem includes directed vertex or S−T connectivity
augmentation by one. Our algorithm uses an approach completely di4erent from that of an
independent recent result of Frank. It 5nds covers of partially ordered sets that satisfy natural
abstract properties slightly extending those in Frank and Jord&an. The algorithm resembles primal–
dual augmenting path algorithms: For an initial (possibly greedy) cover the algorithm searches for
witnesses for the necessity of each element in the cover. If no two witness have a common cover,
the solution is optimal. As long as this is not the case, the witnesses are gradually exchanged
by smaller ones (PUSHDOWN step). Each witness change de5nes an appropriate change in the
solution; these changes are 5nally unwound in a shortest path manner to obtain a solution of
size one less (REDUCE step).
? 2003 Elsevier B.V. All rights reserved.
1. Introduction
Edge connectivity augmentation problems form a subclass of survivable network
design [14], where one is interested in the minimum number of edges needed to be
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added to a graph to satisfy certain connectivity prescriptions. Algorithms for various
augmentation problems have a large and expanding literature [1,3,4,6,10,13,18,22,23]
and many others.
In this paper we give a combinatorial algorithm for a special class of augmentation
problems introduced by Frank and Jord&an [10] as covering supermodular functions
over pairs of sets. The problem of 5nding the minimum number of directed edges
that make a directed graph G k-vertex-connected is the central example. We may
consider all cuts of G with less than k vertices as set pairs (X; Y ) of the vertex set
where X is the source and Y is the sink side of the cut (recall the graph is directed).
Let
p(X; Y ) = max{0; k − (|V | − |X | − |Y |)}
denote the number of vertices “missing” for a k-connected graph; the graph becomes
k-connected i4 for all (X; Y ) we add at least p(X; Y ) edges that lead from X
to Y .
The above demand function p satis5es the following crossing supermodular property:
whenever X ∩ X ′ = ∅, Y ∩ Y ′ = ∅ and p(X; Y )¿ 0, p(X ′; Y ′)¿ 0,
p(X ∩ X ′; Y ∪ Y ′) + p(X ∪ X ′; Y ∩ Y ′)¿p(X; Y ) + p(X ′; Y ′):
When specialized for p6 1, this means that the collection of pairs with positive de-
mand p(X; Y ) are closed under the skew intersection/union operation as in the left-hand
side of the inequality.
In the above formulation we restrict attention to problems where the demand function
p is 0–1 valued, corresponding to increasing directed vertex connectivity by one.
Another example [10] is increasing directed S−T connectivity by one: For two possibly
overlapping vertex sets S and T , the S − T connectivity is the maximum number of
directed edge-disjoint paths that connect pairs of vertices with head in S and tail in T .
Connectivity is increased by one i4 we add at least one edge for all pairs X ⊆ S; Y ⊆ T
such that the number of directed edges with head in Y and tail in X is minimum over
all possible pairs of such subsets.
Yet another remarkable problem that falls into the class of our cover problems is
Gyo˝ri’s rectangle cover problem [16]. In an equivalent formulation the problem asks
for the minimum number of subpaths I of a ground path such that each path of a
system of subpaths P arises as the union of some paths in I. Here the reduction to
systems of set pairs is to take individual edges of subpaths in P and de5ne set pairs
by taking the vertices of the subpath left and right from the selected edge. For this
problem combinatorial algorithms are known both based on the Frank–Jord&an algorithm
[8,7,2] and on direct combinatorial proofs [11,21,20].
The powerful result of Frank and Jord&an [10] gives a min–max result for arbitrary
valued supermodular demands p. However the algorithm they give uses the ellip-
soid method [15]. The search for combinatorial algorithms continues with previously
only minor success in handling certain special problems [7,8]. Independent of our re-
sult, a completely di4erent algorithm for the 0–1 demand case is recently given by
Frank [9].
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In the heart of most results related to covering problems over set pairs, we 5nd
Dilworth’s theorem stating that the minimum number of chains that cover a partially
ordered set is equal to the maximum number of pairwise incomparable elements of the
set. Both the non-combinatorial algorithm [10] and certain combinatorial ones [7,8,2]
including the recent result of Frank [9] for covering set pairs start with a reduction to
chain covers as in Dilworth’s theorem.
Our new combinatorial algorithm circumvents the reduction to Dilworth’s theorem.
Instead we show how the slightly modi5ed folklore Dilworth algorithm extends to the
more general problem of covering set pairs. It is easy to show that for each directed
edge (x; y) there is a unique set pair (X; Y ) with X minimum and Y maximum and
another (X ′; Y ′) with Y ′ minimum and X ′ maximum with x∈X; X ′ and y∈Y; Y ′. All
other (X ′′; Y ′′) satisfy this property i4 X ⊆ X ′′ ⊆ X ′ and Y ⊇ Y ′′ ⊇ Y ′. Thus if we
de5ne a partially order with the above “skew” containment relation, we get the problem
of covering a partially ordered set by intervals, a direct generalization of Dilworth’s
problem.
We construct an optimum interval cover by starting with an arbitrary greedy cover
and gradually improve it in a primal–dual augmenting path manner that mimics standard
Dilworth algorithms. Algorithms for Dilworth’s theorem are based on a reduction to
the bipartite matching problem [12]. When we unfold the reduction of Dilworth’s
theorem to bipartite matchings, we 5nd that the classical alternating path matching
algorithm translates into an algorithm that (i) maintains one element for each chain as
a candidate dual optimum; (ii) terminates with optimum if these elements are pairwise
incomparable; and (iii) otherwise use these elements to guard exchanges in chain parts
such that one of the chains eventually becomes unnecessary for the cover. Such a direct
Dilworth algorithm is described in Frank [5]. We remark that the current best bipartite
matching algorithm is given in [17] and for Dilworth’s problem in [2].
The paper is organized as follows. In Section 2 we describe a direct algorithm for
a restricted version of Dilworth’s theorem. While this algorithm itself is of less in-
terest partly since it is only a slight modi5cation over that of Frank [5] and partly
because of the hardness of its proof, this algorithm forms the base of the main re-
sult of Section 3. Having read the main ideas preceding Section 2.1, one may read
the paper by jumping directly to Section 3. However, Section 2 contains a large
amount of explanations intended to illustrate the ideas in the main algorithm and
Section 3 itself only gives the details necessary to give the algorithm and prove its
correctness.
2. The algorithm for Dilworth’s theorem
A partially ordered set or poset for short is a set P with a binary relation “¡” such
that x¡y implies x=¿y and x = y, where “=” means the identity of set elements.
From relation ¡ relation 6 is obtained in the obvious way. Unlike in a total order we
do not require one of x6y or y6 x to hold; pairs of elements x  y and y  x are
called incomparable or independent. Element x is a predecessor of another y, denoted
x ≺ y, if x¡y but x¡ z¡y for no z ∈P.
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Dilworth’s theorem states that the minimum number of chains (increasing sequences
of poset elements) that cover a poset in the natural sense de5ned below is equal to the
maximum size of a pairwise independent system, cf. [12]. We use Dilworth’s problem
as the name of the task to 5nd the minimum and maximum in question.
Denition 2.1. Given a poset P, we say that a collection I = {[mi;Mi] : i6 k} of
pairs of minimal and maximal poset elements cover the poset if for all x∈P we have
mi6 x6Mi for some i6 k.
In this section we give an algorithm for Dilworth’s problem for special posets sat-
isfying the de5nition below. The algorithm could with some care be modi5ed to work
for general posets as well. However, our algorithm is not signi5cantly di4erent from
the one obtained by unfolding the standard reduction of Dilworth’s problem to bipartite
matchings as a direct augmenting path algorithm over the poset. Such an algorithm is
described for instance in [5]. We emphasize that the sole purpose of the algorithm in
this section is a motivation for the main algorithm of Section 3.
Denition 2.2. We say that a poset P satis5es the unique path property if
for all x; y; u; v∈P with x6 u6y and x6 v6y we have u6 v or v6 u:
By this de5nition maximal chains have the form {x : m6 x6M} where m is a
minimal and M is a maximal poset element. Hence chains are identical to intervals
[m;M ]. The notation [m;M ] will interchangeably denote the interval or the pair of
minimal and maximal elements.
Denition 2.3. Given a cover I={[mi;Mi] : i6 k}, a poset element x is tight if there
is a unique j6 k with mj6 x6Mj.
The overall structure of our algorithm is given in Algorithm PUSHDOWN–REDUCE.
The pseudocode below forms the base of both our Dilworth solution and the more
general main result of Section 3. We start with a (possibly greedy) chain cover and
a tight element of each chain in the solution that can be considered a witness for the
need of that particular chain. If the set of witnesses is pairwise independent, we are in
optimality: any set of poset elements with size more than the number of chains contains
comparable pairs by the pigeonhole principle while any set of chains of smaller size
avoid at least one of the witnesses.
In general however, witnesses will not directly prove the optimality of the solution.
Then they will gradually be exchanged by smaller ones (PUSHDOWN step). Each witness
change de5nes an appropriate change in the cover without changing its cardinality; these
changes are recorded. Algorithm PUSHDOWN–REDUCE either terminates with witnesses
that give proof of optimality, or else it terminates with one of the witnesses vanishing,
in a sense de5ned within the PUSHDOWN step. In this second case if we follow the
recorded changes from the vanished witness backward, we may 5nally discard one
element of the solution (REDUCE step).
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Algorithm PUSHDOWN–REDUCE(poset P, cover I)
for j = 1; : : : ; k do
u(1)j ← max{x: x is tight with mj6 x6Mj}
if u(1)j does not exist then
exit with reduced cover {[mi;Mi] : i = 1; : : : ; j − 1; j + 1; : : : ; k}
for t = 1; 2; : : : do
if the u(t)i are pairwise independent then
exit with maximum independent system found
for j = 1; : : : ; k do
u(t+1)j ← PUSHDOWN(j; {u(t)i : i6 k})
For the ease of notation we de5ne the poset P, the cover I, variables u(t)i and
the value of t global; i.e. we assume the corresponding values are available when-
ever they are needed in subroutines PUSHDOWN and REDUCE. We also make it possible
to exit before loops and subroutine calls are terminated; the algorithm itself, for in-
stance, will terminate by a call to Procedure REDUCE within a certain call to Subroutine
PUSHDOWN.
2.1. The PUSHDOWN step
In the next two subsection we give the two main steps of the Dilworth algorithm.
The uninterested reader may now skip to Section 3.
The purpose of the PUSHDOWN step is to gradually replace witnesses ui that are tight
with mi6 ui6Mi by smaller ones until we 5nd no tight element below certain uj. In
that case we proceed with rewinding the witness changes to reduce the cover size by
one with the REDUCE step of the next subsection.
The main idea of a witness change is that unless the set of ui are pairwise indepen-
dent, we 5nd pairs uj′6 uj. Now if we replace [mj′ ; Mj′ ]∈I by [mj′ ; Mj] to obtain
another cover I˜, element uj will no longer be tight and we may proceed to a smaller
uj. Notice that in I˜ we may loose the cover of certain uj′6 x6Mj′ ; this Taw is
removed in the next section when a sequence of replacements will be constructed that
5t together such that I˜ remains a cover.
Consider a pair uj′6 uj. When I˜ as above is de5ned, no element mj6 x6Mj
remains tight with mj′6 x. The next de5nition captures the minimum element that
is not tight and the maximum that may remain tight after such a change in the
cover.
Denition 2.4. If m = m′ are both smaller than or equal to M , then both
u(m;m′; M) = max{x: m6 x6M and x  m′};
U (m;m′; M) = min{x: m6 x6M and x¿m′}
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exist by the unique path property. Given U (m;m′; M), u(m;m′; M) is the unique element
u(m;m′; M) ≺ U (m;m′; M) between mj and Mj. For m = mj; M = Mj; m′ = mj′ we
use
ujj′ = u(mj; mj′ ; Mj) and Ujj′ = U (mj; mj′ ; Mj)
whenever this notation causes no ambiguity.
Procedure PUSHDOWN(j; {ui})
u← uj
while ∃j′ = j with uj′6 u or mj′6 u6Mj′ do
if mj′ = mj then
exit with reduced cover REDUCE(j)
else
u← ujj′
return u
Now we are ready to give Procedure PUSHDOWN. We proceed by selecting a de-
creasing sequence of poset elements u = uji. By de5nition all these elements satisfy
mj6 uji6Mj, thus when the 5nal value of u is returned to the calling Algorithm
PUSHDOWN–REDUCE, we get
mj6 : : :6 u
(t)
j 6 u
(t−1)
j 6 : : :6 u
(1)
j 6Mj: (1)
2.2. ALTERNATE-PUSHDOWN and initialization procedures
We give alternate procedures for PUSHDOWN and the initialization of u(1)j . The ad-
vantages or disadvantages of the two versions of the procedures mainly depend on
the actual implementation of poset oracles that, for example, 5nd maximum tight ele-
ments or u(m;m′; M). The discussion in Section 3 will depend on the original form of
the initialization but the new form of PUSHDOWN, a pair of procedures similar to one
another.
Procedure PUSHDOWN may make an extra step in addition to changing uj ← ujj′ if
uj′6 uj for some j′ = j: the condition mj′6 uj6Mj′ means we may also make such
a step if uj′¿ uj. This is no surprise, since uj is not tight in that case. We may say
one type of step prepares the actual changes in the chain cover while the other type
selects tight elements.
Next we give Procedure ALTERNATE-PUSHDOWN where we separate the steps for
preparing cover changes and selecting tight elements in Procedure PUSHDOWN
more clearly, in two separate minimization and maximization lines. This version of
the procedure will then form the base of the more general algorithm in
Section 3.
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Procedure ALTERNATE-PUSHDOWN(j; {ui})
u′ ← min{uj; ujj′ : uj′6 uj and j = j′}
/nonexistent if mj = mj′ for at least one pair j, j′/
u← max{x : x is tight with mj6 x6 u′}
/nonexistent if no such x is tight/
if u does not exist then
exit with reduced cover REDUCE(j)
return u
In this subsection we also rephrase the initialization step
u(1)j ← max{x : x is tight with mj6 x6Mj}:
In its present form initialization is identical with the second step of Procedure
ALTERNATE-PUSHDOWN. We give Procedure ALTERNATE-INIT where a sequential replace-
ment by elements ujj′ similar to Procedure PUSHDOWN is used; the proof that the out-
come is equal to u(1)j is identical to that of the lemma below for PUSHDOWN.
It is almost immediate that Procedures PUSHDOWN and ALTERNATE-PUSHDOWN produce
identical output, since apparently both algorithms replace u by ujj′ for the same set of
j′. This could however not necessarily be true since Procedure ALTERNATE-PUSHDOWN
may in the de5nition of u′ select j′ with uj′6 uj while for the decreasing value of u
in Procedure PUSHDOWN uj′6 u¡uj may no longer hold. In the next proof this is the
main diUculty we face; we also have to carefully handle the case when either of the
procedures could terminate by exiting to Procedure REDUCE.
Lemma 2.5. Procedure PUSHDOWN and Procedure ALTERNATE-PUSHDOWN produce iden-
tical output.
Proof. To simplify the proof, let us augment chain [mj;Mj] by an additional element
−∞ below mj. Instead of exiting to Procedure REDUCE, we may say both algorithms
select −∞ as return value. Indeed, in both procedures we may rede5ne ujj′ for mj=mj′
to be −∞; and in Procedure ALTERNATE-PUSHDOWN we always have −∞ as a (tight)
element in the set to be maximized.
In the above augmented poset let u∗ denote the return value of Procedure PUSHDOWN
and u˜ ∗ of Procedure ALTERNATE-PUSHDOWN. First we show u∗¿ u∗; notice the two
elements are comparable since they both belong to chain [ −∞; Mj]. Since in Proce-
dure PUSHDOWN we get u∗ by repeatedly changing u to a smaller ujj′ , we assume by
contradiction that in some step u is moved below u˜ ∗. In other words, this means that
the value of u before executing u ← ujj′ satis5es u¿ u˜ ∗¿ujj′ . Now we distinguish
two cases depending on which part of the or operator is true at this execution.
• If uj′6 u, then by u6 uj we get that j′ is included in the minimization of Procedure
ALTERNATE-PUSHDOWN, thus u˜ ∗6 ujj′ .
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• And if mj′6 u6Mj′ , then by mj′ ≤ Ujj′ , ujj′ ≺ Ujj′ and u˜ ∗¿ujj′ we get
mj′6Ujj′6 u˜ ∗6 u6Mj′ , contradicting that u˜ ∗ is selected to be a tight
element.
Now we prove u∗6 u˜ ∗. Let u′ denote the result of minimization in Procedure
ALTERNATE-PUSHDOWN; u′=ujj′ for some uj′6 uj. We cannot have uj′6 u∗, since then
the while loop of Procedure PUSHDOWN can be executed with j′ and u∗ can be replaced
by a smaller poset element. Assume by contradiction that u∗¿u′; by u′=ujj′ this im-
plies u∗¿Ujj′ . We have obtained mj′6 uj′6 uj6Mj and mj′6Ujj′6 u∗6Mj; by
the unique path property these imply u∗ and uj′ are comparable and then u∗6 uj′ .
Now the while loop of Procedure PUSHDOWN can be executed again with j′ since
mj′6 u∗6 uj′6Mj′ .
We proved u∗6 u′; we are done if we show u∗ is tight. This follows since if
mj′6 u∗6Mj′ for some j′ = j, then the while loop of Procedure PUSHDOWN could be
executed and u∗ could be replaced by a smaller poset element.
Procedure ALTERNATE-INIT(j)
uj =Mj
while ∃j′ = j with mj′6 uj6Mj′ do
if mj′ = mj then
exit with reduced cover REDUCE(j)
else
uj ← ujj′
return uj
Finally we remark that the selection of a tight element in Line 2 could be omitted
from Procedure ALTERNATE-PUSHDOWN; in the same way we could just let u(1)j = Mj
in Procedure ALTERNATE-INIT. This would, of course, produce di4erent sequences u(t)i ;
however, Algorithm PUSHDOWN–REDUCE would still be correct. The next proof can be
modi5ed at certain places in order to show the correctness of the modi5ed algorithm.
While this modi5ed algorithm is somewhat simpler, it might be less eUcient, and, more
importantly, the more general algorithm of Section 3 relies on the values u(t)i in the
form produced by the original Procedure PUSHDOWN.
2.3. The REDUCE step
The REDUCE step traverses all changes backward from the last execution of Proce-
dure PUSHDOWN with t = t∗. One element u(t)js is selected for each t = t
∗, t∗ − 1; : : : ; 1
where s = t∗ + 1 − t is used to ease notation. These poset elements constitute a
“shortest augmenting path”: when replacing each chain endpoint mjs by the endpoint
mjs−1 of the preceding element, the 5rst chain [mj1 ; Mj1 ] can be removed from the
cover.
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Procedure REDUCE(j)
j1 ← j; t∗ ← t;
for t = t∗; : : : ; 1; s= 1; : : : ; t∗ do
js+1 ←value with ujsjs+1 minimum in {ujsj : u(t)j 6 u(t)js }
mjs ← mjs+1
return {[mi;Mi] : i6 k; i = jt∗+1}
The idea behind the choice of u(t)js is to leave no tight element below u
(t∗)
j1 , above
u(1)jt∗+1 , and between the parts of the chain [mjs ;Mjs ] contained by the two new chains
[mjs+1 ; Mjs ] and [mjs ;Mjs−1 ]. The second requirement is satis5ed by choosing the value
of j that causes the call to Procedure REDUCE for j1. Then in subsequent steps we
always select js+1 such that in iteration t = t∗ + 1 − s the 5rst line in Procedure
ALTERNATE-PUSHDOWN lets u′ = ujsjs+1 (see Fig. 1 for the case t
∗ = 2).
While the actual proof of correctness is apparently harder than the above simple
reasoning, for a slightly modi5ed algorithm (not including the choice of a tight u in
Procedure ALTERNATE-PUSHDOWN) one could give a much simpler proof along these
lines as in [5]. However, our main purpose here is to give a proof that motivates the
algorithm of the next section as much as possible and there we require an algorithm
of the current form.
Theorem 2.6. If Procedure REDUCE is called by Algorithm PUSHDOWN–REDUCE, then
the output of the procedure is a cover of the poset.
In the 5rst iteration in Procedure REDUCE we replace the cover I by changing mj1
to m˜j1 = mj2 to get
I˜ = {[mi;Mi] : i = j1} ∪ {[mj2 ; Mj1 ]}: (2)
We begin the proof by showing that the resulting set is also a cover.
Lemma 2.7. Let the 8rst iteration in Procedure REDUCE replace I by I˜ as in (2).
Then I˜ is a cover.
Proof. Let u = u(t
∗)
j1 = uj1j2 and U = Uj1j2 . By u ≺ U we get that I˜ is a cover,
since
mj16 x6 u implies x is not tight in I; thus covered in I˜; (3)
U6 x6Mj1 implies m˜j1 = mj26 x6Mj1 ; (4)
where (3) follows by the condition to call Procedure REDUCE from Procedure PUSHDOWN
and (4) follows since mj26Uj1j2 = U .
Proof of Theorem 2.6 for small t∗. If t∗=1, then Procedure REDUCE terminates after
the 5rst iteration. In this case u(1)j2 is the largest tight element x with mj26 x6Mj2 .
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Fig. 1. Illustration of Procedure REDUCE for t∗ = 2. (a) Start of Algorithm: Four chains cover the poset;
shaded poset nodes are non-tight; u(1)j3 ∈ [mj3 ; Mj3 ] is maximum tight. (b) Step 2: Since u
(1)
j3
6 u(1)j2 = Mj2 ,
we de5ne u(2)j2 ≺ Uj2j3 . Dashed chain indicates the possible new covering chain with two new non-tight
shaded nodes. (c) Step 3: Since u(2)j2 6 u
(2)
j1
= Mj1 and there is no tight element below Uj1j2 , REDUCE is
called. (d) REDUCE Step 1: t = t∗ = 2 and s = t∗ + 1 − t = 1. The new set of chains and new non-tight
elements are shaded. (e) REDUCE Step 2: Proceeds t = 1 and s= 2 by selecting js+1 for the ujsjs+1 circled.
(f) End of Algorithm: the new poset with three covering chains. Chain [mj3 ; Mj3 ] is removed.
However, in I˜ all elements mj26 x6 u
(1)
j2 are covered by both [mj2 ; Mj2 ] and [m˜j1 ; Mj1 ]
= [mj2 ; Mj1 ] by Mj1¿ u
(1)
j1 ¿ u
(1)
j2 . Thus we have a reduced cover if we remove the
superTuous [mj2 ; Mj2 ] as in the last line of Procedure REDUCE.
For larger values of t∗ we use induction. To illustrate the main idea of the proof,
we show how to handle t∗ = 2 5rst. In that case we replace [mj1 ; Mj1 ], [mj2 ; Mj2 ] and
[mj3 ; Mj3 ] in I by [mj2 ; Mj1 ] and [mj3 ; Mj2 ]. The chains are changed in
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three steps:
• First [mj1 ; Mj1 ] is replaced by [mj2 ; Mj1 ] by removing one cover of
mj16 x6 uj1j2 ;
these x are not tight by de5nition—in addition to [mj1 ; Mj1 ] they may be covered by
[mj;Mj] for any j = j2, in particular by j = j3, a chain that is removed from the
new chain cover.
• Next [mj2 ; Mj2 ] is replaced by [mj3 ; Mj2 ], removing a covering chain of
mj2 ¡x6 uj2j3 :
However all mj26 x6 u
(2)
j2 6Mj1 have the new chain [mj2 ; Mj1 ] covering them. Thus
the only elements with possibly no cover are u(2)j2 ¡x6 uj2j3 with x  Mj1 .
By the choice of j3 in Procedure REDUCE and of u′ = uj2j3 in Procedure ALTERNATE-
PUSHDOWN these elements are not tight in the original cover. They are thus covered
by [mj2 ; Mj2 ] and some [mj;Mj] in addition. Since x6 uj2j3 and x  Mj1 , this cover
j is neither j1 nor j3, hence it is a chain still present in the new cover.
• Finally we remove [mj3 ; Mj3 ]. All elements
mj36 x6 u
(1)
j3 6 u
(1)
j2 6Mj2
are covered by the new chain [mj3 ; Mj2 ]. Let us consider u
(1)
j3 ¡x6Mj3 with x 
Mj2 ; by Procedure INIT no such x is tight in the initial cover, thus mj6 x6Mj for
some j = j3; j2. Thus they remain covered unless j = j1.
By enumerating the three cases above, we saw all x are covered in the new set of
chains except for either
mj16 x6 uj1j2 with mj36 x6Mj3 ; (5)
u(1)j3 ¡x6Mj3 with mj16 x6Mj1 : (6)
In both cases x is contained by both chains j1 and j3, thus the chains overlap and Uj1j3
exists. In addition if x in either case remains uncovered, the overlapping parts of the
chains include the changing regions. Since adding [mj3 ; Mj2 ] and removing [mj3 ; Mj3 ]
a4ects elements above u(1)j3 , the conditions of the next lemma will be met whenever
we may have x uncovered in the proof below. In addition to being hence technically
useful, the lemma can also be interpreted as j3 cannot be used to de5ne u
(t)
j2 (and jt′
to u(t)j′′t for t
′¡t′′) in Procedure ALTERNATE-PUSHDOWN.
Lemma 2.8. If u(1)j3 6Mj1 , then Uj1j3 exists and Uj1j2 ¡Uj1j3 .
Proof. The existence of Uj1j3 follows by mj36 u
(1)
j3 6Mj1 . Since u
(1)
j3 is tight, we may
not have mj16 u
(1)
j3 , implying u
(1)
j3 ¡Uj1j3 . Now we prove by contradiction:
u(1)j3 ¡Uj1j36Uj1j26 u
(2)
j1 6 u
(1)
j1 ;
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where the third inequality follows by the choice of j2 in Procedure REDUCE. Now we
are in contradiction with the de5nition of u(2)j1 in Procedure ALTERNATE-PUSHDOWN since
u(1)j3 ¡u
(1)
j1 implies u
(2)
j1 ¡Uj1j3 .
Now we complete the proof of the t∗=2 case by considering x as in (5–6). In the
5rst case we distinguish u(1)j3 ¿ x when we are done by
mj36 x6 u
(1)
j3 6 u
(1)
j2 6Mj2
and u(1)j3 ¡x when we may use Lemma 2.8 by x6Mj1 to get
u(1)j3 ¡x6 uj1j2 ≺ Uj1j2 ¡Uj1j36Mj1 ;
this is in contradiction with mj16 x6Mj1 and mj36 u
(1)
j3 ¡x implying Uj1j3 ¡x by
the de5nition of Uj1j3 .
Finally for x as in (6) we have mj36 u
(1)
j3 ¡x and mj16 x; thus x¿Uj1j3 . We
may use Lemma 2.8 by u(1)j3 ¡x6Mj1 to obtain Uj1j2 ¡Uj1j3 . Thus we are done by
mj26Uj1j2 ¡Uj1j36 x6Mj1 : chain [mj2 ; Mj1 ] covers x.
As t∗ increases, such a proof would become even more involved since for example
in case u(t
∗)
j2 ¡x6 uj2j3 that is easy for t
∗ = 2, for t∗¿ 2 in order to ensure a cover
we must also consider [mj4 ; Mj4 ] since that chain also changes. As mentioned, at this
point the proof could signi5cantly be simpli5ed by removing the choice of a tight u
in Procedure ALTERNATE-PUSHDOWN since then u(t
∗)
j2 = uj2j3 and we have no such x to
consider.
Since the main purpose of the next proof is to motivate the algorithm of Section
3, we cannot take the above simplifying assumption u(t
∗)
j2 = uj2j3 . Instead we use an
alternate proof method. Notice that Procedure REDUCE exchanges elements in the cover
by traversing a virtual “augmenting path”. Instead of directly proving augmenting path
properties, we apply a special induction by executing the main loop of the procedure
step by step and after each iteration rewinding the main algorithm. In the analogy
of network Tow algorithms, this may correspond to analyzing an augmenting path
algorithm by choosing path edges backward from the sink, changing the Tow along
this edge to a preTow, and at each step proving that the remaining path augments the
Tow. This proof technique turns out extremely useful when proving correctness in a
more complicated scenario.
The heart of the proof is a “shortest augmenting path” argument. While the sequence
u(t)j is decreasing for a 5xed j as in (1), we can say more. Lemma 2.8 for instance
states that certain pairs Uij and Ui′j′ decrease in the sequence they are discovered
during the course of the algorithm. In these inequalities and the more general ones
that we encounter next, inequalities of this form follow from the fact that whenever
u(t)j ¿ u
(t)
j′ , we must necessarily have u
(t+1)
j 6 ujj′ : we push down whenever there is a
chance to “augment” by replacing [mj;Mj] by [mj′ ; Mj].
Proof of Theorem 2.6 for general t∗. We apply the following type of induction on
the iterations of Procedure REDUCE. We execute the last iteration that, by Lemma 2.7,
A.A. Bencz&ur /Discrete Applied Mathematics 129 (2003) 233–262 245
results in a new cover I˜ as in (2). Now we “rewind” the algorithm and rerun it with
input I˜. We complete an inductive proof by showing two facts:
• Algorithm PUSHDOWN–REDUCE produces identical u(t)j for all j6 k and t ¡ t∗ when
run with I or I˜,
• When run with input I˜, the algorithm terminates in iteration t∗ − 1.
The second fact easily follows from the 5rst: in I˜ no mj26 x6 u
(t∗)
j2 is tight since
both [mj2 ; Mj1 ] and [mj2 ; Mj2 ] contains x by x6 u
(t∗)
j2 6 u
(t∗)
j1 . In I there is no tight
element x with u(t
∗)
j2 ¡x6 uj2j3 by the de5nition of Procedure PUSHDOWN; such an x
cannot be tight in I˜ since if the old chain [mj1 ; Mj1 ] contains x, then so is the new
[mj2 ; Mj1 ] by mj26 x. Hence in I˜ there is no tight element between mj2 and uj2j3 ;
Procedure REDUCE is called with t∗ − 1, j2 and j3.
Now we prove the 5rst fact; with this the inductive proof is complete since we have
shown the base case t∗6 2. During the course of Algorithm PUSHDOWN–REDUCE we
encounter m˜j1 =mj2 instead of mj1 when we consider values ujj′ for j or j
′ equal to j1.
Since the input changes, the notion of ujj′ is ambiguous; we use ujj′=u(mj; mj′ ; Mj) as
in De5nition 2.4 instead. For the sake of simplicity we continue using Ujj′ ; the notion
is always with respect to the initial I.
The di4erence in input may result in di4erent intermediate values only in two cases:
either when selecting u(mj2 ; mj′ ; Mj1 ) instead of u(mj1 ; mj′ ; Mj1 ) for de5ning u
(t)
j1 or
when selecting u(mj; mj2 ; Mj) instead of u(mj; mj1 ; Mj) for de5ning u
(t)
j . Thus we are
done by showing u(mj2 ; mj′ ; Mj1 ) = (mj1 ; mj′ ; Mj1 ) and u(mj; mj2 ; Mj) = u(mj; mj1 ; Mj);
we prove it via the next lemma. The actual proof details hide the simple reasoning
that changing chain [mj1 ; Mj1 ] to chain [mj2 ; Mj1 ] may not have e4ects on the algorithm
above Uj1j2 .
Lemma 2.9. If Uj1j2 ¡Uj1j′ , then u(mj2 ; mj′ ; Mj1 )=u(mj1 ; mj′ ; Mj1 ). And if Uj1j2 ¡Ujj1 ,
then u(mj; mj2 ; Mj) = u(mj; mj1 ; Mj).
Proof. The 5rst part follows if u=u(mj1 ; mj′ ; Mj1 )¿mj2 : elements U=U (mj1 ; mj′ ; Mj1 )
and u both belong to chain [mj2 ; Mj1 ] and they satisfy u ≺ U by De5nition 2.4. Since
we also have u  mj′ and U¿mj′ , elements u and U are minimum and maximum
in chain [mj2 ; Mj1 ] as required. And to show u¿mj2 we notice mj16 u ≺ U and
mj16Uj1j2 ¡Uj1j′ =U . This means both u and Uj1j2 belong to the chain between mj1
and U , thus they are comparable by the unique path property. And since u ≺ U , we
must also have Uj1j26 u. This implies mj26Uj1j26 u, as required.
For the second part we have to show u = u(mj; mj1 ; Mj)  mj2 and U = Ujj1 =
U (mj; mj1 ; Mj)¿mj2 . The second inequality follows by mj26Uj1j2 ¡Ujj1 = U . We
prove the 5rst inequality by assuming mj26 u by contradiction. By De5nition 2.4 we
have mj26 u ≺ U then; together with the above inequality mj26U we get that both
u and Uj1j2 are between mj2 and U , and thus they are comparable by the unique path
property. And since u ≺ U , we must also have Uj1j26 u. By mj16Uj1j26 u we
reached a contradiction with the de5nition of u= u(mj; mj1 ; Mj).
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We proceed by proving the inequalities of the lemma for all the steps of the algorithm
that involve the new value m˜j1 = mj2 . First we consider the value of u
(t)
j1 ; for t =
1 it is determined in Procedure ALTERNATE-INIT and for the general t in Procedure
PUSHDOWN. The former procedure starts iterations with Mj1 and the latter with u
(t−1)
j1 .
With respect to inputs I and I˜, values of Mj1 are identical. We may also assume the
u(t−1)j1 remain identical by applying induction on t. Thus u
(t)
j1 is the 5nal element of a
decreasing sequence of values uj1j′¿ u
(t)
j1 ; here uj1j′ = u(mj1 ; mj′ ; Mj1 ) for input I and
u˜ j1j′ =u(mj2 ; mj′ ; Mj1 ) for input I˜. We prove these two poset elements are identical by
combining the next lemma with Lemma 2.9.
In the next three lemmas we use uji and Uji all with respect to the original
input I.
Lemma 2.10. Let u(t
∗)
j1 ¿ u
(t∗)
j2 and for some j = j1; j2 and t6 t∗ let u(t)j1 6 uj1j. Then
Uj1j2 ¡Uj1j.
Proof. We are done by
Uj1j26 u
(t∗)
j1 6 u
(t)
j1 6 uj1j ≺ Uj1j;
where the 5rst inequality follows by mj26 u
(t∗)
j2 6 u
(t∗)
j1 and the second by (1) and
t∗¿ t.
Next we turn to u(t)j for j = j1; as before we consider Procedures ALTERNATE-INIT
and PUSHDOWN for t = 1 and t ¿ 1, respectively. Again we use induction for t. The
procedures may select di4erent values u(mj; mj1 ; Mj) and u(mj; mj2 ; Mj) for inputs I
and I. We prove these elements are identical by combining Lemma 2.9 and the two
complementary Lemmas 2.12 and 2.13, both using the next simple fact.
Lemma 2.11. For some j = j1; j2 and t ¡ t∗ assume that u(t
∗)
j1 ¿Uj1j2 and Ujj1 exist
and that the value u(mj; mj1 ; Mj) is used when de8ning u
(t)
j in Procedure PUSHDOWN
or ALTERNATE-INIT. Then Uj1j2 and Ujj1 are comparable.
Proof. First we show u(t)j1 6Mj. By the call condition Mj=Mj1 of Procedure ALTERNATE-
INIT this is immediate for t=1. For t ¿ 1 this follows since when j1 appears in Proce-
dure PUSHDOWN, then the condition u(t−1)j1 6 u is satis5ed with u as the running value
in Procedure PUSHDOWN satisfying u6 u(t−1)j . Hence we get
u(t)j1 6 u
(t−1)
j1 6 u6 u
(t−1)
j 6Mj:
The claim follows since both Uj1j2 and Ujj1 are not less than mj1 and Ujj16Mj by de5-
nition; 5nally by using the above sequence of inequalities Uj1j26 u
(t∗)
j1 6 u
(t)
j1 6Mj.
Lemma 2.12. Assume that under the condition of Lemma 2.11 we have that Uj1j
exists. Then Ujj1 ¿Uj1j2 .
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Proof. Since Ujj1 and Uj1j2 are comparable by Lemma 2.11, we are done by deriving
a contradiction from Ujj16Uj1j2 . We get
u(t)j 6 ujj1 ≺ Ujj16Uj1j26 u(t
∗)
j1 6 u
(t)
j1 ;
contradiction follows since by de5nition Procedure PUSHDOWN in iteration t+1 applies
for j1 and j to yield Ujj1  uj1j¿ u(t+1)j1 ¿ u(t
∗)
j1 . Here the second inequality follows
by Procedure PUSHDOWN and the last by (1) and t∗¿t.
Lemma 2.13. Assume that under the condition of Lemma 2.11 we have that Uj1j does
not exist. Then Ujj1 ¿Uj1j2 .
Proof. As in Lemma 2.12 we are done by deriving a contradiction from Ujj16Uj1j2 :
inequality mj16Ujj16Uj1j26Mj1 together with mj6Ujj1 imply the existence of
Uj1j.
3. Interval covers and vertex connectivity augmentation
In this section we describe the main algorithm of the paper that solves certain directed
edge augmentation problems via a reduction to a poset covering problem. As shown in
Section 3.1, this covering problem is a slight generalization of that considered by Frank
and Jord&an [10]. Thus our algorithm applies among others to the task of increasing
directed vertex connectivity or directed S–T edge connectivity by one, and even of
5nding the minimum number of rectangles covering a horizontally convex rectilinear
area.
Frank and Jord&an [10] give an algorithm for a more general class of problems
where, in our terminology, poset elements are weighted by a non-negative supermodular
function. However their algorithm is based on the ellipsoid method [15]. We give
a combinatorial algorithm (for the unweighted problem) in Sections 3.2 and 3.3.
The algorithm uses an approach completely di4erent from that of the recent result of
Frank [9].
3.1. Poset properties of the Frank–Jord&an set pairs
Frank and Jord&an [10] introduce systems of set pairs closed under a certain “skew
intersection operation de5ned next. Let two members (S; T ) and (S ′; T ′) be called
dependent if both S ∩ S ′ and T ∩ T ′ are nonempty; otherwise they are independent.
Then for all dependent pairs,
(S ∩ S ′; T ∪ T ′); (S ∪ S ′; T ∩ T ′)
are also members of the set system. They prove the following theorem:
Theorem 3.1 (Frank and Jord&an [10]). The minimum number of edges e=(v1; v2) such
that for all (S; T ) there exists an edge with v1 ∈ S, v2 ∈T is equal to the maximum
number of pairwise independent elements in the system of set pairs.
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We give an alternate proof of a slight strengthening of this theorem stated as a poset
covering problem. The proof is via a combinatorial algorithm.
Denition 3.2. Consider a poset P; let u; v∈P be called dependent if ∃m;M with
m6 u6M and m6 v6M ; otherwise they are independent. We say that a poset P
satis5es the strong interval property if for all dependent u and v∈P two commutative,
associative and distributive operations ∨ and ∧ are uniquely de5ned as
s ∨ t =min {x: x¿ s; x¿ t}; s ∧ t =max {x: x6 s; x6 t}; (7)
furthermore for all minimal and maximal poset elements m6M ,
m6 u ∧ v6M implies m6 u6M or m6 v6M; (8)
5nally the same holds with u ∧ v replaced by u ∨ v. We say {x: m6 x6M} is the
interval [m;M ]; a collection of intervals I = {[mi;Mi] : i6 k} covers the poset if
∀x∈P ∃ i : mi6 x6Mi:
An element v with v∈ [mi;Mi] for a unique i in a cover is called tight.
We may rephrase the strong interval property in the terms of intervals:
u ∧ v∈ [m;M ] or u ∨ v∈ [m;M ] implies u∈ [m;M ] or v∈ [m;M ]: (9)
The property implies that
if u and v are tight; then so are both u ∧ v and u ∨ v : (10)
to prove, assume w.l.o.g. that u ∨ v is not tight, i.e. u ∨ v∈ [m;M ] ∩ [m′; M ′] for
two distinct intervals. Since u ∧ v is covered, it is contained by at least one interval
[m′′; M ′′]. If this interval is identical to either of the previous two, then u; v∈ [m′′; M ′′]
and contradiction follows since another interval contains u or v by (9). And if all three
intervals are distinct, then again each contains u or v by (9) and thus one of u and v
is not tight.
Theorem 3.3. Let P ⊆ {(S; T ) : S ⊆ V1; T ⊆ V2} such that for all dependent s=(S; T )
and t = (S ′; T ′),
s ∧ t = (S ∩ S ′; T ∪ T ′); s ∨ t = (S ∪ S ′; T ∩ T ′)∈P:
For any s = (S; T ) and t = (S ′; T ′) let s6 t i= S ⊆ S ′ and T ⊇ T ′. Then operations
∨; ∧ and 6 over P satisfy the strong interval property. Furthermore subfamilies
{(S; T ) : v1 ∈ S; v2 ∈T}
for pairs v1 ∈V1; v2 ∈V2 are precisely the maximal intervals of P.
Proof. Property (7) follows directly by the properties of set union, intersection and
containment. To show the equivalence of maximal intervals and subfamilies covered
by edges, consider an edge (v1; v2) 5rst. Since all set pairs covered by the edge are
dependent, we may take intersection and unions to 5nd unique minimal and maximal
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pairs; the maximal interval consisting of all pairs between the two are covered by
(v1; v2). And given a maximal interval [m;M ] = [(S; T ); (S ′; T ′)], we may take an edge
(v1; v2) with v1 ∈ S and v2 ∈T ′. This edge covers the entire interval. Assume it also
covers some v with v  m or v  M . In the 5rst case v ∧ m¡m and in the second
case v ∨M ¿M exists, contradicting the extremity of m or M .
For (8) take an edge (v1; v2) covering the interval [m;M ]. It suUces to show this
edge covers either u = (S; T ) or v = (S ′; T ′). Notice v1 ∈ S ∩ S ′ and v2 ∈T ∪ T ′. The
former implies v1 ∈ S and v1 ∈ S ′ while the latter implies v2 ∈T or v2 ∈T ′. The claim
follows.
Before giving our algorithm, we state our main result as a min–max formula for
posets with the strong interval property. By Theorem 3.3 our result (slightly) extends
Theorem 3.1.
Theorem 3.4. For a poset P satisfying the strong interval property, the minimum
number of intervals covering P is equal to the maximum number of pairwise inde-
pendent elements of P.
3.2. The algorithm
The main di4erence of the interval cover problem compared to the chain cover
problem is that the dependence of u and u′ does not imply comparability; we may also
have a pair [m;M ] for an incomparable u and u′ with m6 u6M and m6 u′6M . In
both (dependent) cases u ∨ u′ and u ∧ u′ exist. While the main structure of Algorithm
PUSHDOWN–REDUCE remains unchanged compared to Section 2, the two procedures will
be di4erent and restated under the same name in this section. The name conTict will
cause no confusion since we no longer use the procedures of the previous section.
As for the algorithmic issues, we have to be more careful in an interval cover
algorithm than in a Dilworth algorithm, since in the latter the input size is the poset
size while in the former we typically have an exponential size implicitly given poset
such as a set of (directed) min-cuts. The steps of the algorithm are easily checked to be
polynomial in the number total possible di4erent intervals and the length of a longest
chain in the poset. For example for graph edges and cuts, the former is O(n2) while
the latter is O(n). We give no analysis in more detail; the eUciency of the algorithms
depend on oracle implementations that is beyond the scope of this paper.
The algorithm takes ∨ and ∧ of poset elements; compares poset elements (follows
from taking ∨ and ∧, provided we are able to tell identity of poset elements); and
computes the minimum and maximum tight elements of intervals. While the 5rst two
steps are trivial, we may, in connectivity augmentation applications, implement the
third one as a single min-cut computation.
We begin the description of Procedure PUSHDOWN by giving a rule that, for the input
uj, selects non-independent elements ui for further processing. As a main di4erence
compared to the Dilworth algorithm, the algorithm may not necessarily consider i with
ui¿ uj since possibly all non-independent pairs could be incomparable with only ui∧uj
existing. The lemma below gives a suUcient rule of choice so that whenever we have
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dependent {u(t)j }, we may progress with a PUSHDOWN step in Algorithm PUSHDOWN–
REDUCE.
Lemma 3.5. If the set {u(t)i : i6 k} of tight poset elements with mi6 ui6Mi for
i6 k is not pairwise independent, then there exists i = j with ui ∧ uj¿mj and
ui ∨ uj6Mi.
Proof. The claim is immediate if ui¿ uj; for uj¿ ui we exchange the role of i and
j. Finally if ui and uj are incomparable, then consider j+ and j− with
mj+6 ui ∨ uj6Mj+ and mj−6 ui ∧ uj6Mj− :
Since both ui and uj are tight, we must have j+ and j− equal to i or j by (8). By
possibly exchanging the role of i and j, we may assume j+ = i and j− = j or j− = i.
In the 5rst case we are done; in the second case mi6 uj6Mi contradicts that uj is
tight.
The Dilworth algorithm of Section 2 is based on poset elements
u(m;m′; M) = max{x: m6 x6M and x  m′};
U (m;m′; M) = min{x: m6 x6M and x¿m′}:
These elements are well de5ned in posets with the strong interval property as well:
if two elements x and x′ satisfy the maximization (minimization) requirement, then
so is their union and intersection: they both belong to [m;M ] by (7); if m′6U1 and
m′6U2, then m′6U1 ∧ U2 again by (7); 5nally if m′  U1 and m′  U2, then we
cannot have m′6U1 ∧ U2 by (8). We use the short notation
uji = u(mj; mi;Mj); Uji = U (mj; mi;Mj)
whenever it causes no ambiguity.
A dramatic di4erence compared to posets with the unique path property is that for
a 5xed j there is no unique minimal {uji : ui ≤ uj} as in Procedure PUSHDOWN of
Section 2. Instead we will have to consider a set of possible j′ with incomparable ujj′ ;
however, we may take arbitrary intersection ∧ since mj6 uji6Mj for all i. By taking
intersections we preserve the decreasing sequence of u(t)j as in (1).
We are ready to state Procedure PUSHDOWN. We consider all i as in the lemma and
take the intersection v of all the uji∧u(t)j 5rst. Then we either let u(t+1)j be the maximum
tight element below v, or if that does not exist, we may start reducing the cover with
interval j.
We remark that [mi;Mi], u
(t)
i and the value of t are global in Algorithm PUSHDOWN–
REDUCE, hence in particular the procedure below has access to the intervals.
We also mention that in Section 3.4 we give an alternate algorithm that, instead of
computing minimum and maximum tight elements, uses uji and Uji.
The reason why poset elements uji and Uji behave in a more complex way is that we
no longer have uji ≺ Uji. Instead in what follows we will use the following intersection
property of the uji as a substitute for the predecessor of Uji.
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Procedure PUSHDOWN(j; {ui})
v← ∧{ujj′ : mj′6 uj and uj′6Mj for mj′ = mj} ∧ uj
if there is no tight x with mj6 x6 v then
exit with reduced cover REDUCE(j)
return the maximum tight element x with mj6 x6 v
Lemma 3.6. For m6 x6M and m′6M , element u = u(m;m′; M) ∧ x is maximal
with m6 u6 x and u U (m;m′; M).
Proof. By de5nition u6 u(m;m′; M) implies u  U (m;m′; M). Let m6 u′6 x and
u′  U (m;m′; M) for some u′  u. Notice u ∨ u′  U (m;m′; M) since otherwise
we would have m′6 u∨ u′6M implying m′6 u6M or m′6 u′6M by the strong
interval property (8) and contradicting u U (m;m′; M) and u′  U (m;m′; M).
Since m6 u ∨ u′6 x and u ∨ u′  U (m;m′; M), we may assume u′¿u. However
u¡u′6 x implies u′  u(m;m′; M), since otherwise x ∧ u(m;m′; M)¿ u′¿u would
hold. We are done since u′  u(m;m′; M) implies u′¿U (m;m′; M) by the maximality
of u(m;m′; M) and the minimality of U (m;m′; M).
3.3. Procedure REDUCE for interval covers
When describing Procedure REDUCE for interval covers, we face the diUculty that
typically there is no unique j′ with ujj′ minimum for mj′6 u
(t)
j and u
(t)
j′ 6Mj. In
Section 2 we had a unique minimizer j′ and de5ned a sequence js such that ujsjs−1
is minimum in the above sense. Instead our rule for choosing js is based on the next
lemma using the fact that we take the intersection of all ujj′ . The lemma has to be
applied with u= uj, [m;M ] = [mj;Mj] and [m′; M ′] = [mj′ ; Mj] for j′ with uj′6Mj.
Lemma 3.7. For some m6 u6M let v =
∧{u(m;m′; M) : u∈ [m′; M ′] for certain
[m′; M ′] with m′ = m} ∧ u. For all x6 u and x  v there exists an [m′; M ′] in the
de8nition of v such that x∈ [m′; M ′].
Proof. Since x  v, there exists [m′; M ′] with x  u ∧ u(m;m′; M). By Lemma 3.6
y=u∧u(m;m′; M) is maximum with y6 u and y  m′. Since x  y, we get y¡x∨y
whence m′6 x ∨ y follows by the maximality of y. However, then x ∨ y is contained
by [m′; M ′] and so is x by the strong interval property (9). The proof is complete.
Now we give the procedure. For a pair of corresponding values of s and t in Algo-
rithm PUSHDOWN–REDUCE, let
u=min {mjs6 u6 u(t)js : u is tight}:
The procedure simply chooses a js+1 with mjs+16 u and changes interval [mjs ;Mjs ]
to [mjs+1 ; Mjs ]. The new interval also contains the minimum tight element and thus
maintains the cover.
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For the correctness of the procedure we notice that u exists, since u(t)js is tight and
thus we minimize over a non-empty set. The minimum is unique, since for two tight
elements u1 and u2 both satisfying the minimization requirements, u = u1 ∧ u2 also
satis5es the requirements with the exception that it is not necessarily tight. However,
in that case mj6 u6Mj for some j = js as well; by the strong interval property either
u1 or u2 is not tight then.
Procedure REDUCE(j)
j1 ← j;
for t = t∗; : : : ; 1; s= 1; : : : ; t∗ do
u← min{mjs6 u6 u(t)js : u is tight}
js+1 ←value of j = js with mj6 u and u(t)j ∨ u(t)js 6Mjs
mjs ← mjs+1
return {[mi;Mi] : i6 k; i = jt∗+1}
Finally, we show js+1 exists; for this we apply Lemma 3.7 for the minimum tight
u and element v as in Procedure PUSHDOWN. The lemma immediately applies if u v.
We complete the description by showing u v. This is immediate for s=1 and t= t∗
since Procedure PUSHDOWN calls Procedure REDUCE only if there are no tight elements
below v.
For all other s¿ 1 we want to use the above argument that there is no tight element
between v and mjs when Procedure PUSHDOWN is called in iteration t of the main
algorithm. While this argument clearly fails for the initial cover since u(t+1)js is tight,
this element and all elements below it become no longer tight when mjs−1 is replaced by
m˜js−1 =mjs as shown in the next lemma. Notice, however, that other intervals [mji ; Mji ]
for i¡ s may have changed that a4ect the tightness of elements between v and u(t+1)js
(initially none of them are tight by Procedure PUSHDOWN). The proof for s¿ 1 is
postponed to the next section where it will be proved by the rewinding technique of
Section 2.3, i.e. rerunning the algorithm with a new interval cover arising by executing
a single iteration of Procedure REDUCE. There we show that the properties of the u(t)j
are preserved throughout the steps of Procedure REDUCE, completing the correctness
proof of Procedure REDUCE.
Lemma 3.8. As in Procedure REDUCE let v =
∧{ujsj′ : mj′6 u(t)js and u(t)j′ 6Mjs for
mj′ = mjs} ∧ u(t)js . With respect to the interval system of iteration s of Procedure
REDUCE, if there is no tight u(t+1)js 6 u6 v, then there is no tight mjs6 u6 v.
Proof. Let us assume mjs6 u6 v is tight; notice u  u
(t+1)
js . First we show u is
contained in both [mjs ;Mjs ] and [mjs ;Mjs−1 ] of the current interval system in iteration
s; this follows by
mjs6 u6 v6 u
(t)
js 6 u
(t)
js ∨ u(t)js−16Mjs−1 ; Mjs :
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Let us de5ne u′=u(t+1)js ∨u; since u is tight by assumption and u(t+1)js by de5nition, we get
by the strong interval property (10) that u′ is tight. However u(t+1)js ¡u
′=u(t+1)js ∨u6 v,
hence we 5nd a tight element between u(t+1)js and v.
3.4. ALTERNATE-PUSHDOWN: a di=erent algorithm
The current Procedure PUSHDOWN uses a mix of steps requiring values uji and maxi-
mum tight elements in a form most convenient for describing Procedure REDUCE. While
for connectivity augmentation it is advantageous to base the algorithm on selecting
maximum tight elements, for certain problems this might require oracles that are hard
to implement. We give alternate implementations based purely either on the values of
uji as in the original Procedure PUSHDOWN in Section 2 or on selecting maximum tight
elements. Notice that the current algorithm resembles Procedures ALTERNATE-INIT and
ALTERNATE-PUSHDOWN of the Dilworth algorithm.
The key step in switching between the selection of tight elements of [m;M ] below
certain v and intersecting certain uji is Procedure PUSH-TO-TIGHT described as follows.
We have nothing to do if v is tight. Otherwise there is a subset of I with m′6 v6M ′
for [m′; M ′]∈I. We take v ← ∧i u(m;m′; M) ∧ v for all these [m′; M ′]; the new v is
guaranteed not to be contained in any of these intervals. And if v is still not tight, we
simply iterate the procedure with the new value of v.
Procedure PUSH-TO-TIGHT(v1; [m;M ];I)
s← 1
I← I − [m;M ]
while vs is not tight do
if ∃[m′; M ′]∈I with m′ = m6 vs6M ′ then
return NULL
else
I′ ← {[m′; M ′]∈I : m′6 vs6M ′ for m′ = m}
I← I −I′
vs+1 ←
∧{u(m;m′; M) : m′ ∈I′} ∧ vs
s← s+ 1
return vs
We summarize the modi5ed algorithm now. Instead of taking u(1)j as the maximum
tight element, we take PUSH-TO-TIGHT(Mj). And instead of taking u
(t)
j as the maximum
tight element below certain v, we again call PUSH-TO-TIGHT(v).
Tight elements are 5nally chosen in Procedure REDUCE to select js+1 such that u
ujsjs+1 for the minimum tight u6 u
(t)
js ; equivalently this means that there is no tight
element below u(t)js with respect to I∪{(mjs+1 ; Mjs)}. We may check this condition by
running Procedure PUSH-TO-TIGHT(u) for these sets of intervals for all possible js+1.
We prove correctness by showing we get the same values u(t)j in the modi5ed algo-
rithm. This is immediate from the following theorem.
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Lemma 3.9. Element vs=PUSH-TO-TIGHT(v1; [m;M ];I) is the maximum element m6
vs6 v1 not contained by any [m′; M ′]∈I − [m;M ].
Proof. First notice the removal of I′ from I has no e4ect on the values of vs since as
soon as vs6 u(m;m′; M), we may no longer have [m′; M ′]∈I′. Now by contradiction
let v = vs be maximum tight; v  vs. Since v ≤ v1, we may let t ¡ s be minimum
with v6 vt . By Lemma 3.7 there exists [m′; M ′] in the de5nition of vt+1 such that
m′6 v. We have reached contradiction by m′6 v6 vt6M ′.
Now we give an opposite substitution in Procedure PUSHDOWN, replacing uji by the
selection of maximum tight elements.
Lemma 3.10. Poset element v as in Procedure PUSHDOWN is the maximum element
mj6 x6 uj not contained by any [mj′ ; Mj] with mj′6 uj and uj′6Mj.
Proof. Consider Procedure PUSH-TO-TIGHT with I={[mj′ ; Mj] with mj′6 uj and uj′6
Mj}. The procedure terminates in a single execution of the main loop since I′=I in
the 5rst step. Since v2 is the same as v in Procedure PUSHDOWN, the claim follows by
Lemma 3.9.
Finally, we mention that we may at any time abort the execution of Procedure
PUSH-TO-TIGHT and proceed by selecting a maximum tight element below the current
vs. This fact turns out useful in the proof of the main theorem.
Lemma 3.11. Consider any iteration s of Procedure PUSH-TO-TIGHT; let I′′ be an
arbitrary subset of I′. Let us de8ne v′s by considering I
′′ instead of I′. Then the
output of Procedure PUSH-TO-TIGHT is equal to the maximum m6 x6 v′s not contained
by any [m′; M ′]∈I −I′′.
Proof. Apply Lemma 3.9 with I← I −I′′ and v1 = v′s.
3.5. Proofs
We prove by the rewinding technique as in Theorem 2.6. The 5rst step is a single
elementary interval endpoint change that yields a new cover I˜ similar to that of the
previous section. We state and prove the main theorem afterward.
Lemma 3.12. Let t∗ and jt be as in Procedure REDUCE. Then the set I˜ arising by
replacing [mj1 ; Mj1 ] by [mj2 ; Mj1 ] in I is also an (interval) cover.
Proof. To show that the new I˜ is indeed a cover, we have to consider x∈P with
mj16 x6Mj1 . Let u=min{mj16 u6 u(t)j1 : u is tight} be as in Procedure REDUCE. We
split the set of such x into u6 x and u  x corresponding to (3–4). The 5rst case
is immediate by mj26 u6 x6Mj1 . In the second case x ∧ u¡u; this element is not
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tight since u is minimum tight by de5nition. The strong interval property (10) implies
that x is not tight then.
Theorem 3.13. If Procedure REDUCE is called by Algorithm PUSHDOWN–REDUCE, then
the output of the procedure is an interval cover of the poset.
Proof. Let us begin with the t∗ = 1 case. We have to show all elements x with
either mj16 x6Mj1 or mj26 x6Mj2 are covered after [mj1 ; Mj1 ] and [mj1 ; Mj1 ] are
replaced by [mj2 ; Mj1 ]. For mj16 x6Mj1 this follows by Lemma 3.12. Now consider a
tight mj26 x6 u
(1)
j2 ; we show x6Mj1 . By de5nition u
(1)
j2 is the maximal tight element
of the interval [mj2 ; Mj2 ], thus x6 u
(1)
j2 . However by t
∗ = 1 and the de5nition of j2,
mj26 x6 u
(1)
j2 6Mj1 , as required.
For general t∗ we prove the correctness of Algorithm PUSHDOWN–REDUCE with the
rewinding technique of Section 2. We are done if we show:
• inductively for all t = 1; : : : ; t∗ − 1 that u(t)j is identical when the algorithm is run
with I or the modi5ed I˜ as in Lemma 3.12; and
• the algorithm, when run with I˜, terminates with value t = t∗ − 1.
To prove the second claim, we assume the 5rst claim and let
v=
∧
{uj2j′ : mj′6 u(t
∗−1)
j2 and uj′6Mj2 for mj′ = mj2} ∧ u(t
∗−1)
j2
as in Procedure PUSHDOWN(j2; {u(t
∗−1)
i }). We have to show there is no tight mj26 u6 v.
By Lemma 3.8, with respect to I˜, the interval system of iteration s = 2 of Proce-
dure REDUCE, such a u must satisfy u(t
∗)
j2 6 u6 v. By the de5nition of u
(t∗)
j2 in Pro-
cedure PUSHDOWN, u is not tight with respect to the initial I. Thus in I˜ we had to
remove one chain containing u; this means mj16 u6Mj1 . However, then we also
added a new chain [mj2 ; Mj1 ] that contains u. Hence u cannot be tight, and by run-
ning the algorithm with input I˜, Procedure PUSHDOWN(j2; {u(t
∗−1)
i }) exits to Procedure
REDUCE.
We complete the proof by showing the 5rst claim above. We have to investigate
the process of de5ning u(t)j in Algorithm PUSHDOWN–REDUCE. By Lemma 3.9 we saw
the de5nition may use values u(mj; mj′ ; Mj) or, by Lemma 3.11, a combination of these
values and the selection of maximum tight elements. We distinguish two cases:
(1) If j1 = j, then u(mj1 ; mj′ ; Mj1 ) changes to u(mj2 ; mj′ ; Mj1 ) for all j
′. We show these
poset elements are identical in an argument virtually identical to Lemmas 2.9 and
2.10: we prove Uj1j26 uj1j; thus the change in [mj1 ; Mj1 ] below Uj1j2 does not
a4ect u(mj1 ; mj′ ; Mj1 ).
(2) If j1= j′, then for this single j′ we have u(mj;Mj1 ; Mj) changing to u(mj;Mj2 ; Mj).
Unlike in the previous case or in the algorithm of Section 2 we no longer have
the equality of these elements, as shown in the example of Fig. 2. Instead as
in Lemma 3.11 we abort the process of selecting u(mj; mj′ ; Mj) when j′ = j1 is
encountered and proceed by choosing a maximum tight element; this choice will
no longer depend on the changing interval [mj1 ; Mj1 ].
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Fig. 2. An example of a poset with two pairs of non-independent incomparable pairs y1–y2 and y2–u
(1)
j1
. The
algorithm for this example encounters the diUculty that after setting m˜j1 = mj2 in Procedure REDUCE, we
have u(mj; mj1 ; Mj) = y1 di4erent from u(mj; mj2 ; Mj) = y2. Since neither y1 nor y2 are tight, u
(2)
j3
remains
however identical. Two dark shaded chains of sub5gure (a) must contain y1 and y2 by the strong interval
property. (a) The poset is initially covered by 5ve (shaded) intervals j′, j1, j2, j3 and one unnamed. Except
for j3 they are all chains. Steps when u
(t)
i change are indicated for the numbered intervals: u
(t)
j1
for t = 1,
u(t)j2 for t = 2 and u
(t)
j3
for t = 2. We have t∗ = 3; notice Procedure REDUCE proceeds by selecting j4 = j1.
(b) Step 1 of Procedure REDUCE. The dashed interval changes; a4ected u(t)js and u
(t)
js+1
are circled. (c) Step
2. The previously changed interval is dark shaded. (d) The new, optimal cover of four intervals. Notice
j4 = j1; since mj1 has changed to m˜j1 , the step a4ects this new element.
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We begin with case 1. The proof follows from the counterpart of Lemma 2.9 and
Lemma 2.10 below. The proofs need only slight modi5cation compared to their coun-
terparts in Section 2. From here on we use the simpli5ed ujj′ notation with reference
always to the initial input I.
Lemma 3.14. If Uj1j26 uj1j′ , then u(mj2 ; mj′ ; Mj1 ) = u(mj1 ; mj′ ; Mj1 ).
Proof. Since uj1j′ ∈ [mj2 ; Mj1 ] by Uj1j26 uj1j′ and mj′  uj1j′ , we only have to show
that uj1j′ meets the maximality requirement for the de5nition of u(mj2 ; mj′ ; Mj1 ), that is
for all uj1j′6x≤Mj1 we have x¿mj2 . And this follows by mj2≤Uj1j26uj1j′6x.
Lemma 3.15. Let u(t
∗)
j1 ∧u(t
∗)
j2 ¿mj2 and for some j6 k and t6 t
∗ let u(t)j1 6 uj1j. Then
Uj1j26 uj1j.
Proof. We are done by
Uj1j26 u
(t∗)
j1 6 u
(t)
j1 6 uj1j;
where the 5rst inequality follows by mj26 u
(t∗)
j1 ∧ u(t
∗)
j2 6 u
(t∗)
j1 and the second by
t∗¿ t.
We complete the proof of Theorem 3.13 by considering case 2. We aim to follow
the line of Lemmas 2.12 and 2.13 as in the Dilworth problem. However, there the proof
is much simpler since we do not have the case of u(mj; mj1 ; Mj) = u(mj; mj2 ; Mj), i.e.
where the notion ujj1 refers to di4erent elements for inputs I or I˜. This implies a
weaker result Lemma 3.16 instead of Lemma 2.12 in that we basically replace “¡”
by “”; this lemma is used within the proof.
The main diUculty arises in Lemmas 3.17 and 3.18 corresponding to Lemma 2.13. In
the interval cover problem we cannot prove the required inequality Ujj1¿Uj1j2 . Instead
we prove that, roughly speaking, all elements between the previous and new value
of ujj′ are tight. We prove this separately for the u(mj; mj1 ; mj) arising in Procedure
REDUCE and in the maximum tight selection steps of Procedure PUSH-TO-TIGHT. Recall
that the simpli5ed notation ujj1 is always used with reference to I.
Lemma 3.16. Assume that Uj1j exists, furthermore u
(t)
j 6 ujj1 and u
(t)
j 6Mj1 . Then
for t∗¿t we have u(t
∗)
j1  Uj1j.
Proof. By contradiction assume u(t
∗)
j1 ¿Uj1j. Then we have mj6Uj1j6 u
(t∗)
j1 6 u
(t)
j1
where the last inequality follows by t∗¿t. By u(t)j 6Mj1 and mj6 u
(t)
j1 the de5nition
of Procedure PUSHDOWN implies Uj1j  u
(t+1)
j1 . We reached a contradiction with the
assumption Uj1j6 u
(t∗)
j1 6 u
(t+1)
j1 .
Lemma 3.17. Assume that mj6y6Mj is an intermediate value of the intersec-
tion ∧ in Procedure PUSH-TO-TIGHT that satis8es mj16y and u(t)j1 ∨ y6Mj. Assume
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furthermore that j1 and j2 satisfy the condition for Procedure REDUCE, i.e. Uj1j26
u(t
∗)
j1 for some t
∗¿ t and there is no tight u with mj16 u ≤ uj1j2 ∧ u(t
∗)
j1 . Then
(i) for all ujj1 ∧ y¡x6y either mj26 x or mj′6 x6Mj′ , and
(ii) if ujj2 exists, then for all ujj2 ∧ y¡x6y either mj16 x or mj′6 x6Mj′ ,
where j′ = j; j1.
Proof. As in Procedure REDUCE, let
u=min {mj16 u6 u(t
∗)
j1 : u is tight}:
Element u exists since u(t
∗)
j1 is tight. We have u∈ [mj1 ; Mj] since
mj16 u6 u
(t∗)
j1 6 u
(t)
j1 6 u
(t)
j1 ∨ y6Mj:
We prove u¿Uj1j2 . Since there is no tight element below uj1j2 ∧ u(t
∗)
j1 , we have u 
uj1j2 ∧ u(t
∗)
j1 . By u6 u
(t∗)
j1 this implies u  uj1j2 . Thus u ∨ uj1j2 ¿uj1j2 and we get
u¿mj2 by combining the de5nition of uj1j2 and the strong interval property (9) for
chain [mj2 ; Mj1 ].
Now we show ujj1 ∧ y¡x6y implies mj16 x ≤ Mj; by the exact same steps we
can also prove ujj2 ∧ y¡x6y implies mj26 x6Mj. The x6Mj part is obvious
in both cases by x6y6Mj. And by ujj1 ∧ y¡x6y we get ujj1  x and thus
ujj1 ¡ujj1 ∨ x. The inequality mj16 x follows by combining the de5nition of ujj1 and
the strong interval property (9) for chain [mj1 ; Mj].
Now we assume x  mj2 and thus x  Uj1j2 . We use the fact that x and u are
dependent; when proving (i), a common interval is [mj1 ; Mj] and when proving (ii),
it is [mj2 ; Mj]. Since x¿ u¿Uj1j2 is excluded, u ∧ x¡u exists; it is not tight by the
de5nition of u, i.e. mj′6 u∧x6Mj′ for some j′ = j1. Since u is tight and is contained
by the unique interval [mj1 ; Mj1 ], the strong interval property (9) for chain [mj′ ; Mj′ ]
implies mj′6 x6Mj′ .
We are done by showing j′ as above is di4erent from the trivial interval [mj;Mj]
containing x. We prove this by contradiction. Since mj′6 u ∧ x and j = j′, we get
mj6 u ∧ x6 u6 u(t
∗)
j1 6 u
(t∗)
j1 ∨ y6Mj:
However this contradicts that u is tight and thus cannot be contained by [mj;Mj].
Lemma 3.18. Assume that mj6y6Mj is an intermediate value of the intersection ∧
in Procedure PUSHDOWN that satis8es mj16y and u
(t)
j1 ∨y6Mj1 . Assume furthermore
that j1 and j2 satisfy the condition for Procedure REDUCE, i.e. Uj1j26 u
(t∗)
j1 for some
t∗¿ t such that there is no tight u with mj16 u6 uj1j2 ∧ u(t
∗)
j1 . Then
(i) for all ujj1 ∧ y¡x6y either mj26 x or mj′6 x6Mj′ , and
(ii) if ujj2 exists, then for all ujj2 ∧ y¡x6y either mj16 x or mj′6 x6Mj′ ,
where j′ = j; j1.
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Proof. As in Procedure REDUCE, let
u=min{mj16 u6 u(t
∗)
j1 : u is tight}:
Element u exists since u(t
∗)
j1 is tight; clearly u∈ [mj1 ; Mj1 ]. We prove u¿Uj1j2 . Since
there is no tight element below uj1j2 ∧ u(t
∗)
j1 , we have u  uj1j2 ∧ u(t
∗)
j1 . By u6 u
(t∗)
j1
this implies u  uj1j2 . Thus u ∨ uj1j2 ¿uj1j2 and we get u¿mj2 by combining the
de5nition of uj1j2 and the strong interval property (9) for chain [mj2 ; Mj1 ].
Now we show ujj1 ∧ y¡x6y implies mj16 x ≤ Mj1 ; by the exact same steps
we can also prove ujj2 ∧ y¡x6y implies mj26 x6Mj1 . We immediately have
x6y6y∨u(t)j1 6Mj1 . And by ujj1∧y¡x6y we get ujj1  x and thus ujj1 ¡ujj1∨x.
The inequality mj16 x follows by combining the de5nition of ujj1 and the strong in-
terval property (9) for chain [mj1 ; Mj].
Now we assume x  mj2 and thus x  Uj1j2 . We use the fact that x and u are
dependent; when proving (i), a common interval is [mj1 ; Mj1 ] and when proving (ii),
it is [mj2 ; Mj1 ]. Since x¿ u¿Uj1j2 is excluded, u ∧ x¡u exists; it is not tight by
the de5nition of u, i.e. mj′6 u ∧ x6Mj′ for some j′ = j1. Since u is tight and is
contained by the unique interval [mj1 ; Mj1 ], the strong interval property (9) for chain
[mj′ ; Mj′ ] implies mj′6 x6Mj′ .
We are done by showing that j′ above has j′ = j. So assume by contradiction that
mj6 u ∧ x6 u. This implies
mj6 u6 u
(t∗)
j1 6 u
(t)
j1
whence the existence of Uj1j follows. By Lemma 3.16 and the de5nition of Uj1j we
get mj  u(t
∗)
j1 . This contradicts mj6 u6 u
(t∗)
j1 .
Now we complete the proof of Theorem 3.13. The steps can be followed on Fig.
2. To de5ne u(t)j we 5rst run Procedure PUSHDOWN and then Procedure PUSH-TO-TIGHT.
We abort this two-step procedure with value y before ujj1 is encountered, i.e. take the
intersection ∧ of all current ujj′ except ujj1 and return the results. More precisely we
de5ned two values y1 for input I and y2 for I˜. By Lemma 3.11 u
(t)
j and the possibly
di4erent u˜(t)j are equal to the minimum tight elements below
y1 ∧ u(mj; mj1 ; Mj) for input I; and
y2 ∧ u(mj; mj2 ; Mj) for input I˜
respectively, or in the latter case, below y2 itself if u(mj; mj2 ; Mj) does not exist.
Recall by Lemma 3.11 that the modi5cation of the intervals does not a4ect the notion
of tightness since the only modi5ed interval [mj1 ; Mj1 ] may no longer play a role after
u(mj; mj1 ; Mj) and u(mj; mj2 ; Mj) have been taken into account. We prove u
(t)
j = u˜
(t)
j .
First we show u(t)j ¿ u˜
(t)
j by contradiction. First we derive y1  u˜
(t)
j . This follows
since both u(t)j and u˜
(t)
j are tight and thus so is their union, implying u
(t)
j ∨ u˜(t)j ¿u(t)j
cannot be below y1. Next by u˜
(t)
j 6y26y and y1 = y ∧ u(mj; mj1 ; Mj), Lemma 3.6
implies that for all z ∈ [mj;Mj] with z  y1 we have mj16 z. In particular this applies
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to y1  u˜(t)j , showing u˜
(t)
j ¿mj1 . However, then depending on the input condition for
j1 in Procedures PUSHDOWN or PUSH-TO-TIGHT we may apply (i) of Lemmas 3.17 or
3.18, respectively, for y = u˜(t)j and u(mj; mj1 ; Mj) = ujj1 to reach the contradiction that
either u˜(t)j is not tight or it is above mj2 and thus u˜
(t)
j  y2.
To complete the proof we also need u(t)j 6 u˜
(t)
j . This is immediate if u(mj; mj2 ; Mj)
does not exists and y2 = y¿y1. Otherwise, we may repeat the same steps as before
by exchanging the role of j1 and j2 and by applying (ii) of Lemmas 3.17 and 3.18
with (mj; mj2 ; Mj) = ujj2 .
From Theorem 3.13 one easily deduces the main Theorem 3.4. We run the algorithm
as long as it either reduces the size of the cover I by one or outputs a pairwise
independent system of one element from each interval. In this latter case the sizes of
both the cover and the independent system are optimal. The algorithm terminates in
a number of iterations not exceeding the size of the initial cover I; this is bounded
either by the total number of intervals or the product of the number of minimal and
maximal poset elements.
We remark that the algorithm relies on the choice of tight u(t)j since by Lemmas
3.17 and 3.18 we may ensure the u(t)j remain identical when run with the initial or
the modi5ed interval system only because of the tightness. The reason that traditional
Dilworth proofs are much simpler than presented here are due to the fact that the
Dilworth counterpart Lemma 2.12 of Lemmas 3.17 and 3.18 gives the stronger result
of Ujj1¿Uj1j2 .
4. Conclusion
We have given a combinatorial algorithm for covering posets satisfying a special
property by the minimal number of intervals of the poset. As noticed by Frank and
Jord&an [10], the result can be applied for certain directed edge augmentation problems.
Our algorithm is independent of Frank [9] and use a completely di4erent approach.
The relation of the two algorithms remains open; in fact, it appears even hard to
formalize Frank’s algorithm in the terminology of the posets of Section 3. We also
gave an algorithm for Dilworth’s problem; however, that algorithm only slightly di4ers
from the algorithm unwound from the bipartite matching reduction as described in [5]
and its the sole purpose is to illustrate and motivate the techniques of the paper.
The main question that remains open is to give a combinatorial algorithm for cov-
ering a crossing supermodular weight or demand function p over the poset P. No-
tice that the min-max result and the non-combinatorial algorithm of Frank and Jord&an
[10] applies to this case as well. The main reason why the current algorithm fails
comes from Lemmas 3.17 and 3.18 where we cannot use x ∧ u is tight since it may
have demand zero. In general we may have certain poset elements x and u with, say,
p(x)+p(u)=p(x∨u) and p(x∧u)=0 or vice versa. In such a case we may construct
examples that Algorithm PUSHDOWN–REDUCE gets stuck with a non-independent system,
yet no element u(t)i can be replaced by a smaller u
(t+1)
i in Procedure PUSHDOWN. In this
case we apparently we need another step that exchanges the two endpoints of intervals
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covering x and u without a4ecting any other intervals. The correctness of such an
algorithm, however, remains open.
Another question that arises is the generalizational power of the interval covering
problem. We saw that two algorithmically equivalent problems, Dilworth’s chain cover
and bipartite matching, are special cases of interval covers; our algorithm generalizes
the standard augmenting path matching algorithm. One may ask whether the network
Tow problem as di4erent algorithmic generalization of matchings could also 5t into
our framework. Or, extending the question of [19], can we at least tell the hierarchy
of hardness of the interval cover, Dilworth, (bipartite) matching and maximum Tow
problems?
Finally one may be interested in the eUciency of our algorithm for the particular
problems that can be handled. Here particular implementations and good oracle choices
are needed. One might also be able to give improvements in the sense of the Hopcroft–
Karp matching algorithm [17].
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