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In this experiment the diffusive heat pulse method was
investigated for use in determining the specific heats of
amorphous thin films at low temperatures. The data analyzed
were from a run with a crystalline silicon substrate over
the temperature range of 2.352K to 3.703K. The early time
heat pulse data were fitted to a linearized form of the
diffusion equation to determine the specific heat at each
temperature and the resulting values were plotted as c/T 
2versus T . A straight line was then fitted to this plot to
determine the values of the coefficients a and y in the
3 . .expression c = aT + yT . The uncertainties in these coeffi­
cients were then examined to determine the magnitude of 
otfdf/ds and which could in principle be detected,
where and y^ are coefficients for the film and d^/dg is 
the ratio of the film thickness to the substrate thickness._ g _ iThe experiment yielded the values a = 2.49x10 ± 8.6x10
-7 -7and y = 8.19x10 ± 1.1x10 . This indicates a need for
improvement in the apparatus if is to be detected for 
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This work was begun with the objective of actually 
measuring the specific heat of hydrogenated amorphous 
silicon at low temperatures. It was hoped that a value of 
the linear coefficient in the expression:
c = aT + yT^ [1.1]
could be obtained and compared with the predictions of the 
various models used to treat amorphous dielectrics. Mention 
is made of this possibility in a paper by R. Fisch and 
D. C. Licciardello on the subject of three center bonds in 
amorphous solids. (1) Although the measurements on amor­
phous silicon were never actually made, the apparatus is 
now built and has been tested on crystalline silicon 
samples of the type to be used as substrates for the amor­
phous films. One run was made on a substrate coated with 
approximately 6 microns of hydrogenated amorphous silicon, 
provided by David Carlson at RCA, but various problems 
plagued the experiment at that time and the sample was 
broken before the problems could be worked out. The ac­
quisition of other samples was delayed by the need for thick 
films as the normal runs performed at RCA produce only films 
of sub-micron thickness. Several suitable samples are now 
in the possession of Dr. John Trefny and the measurements 
will be made soon. It is hoped that the material in this 
paper will help to improve the accuracy of those measure-
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ments.
The choice of the heat pulse method for these meas­
urements stems from the need for a technique that can be 
used on samples of small mass, that can be used at low 
temperatures, and that doesn't require large temperature 
changes. These requirements can be met by various other 
methods with differing degrees of difficulty, but the 
heat pulse method is ideally suited for this work. Before 
discussing the development of the heat pulse method, some 
of the other approaches will first be mentioned.
The classical method for measuring heat capacities 
is the steady state method. The specific heat of a mat­
erial can be defined by the expression:
SQ
c St [1.2]
where 6Q is the heat required to raise a unit mass through 
a temperature difference ST.(2) This relation is used in 
classical calorimetry by simply isolating a sample, intro­
ducing a known amount of heat, and measuring the tempera­
ture rise. Drawbacks in this method stem from the need for 
thermal isolation. To minimize the effect of heat loss 
through the leads a large sample is required. Moreover, 
the thermal isolation leads to a long relaxation time for 
the system so that signal averaging is impractical and a 
large temperature change is needed to obtain a large signal- 
to-noise ratio. Both of these requirements are unaccept­
able for the situation here. The inclusion of a switchable 
heat leak in low temperature work is problematical.
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The idea of using non-steady state methods to measure 
thermal properties is not new. In 1861, Angstrom devel­
oped the basis for periodic heating method.(3) This ap­
proach involves generating a sinusoidal heat wave in a 
long rod and measuring the phase of the wave at two ther­
mometers. The beauty of the method is that it allows the 
inclusion of a radiation term without requiring any know­
ledge of its size. This, however, limits the utility of 
the method because only the diffusivity and not the thermal 
conductivity or specific heat themselves can be measured. 
This method was used by King in 1915 (4), and it was he 
who first eliminated the radiation term by making two 
measurements at different frequencies. The method was 
revived again in 1937 by Starr (5) who was able to obtain 
good results by measuring the amplitude decrements instead 
of the velocities of the thermal waves. In 1954, Sidles 
and Danielson (6) made a further improvement in the method 
by simultaneously measuring the amplitude decrements and the 
velocities. This eliminated the possibility of the emis- 
sivity of the sample changing between runs at different 
frequencies.
In the above examples, much concern is given to the 
elimination of the radiation effect. This is not, however, 
a large problem at low temperatures, and Howling, Mendoza, 
and Zimmerman (7) used this fact to devise a method in 1955 
which allowed the simultaneous measurement of the diffus­
ivity and thermal conductivity; from these they could 
consequently calculate the value of the specific heat.
This method superimposed a constant thermal gradient on 
the temperature wave which allowed the conductivity to be
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measured in the usual manner. They measured the thermal 
properties of copper and aluminum and obtained values which 
they estimated to be accurate to within 6% and 3% respec­
tively.
In 1968, Sullivan and Seidel developed another design 
using the AC heating approach.(8) Their method used a 
thermal leak of known value to allow the leat loss from the 
sample to be calculated. The temperature rise in the 
sample was then monitored and the specific heat subse­
quently determined. They measured the specific heat of 
indium in the neighborhood of 2K and measured the specific 
heat of beryllium as a function of magnetic field strength 
and claimed to be able to obtain accuracies on the order 
of 1%. The method did not, however, provide a means for 
determining the diffusivity or the thermal conductivity.
From this brief account, it can be seen that by the 
late 60's the constant heating methods were on a firm 
footing. Other permutations of this approach have since 
been developed and employed to measure various materials.
At this point the pulse heating method will be taken up.
In 1960, Parker, Butler, Jenkins, and Abbot (9) 
measured the thermal properties of several metals and alloys 
near room temperature by heating one side of the sample 
with a high intensity light pulse and observing the tempera­
ture of the other side with a thermocouple. They were able 
to obtain results which were good to about 10%. One of 
the drawbacks with this method was the difficulty in deter­
mining exactly the heat input from the incandescent lamp 
as the spectra of different lamps were not always the same.
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In addition, their measuring system used a camera to photo­
graph the shape of the temperature response on an oscillo­
scope. There was no means of obtaining digital data for 
analysis and some of the analysis had to be done by eye.
The pulse method in the form used in this work was 
first developed by Bertman, Heberlein, Sandiford, Shen, and 
Wagner in 1970.(10) The sample in this case is made to 
approximate a long rod, is clamped at one end to a reser­
voir, and is free at the other end. The heat is supplied 
at the free end by a suitable heater and the temperature is 
monitored at some point or points along the sample as shown 
in figure 1. The resulting temperature versus time curve 
is then fitted to the solution of the diffusion equation 
for this geometry. For their work they measured the speci­
fic heat and diffusivity of a brass sample 7.6 centimeters 
in length and with a square cross-section, 0.6 centimeters 
on a side. They estimated their error for the value of the 
coefficients for the linear and cubic terms in the specific 
heat to be 2.5%.
Since this first experiment, the method has been 
further developed by several groups. J. Trefny and 
T. Cruz-Uribe used heat pulses to study the specific heat 
of amorphous germanium.(11) J. Fox, working with others, 
studied the case of thin copper films.(12) In these ex­
periments, several approaches have been developed to an­
alyze the data. In the following, the original approach 
of Bertman et al. has been used as it allows the data 
to be viewed graphically in a way that is easy to compre­
hend. In addition this analysis could be adapted to allow 















specific heat and diffusivity without requiring long com-
©puting times.
This paper is divided into 7 chapters, the first being 
this introduction. The next chapter entitled "Theory" 
develops the diffusion equation and the thermal properties 
of crystalline and amorphous dielectrics at low tempera­
tures. The next three chapters deal with the equipment and 
procedure, calibrations, and sample used in the experiment 
itself. After this comes the "Data Analysis" chapter in 
which the values for a and y are calculated and the uncer­
tainties and approximations are discussed. The last 
chapter is the "Summary" where the results are reiterated 
and possible improvements in the apparatus and analysis are 
discussed. Certain mathematical derivations, and the fit­




This chapter is divided into 3 parts; the first dev­
elops the classical diffusion equation, the second dis­
cusses the thermal properties of crystalline solids, and 
the third investigates the case of an amorphous dielectric 
and the source of the.linear specific heat term. The 
isolation of the contribution of the film to the specific 
heat of the composite system is also considered in the 
final section.
The Diffusion Equation
The form of the heat equation most appropriate for the 
analysis of short time heat transport phenomena is the 
modified Fourier heat law, since it accounts for the finite 
velocity of the propagation of heat. This equation is 
derived in Appendix 1 where it is shown that the geometry 
used in this experiment and the time scale involved allow 
the use of the more familiar form of the law derived below.
Experiments indicate that heat flows from a hotter to 
a colder region. This leads one to postulate a law of the 
form:
q(r,t) = -k$T [2.1]
where k is defined to be the thermal conductivity, and 
q(r,t) is the heat flux vector. It has been assumed that 
the medium is isotropic but not necessarily homogenous.
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This law was first formulated by J. B. Fourier in 1822.(13) 
The law states that the rate at which thermal energy is 
transported across an isotherm in a medium is proportional 
to the temperature gradient at that point.
It can be seen using Stokes therom that the net heat 
absorbed by any portion of the medium is given by:
tfq*da = qdv [2.2]
Since this will result in an increase in temperature,
/|~cdv = •qdv [2.3]
where c is the specific heat per unit volume. If expression 
[2.1] is substituted into expression [2.3], we obtain the 
equation:
kV2T - c|f = 0 [2.4]
Since this form of the equation doesn't allow for the local 
generation of heat, a source term must be added to finally 
obtain:
V2T - + 4irp = 0 [2.5]
where D = k/c is defined to be the thermal diffusivity.
In Appendix 1 this equation is solved in one dimension 
for the case of the infinite bar. The solution is as 
follows:
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T(x't} = /4^Dt AdeXp[" (X_Xo)2/4Dt] [2.6]
To obtain this result it is assumed that the bar is 
initially at zero temperature, that the bar has cross- 
sectional area A, and that a delta function heat input of 
energy Q is applied at time t=0 at x=Xq . The sample used 
in this experiment was of finite length, however, and this 
requires additional manipulation for a more exact solution.
In the following the method of images is used to 
account for the finite length of the sample. A sample of 
length L with a free end at x=0 and an end in perfect 
thermal contact with a reservoir at temperature Tq at x=L 
has two boundary conditions that must be met:
These boundary conditions can be met by assuming a set of 
positive and negative pulses as shown in figure 2. The 
result is the equation:
T = TQ at x=L [2.7a]
and
^  = 0 at X=0 9x [2.7b]
AT(X/t) /47TDt' Ac n:
[2.8]
where xq is again the location of the heater. If the 

























/irDt ’ Ac n -(x-2nL)24Dt [2.9]
or
AT X̂,t) /irDt' AcCXp4Dt exE>
Thermal Properties of Crystalline Dielectrics
One way of approaching the process of heat transfer in 
dielectric solids is to consider the kinetics of a gas of 
quantized lattice vibrations or phonons. The development 
here follows material in Blakemore(14).
If the phonons are all assumed to have the same 
velocity, the following result is obtained for the lattice 
thermal conductivity
where v0 is the speed of sound for the solid and A is the 
effective mean free path for the phonons. This expression 
can be taken as the definition for the mean free path for 
any distribution of phonons, although the actual mean free 
path for a phonon is generally a strong function of energy.
In a real solid the mean free path is limited by a 
number of different scattering mechanisms, and the domi­
nant mechanism changes with temperature. Of the scattering 
interactions, only those that change crystal momentum limit 
the mean free path, since these are the ones that disrupt 
the flow of energy. Phonon-phonon interactions that 
conserve crystal momentum are referred to as normal. Inter­
[2.11]
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actions that are non-conservative are referred to as Umklapp 
processes, or U processes.
In a U process, the final crystal momentum differs from 
the initial value by a reciprocal lattice vector. U pro­
cesses fall off rapidly at low temperatures and another 
scattering mechanism becomes dominant: scattering by defects. 
In small crystals of high purity, the surface of the cry­
stal itself becomes the major defect at sufficiently low 
temperatures, and the mean free path becomes a function of 
the crystal geometry. Assuming a perfectly rough surface, 
the mean free path can be calculated by integrating over 
all the possible path lengths from one surface to another, 
and normalizing.(15) This calculation yields:
where D and nD are the cross-sectional dimensions of the 
sample. The upshot of this is that the mfp becomes essen­
tially constant at some low temperature, and thus the temp­
erature dependencies of the thermal conductivity and of 
the specific heat become the same and the thermal diffu­
sivity becomes nearly constant.
Using the Bose distribution of energies the
vibrational energy of a crystal can be written:
[2.13]
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where hu) is the energy per phonon and g(u>) is the density 
of states. If the actual density of states were known, the 
specific heat could be calculated from expression:
/ V o 2 . e_fto)/koT 
C J. koT2 [e-fto)/k0T_jj 2 [2.14]
The actual density of states is not often known, however,
and a model is needed to proceed further.
The model with the widest acceptance in low temperature
work is the Debye model. In this model the density of 
states is given by:
g(co) £ (3ol>2/2tt2v 03) O<a><oo0
= 0 a)* <io [2.15]
where it is assumed that the velocity Vo, is unique. It is
assumed that there are 3N/V possible modes of vibration per 
unit, where N is the number of atoms in the volume V. This 
leads to the requirements
= Jg\m)da = (w. 3/2tt2v03) [2.16]
where 0)o is the Debye frequency. The Debye frequency is 
usually converted to a parameter with the. units of temp­
erature by:
0B=* (fiu)6 /k0) [2.17]
 ̂;If the Debye density of states i^iinserted into Equation 




where the upper limit on the integral reflects the fact 
that g(w) = 0 for u)>u}p . The evaluation of this integral is 
only possible analytically at either very high or very low 
temperatures, and the evaluation involves approximations. 
At low temperatures the specific heat becomes:
c = 1944(|)3 J/mole-K [2.19]
which gives the cubic dependence on temperature observed 
in dielectric solids in this temperature range.
Amorphous Dielectrics
Amorphous dielectrics differ from crystalline dielec­
trics in their lack of long range order. Perhaps because 
of this, the thermal properties of the two forms differ 
both qualitatively and quantitatively. Typically the heat 
capacities are larger and the thermal conductivities are 
smaller for the amorphous forms. In addition, the temper­
ature dependence of these properties is different at low 
temperatures from those of the crystal. Studies on 
glasses indicate that the conductivities for the glassy 
state are higher than would be expected in a crystal of 
the same material with a high concentration of defects.
It has also been established that the specific heats of a 
number of amorphbus solids have, in addition to the cubic 




Tr f T x 
<ex-
V dx:
(   1)
[2.18]
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(16,17) thus- for ( the/amorphous estate one:.can write:
c = otT + yT3 [2.20]
where a is the new parameter needed to describe the func- 
tional form for the specific heat. Moreover, the value of 
y is not necessarily the same as for the crystalline state 
of the same material.
In 1971, R. C. Zeller and R. 0. Pohl (17) reported to
have detected a linear contribution to the specific heats of
—6amorphous SiC>2, Ge02, and Se of the order of 10 T W-sec/g-K 
for the temperature range of .1 to IK. They state in their 
paper that their attempts to explain this anomaly by as­
suming low lying electronic states, motional states of ions, 
trapped atoms, and one dimensional vibrations, were unsuc­
cessful. In the same year P. W. Anderson, B. I. Halperin 
and C. M. Varma (18), and W. A. Phillips (19) attempted to 
explain the linear term by assuming the presence of tunnel­
ing states. These tunneling states are the result of the 
creation of double bottomed potential wells of the type 
shown in figure 3 by the distortion of the atomic bonds in
the amorphous dielectric. Anderson et al. calculated the
2contribution to the specific heat to be (tt/6)K0 Tn(0) for
the temperture range .1 to 10K. n (Q) in this expression is
the density of these states for e = 0; e being the energy
difference between the lowest energy states in the two
potential wells. Phillips defines this energy difference
2to be 2e and thus obtains a value (tt/12)K0 Tn(0).
To see how this expression is obtained one first .notes
























be occupied so that the average energy of a double well 
site will be given by:
e(e-e/koT_ e/koT. -e/k„T>
<E(e)> = ' -e/k„T, e/knT. = etanh< ' °P) I2*21J(e e 0 >■
and thus the contribution to the heat capacity will be:
(e) = (-^j) sech2 (— ) . .3T k 0T k 0T l^.^j
From this the total contribution to the specific heat of the 
solid could be calculated from
c = J n(e)c(e)de [2.23]
where n(e) is the number of sites with energy between e and 
e + de per unit volume. The critical point now is the form 
of n(e). Phillips and Anderson et al. assert that for values 
of e that are likely to contribute to the specific heat, 
n(e) is essentially constant and has the value n(0). With 
this assumption one obtains:
r  ̂= n (0) jJ k 0T
2 9~sech (— )de 
knT
,, 2
= n (0)k 0 T(yj) [2.24]
which is just the second result given above.
In order for tunneling to occur,.-the potential barrier 
between the two minima must not be too high and for this
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reason Phillips felt that these states would not exist in
materials which have more than two bonds per atom because{
of the rigidity of the structure. King, Phillips, and 
deNeufuille (2:0) measured the specific heat of amorphous 
germanium in the range 2K to 3OK but lacked the sensi­
tivity to obtain a value for a linear contribution. A. Cruz- 
Uribe and J. Trefny (11) were later able to measure the 
specific heat of amorphous germanium in the range 1.IK to
3.OK with enough precision to establish an upper limit of 
-7 23.6 x 10 J/g-K for the linear temperature coefficient, 
which would seem to support Phillips* prediction.
Of interest, however, is the possibility of a linear 
contribution to the specific heat in the case of hydro­
genated amorphous silicon as suggested by R. Fisch arid 
D. C.‘ Licciardello (1) . . They propose the presence of 
Si-H-Si three center bonds in hydrogenated amorphous silicon 
that would lead to the existence of tunneling states that 
could contribute to the specific heat. A knowledge of the 
size of the linear term in the specific heat would help to 
put a limit on the density of these states, if they exist.
This brings us to the case of an amorphous thin film 
deposited on a crystalline substrate. The object of this 
analysis will be to isolate the contribution from the 
amorphous film assuming the parameters for the crystal are 
already known. For the purpose of this analysis several 
assumptions are made.
The first assumption is that the film is in perfect 
thermal contact with the substrate. This would seem reason- 
' able in the case of a poly-crystalline growth on a substrate
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of the same species but is not necessarily obvious for a 
cold deposited heterogeneous system. Here One must rely 
on good adhesion and a lack of pulse distortion as indi­
cators of good thermal contact.
The second assumption is that the composite system can 
be treated as a superposition of the individual components. 
In this case it is assumed that the heat capacity of the 
film can be added to the crystalline heat capacity without 
considering the complications introduced in the solution to 
the diffusion equation for a solid with two layers conduct­
ing heat at different rates, and having different specific 
heats. This should be possible for the case of a film which 
is very thin compared to the substrate.
Considering the separate contributions to the specific 
heat one obtains:
ds (YsT3) + df (afT + YfT3) [225]
Ct “
df + ds
where d^ and dg denote the thicknesses of the crystalline 
substrate and the amorphous film respectively. Assuming 
that d^<<ds Eqn. [2 .25] simplifies to:the expression:
ct ^f 2 ^f
T- * (Ys + d~ Yf)T + d“ “f [2.26]s s
This is the equation for a straight line. The values for 
a-£ and y^ can be found by fitting data taken at a number of 
temperatures to a straight line and determining the slope 
and intercept, if the values for the ratio of the thick-
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nesses and are known, s
Thus it is seen that the ability to measure the coef­
ficients depends upon their sizes, the thickness of the 




This chapter deals with the equipment and procedures 
used in the experiment. The chapter is divided into four 
parts. The first three parts cover the equipment, and the 
fourth briefly explains the procedure followed in a typi­
cal run.
The Cryostat and Temperature Control
The device that maintains the sample at the desired 
low temperature is the cryostat. The term will be used 
here to mean the probe, the dewar, and the pressure control 
plumbing. Gross temperature control is effected by regu­
lating the pressure over the helium bath in which the probe 
is immersed. Fine control is obtained by resistive heating 
of the sample holder which is suspended in vacuum inside 
the probe. This arrangement allows temperature fluctua­
tions to be maintained at a tolerable level.
Figure 4 shows the arrangement of the low temperature 
probe inside the dewar and the plumbing to the dewar. The 
dewar is a double jacket vacuum bottle with an inner cham­
ber for liquid helium and an annular region between the two 
vacuum jackets for liquid nitrogen. The jacket on this 
dewar can be bled up to atmospheric pressure and pumped out 
to purge the system of any helium that may have diffused 
into the jacket. This insures that the system doesn't be­
come "soft" due to heat conduction by helium gas between 


















x; 3 3■*— o> *6 Q l
a 0)
























maintained for 10 or more hours with a single filling, 
giving ample time for a run to be completed.
The helium bath is connected through a one inch cop­
per line to a Walker regulator (21) , and from there to an 
Edwards Edl50 mechanical vacuum pump. The Walker regula­
tor allows the pressure over the bath to be maintained to 
within 100 Pa (slmm Hg) of the set point which leads to, 
at worst, a variation in bath temperature of about 25 mil- 
lidegrees. This is clearly not good enough for the pur­
poses of our experiment as the temperature excursion for a 
typical pulse is of the same magnitude. This does, ■ 
however, allow the heat input from the control heater on 
the sample holder to be kept to a minimum. The lowest 
attainable pressure, and thus temperature, is limited by 
the ability of the vacuum pump to remove boiled off helium. 
The lowest pressure attained during a run with this appar­
atus was 900 Pa (=7mm Hg), corresponding to a temperature 
of 1.65K.(22) The lowest sample temperature was several 
tenths of a degree higher due to heat conduction to the 
holder through the lead wires.
The sample holder was isolated in vacuum inside the 
low temperature probe.(see fig. 5) The vacuum, developed 
by a diffusion pump backed by a mechanical pump, was es­
tablished prior to transferring the liquid helium to the 
dewar to minimize the possibility of gas adsorption onto 
the surface of the sample as gas remaining in the probe 
condensed on the probe walls. Conduction of heat by gas 
within the probe was minimal because most of the gas was 






The sample holder was attached to the probe by two 
1-72 machine screws with a block of graphite sandwiched 
between the holder and the probe body. A copper wire was 
then used as a heat leak between the two, adjusted to give 
a good compromise between temperature regulation and ther­
mal relaxation time for the holder. A 1 cm length of #14 
awg copper wire allowed several hundred millidegrees input. 
The relaxation time between temperature changes was on the 
order of a minute.
The low temperature probe consisted of a piece of 3/4" 
thin walled stainless steel tubing attached to a 6 " dia. 
brass flange at the top and a 3%” dia. flange at the bot­
tom. The upper flange sealed the helium bath and the 
lower flange attached to the sample can. The leads for the 
sample holder ran from a 19 pin connector at the top, 
through a radiation baffle in the tube, and to a heat sink 
in the sample can. Two baffles were attached to the out­
side of the steel tube to shield the top of the chamber 
from direct, room temperature, radiation. Wrapped on the 
outside of the can was the super-conducting solenoid used 
to generate the magnetic field necessary to set the transi­
tion point of the bolometer as discussed later. The can 
was sealed to the flange with an indium o-ring coated with 
vacuum grease.
Temperature control for the.sample holder required ac­
curate thermometry and a means of varying the holder temp­
erature. A germanium thermometer, Cryocal #2040, provided 
a minimum sensitivity of 2300 ohms/K over the temperature 
range of this experiment and formed one leg of a wheatstone 














signal to the bridge and monitered the null points as 
shown in figure 6 . The output of the PAR was connected 
to the heater controller circuit which supplied current 
to the holder heater in response to an imbalance in the 
bridge. Electrical isolation required by the circuitry 
was accomplished with an isolation transformer which also 
provided a gain of 100 in the signal. The heater current 
was set to s.4 ma at null to allow temperature control in 
both directions.
To insure accurate thermometry the instruments were 
adjusted before each run in the same manner as during the 
thermometer calibration runs described later. At room 
temperature, where the germanium thermometer resistance 
was insensitive to small temperature differences, the PAR 
zero point was adjusted to null the circuit at 10 ohms on 
the bridge decade resister. The bridge was then switched 
to measure a presision 2902.3 ohm resistor and the PAR 
phase was fine tuned to indicate null for 2910 ohms, 10 
ohms being the resolution of the bridge decade resistor. 
This phase adjustment had no noticable effect on the 10 
ohm measurement.
Input Electronics
In order to approximate the delta function heat in­
put assumed in the solution to the diffusion equation, a 
Tektronics type 115 pulse generator was used to providefpulses to the heater (see fig. 7), with widths of 1 micro­
second and less. This device is capable of pulses as 
narrow as 500 nanoseconds, but the larger powers required 
to get sufficient energy into such narrow pulses caused
T-2242


















unacceptably large transients. The pulse shape could be 
varied from rectangular to trapezoidal or triangular.
The trapezoidal shape was chosen because it caused less 
transient pickup, and it suffered less shape distortion. 
One run with a thick sample (.03 cm) required a large 
enough pulse amplitude to cause a considerable pickup 
spike, and it appeared that the output amplifier might 
have been saturating on the spike itself.
In order to have a baseline for reference it was 
necessary to delay the firing of the input pulse relative 
to the triggering of the transient recorder. This was 
accomplished with a "home made" delay generator built by 
Dr. Thomas Worthington during previous work at Wesleyan 
University. The generator was driven by a Tektronic type 
180A Time Mark Generator which provided pulses at a fre­
quency of 2.5MHz. The delay generator was set to generate 
simultaneously positive and negative trigger pulses whose 
length was determined by counting the pulses in the 2.5MHz 
signal. The trigger pulses occured every 1.666.. seconds 
as derived from 60Hz line current fed to a frequency 
divider circuit. In this experiment the pulser was set 
to trigger on the positive going leg of the negative 
pulse and the transient recorder was set to trigger on 
the positive going leg of the positive pulse, resulting 
in a pulse delay time equal to the delay pulse width.
The energizing pulse was routed to the sample heater 
through a Kay Elementronics Corp. model 431c attenuator, 
so that the size could be changed exactly without changing 
the setting of the pulse generator. The attenuator re­
quired a 50 ohm load to give the attenuations quoted, and
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since this was not usually the case, a new calibration 
was performed with each change in pulse size.
In order to calibrate the size of the heat input the 
heater was provided with two leads at each end to allow a 
four lead measurement to be made of its resistance. This 
is covered in the section on data aquisition.
Output Electronics
The temperature excursion caused by the diffusive 
heat pulse was detected as a change in resistance of a 
superconducting bolometer held in the center of its tran­
sition by a magnetic field. The resistance change was 
measured by passing a known current through the bolometer 
and measuring the change in voltage across it as the temp­
erature changed. In order to obtain a constant current 
the bolometer was connected to two 22.5 volt batteries in 
parallel, and through a variable resister on the order of 
1 0 0 k.ohms. This made the load- due to the bo1ometer sma11 
compared to the current limiting resistors so that the 
current was essentially constant.(see fig. 8 ) The volt­
age drop across 1 0 0 k precision resistor was used to 
determine the current through the circuit. Batteries 
were chosen over a power supply to minimize noise. The 
output from the batteries drifted with time but the drift 
was slow enough that it didn't pose a great problem in 
most cases.
The voltage across the bolometer was fed into the 
home-made signal amplifier shown in figure 9. The pre­



































bolometer necessitated the addition of a balance circuit 
in the amplifier circuit which was dc coupled for reasons 
related to calibration as discussed below. The amplifier 
had to be set &o that the offset at its input just equaled 
the bias on the bolometer and this adjustment had to be 
made for each temperature since the bias wasn't always the 
same.
The output of the signal amplifier was fed to a 
Biomation midel 610 transient recorder where the analog 
heat pulse was digitized, temporarily stored, and then 
fed into the Fabritek model 1010 digital signal averager 
at a rate it could accommodate. The size of the window 
that the Biomation recorded depended upon the heater to 
bolometer spacing but was between 1 0 0 and 2 0 0 micro­
seconds for the samples in this experiment. After a 
number of pulses had been averaged, the contents of the 
signal averager were outputted to the paper tape punch and 
to the HP model 7035B X-Y recorder. The paper tape pro­
vided the data for the computer analysis and the plotter 
provided the "on the spot" means for rough calculations. 
The output from the Fabritek also went to the Tekronix 
storage scope which was useful in setting the gains and 
window. 1
Data Aquisition
A data run generally took at least two days. On the 
first day the sample was sealed in the vacuum chamber of 
the probe and the probe was placed in the dewar. The 
electronics were then assembled, the PAR adjusted, and
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the vacuum chamber evacuated. The liquid nitrogen jacket 
was then filled and maintained for 24 hours to give the 
probe time to cool.
The second day started by rechecking the leads to 
make sure nothing had broken during the cooling. Then 
the liquid helium was transferred. The temperature of 
the bath was next taken down to 3.7K and the magnetic 
field adjusted to put the bolometer in the center of its 
transition.
The next step was to calibrate the heat input to 
the sample. First the resistance of the heater was 
measured with a four lead method. Following this the 
pulse generator was activated to determine the size of 
pulse needed to get a good output pulse from the bolo­
meter. Once a pulse size Was decided upon, the measur­
ing leads from the heater were connected to the transient 
recorder and the input pulse was recorded. The pulse 
generator was then disconnected from the heater and a 
variable dc supply was put in its place. The size of 
the pulse could than be directly detemnined by comparing 
the measured dc voltages with the pulse height. The
2power to the heater was determined by integrating'(V /R)dt. 
The pulses used in this work were trapezoidal or rect­
angular in shape and typically of the order of 10 volts 
in height and 1 microsecond in width.
The apparatus was then ready to take data. The 
signal averager was set to average 4 or 8 pulses and was 
allowed to cycle enough times to obtain an output that 
filled the scale. Next the trigger was disconnected so
\
T-2242 36
that no pulses were generated and the temperature of the 
holder was changed by a known amount by adjusting the 
control resistance in one arm of the bridge circuit to 
some other value. A baseline was taken at this new temp­
erature by allowing the signal averager to cycle through 
the same number of passes as in the pulse run. The holder 
was then returned to the original temperature and another 
baseline was taken in the same manner. This allowed any 
drift in the system to be monitered and accounted for in 
the temperature calibration for the pulse. By measuring 
the difference between the pulse baseline and the elevated 
baseline, it was possible to determine directly the 
temperature scale without having to worry about amplifier 
gains and bolometer response curves. The trade off was 




The thermometer used in this series of experiments, 
Cryocal #2040, had been used in previous heat pulse work 
but had one of its 4 leads broken off. This didn't pose 
a serious problem for the circuitry used in this apparatus 
but it required that the same wiring be maintained through­
out the course of the work. In order to establish a temp­
erature scale for the thermometer two approaches were 
pursued. The first method was to calibrate it against a 
factory calibrated germanium thermometer, CryoCal #3242 
and the second approach was to calibrate it against the 
known temperature for liquid helium in equilibrium with its 
vapor at different pressures.
In the first method the two thermometers were mounted 
on the sample holder used in the normal heat pulse runs with 
the uncalibrated thermometer connected to the temperature 
control circuitry. The holder temperatures were then set to 
correspond to even values of resistance for the uncalibrated 
thermometer and the resistance value for the calibrated 
thermometer paired with those of the uncalibrated thermo­
meter. This process was repeated for 50 values of resis­
tance between the temperature 1.7K and 4K. After converting 
the calibrated thermometer resistance to temperature the 
resulting resistance-temperature pairs for the uncalibrated 
thermometer were then used in a fitting program (23) to 
generate a table of resistances and temperatures for the 
range 1.5K to 4.OK in 1.0 mK steps. A plot of these values 


























For the second calibration the dewar was set up as in a heat 
pulse run except that a small amount of liquid helium was 
introduced into the sample chamber/ and a mercury manometer 
rather than a vacuum pump was attached to the chamber pump­
ing line. The pressure over the helium bath in the dewar 
was then varied to change the temperature of the can and a 
cathetometer was used to measure the height of the mercury 
column in the manometer. These values were then corrected 
for local gravity and compared with the table of vapor 
pressures and temperature for helium (24). To insure that 
the system was in equilibrium each measurement was repeated 
several times/ recording the resistance of the germanium 
thermometer and the manometer reading each time. Because 
of the time consuming nature of this process only 8 data 
points were taken in the temperature range 1.7 to 4.OK.
These data were then used in the fitting program mentioned 
above and a similar table of resistance and temperature 
was generated. A plot of these values is also shown in 
figure 10. The temperature predicted by the second calibra­
tion differ from those of the first calibration by about 
-.7% at 1.5K and by +1.5% at 4.OK. There were several 
explanations for the discrepencies between the scales 
including resistance heating of the thermometer during the 
calibration and actual changes in the thermometer charac­
teristics, but more likely was the evolution of the zeroing 
method which accompanied an increase in the frequency of 
the output voltage of the PAR. It was this change which 
led to the descision to recalibrate the thermometer in the 
first place. The run analysed in this paper followed the 





The sample used in this experiment was piece of single 
crystal silicon. The width and length as measured with a 
traveling microscope were .5600 ± .0005 cm and 3.594 ± .005 
cm respectively, the uncertainty in the length being due to 
the irregularities of the ends. The average thickness of 
the sample, .0067 ± .0001 cm was calculated using the mass, 
length, and width of the sample along with the density of 
silicon. This was done becuase the sample was not perfectly 
uniform due to the method used to thin it from the original 
.03 cm thickness, the thinning being necessary to obtain a 
smaller relative contribution to the specific heat by the 
substrate in a composite film on a substrate system.
The original stock from which the sample was taken was 
a disk with a thickness of .03 cm. This disk was scribed 
with a diamond scribe and broken into several strips. These 
strips were then lapped with 600 grit wet or dry carborundum 
paper. The sample was attached to a machined brass disk 
with black wax and the abrasive paper was wetted to a piece 
of glass. The lapping process was laborious, but allowed 
samples with thicknesses of .006 to .008 cm to be produced 
with uniformity of thickness around 1 0 % as determined by 
measurements with a dial indicator. Most of the nonuni­
formity occured at the edges due to the rocking of the 
sample holder. Variations along the length of the sample 
were also present and were probably due to variations in 
the black wax thickness between the sample and the holder.
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Two potential problems arose in this method of pre­
paration. The first was the possibility of hairline cracks 
in the sample and the other was the quality of the result­
ing surface. The problem with cracking was two fold in 
that in the case of a bad crack an afternoon's worth of 
lapping was ruined and there was the possibility of an in­
complete lateral crack going unnoticed with the effect of 
changing the apparent conductivity of the sample. In this 
experiment it was assumed that the sample was good if no 
cracks were visible under the traveling microscope and if 
the sample survived the relatively rough treatment it 
received in subsequent handling. In future work some other 
method of sample preparation should be considered which 
would yield more uniform samples with less chance of frac­
ture. The problem with the sample surface was that it had 
an unknown roughness which could have effected the 
scattering of phonons as discussed in the theory section. 
This area was not dealt with in this work and is left as an 
experiment in itself.
The Heater
Having obtained a sample, the next step was to evapo­
rate a resistive'heater on the end of it. The heaters ; 
used in this experiment were all made of constantan so that 
they would have fairly stable resistances over the tempera­
ture range covered. The evaporations were made at a -5pressure of 10 torr so that impurities in the film could 
be minimized. The vacuum was obtained with a diffusion 
pump backed by a mechanical pump.
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The desired resistance for the heater was 50 ohms, 
the proper impedance match to the attenuator. This value 
was not obtained exactly in practice because there was no 
means of monitering the resistance of the heater during the 
evaporation. Various schemes are available to do this but 
I relied on a schedule of times, pressures and currents 
which evolved out of numerous evaporations to obtain heaters 
with resistances between 10 and 1000 ohms. The constantan 
starting material was placed in an alumina-coated wire 
heater and the current was increased in increments to allow 
time for the charge to outgas. At the final setting, the 
system was held constant for the length of time necessary 
to give the desired resistance. The evaporation was done 
through a mask which yielded a heater .035 cm in width and 
extending the full breadth of the sample.
The heater was connected to the probe leads through 
intermediate .00088 cm dia. titanium-niobium superconduct­
ing filaments to minimize heat loss along the leads. These 
leads were connected to the heater with silver paint, whose 
contact resistance was included in the overall resistance of 
the heater. These leads were doubled to allow for the four 
lead resistance measurement.
THE BOLOMETER
The bolometer was made in the same manner as the 
heater except tin was used instead of constantan. Evapor­
ation proceeded much faster with tin than with constantan 
and it was possible to obtain thick films with good adhe- 
,sion properties.
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An ideal bolometer would have a large, linear res­
ponse, zero heat capacity, and zero response time. A 
bolometer used in low temperature work must also be able 
to withstand cooling to temperatures near absolute zero.
For the bolometer described here the size of the response 
is a function of the "normal" resistance and dR/dT. A 
small cross-sectional area will give a high normal resis­
tance as well as a small heat capacity and response time. 
The smallness of the cross-sectional area is practically 
limited, however, by the need for durability and by ir­
regularity in the thickness of the film. Very thin films 
have altered superconducting transition characteristics 
and local thinning due to variations in the film thickness 
could cause the bolometer to go superconducting unevenly 
along its length, leading to pulse shape distortion.
The sharpness of the superconducting transition, 
dR/dT, is highly dependent upon the purity of the material. 
Certain steps were taken to insure the purity of the bolo­
meter, such as starting with 99.999% pure tin, cleaning 
the charge with acid and acetone, and evaporating the 
charge in a vacuum. A typical dR/dT value taken from an 
early run was 16 ft/K, but little attention was given to 
this quantity after adopting the direct temperature cali­
bration approach, and it is possible that improvements 
could be made in this area.
The choice of tin as a bolometer material was governed 
by the fact that it had a reasonable transition temperature 
(3.72K), and was readily available in the lab. Indium was 
another possibility and the choice of tin over indium was
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due to a somewhat higher survival rate in the cooling pro­
cess, possibly because of a slightly better thermal expan­




In this chapter the heat pulse data are first fitted 
to the linearized solution to the diffusion equation to 
obtain values for c and D at each temperature for which 
a measurement was made. The specific heats and their asso­
ciated temperatures are then fitted to the equation 
c/T = a + yT to obtain values for a and y. The remainder 
of the chapter involves the diffusivity and a discussion of 
possible sources, of error in the experiment.
Heat Pulse Data
At each of 9 temperatures three sets of data were 
collected. The first set was the heat pulse, the second 
was the upper baseline and the third was the lower base­
line. This procedure allows the drift in the system to 
be taken into account. To compensate for the drift, it is 
first assumed that it is linear in time. Then, since the 
time between measurements is essentially the same, the 
temperature calibration in raw data units becomes:
Acal = UBL" (PBL' LBL)/2 t6*1!
Where UDT is the average of the upper baseline, PDT is theaLt jdjli
average of the lead-in baseline for the heat pulse, and 
LnT is the lower baseline. The temperature excursion dueoL
to the heat pulse can then be expressed as a function of 
time by:
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TA pa 1AT. « ( ■ ■ ) P. - L. - (P„„ - ) [6.21Acal l°**J
where P^ and are the raw pulse and lower baseline data , 
in the PAR memories.
The time scale for the temperature data is obtained by 
dividing the Biomation measurement window (in this case 
100 ysec) by 256, to obtain the time interval between data 
points. The temperatures are then paired with times 
figured from tg. The function to which these data are then 
fitted is the linearized solution to the diffusion equation 
for the case of an infinite sample:
ln T t % = • 1 + ln{7 _ Q _ } [6.3]
With proper weighting to account for the fact that the 
uncertai 
obtains:
hnty is assumed to be in T rather than ln(Tt ), one
2 2 2 2 2 £Tfy.ETTxT - ETTx.ETTy.x.u _ i~/ Q i i i i i i i i i r/rAc v.m2rm2 2 /r_2 2. 2 [6.4a]STTSTTxt - (ETTxT) 1 1 1  1 1
T?ZT?x? - ZT?x.(T?x.) 2ol = ?{ j >2 ::i2 2 1 1 o2 [6.4b]
D 3 ZTfZTfxf - (ZTfxi)
m  =  - x4D








from which the values for c and D can be extracted
The values of c and D thus obtained are found in
Table 1. Figure 11 shows the data for T = 3.7035K plotted h 'as ln(Tt ) vs 1/t with the corresponding straight line ob­
tained from the fit. Figure 12 shows the same data plotted 
as T vs t with the curve calculated using the semi-infinite 
sample solution (Eqn. [2.6]) and the values of c and D ob­
tained above.
The next step in the analysis is to determine the 
linear and cubic coefficients. In linearized form the 
specific heat equation becomes:
where a and y are the slope and intercept respectively. 
A linear least squares fit to this function once again 
requires weighting to account for the uncertainty being 
in c rather than c/T. With this weighting we obtain:
Calculation of a and y
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Heat Pulse Results 
T (K) Q (J)xlO9 D (cm/sec2) c (J/cm3-°C)xlO5
3.703 .96 ± .01 5086 ± 1069 5.03,± .55
3.546 3 . 5 9 ± .01 10342 ± 1854 6.69 + .60
3.167 3.96 ± .01 3450 ± 444 3.36 + .25
3.076 " 4335 ± 470 3.22 ± .19
2.957 " 4007 ± 420 2.83 ± .16
2.856 " 4230 ± 595 2.42 ± .19
2.705 " 3770 ± 303 2.40 ± .11
2.426 " 4200 ± 4600 2.0 + 1.2
2.352 " 3540 ± 398 1.62 ± .10
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m = £Ti/°ci£ciTi/°ci - £Tj/°ci£ciVgci£T!/gci£Ti/gci - [6 .6a]
m
T^/a^.ET^/a^. - T?/a^ ET^/d E r j cj i ci j cj i ci-, :
-it 0 0 0 A O '  o^3 ET?/cC-. ET7/o . - (ET7/a .)1 Cl 1 ci v i' ci7 [6 .6b]
b = £ciV°ci - m£T?/gci£Ti/gci [6 .6c]
a. = j 2T?/a2 . r ci
m „m4 / 2
c7 t V aci, 2 --J a [6 .6dl
The result of this fit for all the points yields the 
values:
o = 1.49xl0" 6 ± 3.3xl0-6 [6.7]
Y = 9.58xl0"7 ± 3 .9xl0- 7 [6 .8 ]
However, a better fit is obtained if the point at T =
3.5457K is deleted. This point corresponded to a differ­
ent heat input than either the first point, which was also 
singular in this respect, or the subsequent points which
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had a common value of Q. The results of this fit ares
a » 2.49xl0“ 6 ± 8.6xl0-7
Y = 8.19xl(f7 ± l.lxlO-7
The data and the straight line fit for 8 points are shown 
in figure 13.
The value of y obtained here corresponds to a value
of Gn of 589 K as compared with a value of 647 K obtained
for specific heat measurements on bulk crystalline silicon,
and 674 K derived from elastic data.(14) Using the value
obtained from bulk specificheat measurements for reference,
the value of 0* obtained here is about 9% too low which
means that y is about 32% too high. The value of a for
crystalline silicon should be zero as compared with the
— 6value of 2.54x10 obtained here.
Ignoring these discrepancies for the time being and 
considering the case of a thin film deposited on a sub­
strate, it can be seen that the limits of detection for 
a and y for the film depend upon the thickness of the film 
and the uncertainties in a and y for the substrate and for 
the composite. Assuming the substrate is thick compared to 
the film and that the uncertainties in a and yare the same 
for both measurements, we obtain:









substrate thickness. This implies that in order to make 
any reasonable statement about the size of y^ we must haves
df •> /2a [6.12]
s Ys
Thus, for Y.e s y„we have for the value of o obtained m  'f 'S Y«■ S
this experiment:
which implies a film thickness of the order of 20 microns, 
which is thick, but not impossible. By similar reasoning, 
assuming a to have a magnitude comparable to y, we have:
d.




which implies a film thickness about the same as the sub­
strate, which is not acceptable.
This analysis doesn't consider the actual discrepancy 
between the measured values of a and y and the expected




The specific heat is one of the two thermal parameters 
determined in this experiment. The other is the diffus­
ivity, the topic of this section.
Although an accurate determination of the diffusivity 
of the film would be difficult due to the fact that the 
conduction occurs primarily in the substrate and the fact 
that the temperature of the film at any point is essen­
tially that of the substrate, it should be possible to 
determine the diffusivity of the substrate.
In the theory section it was stated that the lattice 
thermal conductivity could be expressed by:
K0 = - A V o C  [6.15]
where Vo is the speed of sound in the dielectric and A is 
the effective mean free path. It was further stated that 
at low temperatures A becomes very large in perfect cry­
stals so that below some temperature the effective mfp is 
determined by the boundaries of the solid and that its 
value should be given by equation [2.12]. Thus, it should 
be possible to arrive at a value for the diffusivity, de­
fined to be k/c, by determining A for the sample shape via 
Eqn. [2.12] and by using the bulk crystal value of V 0 . F6 i 
this sample we have:
D a | AVo = (|) (.0132)(566000) = 2490 cm2/sec [6.16]
where Vo is the average speed of sound appropriate for this
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calculation for silicon.(15) This value should give more 
or less the upper limit for the diffusivity since it as­
sumes no scattering within the crystal. A comparison with 
the data in Table 1 shows that the diffusivities measured 
in this experiment correspond reasonably well with this 
value with the one notable exception of the value obtained 
at T = 3.5457K. This is the same point which was question­
able in the specific heat determination. The fact that 
the diffusivities are all higher than expected may in- 
dicate an error in tQ/ however, a discrepancy of this size 
would require an error of about 10 ysec which is not 
likely. Another possible explanation is that the phonons 
are undergoing specular reflection at the surface of the 
crystal leading to a larger effective mean free path along 
the axis of the sample. Moreover, the structure of cry­
stalline silicon is not simple and a number of effects not 
reflected in this simple treatment may be present.
Error Analysis
The uncertainties quoted in the previous sections ref­
lect the statistical variations in the data as determined 
from the fitting. In this section other possible sources of 
error wil be considered and related to the discrepancies 
between the observed values of a and y, and the expected 
ones.
The fitting function used in the data analysis con­
tained several approximations that could conceivably lead 
to systematic errors in the results. This possibility is 
'considered in some depth in appendix 2 where it is shown 
that the combined error resulting from these approximations
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is of the order of 1%. This is negligible compared to the 
uncertainty from the scatter in the data.
Uncertainties in the physical dimensions of the sample 
are also negligible with the exception of the thickness, 
which has a 1 0 % variation as measured with a dial indicator. 
Since the variation is predominantly a thinning of the edges 
along the length of the sample, the effect is to change the 
shape of the cross-section which is not critical. It should 
thus be reasonable to use the uncertainty in the average 
thickness, which is once again of the order of 1 % and thus 
negligible.
The remaining variables which are found in the equa­
tions from which the coefficients a and y are found are: T, 
the temperature of the sample during a measurement; AT, the 
change in temperature at the bolometer due to the heat pulse 
as a function of time? Q, the heat input at the heater? and 
t, the time which AT is measured against. The precision 
with which these quantities were measured would lead to a 
small uncertainty in the specific heat parameters, but the 
possibility exists that there are systematic errors in them. 
It would not be fruitful to try to specify the size of these 
errors, however, a knowledge of their effect on a and y is 
instructive.
Looking first at T, it can be seen that the error in y 
due to an error in T of 6T is given by:
6y „ 36T
y ~ ~ T
which, using the average value of T for this experiment,
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indicates that 6y/5 - - 6T. The error: in a due to the error 
in T would approximately given by:
5a a 4yT6T 
a a
from which it is apparent that the relative error in a 
becomes very large relative to 6T as a becomes small com­
pared to y. For the values.obtained in this experiment 
the error is roughly -4 times the error in T. It can thus 
be seen that an accurate temperature scale is critical if 
small values of a are to be determined.
Considering next the effect of errors in Q, it can 
be seen that c scales linearly with Q so that an error in 
Q is equivalent to an error in c in its effect on a and y. 
The relative errors in a and y are thus roughly equal in 
magnitude to the error in Q. Errors in AT have the same 
effect only with the opposite sign.
To assess the error due to ; improper time ;scalir\g i.it 
is helpful to consider maximum temperature excursion of the 
heat pulse. By solving the heat pulse equation for the time 
of maximum temperature one obtains the relations:
which has no t dependence at all. It can thus be seen that
for times near the peak of the temperature excursion, the
specific heat, and thus a and y, are insensitive to t. (This
2is not true for D, however which is given by x /(2tmax) as 
tmax may occur very shortly after t^.)
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One remaining area which could lead to a systematic 
error in the specific heat is the effect of the addenda, 
i.e. the heater, bolometer, the silver paint, and the leads. 
The loss of heat through the leads can be dealt with quickly 
by noting that their combined cross-sectional area is less 
than .2 % of the sample cross-sectional area and that in the 
superconducting state their thermal conductivity would be 
considerably less than that of the sample. The contri­
bution to the specific heat from the heater, bolometer, 
and silver paint can be estimated by considering the rela­
tive mass of the substrate to the addenda along with their 
relative specific heats. Using a value of .8 mg. for the 
mass of the combined addenda and an effective mass of 4 mg. 
for the substrate along with y for crystalline silicon and 
a and y for silver (25), the following results are obtained:
Ytot = 2ys = 1.22xl0- 6 J/cc-K4 [6.20]
“tot £ l-5xl0- 5 J/cc-K2 [6.21]
Now, this is a rather pressimistic analysis of the situa­
tion since only the length of the substrate between the 
heater and bolometer had been considered as contributing 
to its mass and the addenda has been treated as though it 
were distributed along this length uniformly. What is 
interesting to note, however, is that if the effect of the
addenda on a is normalized to the observed error in y, we
— 6find that a is about 5x10 J/cc-K which differs only by a 
factor of 2 from the observed error in a.
This difference might be due to the assumption that
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the addenda could be treated as silver where as it is act­
ually a combination of silver, tin, constantan and binder 
for the silver. The message, however, is that a large 




This work was begun with a two fold objective: first
an apparatus was to be built which used the heat pulse 
method to measure the specific heats of thin films, and 
then the apparatus was to be used to measure the specific 
heat of a thin film of hydrogenated amorphous silicon to 
determine the value of the linear temperature coefficient 
in the low temperature specific heat law. The first of 
these goals was attained and the apparatus was used in a 
number of runs on crystalline samples. The second goal 
was not reached, however, and remains as a project for 
future work with the apparatus. It is hoped that the in­
formation that can be gleaned from the work covered in 
this paper will help insure the success of that project.
The results obtained from the analysis of the data 
from the final crystalline silicon run made during my 
work with the heat pulse experiment indicates that some 
improvements will be needed in the apparatus and the sample 
preparation if a reliable value for the linear temperature 
coefficient is to be obtained. The value obtained for the 
cubic coefficient is encouraging as it is within 32% of the 
value obtained by other methods.(14) The value obtained 
for the linear term for crystalline silicon should have 
been zero, but instead a value larger than the one for the 
cubic term was found. Although no single reason for the 
descrepancy is apparent several possibilities exist. The 
most likely of these are the contribution due to the silver 
paint, possible inaccuracies in the temperature scale as
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measured by the germaium thermometer, and errors in the 
pulse calibration due to the drift in the bolometer power 
supply. These are all problems which can be solved and 
improved results should follow.
Other areas which need work are shielding and pulse 
amplification. Early in the experiment, it was discovered 
that a rapid decline in temperature following the peak 
was not due to the effects of a shortened sample, but 
rather to attenuation of the'low frequency fourier compo­
nents of the pulse by the then ac coupled pre-amp. By 
changing amplifiers and dc coupling them, the problem was 
eliminated. \This also led to!.the direct calibration of the 
heat pulse temperature scale which represented a large 
simplification in the procedure. Unfortunately, the ampli­
fier used would sometimes develop an annoying oscillation 
which introduced a great deal of noise into the data. In 
addition, the circuit devised to balance the bias on the 
bolometer was quite coarse in its scaling since it had to 
cover a large range of voltages. This made it hard to 
center the amplifier in its response range and the possi­
bility of distorting the pulse.
Future runs should include more temperatures for ob­
vious reasons. This should become easier as the apparatus 
becomes more refined. One definite improvement in this 
direction would be getting rid of the paper tape in favor 
of a mag tape or disk storage. The tape is incredibly slow 
and a great deal of data was lost due to malfunctions.
One final area which could be improved is sample 
preparation and lead attachment. It should be possible to
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obtain substrate material that is thinner than 13 mil.
If not, some method other than hand lapping should be in­
vestigated. The uniformity obtained by lapping is not 
good, to say nothing of the many hours required to get an 
unbroken substrate. Once a good substrate is obtained, it 
would be desirable to have a lead-to-substrate junction 
that would survive the film deposition process. This 
would allow the substrate to be directly measured, com­
plete with addenda, and errors due to these would be 
eliminated from the film run.
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APPENDIX I
THE MODIFIED FOURIER HEAT LAW AND THE 
DIFFUSION EQUATION
One way of arriving at the modified Fourier heat law 
is through the Boltzmann Equation. The non-equilibrium 
Boltzmann Equation can be written:
M  i J , ^  + a i  f ~ f° [A1 11a.t If a s f  ? lAX'1]
where the relaxation time approximation has been used. In 
this equation f is the distribution function, fo is the 
equilibrium distribution function, and t is the relaxation 
time which is of the order of the time between collisions 
for the heat carrying entities, whether phonons, electrons, 
molecules, or others.
Since we are working toward a macroscopic heat law 
the form of the law shouldn’t depend upon the type of heat 
carrier so we will consider the case of transport by par­
ticles in a classical gas. The extension to phonons is 
straight forward/, although the intermediate formalism is 
somewhat more complicated. In a gas of this type the exter­
nal forces on the particles can be assumed to be zero so
that the term involving the acceleration, a, vanishes. If2+we now multiply the entire expression by %mv v, and inte­
grate over all values of v, we obtain:
.3 f /i 2 . /.-*■ 3 f 2 »-*■/-^(^smv )vdv + /v • y-temv )vdv =
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- /(- ^°) (3gmv2)vdv [A1.2]
Since any explicate time dependence in the first term would 
come from f we can take the partial derivative outside the 
integral and the integral is then seen to be just the heat 
flow vector. If we next let the distribution function in 
the second term be approximated by the equilibrium distri­
bution function and note that the only spatial dependence 
is in the temperature T (recalling that T is present exp­
licitly in any of the statistical distribution functions), 
we can pull the gradient of T out of the integral. Finally, 
if we note that the integral on the right side of the equ­
ation which contains f0 goes to zero due to the fact that 
the limits on the integral are symmetric with respect to 
the origin where as the integrand is odd due to the vector 
v, and that the other integral is once again just the heat 
flow vector, we obtain, upon multiplying through by t :
If we now consider the case of constant q, the first term 
goes to zero and it can be seen that the integral expression 
is just the thermal conductivity in the normal Fourier heat 
law. Thus, upon using the normal symbol for the position 
gradient we obtain:.
where the thermal conductivity tensor has been contracted 
and the vector quality of the resulting term absorbed in 
the gradient. If the same arguments as were used in chap
-i . 3 T 3 f n i 2 -v3T ' T / v v ^ m v  dv = g [A1.3]
+ k^T - q = 0 [A1.4]
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ter II are used, we finally arrive at the modified diffusion 
equation:
t  3 2 t  1 3T- . r7Vl C1Y  T  +  -   ^  -  —  -—  =  “ 4 ttp L A I . 5 ]at2 D at
The solution to this equation can be found in Morse and 
Feschbach (22) , but it is not necessary for the time scales 
encountered in this experiment, as can be seen by consider­
ing the term containing the second time derivative. In the 
relaxation time approximation it is assumed that the system 
establishes local equilibrium in a time of the order of x 
and therefore the second time derivative becomes small.
This, coupled with the fact that x is of the order of the 
time between collisions, which is roughly given by:
X a 23T 2 v
— 8and has a value of about 10 seconds for this experiment, 
leads to the conclusion that by 1 usee into the measure­
ment, the effect of the second term has become utterly 
negligible. We are therefore justified in using the more 
common form of the diffusion equation in this experiment 
and it is this form of the equation which will be solved in 
the following discussion.
Since the source term assumed in this work is a delta 
function in position and time, the diffusion equation is 
essentially solved once a Green's function is constructed. 
This will therefore be the approach taken here. Considering 
the one-dimensional infinite sample case we first write:
T-2242 70
j2 1 3
(— 0 -  r rjr)  G(x, t; x ' , t ') = - 4 t t 6  (x-x') 6 (t-t' )  [A1. 6 ] ,
dx2 D 3t
where G(x,t;x',t') is the Green's function that satisfies
the differential equation shown. We next make use of̂  the
Fourier transform approach to write:
G(x,t;x',t') = /dk/dtoe:Lk(x“x,)e"1“ (t"t,)g(k,(i)) [A1.7]
where g(k,o)) is the transform of G(x,t;x',t'). Recalling 
that:
& (x-x1) 6 (t-t') = ^/dk/du)elk(x"x ')e"lul(t-t,) [A1.8]
2 tt
we have from equation [Al.7]:
2 tt
fJ1 rj, , i . iaK n » ik(x-x') -iw(t-t') n,/dk/d(i)(-k + —  )g(k,o))e e [A1.9]
which implies:
= -(k2 + jjp)g(k,oj) [A1.10]
This leads us to the result:
ik(x-x') —iw(t—t')G(x,x';t,t' ) . = /dke x } /do)---- r .;-  [Al.ll]
2TT(k"!~ )
This equation can be solved using complex variable methods 
to obtain the Green's function:
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-(X-x') 2 
G(x,tfx't') = /4 lrD(tit. j i e
The source term associated with a heat imput Q for 
sample with the geometry assumed here is:
(x-x1)6 (t-t1)
so that by direct extension of the Green1s equation 
we obtain:
- ( X - x 1)2






Where Q is the heat input, x 1 is the heater location, and 
t 1 is the time of the heat input.
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APPENDIX 2 
APPROXIMATIONS IN THE HEAT EQUATION
In Chapter VI, it was tacitly assumed that the error 
introduced by using the Green's function, semi-infinite 
solution to the diffusion equation was small. At this 
point we will take up the approximations involved.
To estimate the error introduced in the analysis a 
more exact treatment will be given to the actual sample 
geometry and the heat input. In this analysis it is help­
ful to use an alternate expansion of the finite sample sol­
ution found in Carslaw and Jaeger.(2) This solution, which 
results from a Laplace transform of the diffusion equation, 
is the infinite series:
"mi.-, - S V t / “ 2 “ ”3?'“ *!r « ■ »
where L is the sample length, x' is the position of the 
heater measured from the free end, and x is the position of 
the bolometer. This solution also assumes a delta function 
heat source in time and position so it is necessary to in­
tegrate it over the time and position intervals associated 
with the heat input. The integration for the rectangular 
heat input is:
AT = -2SLfA e“*Dn27r2 (t’t,)/4L2c o s ^ ' c o s ^ d t '6 (x) cAtL o e 2L COS2lTat:
...[A2.2]
which yields the result:
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A T 6(x) " c(L?n=i3 5°??n 2L o o s 2LX  e ** 4 L >t ’
cn^TT^Pt ^
{ 4lL }{ 4L2 " } [A2.3]
tt DAt n
This equation can now be integrated over the width 
of the heater (in this experiment the heater was .035 cm 
wide) to yield the final form of the temperature distribu­
tion:
/
iT = { SQL2 „.} E jL[sin{nir(x’-Ax'>}_ sin{n™' }]cosnwx _
A i  a,* _ | _  „  I* II « i-i Z Lit DAtAx'c n=i 3 5
2 22 2 n tt DAt _ - -n tt Dt e a„2 ~
{e . 2' "}{------------ } [A2‘4]
n
This solution allows for a rectangular heat input at an 
arbitrary location in a finite sample, which occurs in a 
line source of finite width. Unlike the image solution for 
the delta function heat input, this series does not con­
verge rapidly, and several hundred terms must be summed to 
obtain a fairly accurate value for T. Figure 14 shows 
graphically the percent error in temperature as a function 
of time as predicted by the semi-infinite sample approxi­
mation for the sample geometry and pulse width used in this 
experiment. Figure 15 shows the early time error in temp­
erature for this sample geometry for different pulse 
widths.
To estimate the error in specific heat we recall that 
the data used is close to the peak temperature excursion
T-2242 74
for the heat pulse. If we then use the semi-infinite 
sample solution we have:
2-x
Tmax = 7 n 0 t’ Ac e4° W  [A2.5]max
which can be written:
2-x
c = A D t  ° AT e4Dtmax [A2.6]max max
where T is the maximum temperature excursion and tmax c max
is the time it occured. Thus, for small changes in these
values the error in c is approximately:
AS: £ AS (St + AS fA2 71c 8T max dt 0 max IAZ./jmax max
using the values obtained from the comparison of the exact 
solution and the semi-infinite approximation the error in 
the specific heat due to the four factors investigated is 
about 1%. This clearly doesn't explain the fact that the 
specific heats obtained from this experiment were about a 
factor of 2 too large. It is interesting to note, however, 
that the combination of factors for this geometry tended to 
cancel out one another. This results because the heater is 
actually closer than assumed and overcomes the extended 
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0.0067 ± .0005 cm 
3.5936 ± .0005 cm 
0.5600 ± .0005 cm 
0.0039 ± .0005 cm'* 
0.0328 ± .0005 gm




2.0974 ± .0005 cm 
0.5200 ± .0005 cm 
0.0505 ± .0005 cm
Heater and Bolometer Data 
Heater Width
Heater Resistance (@3.7K) 
Bolometer Width 
Bolometer Resistance (@3.7K) 
Bolometer Transition (@3.7K)
.03500 ± .0005 cm 
1011.9 ± .1 a. 
.03500 ± .0005 cm 
171 ± .1-fl
15.7 ± .1 ^
