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Abstract
We compare the field-field g(1)(τ), intensity-field g(3/2)(τ), and intensity-intensity g(2)(τ)
correlation functions for models that are of relevance in astrophysics. We obtain expres-
sions for the general case of a chaotic radiation, where the amplitude is Rician based on a
model with an ensemble of harmonic oscillators in Brownian motion. We obtain the signal
to noise ratios for two methods of measurement. The intensity-field correlation function
signal to noise ratio scales with the first power of
∣∣∣g(1)(τ)∣∣∣. This is in contrast with the
well-established result of g(2)(τ) which goes as the square of
∣∣∣g(1)(τ)∣∣∣.
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I. Introduction
Correlation functions appear in the study of Physics from the microscopic scale to the
galactic scale, and have played fundamental roles in statistical physics at equilibrium, and
out of equilibrium . The intimate relation between correlations and spectra is now one
of the most solid foundations in many areas of science. To name only one example, the
2019 Nobel prize of J. Pebbles, for his understanding of the large-scale anisotropy of the
Microwave Black Body spectrum, and for the mass fluctuations at large scale [1].
Correlation functions of the electromagnetic field have been applied to classical and
quantum fields, their relation to fluctuations can not be over stressed, and their study
illuminates the boundary between classical and quantum fields [2]. Intensity-intensity
correlation functions started in optics and astrophysics with the pioneer work of Hanbury
Brown and Twiss [3, 4, 5]. Measurements give information about the radiative source, such
as its size and its spectra, but also about the radiation processes themselves [6, 7]. The
work of Handbury Brown and Twiss triggered the birth of quantum optics [8], consolidated
by the foundational work of R. J. Glauber with the quantum theory of coherence [9].
During the last decade there has been strong interest to revive the technique of Hanbury
Brown and Twiss in astronomy [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]. The
intensity-field correlation developed from ideas that started to appear some thirty years
ago e.g. [23, 24, 25]. Its formal introduction as conditional homodyning by Carmichael et
al. [26], including its relationship with the spectrum of squeezing, triggered experimental
studies in cavity QED[27] and in single atom resonance fluorescence [28]. Among the
theoretical advances followed by Carmichael’s work has been the discovery of its link to
weak value measurements [29, 30]. It would seem that a correlation of three fields would
not give any further information, but strictly speaking, there are three fields from the
source and one from a local oscillator that cancels out in the normalized definition, giving
access to such intensity-field correlation that probes the field quadrature fluctuations.
Recent investigations now include the study of Raman scattering of molecules on surfaces
[31]. The paper by Xu et al. [32] summarizes the motivation for the development of the
intensity-field correlation function as a tool to study conditional dynamics in quantum
optics. It presents an overview of the connection of the correlation functions, conditional
measurements, and photoelectric detection.
This theoretical work compares the field-field g(1)(τ), intensity-field g(3/2)(τ), and
intensity-intensity g(2)(τ) correlation functions, for a simple system that could meet ra-
diative properties of the stellar emission lines: an ensemble of harmonic oscillators in
Brownian motion with a coherent background. The resulting field is chaotic as defined by
Glauber [33]. We add a coherent background for two reasons. First, in astrophysics if co-
herent radiation exists, it could appear with the blackbody radiation (zero-mean chaotic
field) [34, 16]. Then, in order to appropriately measure the intensity-field correlation on
a blackbody radiation, it is necessary to add a coherent offset to it. The result is chaotic
radiation, where the amplitude has a Rician distribution (and not the Rayleigh distri-
bution of the blackbody radiation). We support our results with a simulation based on
an elementary model from kinetic theory: the so-called one-dimensional gas at thermal
equilibrium, that permits exact calculations and Monte-Carlo simulations.
Then, we derive the signal to noise ratios and compare them for two different methods
of measurement, each relevant in one particular intensity regime. Based on the recent
experimental results of our group [15] we take into account only statistical “shot noise”.
The study shows the advantages of considering one correlation function or another, either
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in terms of data collection time, or in terms of physical information that one obtains. At
first sight, one could argue that only the first order correlation function g(1)(τ) really mat-
ters. Indeed, the correlation functions of the Gaussian processes are simply linked among
them, it is Isserlis’ theorem [35] (classical version of Wick’s theorem). The knowledge
of the first order correlation function is enough in principle. However, we shall see that
the physical information appears with slightly different form in each of the correlation
functions and that the technical challenges for measuring them differ.
The paper is organized as follows. We first present our theoretical framework in section
II., then in section III. we derive these correlation functions, in section IV. we present
the kinetic model and our simulation, confirming the analytical results. In section V., we
derive the signal to noise ratios, taking into account only the statistical “shot-noise”, and
compare them.
3
II. Theoretical Framework
II..1 Our classical picture
We consider an ensemble of massive particles (harmonic oscillators hereafter) in (non-
relativistic) Brownian motion, that each emit the same electric field with a fixed polari-
sation, and some vector modes function satisfying the wave equation with a given gauge
choice, with the usual boundary and transversality conditions. We assume that the har-
monic oscillators are too few in front of the surrounding thermalized particles to interact
among them, they are independent from each other. We assume that the field is discon-
nected from the particles, such that the Fourier coefficients in the analytic representation
of the field fully describe the field [33]. In all this paper, we consider a single vector
component and only one mode. We set an inertial observer at a fixed point in space, we
adopt an Eulerian description of the field.
In its stable state, the Brownian motion induces, for any harmonic oscillator `, indepen-
dent fluctuations in frequency
{
δω`t
}
around a mean value 〈ω〉, and fluctuations in phases{
ϕ`t
}
via, respectively, the Doppler-Fizeau mechanism and the elastic collisions mecha-
nism. Then, the field emitted by an harmonic oscillator ` is described as a continuous
time stable Markovian process
E`(t) = A`(t) exp (−i 〈ω〉 t), (1)
where the complex Amplitude is:
A`(t) = E0 exp (iϕ`t) exp (−iδω`t t). (2)
The fluctuations
{
δω`t
}
are normally distributed because of the Doppler-Fizeau mech-
anism, and the phases
{
ϕ`t
}
are uniformly distributed because of the elastic collisions
mechanism. The field resulting from the superposition of N  1 fields (1),
ERa(t) =
N1∑
`=1
E`(t) = ARa(t) exp (−i 〈ω〉 t) (3)
has a Gaussian complex amplitude ARa(t), and so is a chaotic field as defined by Glauber
[36]. The modulus of ARa(t) follows a Rayleigh probability law at each time.
The analytic representation (1) allows the classical correspondence [2] of the quantum
field-correlation functions defined by Glauber [9]. For a field E(t), the classical corre-
spondence of the intensity operator is I(t) := E∗(t)E(t). It is proportional to the energy
resident in the radiation.
II..2 Correlation functions definitions
The three first non-normalized correlation functions are defined (when they exist) in the
steady state of a field E(t). Within our Eulerian description they are:
G(1)(τ) := 〈E∗(t)E(t+ τ)〉 (4)
G(3/2)(τ) := 〈E∗(t)E(t)E∗(t+ τ)Elo(t+ τ)〉+ c.c. (5)
G(2)(τ) := 〈E∗(t)E(t)E∗(t+ τ)E(t+ τ)〉 . (6)
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Where Elo(t) = Alo exp (−iωlot), with Alo = Elo exp (iθ), is a coherent local oscillator with
the same deterministic mode ωlo = 〈ω〉 than the field. If it has to be considered as a
random process, then it should be considered as independent of the field. The normalized
forms are:
g(1)(τ) := 〈E
∗(t)E(t+ τ)〉〈
|E(t)|2
〉 (7)
g(3/2)(τ) := 12
〈E∗(t)E(t) [E∗(t+ τ)Elo(t+ τ) + E(t+ τ)E∗lo(t+ τ)]〉
〈E∗(t)E(t)〉 |〈A(t)〉| |〈Alo(t)〉| , (8)
g(2)(τ) := 〈E
∗(t)E(t)E∗(t+ τ)E(t+ τ)〉
〈E∗(t)E(t)〉 〈E∗(t+ τ)E(t+ τ)〉 . (9)
The joint moment (5) depends only on the time difference τ because "exp (−iδωtt)"
and "exp (iϕt+τ ) exp (−iδωt+τ (t+ τ))" are independent, and because ϕt is uniformly dis-
tributed over [0; 2pi].
The field-field correlation function g(1)(τ) has already been studied in detail in reference
[2]. References [33] and [37] address precisely the question of what physical information
lies in the intensity-intensity correlation function g(2)(τ), respectively in quantum optics,
and in astronomy.
II..3 Classical intensity-field correlation function
Let Eβ exp (iφ) be the non-zero average steady part in the complex amplitude of a field
E(t). Let δA(t) be the fluctuations of the complex amplitude, we assume that the moments
of third order for the fluctuations {δA(t)} are negligible compared to the lower orders.
The intensity-field correlation function g(3/2)(τ) is classically defined by (8). Because of
the steady part Eβ exp (iφ) in the complex amplitude of the field, both the numerator and
denominator in (8) are non zero. We will show that this correlation function captures the
evolution of a quadrature of the field, depending on the relative phase (φ − θ) between
the local oscillator and the field.
A µ-quadrature of the field, also called a “quadrature-phase amplitude” [38] of the field,
is:
Aµ(t) :=
1√
2
[A(t) exp (−iµ) + A∗(t) exp (iµ)] . (10)
The capture of a quadrature evolution is conditioned on an intensity fluctuation because
of the term E(t)E∗(t) in the numerator of (8). In the quantum limit, it is reduced to the
detection of a photon. One can already notice that (8) is independent of the amplitude
of the local oscillator.
Let us express (8) in terms of the fluctuations of the field quadratures. For a given phase
µ we define δAµ(t) as the fluctuations of the µ-quadrature of the field. After a bit of
algebra,
g(3/2)(τ) ≈ cos (φ− θ) + 〈δAφ(t)δAθ(t+ τ)〉
E2β +
〈
|δA(t)|2
〉 . (11)
When the phases are equal (φ = θ) it becomes:
g(3/2)(τ) ≈ 1 + 〈δAθ(t)δAθ(t+ τ)〉
E2β +
〈
|δA(t)|2
〉 . (12)
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First, this demonstrates that g(3/2)(τ) depends on the parameters θ and φ. Then, when
θ = φ, this shows that the intensity-field correlation function captures the fluctuations of a
θ-quadrature of the field. It gives access to the conditional dynamics of the quadrature of
the field, similar to the manner in which the intensity-intensity correlation function gives
the conditional dynamics of the intensity [32]. The results of equation 11 are consistent
with the quantum mechanical expressions in [39] under the appropriate classical limit.
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III. Derivation of the correlation functions
References [26, 27] study the intensity-field correlation function theoretically and exper-
imentally in cavity QED from a quantum optics perspective. However, it has not been
considered yet, to our knowledge, for studies of astrophysical sources such as the emission
lines of “chaotic” nature. The study of the correlation functions (7),(8), and (9), in the
general chaotic case, where the mean of the complex amplitude in not zero, has a physical
motivation. If coherent radiation exists in astrophysics, it could be observed as Rician
radiation. Indeed, the radiation emerging from stellar systems is a complex combination
of emission from plasma, gas, and dust. Stellar emission lines, coherent or not, could
appear along with black-body radiation (the well-known zero-mean chaotic field) [40, 16].
III..1 Rician chaotic field
With a steady part Eβ exp (iφ) in its complex amplitude the field becomes:
ERi(t) = ARi(t) exp (−i 〈ω〉 t), (13)
where
ARi(t) = Eβ exp (iφ) + ARa(t). (14)
One can show that the modulus of ARi(t) follows a Rician probability law at each time,
of parameters Eβ and E20/2, with E20 the covariance of ARi(t) in its stable state. It is
different from the common Rayleigh field (3), whose modulus |ARa(t)| follows a Rayleigh
probability law.
A possible physical Rician field is the superposition of a Rayleigh field emitted by our en-
semble of harmonic oscillators in Brownian motion, and of coherent radiation at the same
mean frequency 〈ω〉. A situation that has been studied experimentally in an astrophysical
context in [16].
III..2 Methods of calculation
The calculations are done following two methods. The first one uses a common physical
approach, see [41, 42]. The global phase (ϕ`t − δω`t t) of each harmonic oscillators, is in
a very good approximation uniformly distributed over [0; 2pi] in the stable state of the
motion. Thus ARi(t) can be seen as the limit of a Pearson random walk with fixed length
step [43] in the complex plane. The calculation is done using a consequence of the elastic
collision mechanism of Brownian motion [41, 44]〈
exp (i(ϕ`t+τ − ϕ`t))
〉
= exp (−τ/τc), (15)
where τc is the mean waiting time between two collisions.
The second method is the use of Isserlis’theorem [35] (that can be applied only to stan-
dardized normal random variables). Both methods give the same results.
III..3 Results and beyond
We introduce the aspect ratio s between the width (within some constants) of the ampli-
tude distribution and its mean
s := E20/E2β, (16)
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and we will use the name “Rayleigh limit” for the limit
Eβ = 0⇔ s→ +∞, (17)
in which the modulus of the complex amplitude distribution is the Rayleigh distribution.
Table 1 presents the results obtained with the field (13) and the Rayleigh limit (3). In
this limit one can show that G(3/2)(τ) is zero [39]. One can also understand it with the
circularity property of the analytic representation of a stationary zero-mean process. By
definition, moments involving a different number of conjugate terms and non-conjugate
terms are zero [45]. The denominator of g(3/2)(τ) is also zero in the Rayleigh limit. The
transition between the general case (Rician field) and the Rayleigh limit is in agreement
with one of the experiments conducted in [16] where laser radiation (coherent) is superim-
posed to a black-body radiation (chaotic field, Rayleigh limit). We also get the expressions
of g(3/2)(τ) and g(2)(τ) in terms of g(1)(τ), and particularly the so-called Siegert’s relation
[46] for g(2)(τ). When s → 0 and when s = 1, the inequalities shown in [39] between
g(3/2)(0) and
√
g(2)(0) are also verified here. The results are confirmed by our simulation
detailed in section IV..
The correlation functions contain two common factors: the mean waiting time between
two collisions τc (15) and the coherence time of the Doppler mechanism τω =
√
2/σω.
They form the coherence time of the radiation through the Wiener-Khintchine theorem.
The function g(3/2)(τ) depends on the local oscillator phase θ and the mean field phase
φ, and if φ = θ the function tends to one when τ goes to infinity. One can already notice
the dependency of g(3/2)(τ) in
∣∣∣g(1)(τ)∣∣∣, whereas g(2)(τ) depends on the square of it.
Table 1: Expressions of the three first correlation functions for a Rician and a Rayleigh
field. The aspect ratio s is given by (16).
Rician field Rayleigh field
g(1)(τ) 1 + s exp (−τ/τc − σ
2
ωτ
2/2)
1 + s exp (−i 〈ω〉 τ) exp (−τ/τc − σ
2
ωτ
2/2) exp (−i 〈ω〉 τ)
g(3/2) cos (θ − φ)
(
s
1 + s +
∣∣∣g(1)(τ)∣∣∣) undefined
g(2)(τ)
∣∣∣g(1)(τ)∣∣∣2 + 1− 1
(1 + s)2
∣∣∣g(1)(τ)∣∣∣2 + 1
We also consider the situation where we cannot assume the local oscillator spectrum
infinitely narrow compared to the spectrum of the field. We describe the local oscillator
with a probabilistic ωlo. We also assume a stable Gaussian distribution of mean 〈ωlo〉 6= 〈ω〉
and variance σ2ωlo , for ωlo. A priori, the field and the local oscillator are independent. We
get:
g(3/2)(τ) = cos (θ − φ+ (〈ωlo〉 − 〈ω〉)τ)
(
s
1 + s +
∣∣∣g(1)(τ)∣∣∣) exp(−σ2ωlo2 τ 2
)
. (18)
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The beating term in (〈ωlo〉 − 〈ω〉)τ suggests that one should tune the local oscillator to
get the same central frequency than the field (homodyning). The term exp
(
−σ2ωloτ 2/2
)
highlights the importance of having a local oscillator with a narrow spectrum.
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IV. Monte-Carlo simulation
We perform a first principles Monte-Carlo simulation in order to test our calculations of
table 1. The challenge is to simulate the Brownian motion and the induced fluctuations
of the field. The timescales of these two processes may be very different depending on
the mean frequency of the field and the mean collision frequency. The modelling of
the Brownian motion via continuous Markov processes is not precise enough to induce
the proper frequency fluctuations of the field. It is necessary to model the velocity of
the harmonic oscillators in the frame of the observer by a jump Markov process. For this
purpose we chose an elementary model from kinetic theory that allows analytic calculation,
and that reaches the Brownian motion on the macro-timescale.
IV..1 Kinetic model to reach the Brownian motion
We use the so-called “one dimensional gas” at thermal equilibrium from Chapter 4 in
Ref. [47]. In this model each velocity component of our harmonic oscillator is a tempo-
rally homogeneous independent jump Markov process. The collision mechanism is 3D but
simplified, particles can be seen as cubes whose faces are all parallel, and collisions can
occur only on the faces of the cubes. They can take place off-center, but cannot engender
rotations. A collision on a given face influence the velocity in the direction perpendicular
to this face only. The velocity components (vα)α along the axes of the cubes are inde-
pendent. The collision interaction between the harmonic oscillator and the surrounding
thermalised particles, is one-dimensional and independent of the velocity value.
IV..2 Waiting times and jump-reached velocity states distribu-
tions
The results of the calculations are similar to those following Ref.[47]. We start from
canonical thermal equilibrium and energy and momentum conservation, we deduce the
expression of the joint probability density of waiting times and velocity values reached by
jumps, conditioned to a velocity value at a given time. This quantity governs where and
when the velocity will jump next, which makes the simulation algorithm rather simple.
The result for the joint probability density of waiting times and velocity values reached
by jumps, conditioned to a velocity value, takes the form of a product of the waiting time
distribution, and the density of velocity states conditioned to a velocity value. Those
two functions are analytic and depend on several micro-physical parameters. First, on
the reduced mass between the mass of the harmonic oscillator m and the mass m0 of
the surrounding thermalised particles at temperature T with velocity dispersion σv =√
kBT/m0, where kB is the Boltzmann constant. Then, on the parameter η = N(%+%0)2,
homogeneous to the inverse of a length, is formed with the particle density N and the
radii %, of the harmonic oscillator, and %0, of the particles.
IV..3 Results
The Monte-Carlo simulation is seeded with the uniform random generator from the numpy
package of the python library. The other random generators are built either by a Box-
Muller transform (for normal random variables), or with rejection or inversion methods.
In the limit m  m0 (for us m ∼ 103m0) and %  %0 (for us % ∼ 102%0) one can
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show [47] that the characterizing functions of the process associated to a velocity com-
ponent α tend to the ones of an Ornstein-Uhlenbeck process, of coherence time τv =
m
√
pi/(4
√
2N%2
√
m0kBT ). Thus, the velocity on the timescale where it can be seen as a
continuous process, tends to the Brownian motion. The continuous behavior is considered
on a scale of several thousands of τc, the mean waiting time between two collisions for the
average velocity modulus 〈v〉 = 2√2kBT/√pim.
The steady state of the velocity is reached after a few τv. The stable state of the field is
reached after a few τE = max (τc, τω), where τω =
√
2/σω is the time constant associated
to the Doppler broadening σω. In our physical situation the field always reaches its stable
state well before the velocity. The simulation is 3D and arbitrarily led in the atmospheric
conditions of pressure at room temperature. The numerical precision has been set to the
minimum computed waiting time, 105 to 106 smaller than τc (for us τc ∼ 10 ns). The
histograms of the three velocity components and of the Doppler frequency are consistent
with theory. On the kinetic timescale the jump behavior is well represented in the ve-
locity, and the phase jumps, and frequency changes appear clearly in the field. On the
macro-timescale the Ornstein-Uhlenbeck process is reached for each velocity component.
The frequency field can be tuned to increase or decrease the Doppler-Fizeau effect in
front of the collision broadening. The same applies to the particles density and pressure.
In order to have intensity fluctuations we simulated the 3D motion of three hundred in-
dependent harmonic oscillators and built the resulting field. The Rician case has been
simulated by adding a coherent background to the resulting field, oscillating at the same
mean frequency.
The obtained correlation functions are in agreement with the calculations of table 1
independent of the value of s (defined (16)), and when the Doppler broadening is negli-
gible, equal, or dominating in front of the collision broadening. We present an example
of the results in figure 1. In this example, the field is Rician, its coherent part and its
Rayleigh part have the same weight (s = 1). It explains why g(1)(τ) does not tend to zero
when τ  0. The influence of g(1)(τ) in g(3/2)(τ) and g(2)(τ) follows the theoretical results
of table 1. Finally the classical bound derived in [39], between g(3/2)(0) and
√
2g(2)(0) is
verified here for the case s = 1.
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Figure 1: Comparison of Monte Carlo simulations and analytic results. The thick dashed
blue curves are the simulation results for the correlation functions, the continuous orange
curves are the theoretical results of table 1. In this example, the field is Rician with s = 1
(i.e. the complex amplitude of the field dispersion is equal to its mean). The Doppler
effect has slightly smaller weight than the collision broadening (τc ∼ 2.5τω). The number
of Monte-Carlo realisations is around 5×106. (a) is the field-field correlation function, (b)
is the intensity-intensity correlation function, (c) is the intensity-field correlation function
with φ = θ.
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V. Derivation of the signal to noise ratios
We compare next calculations of the signal to noise ratios (SNR) of g(1)(τ), g(3/2)(τ), and
g(2)(τ), measured by our inertial observer, in a given duration T0, with a linear photo-
detection system limited only by shot-noise. The statistical properties of the field are
linearly coded into the statistical properties of the photocurrent i(t) [36]. We consider
only shot-noise because it has been the main limitation in the on-stars measurements
done by our group [15]. We define shot-noise as the standard deviation of a shot-noise
process. We derive the SNRs for two methods of measurements, each relevant in a different
intensity regimes.
V..1 Definitions
The impulse response function of the linear photo-detection system is h(t). We consider
a decaying exponential impulse response function h(t) = exp (−γt)/γ with parameter γ.
i(t) is the photo-current, and e the charge of the photo-electrons. The shot-noise is the
autocovariance of i(t), taken at zero delay, when i(t) is a shot-noise process. An observing
duration T0 creates ns independent identically distributed values i(t), for a mean value
〈i(t)〉 = eν the shot-noise is:
δim(0) = e
√
γν
2ns
. (19)
The number of samples ns is proportional to the observing time T0. For n = 1, 3/2, 2, the
signal is the difference between the observable g(n)(τ) itself minus its value at infinite τ .
signal
{
g(n)(τ)
}
:= g(n)(τ)− lim
τ→+∞ g
(n)(τ). (20)
V..2 Signal to noise ratio of g(1)(τ)
The measurement of g(1)(τ) through photo-detection is done by measuring a photo-current
in the output of a Michelson interferometer, with a tunable path difference [48]. With (20),
for both types of chaotic fields the signal is directly given by 〈i(t)〉Re
{
g(1)
}
∗ h[τ ], where
the average photo-current produced by the chaotic radiation is 〈i(t)〉 = eν. The noise
corresponds to the standard deviation (19) of the shot-noise process of average density
ν = 〈i〉 /e. The corresponding SNR is given in Table 3. It is valid whatever the density
ν. For astrophysical applications as direct interferometry, where the scan of τ is done
manually, there is no need to take the convolution with h(t) into account. Using (19) and
ns = T0γ, we get similar dependence in ν and T0 to the ones in [49] and [50], obtained in
the SNR calculation for the spatiotemporal correlation function g(1)(ρ, τ) where ρ is the
spatial variable. The adaptation for a Rician field is given in Table 2.
V..3 Signal to noise ratios of g(2)(τ) and g(3/2)(τ) in the continuous
regime.
For g(2)(τ) and g(3/2)(τ), unlike for g(1)(τ), the correlation is computed by the observer
and it is not directly measured from an interference phenomenon. A first method, ap-
propriate for large densities ν called the continuous method, is the estimation of the
cross-correlation via the direct-space unbiased cross-correlation estimator (the apodiza-
tion function is a rectangular window). This estimator converges in mean square to
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Balanced homodyne detector
Rayleigh 
mono-mode
field
CORRELATOR
Local oscillator
Bias coherent field
Figure 2: Schematic of an optical correlator to measure the intensity-field correlation
function in the example of a chaotic field with a Rayleigh amplitude. The fluctuations
of the amplitude are such that G(3/2)(τ) is zero. A bias coherent field is added on a
first beam splitter (BS1) to get a Rician amplitude. BS2 sends q of the intensity to
a balanced homodyne detector where a local oscillator Eα mixes with the field. The
resulting photocurrent ih(t) is proportional to the fluctuations of a quadrature of the
field. Part of the radiation intensity (with probability (1− q)) is directly measured on a
third detector, it gives a photocurrent it(t) that triggers the correlator. The homodyne
current ih(t) averages only when the correlator is triggered.
〈i(t)i(t+ τ)〉 when T0 goes to infinity, so it converges in distribution to 〈i(t)i(t+ τ)〉.
In order to evaluate the signal we use the ergodicity and the wide-sense stationarity hy-
pothesis to express the cross-correlation as a convolution product, and deduce the signals
both for g(2)(τ) and g(3/2)(τ). With the form of the autocorrelation of ERi(t) (namely
g(1)(τ)) Slutsky’s theorem [51] is verified and the autocovariance-ergodicity hypothesis is
valid for I(t) and so for i(t).
In order to evaluate the noise, we consider the variance of the cross-correlation estimator
with i(t) being the shot noise process. Then, because the estimator converges in distri-
bution to 〈i(t)i(t+ τ)〉 for T0 → +∞, one just has to pass to the limit 1/T0 → 0 in its
variance to get the statistical noise on the correlation function of i(t). Notice that in
the case of g(3/2)(τ) the expression of the estimator involves two different currents it(t)
and ih(t), see figure 2. Those two noise-currents are induced by the coherent radiation of
densities ν + νβ and να (strong local oscillator limit). We assume that the two shot-noise
processes are independent and we assume that the impulse response function is the same
for the two currents. The evaluation of the noise is independent of ν, and it is done by
a spectral analysis in the limit of large density ν → +∞, similarly to [4]. The Fourier
decomposition that we used is justified by the analysis of [52].
Tables 2 and 3 present the results. For g(2)(τ), we get the same dependencies in ν and T0
than the ones obtained in [4].
In the case of g(3/2)(τ), if the measurement is done with a Rayleigh amplitude field, and
the offset is a bias coherent field added by the observer, then the true natural field-field
correlation function g(1)(τ) given in table 1 for a Rayleigh field, is linked to the measured
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g(3/2)(τ) by
g(3/2)(τ) = cos (φ− θ)
(
1 + s1 + s
∣∣∣g(1)(τ)∣∣∣) , (21)
This is not the expression of table 1, for a Rician field. Here, the expression of g(1)(τ) is
for a Rayleigh field, the natural field under study.
V..4 Signal to noise ratios of g(2)(τ) and g(3/2)(τ) in the low in-
tensity regime.
The second method is a conditional measurement, familiar in quantum optics, it is valid
only in the regime of low densities compared to the width γ of the impulse response
function h(t). In this case the photo-events are rare and the continuous measurement of
the previous subsection is inappropriate, the cross-correlation is estimated with the use
of conditional probabilities.
There are two detectors, one serves as a logical trigger, and we do not consider noise on
it, the other (the balanced “homodyne detector”, see figure 2) serves to record a value
i(t) (continuous). We do not consider any “conditioning threshold”. The conditional
measurement is the recording of a photo-event at time τ , knowing that there was one at
time τ = 0, a so-called “click”. In this limit, a “click” is a non-zero value of i(t). In an
ideal case, on the second detector a value i(t) is recorded if and only if there is i(t) 6= 0
on the first one. This method is legitimate only if the conditioning is not deterministic,
but indeed based on the intensity fluctuations of the incoming radiation. It requires the
condition ν  γ. Indeed, in the case where ν  γ, the “clicks” are going to happen
almost surely, after every duration required to acquire a value i(t). The conditioning
becomes then deterministic (because it is periodic) and can introduce bias on the nature
of the fluctuations.
We use again the ergodicity and the wide-sense stationarity hypothesis to interpret the
cross-correlation as a convolution product. We deduce the signals both for g(2)(τ) and
g(3/2)(τ). The noise is directly given by (19) with νlo in the g(3/2)(τ) case. In the g(2)(τ)
case, the noise is given by (19) with ν for a Rayleigh amplitude, and with ν + νβ for a
Rician amplitude with a coherent part of density νβ. The results are presented in table 2
and table 3.
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Table 2: Signal to noise ratios for a Rician field. The parameter ν+νβ is the homogeneous
density of the field. The function h(2)(t) = h ∗ h[t] is the auto-convolution of h(t). For
g(3/2)(τ) and g(2)(τ), the results are expressed in term of the field-field correlation of a
Rician field given by table 1. In the upper part of the table, the results are given with
precision o
(
1/
√
T0
)
, and are valid regardless of the density ν of the incoming radiation.
In the g(1)(τ) measurement, for ν  γ, the size ns of the sample is estimated from the
observing time T0 by ns = γT0. In the lower section of the table,the results are valid if
ν  γ, and the size ns of the sample is ns = νT0. No noise is considered on the trigger
detector. The noise is the shot-noise process of the other detector.
Continuous correlation estimator
SNR
{
g(1)
}
(τ)
√
2ns
γ
ν√
ν + νβ
exp (− |t| /τc − σ2ωt2/2) cos (〈ω〉 t) ∗ h(t)[τ ]
SNR
{
g(3/2)
}
(τ) 2
√
T0
γ
cos (θ − φ)
√νβ(ν + νβ) ∣∣∣g(1)∣∣∣ ∗ h(2)[τ ]− ν3/2β√
ν + νβ

SNR
{
g(2)
}
(τ)
√
2
√
T0
γ
[
(νβ + ν)
∣∣∣g(1)∣∣∣2 ∗ h(2)[τ ]− ν2β
ν + νβ
]
Conditional measure (ν  γ)
SNR
{
g(1)
}
(τ) Not available
SNR
{
g(3/2)
}
(τ) 2
√
ns
γ
cos (θ − φ)
√νβ ∣∣∣g(1)∣∣∣ ∗ h[τ ]− ν3/2β
ν + νβ

SNR
{
g(2)
}
(τ)
√
2ns
γ
[√
ν + νβ
∣∣∣g(1)∣∣∣2 ∗ h[τ ]− ν2β(ν + νβ)3/2
]
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Table 3: Signal to noise ratios for a Rayleigh field. We assume that the observer adds
a coherent offset of density νβ in order to measure g(3/2)(τ). For g(3/2)(τ) and g(2)(τ),
the results are expressed in term of the field-field correlation function of a Rayleigh field,
given by table 1. Same remarks as for table 2. Notice that g(3/2)(τ) is optimized when
ν  νβ ⇔ s 1 in the continuous method, but that νβ must stay small compared to the
local oscillator density να (otherwise this is beyond our hypothesis, and one has to take it
into account in the shot noise of the homodyne current ih(t)). In the conditional method
g(3/2)(τ) is optimized when νβ = ν ⇔ s = 1.
Continuous correlation estimator
SNR
{
g(1)
}
(τ)
√
2ns
γ
√
ν exp (− |t| /τc − σ2ωt2/2) cos (〈ω〉 t) ∗ h(t)[τ ]
SNR
{
g(3/2)
}
(τ) 2
√
T0
γ
cos (θ − φ) ν
√
νβ√
νβ + ν
∣∣∣g(1)∣∣∣ ∗ h(2)[τ ]
SNR
{
g(2)
}
(τ)
√
2T0
γ
ν
∣∣∣g(1)∣∣∣2 ∗ h(2)[τ ]
Conditional measure (ν  γ)
SNR
{
g(1)
}
(τ) Not available
SNR
{
g(3/2)
}
(τ) 2
√
ns
γ
cos (θ − φ) ν
√
νβ
ν + νβ
∣∣∣g(1)∣∣∣ ∗ h[τ ]
SNR
{
g(2)
}
(τ)
√
2ns
γ
√
ν
∣∣∣g(1)∣∣∣2 ∗ h[τ ]
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V..5 Comparisons
Tables 2 and 3 synthesize the previous results for the two methods of measurement, and for
the two types of field. The results for g(3/2)(τ) are valid in the strong local oscillator limit,
where only the local oscillator contributes to the noise of the homodyne current ih(t).
The results for the SNRs of g(2)(τ) and g(3/2)(τ), in table 2, show a competition between
positive and negative contributions, both enhanced by the presence of the coherent part.
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VI. Conclusions
We studied, for a fixed observer, the correlation functions g(1)(τ), g(3/2)(τ), and g(2)(τ),
of the field resulting from an ensemble of harmonic oscillators in Brownian motion, su-
perimposed to a coherent background. We named this field the Rician chaotic field due
to the probability distribution of its amplitude. The new results are the expressions of
those correlation functions, and they are confirmed by a Monte-Carlo simulation based
on the so-called “one-dimensional gas” model from kinetic theory. In the limit where the
coherent background vanishes, our analytic and numerical results agree with the well-
established expressions for g(1)(τ) and g(2)(τ).
Then, we derived the signal to noise ratio for an observer measuring the correlation func-
tions with a linear photo-detection system limited by shot-noise. We did it for methods
of measurement, adapted to two different intensity regimes.
The first method, named the continuous method, gives the known dependencies for the
SNRs of g(1)(τ) and g(2)(τ). The first new results is the SNR of g(3/2)(τ). It shows the
remarkable dependence in
∣∣∣g(1)(τ)∣∣∣. The powers in ∣∣∣g(1)(τ)∣∣∣ differ by one to the ones in
the SNR of g(2)(τ). This opens a possibility to get an on-star measurement of a coherence
time twice smaller.
For the second method, named the conditional method, the new results are the SNRs of
g(3/2)(τ) and g(2)(τ). The powers in
∣∣∣g(1)(τ)∣∣∣ differ also by one.
The implementation of a g(3/2)(τ) measurement with star light is challenging because of
the potentially ill-defined mean frequency of the incoming radiation, and because the
local oscillator would be in reality a laser with a given spectrum. Equation (18) shows
that these limitations can considerably reduce the signal. However, this is a first step
to open a new technique for characterizing astrophysical emission lines of chaotic nature.
The possible benefit is measuring coherence times twice smaller than with g(2)(τ), with
a different set of technical challenges than the astronomical measurement of g(1)(τ), and
with the added benefit that it may characterize the non-classical fluctuations of the field
(squeezing).
VII. Acknowledgments
L. A. Orozco would like to acknowledge the hospitality of the Institute de Physique de
Nice and CNRS where this work is being carried out. A. Siciak would like to thank T.
Grandou and H. J. Carmichael for fruitful discussions. This work has been supported by
the UCA-JEDI project ANR-15-IDEX-01.
19
Bibliography
[1] Peebles P. Large-scale background temperature and mass fluctuations due to scale-
invariant primeval perturbations. Astrophysical Journal, Letters to the Editor.
1982;263(1):L1–L5.
[2] Mandel L, Wolf E. Optical Coherence and Quantum Optics. New York: Cambridge
University Press; 1995.
[3] Hanbury Brown R, Twiss RQ. A Test of a New Type of Stellar Interferometer on
Sirius. Nature. 1956;178(4541):1046–1048. Available from: https://doi.org/10.
1038/1781046a0.
[4] Hanbury Brown R, Twiss RQ. Interferometry of the intensity fluctuations in light
- I. Basic theory: the correlation between photons in coherent beams of radiation.
Proc R Soc Lond A. 1957;242:300.
[5] Hanbury Brown R, Twiss RQ. Interferometry of the Intensity Fluctuations in Light
II. An Experimental Test of the Theory for Partially Coherent Light. Proc R Soc
Lond A. 1958;243:291.
[6] Dussaux A, Passerat de Silans T, Guerin W, Alibart O, Tanzilli S, Vakili F, et al.
Temporal intensity correlation of light scattered by a hot atomic vapor. Phys Rev
A. 2016 Apr;93:043826. Available from: https://link.aps.org/doi/10.1103/
PhysRevA.93.043826.
[7] Lemieux PA, Durian DJ. Investigating non-Gaussian scattering processes by using
nth-order intensity correlation functions. J Opt Soc Am A. 1999 Jul;16(7):1651–1664.
[8] Hanbury Brown R, Twiss RQ. Correlation Between Photons in Two Coherent Beams
of Light. Nature. 1956;177:27.
[9] Glauber RJ. The Quantum Theory of Optical Coherence. Phys Rev. 1963
Jun;130:2529. Available from: https://link.aps.org/doi/10.1103/PhysRev.
130.2529.
[10] Foellmi C. Intensity interferometry and the second-order correlation function g(2)
in astrophysics. A&A. 2009;507:1719–1727. Available from: https://doi.org/10.
1051/0004-6361/200911739.
[11] Dravins D. Intensity interferometry: optical imaging with kilometer baselines. Proc
SPIE. 2016;9907:0M.
[12] Zampieri L, Naletto G, Barbieri C, Barbieri M, Verroi E, Umbriaco G, et al. Intensity
interferometry with Aqueye+ and Iqueye in Asiago. Proc SPIE. 2016;9907:0N.
20
[13] Pilyavsky G, Mauskopf P, Smith N, Schroeder E, Sinclair A, van Belle GT, et al.
Single-Photon Intensity Interferometry (SPIIFy): utilizing available telescopes. MN-
RAS. 2017;467:3048–3055.
[14] Tan PK, Chan AH, Kurtsiefer C. Optical intensity interferometry through atmo-
spheric turbulence. MNRAS. 2016;457(4):4291. Available from: +http://dx.doi.
org/10.1093/mnras/stw288.
[15] Guerin W, Dussaux A, Fouché M, Labeyrie G, Rivet JP, Vernet D, et al. Tem-
poral intensity interferometry: photon bunching in three bright stars. MNRAS.
2017;472:4126–4132.
[16] Tan PK, Kurtsiefer C. Temporal intensity interferometry for characterization of very
narrow spectral lines. MNRAS. 2017;469.
[17] Guerin W, Rivet JP, Fouché M, Labeyrie G, Vernet D, Vakili F, et al. Spatial
intensity interferometry on three bright stars. MNRAS. 2018;480(4):245–250.
[18] Rivet JP, Vakili F, Lai O, Vernet D, Fouché M, Guerin W, et al. Optical long baseline
intensity interferometry: prospects for stellar physics. Exp Astron. 2018;46:531–542.
Available from: https://doi.org/10.1007/s10686-018-9595-0.
[19] Wang W, Tang Z, Zheng H, Chen H, Yuan Y, Liu J, et al. Intensity correlation
imaging with sunlight-like source. Opt Commun. 2018;414:92 – 97. Available from:
http://www.sciencedirect.com/science/article/pii/S0030401818300117.
[20] Matthews N, Kieda D, LeBohec S. Development of a digital astronomical intensity
interferometer: laboratory results with thermal light. J Mod Opt. 2018;65(11):1336–
1344. Available from: https://doi.org/10.1080/09500340.2017.1360958.
[21] Matthews N for the VERITAS Collaboration, Le Bohec S . Astrophysical Results
with the VERITAS Stellar Intensity Interferometer. In: Proceedings of the 36th
International Cosmic Ray Conference; 2019. .
[22] Rivet J, Siciak A, de Almeida E, Vakili F, Domiciano de Souza A, Fouché M, et al.
Intensity interferometry of P Cygni in the H α emission line: towards distance cali-
bration of LBV supergiant stars. Monthly Notices of the Royal Astronomical Society.
2020;494(1):218–227.
[23] Yurke B, Stoler D. Measurement of amplitude probability distributions for photon-
number-operator eigenstates. Phys Rev A. 1987 Aug;36:1955–1958. Available from:
https://link.aps.org/doi/10.1103/PhysRevA.36.1955.
[24] Vogel W. Squeezing and anomalous moments in resonance fluorescence. Phys
Rev Lett. 1991 Oct;67:2450–2452. Available from: https://link.aps.org/doi/
10.1103/PhysRevLett.67.2450.
[25] Vyas R, Singh S. Higher-Order Nonclassical Effects in a Parametric Oscillator.
2000;62:0338033.
[26] Carmichael HJ, Castro-Beltran HM, Foster GT, Orozco LA. Giant Violations of
Classical Inequalities through Conditional Homodyne Detection of the Quadrature
Amplitudes of Light. Phys Rev Lett. 2000;85:1855. Available from: http://prl.
aps.org/abstract/PRL/v85/i9/p1855_1.
21
[27] Foster GT, Orozco LA, Castro-Beltran HM, Carmichael HJ. Quantum State Reduc-
tion and Conditional Time Evolution of Wave-Particle Correlations in Cavity QED.
Phys Rev Lett. 2000;85:3149. Available from: http://prl.aps.org/abstract/PRL/
v85/i15/p3149_1.
[28] Gerber S, Rotter D, Slodicka L, Eschner J, Carmichael HJ, Blatt R. Intensity-
Field Correlation of Single-Atom Resonance Fluorescence. Phys Rev Lett. 2009
May;102(18):183601.
[29] Wiseman H. Weak values, quantum trajectories, and the cavity-QED experiment on
wave-particle correlation. Physical Review A. 2002;65(3):032111.
[30] Kofman A, Ashhab S, Nori F. Nonperturbative theory of weak pre-and post-selected
measurements. Physics Reports. 2012 Nov;520(2):43–133.
[31] de los Santos-Sánchez O. Probing intensity-field correlations of single-molecule
surface-enhanced Raman-scattered light. Frontiers of Physics. 2019;14(6):61601.
Available from: https://doi.org/10.1007/s11467-019-0914-3.
[32] Xu Q, Greplova E, Julsgaard B, Mølmer K. Correlation functions and conditioned
quantum dynamics in photodetection theory. Physica Scripta. 2015;90(12):128004.
[33] Glauber RJ. Quantum theory of optical coherence: selected papers and lectures.
John Wiley & Sons; 2007.
[34] Letokhov VS, Johansson S. Astrophysical Lasers. Oxford University Press; 2009.
[35] Isserlis L. On a formula for the product-moment coefficient of any order of a normal
frequency distribution in any number of variables. Biometrika. 1918;12(1/2):134–139.
[36] Glauber R, et al. Quantum optics and electronics. New York: Gordon and Breach;
1965.
[37] Hanbury Brown R. The Intensity Interferometer. London: Taylor and Francis Ltd.;
1974.
[38] Kimble H. COURSE 10 : Quantum fluctuations in quantum optics - squeezing and
related phenomena. Les Houches LIII. 1990;.
[39] Carmichael HJ, Foster GT, Reiner JE, Orozco LA, Rice PR. Intensity-Field Cor-
relations of Non-Classical Light. In: Wolf E, editor. Progress in Optics. vol. 46.
Amsterdam: Elsevier; 2004. p. 355.
[40] Johansson S, Letokhov V. Astrophysical lasers and nonlinear optical effects in space.
New Astronomy Reviews. 2007;51(5-6):443–523.
[41] Loudon R. The quantum theory of light. Oxford Science Publications; 1973.
[42] Goodman JW. Statistical optics. John Wiley & Sons; 2015.
[43] Kiefer JE, Weiss GH. The Pearson random walk. In: AIP Conference Proceedings.
vol. 109. AIP; 1984. p. 11–32.
22
[44] van Kampen NG. Stochastic processes in physics and chemistry. 3rd ed. Amsterdam:
Elsevier; 2007.
[45] Lacoume JL, Amblard PO, Comon P. Statistiques d’ordre supérieur pour le traite-
ment du signal. MASSON; 1997.
[46] Siegert A. On the fluctuations in signals returned by many independently moving
scatterers. Radiation Laboratory, Massachusetts Institute of Technology. 1943;.
[47] Gillespie DT. Markov processes: an introduction for physical scientists. Elsevier;
1991.
[48] Fox M. Quantum optics: an introduction. vol. 15. OUP Oxford; 2006.
[49] Tango WJ, Twiss R. IV Michelson Stellar Interferometry. In: Progress in optics.
vol. 17. Elsevier; 1980. p. 239–277.
[50] Labeyrie A, Lipson SG, Nisenson P. An introduction to optical stellar interferometry.
Cambridge University Press; 2006.
[51] Slutsky E. Uber stochastische asymptoten und grenzwerte. Metron. 1925;5(3):3–89.
[52] Rice SO. Mathematical analysis of random noise. Bell System Technical Journal.
1944;23(3):282–332.
23
