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Abstract
Sampling from Gibbs distribution is a central problem in computer science. In this work we focus
on the k-colouring model and the hard-core model with fugacity λ when the underlying graph is an
instance of Erdo˝s-Re´nyi random graph G(n, d/n), where d is fixed.
We use the Markov Chain Monte Carlo method for sampling from the aforementioned distri-
butions. In particular, we consider Glauber (block) dynamics. We provide significantly improved
bounds for rapid mixing in terms of the number of colours and the fugacity for the corresponding
models. For both models the bounds we get are only within small constant factors from the optimal
ones, conjectured by the statistical physicists.
We use Path Coupling to show rapid mixing. For k and λ in the range of our interest the technical
challenge is to cope with the high degree vertices, i.e. vertices of degree much larger than the
expected degree d. The natural approach to this problem is to consider block updates rather than
single vertex updates for the Markov chain. Using appropriately defined blocks the effect of high
degree vertices somehow diminishes. However, devising such a construction of blocks is a non
trivial task.
We develop for a first time a weighting schema for the paths of the underlying graph. Vertices
which belong to “light” paths, only, can be placed at the boundaries of the blocks. This gives rise to
simple structured blocks, i.e. trees with at most one extra edge.
1 Introduction
Let G = G(n, d/n) denote the random graph on the vertex set V (G) = {1, . . . , n} where each edge
appears independently with probability d/n, for a sufficiently large fixed number d > 0.
We say that an event occurs with high probability (w.h.p.) if the probability of the event to occur
tends to 1 as n→∞.
Sampling from Gibbs distributions is a central problem in computer science as well as in statistical
physics. In this work we focus on colourings and independent sets when the underlying graph is an
instance of Erdo˝s-Re´nyi random graph G = G(n, d/n), where d is a ‘sufficiently large’ number but
remains bounded as n→∞.
Given the graph instance G, the focus is on two different kinds of Gibbs distribution. The first one
is the colouring model, i.e. the uniform distribution over the k-colourings of G. The second one is the
∗Partially supported by DFG grant EF 103/1-1.
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hard-core model with fugacity λ, i.e. the independent set σ is selected with probability proportional to
λ|σ|. The parameters of interest are the number of colours k and the fugacity λ.
The most powerful and, somehow, the most natural algorithms for sampling are based on the Markov
Chain Monte Carlo (MCMC) method. Consider some graph G and some target distribution µ, e.g., the
k-colouring model. The algorithm simulates a Markov chain whose configuration space is the set of k-
colourings of G, while the equilibrium distribution of the chain is the Gibbs distribution. Starting from
some initial configuration, the algorithms simulates the Markov chain for a certain number of transitions.
Then, it outputs the configuration of the chain. The objective is that the algorithm simulates the chain
for sufficiently many steps that the distribution of the output configuration is close to the equilibrium
distribution of the chain.
A natural measure of efficiency for a MCMC algorithm is the speed that the underlying Markov
chain converges to the equilibrium. That is, the faster the chain mixes the faster the algorithm achieves
the approximation guarantees we require for the output. The main technical challenge is to establish that
the corresponding Markov chain exhibits rapid mixing (see [11, 18, 17]) in the range of parameters of
interest.
The Markov chains we consider here is discrete time Glauber dynamics. At each time step the chain
updates a small block of vertices, i.e. we have block dynamics. The aim is to show rapid mixing for k
as small as possible and λ as large as possible for the corresponding models.
For Glauber dynamics to mix fast, typically, the bounds for both k and λ are expressed in terms of
the maximum degree of the underlying graph. Examples of such bounds are [6, 12, 13, 15, 22, 23, 26]
for colouring and [7, 8, 10, 22, 27] for independent sets. From this perspective, what makes the case of
G interesting is the relatively big fluctuations in the degree of its vertices. To be more specific, w.h.p.
the vast majority of vertices in G are of degree close to d, while the maximum degree is as huge as
Θ
(
lnn
ln lnn
)
. In such a situation, it is natural to expect that the rapid mixing bounds for both k, λ depend
on the expected degree d, rather than maximum degree.
Sophisticated but mathematically non rigorous arguments from statistical physics (e.g., in [20]) sup-
port this picture. They suggest that w.h.p. over the instances of G the Glauber (block) dynamics on
k-colouring has rapid mixing for any k > d. Furthermore, for k < d the chain is expected to be non-
ergodic and weaker notions of convergence hold. Similarly, as far as the hard-core model is concerned
the conjecture is that we have rapid mixing as long as λ ≤ (d−1)d−1
(d−2)d
≈ ed .
So far, the best bounds for Monte Carlo sampling, for both colouring model and hard-core model
on G, appear in [24] (which improved on [5]). The authors in [24] provide, for the first time, rapid
mixing bounds for k and λ which depend on the expected degree d. That is, w.h.p. over G there are
functions f(d) and h(d) such that Glauber dynamics has rapid mixing for k-colourings and hard-core
for k ≥ f(d) and λ ≤ h(d), respectively1 . However, the values for k and λ that are allowed there are
some orders of magnitude off the conjectured bounds. Here we improve on these bounds siginificantly.
We show that w.h.p. over the underlying graph G we have rapid mixing for k ≥ 112 d and for λ ≤ 1−ǫ2 1d .
That is, we approach the conjectured bounds for rapid mixing only within small constant factors.
We use the well-known Path Coupling technique [3] to show rapid mixing. For k and λ in the range
of interest the technical challenge in applying Path Coupling is to cope with the high degree vertices,
i.e. vertices of degree larger than d. The natural approach is to consider block updates rather than single
vertex updates for the Markov chain. What motivates the use of blocks is the observation that the effect
of high degree vertices diminishes when these vertices are away from the boundary of their block. The
improvements on the rapid mixing of Glauber dynamics we get in terms of k and λ rely on proposing a
good set of blocks for the dynamics. Devising such block construction is a highly complex task.
For defining the blocks, we introduce, for a first time, a weighting schema for the paths of the
1Even though these functions are not given explicitly it is conceivable from the analysis that it holds that f(d) ≥ dc and
h(d) ≤ d−c
′
for fixed c, c′ > 0.
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underlying graph. Specifically, we use a weighting schema to assign weight to each path in G. These
weights allow to distinguish which vertices can be used for the boundaries of the blocks. These are
every vertex that has all the paths emanating from it of small weight. We call such vertices break-points.
Typically, there is a plethora of break-points in G. This allows creating small, simple structured blocks.
Subsequently to our work, the use of weighting of paths found application for sampling-colouring
of G(n, d/n) using a non-MCMC approach. The work in [28] use essentially the same weighting
schema as the one we introduce here, to propose a non Monte Carlo FPRAUS for approximate sample
of colourings of k ≥ 3d.
Notation Given some graph G, we let V (G) and E(G) denote the vertex sets and the edge set, respec-
tively. We use small letters of the greek alphabet to indicate colourings or independent sets, e.g., σ, τ .
Also, by σ(v) we indicate the assignment of the vertex v under the configuration σ. For a vertex set B
we define ∂B to be the (outer) boundary of B, i.e.
∂B = {v ∈ V (G) \B | ∃w ∈ B s.t. {v,w} ∈ E(G)}.
1.1 The Algorithm
The algorithm we propose for has the following, general, form:
Algorithm: The input is a graph G, a specification for the target distribution µ and err ∈ [0, 1]. By
specification of µ, we mean the parameters k, λ for the colouring and the hard-core model, respectively.
The quantity err expresses the maximum distance between the distribution of the configuration at the
output of the algorithm and µ.
SetUp : The algorithm partitions the set of vertices V (G) into disjoint small blocks. For the instances
of graphs we consider, each block is a tree with at most one extra edge. Let B denote the set of blocks.
Using the set of blocks B we define an appropriate (Xt)t≥0 whose limit distribution is µ. The
algorithm simulates this chain and outputs the configuration of the chain after T = T (err) transitions.
Markov Chain : The chain is a discrete time one. The initial configurations X0 is an arbitrary one.
• Let Xt be the configuration at time t. Then Xt+1, the configuration at time t + 1 is acquired as
follows:
– Chooses uniformly at random (u.a.r.) a block B ∈ B
– For every vertex u /∈ B set Xt+1(u) = Xt(u)
– Set Xt+1(B) according to the distibrution µ conditional Xt+1(V \B).
The chain that is used by the algorithm, above, is the well known Glauber block dynamics. It is an
easy exercise to show that if the chain has a single limit distribution, i.e. the chain is ergodic, then this
distribution is µ (e.g., see [21]).
For a measure of distance between two distributions νa, νb on some space S , we use the notion of
total variation distance ||νa − νb|| which is defined as follows:
||νa − νb|| = max
A⊆S
|νa(A)− νb(A)|.
The main result of this work is in the following theorem.
Theorem 1 Let ǫ > 0 be fixed and let d be sufficiently large. On input G = G(n, d/n) and err ∈ [0, 1]
for the above algorithm the following is true:
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colouring model: W.h.p. over the instances G and for k ≥ 112 d the algorithm returns a k-colouring of
G distributed within total variation distance err from Gibbs distribution. The time complexity of
the algorithm is ln (1/err)×O(nc), for a fixed c > 0.
hard-core model: W.h.p. over the instances G and for λ ≤ 1−ǫ2d the algorithm returns an indepen-
dent set of G distributed within total variation distance err from Gibbs distribution. The time
complexity of the algorithm is ln (1/err)×O(nc′), for a fixed c′ > 0.
One of the most challenging tasks in proving Theorem 1 is to show that the bock dynamics mixes rapidly
for the range of the parameters which we consider. We use mixing time, τmix, as a measure of the speed
of convergence of Markov chains. The mixing time is defined as the number of transitions needed in
order to guarantee that the chain starting from an arbitrary configuration, is within total variation distance
1/e from the stationary distribution (see [21]). For a Markov chain we say that it is rapidly mixing if
τmix is polynomial in n, the number of vertices of the underlying graph.
Theorem 1 follows as a corollary from a sequence of results that we present in the following section.
1.2 Analysis of the algorithm
Mainly, the efficiency of the algorithm depends on two factors. The first one is how efficiently can the
algorithm simulate the block dynamics. The second one is how fast does the dynamics converge. In this
section we are dealing with these two issues.
We start by considering the simulation of the block dynamics by the algorithm. This problem is
reduced to studying the following questions:
1. What is the number of steps required by the algorithm to compute the set of blocks B
2. What is the time required by the algorithm to implement a single transition of the block dynamics
3. What is the number of step required to get an initial configuration of the chain.
As far as the time complexity of creating the set of block B is regarded we provide the following theorem.
Theorem 2 With probability 1− o(1) over the instances of G the following is true:
(a) G admits a partition of its vertex set into an appropriate set of blocks B. Each block B ∈ B is a
tree with at most one extra edge.
(b) There is a small fixed s > 0 such that B can be computed in time O(ns).
The proof of Theorem 2 appears in Section 3.
As far as the second issue is regarded, we note the following: The fact that the blocks in B are
trees with at most one extra edge implies that the update of the block dynamics can be implemented
efficiently. In particular we have the following result whose proof is somehow standard.
Corollary 1 If each block in B is a tree with at most one extra edge, then the number of steps for each
update is O(ns), for small fixed s > 0.
For the sake of completeness we provide the proof of Corollary 1 in Section 11.1.
Next we consider the third issue, i.e. the time complexity of getting an initial configuration for
the block dynamics. The following remarks imply that, for typical instances of G, the algorithm can
compute in polynomial time an initial configuration of the block-dynamics, for both hard-core model
and colouring model .
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Hard-core model: We can trivially consider the empty independent set as the initial configuration of
the block dynamics. That is, the time complexity of getting an initial configuration is O(1).
Colouring model: We can get an initial configuration for the block dynamics by using the algorithm
proposed in [14]. This is a (greedy), polynomial time algorithm which k-colours typical instances
of G for any k ≥ (1 + c) ln d/d and any c > 0.
From the above we conclude that for typical instances of G, the algorithm can simulate the underlying
block-dynamics for both colouring model and hard-core model.
As far as the convergence of the Markov chains is regarded, this reduces to two questions. The first
one is whether the block-dynamics converges to a unique distribution. For this, we need to show that the
Markov chains satisfy a set of conditions which are known as ergodicity. This guarantees that indeed
there is a limit distribution. The second question, which is the most challenging one, is what is the
mixing time of the block-dynamics.
The second question is dealt in the following two theorems. The first one is for the colouring model
and the second for the hard-core.
Theorem 3 Let d and k be as in Theorem 1. With probability 1 − o(1) over the graph instances G the
following is true:
G admits a partition of its vertex set into set of blocks B as described in Theorem 2. Let (Xt)t≥0 be
the discrete time block dynamics for the k-colouring model on G with set of blocks B. Then, (Xt)t≥0 is
ergodic and the mixing time is O(n lnn).
Theorem 4 Let d and λ be as in Theorem 1. With probability 1 − o(1) over the graph instances G the
following is true:
G admits a partition of its vertex set into set of blocks B as described in Theorem 2. Let (Xt)t≥0
be the discrete time block dynamics for the hard-core model on G with set of blocks B and fugacity λ.
Then, (Xt)t≥0 is ergodic and the mixing time is O(n lnn).
Then, Theorem 1 follows as a corollary from the above results and the following observation.
Remark 1 It is standard to show that the number of transitions required to get within error err from
the stationary distribution is T (err) ≤ ln (1/err)× τmix.
2 Rapid mixing - Proof techniques
Before getting into the details about the speed of convergence let us introduce some concepts. For the
sake of concreteness we focus on k-colourings. Given some graph G and two k-colourings σ, τ , we let
σ ⊕ τ be the set of disagreements, i.e. the set of vertices w such that σ(w) 6= τ(w). Also, we let the
Hamming distance H(σ, τ) be defined as
H(σ, τ) =
∑
w∈V (G)
1{w ∈ σ ⊕ τ},
where 1{w ∈ σ ⊕ τ} is an indicator variable of the event that w ∈ σ ⊕ τ .
We show rapid mixing by using the well-known Path Coupling technique. First, we consider the sin-
gle site Glauber dynamics on the k colourings of a graph G, for some large k > 0. Let (Xt)t≥0, (Yt)t≥0
be two copies of the Glauber dynamics. For some t, assume that Xt, Yt are such that H(Xt, Yt) = 1.
We have rapid mixing if there is a coupling such that
E[H(Xt+1, Yt+1)|Xt, Yt] ≤ 1−Ω
(
n−1
)
. (1)
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To study the technique further, assume that the underlying graph G is of maximum degree ∆, while
k > ∆. Also, let Xt ⊕ Yt = {w}.
It is natural to use a coupling that updates the same vertex in both copies. Then, the cases that
matter are only those where the coupling chooses to update either the disagreeing vertex w or one of the
neighbours of w. If vertex w is updated, then we can couple the two copies such that Xt+1 = Yt+1.
The probability the dynamics chooses to update w is 1/n. On the other hand, if the dynamics updates
u, a neighbour of w, then it is possible that Xt+1(u) 6= Yt+1(u), i.e. we get an extra disagreement.
This is due to the disagreement at w. In the worst case, the update of u causes a new disagreement with
probability at most 1k−∆ . Since the disagreeing vertex w has at most ∆ neighbours, the probability of
having an extra disagreement between Xt+1 and Yt+1 is at most ∆n
1
k−∆ . Then, we get that
E[H(Xt+1, Yt+1) | Xt, Yt] ≤ 1− 1
n
+
∆
n
1
k −∆. (2)
The above implies for k ≥ 2∆+ 1, the criterion in (1) is satisfied.
Typically, G is of maximum degree Θ
(
lnn
ln lnn
)
. The above arguments imply that the “vanilla path
coupling” requires an unbounded number of colours. Otherwise, i.e. if k is smaller than the maximum
degree, there is no control on the expected number of disagreements generated. It turns out that we gain
some control over the expected number of disagreements by using (appropriate) block updates rather
than single vertex ones. In particular, we need to have the high degree vertices “hidden” inside the
blocks, i.e. no high degree vertex is close to the boundary of its block.
Remark 2 The idea of using a block construction with the properties we describe above, was first
proposed in [5]. To a great extend it was also adapted in the subsequent work [24].
Consider two copies of the block dynamics, with set of blocks B, i.e. (Xt)t≥0 and (Yt)t≥0. Assume
that for some t ≥ 0, we have Xt and Yt such that Xt ⊕ Yt = {w}. We couple one transition of the two
copies. The coupling chooses to update the same block in each copy. It turns out that the crucial case
for (1) is when the outer boundary of B is not the same for both chains, i.e. w ∈ ∂B. In particular, if Γ
is the set of block which have w in their outer boundary, it holds that
E[H(Xt+1, Yt+1) | Xt, Yt] ≤ 1− 1|B| +
1
|B|
∑
B∈Γ
E[|Xt+1(B)⊕ Yt+1(B)| | Xt, Yt, B is updated],
i.e. |Xt+1(B) ⊕ Yt+1(B)| is the number of extra disagreements generated inside B, given that it is
updated at time t+ 1.
We use the well-known “disagreement percolation” coupling construction [2] to bound the expected
number of disagreements in the block B. The disagreement at the boundary prohibits identical coupling
of Xt+1(B) and Yt+1(B). The disagreement percolation assembles the coupling in a stepwise fashion
moving away from w. Disagreements propagates into B along paths from w. A disagreement at vertex
v ∈ B at distance r from w propagates to a neighbour u at distance r + 1 if Xt+1(u) 6= Yt+1(u).
The disagreement percolation is dominated by an independent process such that each vertex u ∈ B
is disagreeing with probability
̺(u) =
{ 2
k−(1+α)d if degree(v) ≤ (1 + α)d
1 otherwise,
(3)
where α > 0 is a small constant. The disagreement propagates over the path L that start from w with
probability at most
∏
u∈L\{w} ̺(u). The expected number of disagreements after the update of B is at
most the expected number of paths of disagreements that start from w and propagate inside B.
Intuitively, the contribution of high degree vertices, i.e. of degree larger than (1 + α)d, to the
disagreements in B is increased. If a high degree vertex is disagreeing, it has an increased number of
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neighbours to propagate the disagreement. On the other hand, having k = Θ(d), the low degree vertices
have relatively small probability of propagating the disagreement, i.e. probability O(1/d). Having the
large degree vertices at large distance from the boundary of B, makes the disagreement less probable to
reach them. For the block construction we propose, the high degree vertices are in such a long distance
from the boundary of their block that the reduced probability of a disagreement reaching them “‘counter
balances” their increased contribution to the disagreements in the block B.
For defining the set of blocks B, we introduce a weighting schema as follows: Each vertex u is
assigned weight W (u) such that
W (u) =
{
(1 + γ)−1 if degree(u) ≤ (1 + α)d
dc degree(u) otherwise,
(4)
for appropriate fixed numbers α, γ, c > 0, which we specify later.
Given the weights of the vertices, each block B ∈ B satisfies the following property: For every path
L between a vertex in ∂B, i.e. the outer boundary of B, and a high degree vertex inside B it holds that∏
u∈L
W (u) ≤ 1.
In the weighting schema, observe that the low degree vertices reduce the weight of the path L, while
the high degree vertices increase it. Restricting the weight of a path between a high degree vertex in the
block B and a boundary vertex, somehow, guarantees that the high degree vertices are sufficiently far
from the boundary.
Remark 3 Since large weight -high degree- vertices are rather rare in a path L in G, we expect the
weight of L to be rather low. Note that Pr[W (u) > (1 + γ)−1] ≤ exp (−α3d), for all u ∈ L.
In Section 9 we prove the following tail bound on the weight of a path of length ℓ in G.
Theorem 5 Let α ∈ (0, 3/2), 0 < γ < 4, c > 0 and δ > 0 be fixed numbers. Consider the graph
G = G(n, d/n), for sufficiently large d. Let P = v1, . . . , vℓ be permutation of vertices of G such that
ℓ ≤ 100 ln n. It holds that
Pr
[
ℓ∏
i=1
W (vi) ≥ δ | EP
]
≤ 2 exp
[
−d4/5 (ℓ+ ln δ)
]
,
where EP is the event that P forms a path in G.
Choosing the appropriate k. The previous discussion does not make clear how do we choose the
parameters α, γ, c and especially the number of colours k. This turns out to be a bit technical argument
and it is related on the details of bounding the expected number of disagreements in a block. Assume
a single disagreeing vertex w and a block which has the disagreement at its outer boundary. Due to its
construction, the block has only one vertex adjacent to the disagreeing vertex w. Let us call this vertex
v. The block will be a tree with at least one extra edge. W.l.o.g. assume that the block is a tree2. Let us
call it T , while the root is v, the vertex next to disagreement.
Consider the update of T with the disagreement at w. Then, the expected number of disagreements
at T is dominated by the independent process on T where each vertex is disagreeing with the probability
specified in (3). Let Ri(T ) denote the expected number of paths of disagreements in T that connect the
root and the vertices at level i of T . For the rapid mixing condition (1), it will suffice to show that
Ri(T ) ≤ q(1− θ)i for i ≥ 0, (5)
2If the block was unicyclic then would have to consider the tree of “self avoiding walks”.
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for appropriate θ < 1 and q > 0. The condition in (5) can be reduced to the condition: For each subtree
T ′ rooted at a child of the root of T it should hold that
Ri−1(T
′) ≤ q(1− θ)
i
degree(v) ̺v
, (6)
where ̺v is the probability of disagreement for the root of v in the independent process. Note that
Ri−1(T
′) is the expected number of paths of disagreement from the root of T ′ to the vertices at level
i− 1 of T ′.
We apply the same argument i times. Then we consider the subtrees T ′′ which are rooted at level i
of T , i.e. each subtree T ′′ contains only vertices which are at distance j ≥ i from the root of T . The
paths of disagreement we consider in each T ′′ is of length zero, i.e. the probability of the root to be
disagreeing. More precisely the condition we get is the following one: For each subtree T ′′ rooted at
level i of T it should hold that
R0(T
′′) ≤ q(1− θ)
i∏
x∈L (degree(x) ̺x)
, (7)
where L is the path in T from v to the root of T ′′.
If u is the root of T ′′ in (7), then we have that R0(T ′′) ≤ pu. This observation and (7) imply the
following condition: For each subtree T ′′ rooted at vertex u, at level i of T , it should hold that
q(1− θ)i∏
x∈L (degree(x) ̺x)
≥ ̺u. (8)
The denominator in (8), as a product of degrees of the vertices on the path L, is related to the weight
of the path L. Somehow the way of defining the weights is related to whether (8) is true or not. That
is, given q, θ we adjust the parameters α, γ, c and k so that (8) holds for every u at level i of T , for
every i ≥ 0. The usual configuration for the parameters is that we choose some small δ > 0 and set
γ < α ≤ δ, while c = 10 and k ≥ 112 d.
Remark 4 We follow exactly the same approach to show rapid mixing for the hard core model.
3 Block Creation & Proof of Theorem 2
For the creation of block consider the weighting schema introduced in Section 2. That is, we have
G = G(n, d/n) and the parameters α, γ and c. Each vertex w ∈ G is assigned weight as specified in
(4). Given the weighting schema we introduce some useful notions.
Definition 1 (Influence & Break-Points) For a vertex v, let P(v) be the set of all path of length at most
lnn
d2/5
that start from v. We define the quantity E(v), which we call influence, as follows
E(v) = max
L∈P(v)
{∏
u∈L
W (u)
}
.
If E(v) ≤ 1, then vertex v is called break-point.
Definition 2 The path L is called “influence path” only if non of its vertices is a break-point.
If w1 is a break-point, we define that there is only one influence path that starts from w1, this is the
trivial path L = w1.
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To get some intuition, typically, there is a very large number of break-points in G. Somehow, this
implies that we should expect to have only short influence paths. As we will see later, this also implies
that B contains very simple blocks.
The following pseudo-code describes how do we compute the set of blocks B.
BlockCreation(G, d, α, γ, c)
1 : computeΣ the set of break-points
2 : compute C the set of the set of all cycles of length at most 4 lnn
(ln d)5
in G
3 : set B to be empty
4 : for-each cycle C ∈ C do
5 : define block Bc that contain the following vertices
6 : every v in the cycle C and in ∂C
7 : every w for which there is an influence path from w to a vertex in ∂C
8 : add Bc into B
9 : end-for
10 : while there is a vertex w whose block is not specified yet do
11 : define block Bw that contain the following vertices
12 : vertex w
13 : every u that is reachable from w through an influence path
14 : add Bw into B
15 : end-while
16 : return B
Typically, G the distance between any two cycles in C is large. Since we don’t expect to have long
influence paths, there are no two cycles in C which are connected through an influence path. The short
influence paths also yield that the rest of the blocks are trees. That is, the blocks with the extra edge are
exactly those which have a cycle from C.
Note that each break-point is a block by itself. One the other hand, each multi-vertex block is created
such that its outer boundary consists only of break-points. This argument also implies that the blocks in
B are vertex disjoint.
The reader may have observed that the definition of the break point considers only the weight of
paths with length at most lnn
d2/5
. We are going to show that typically G has the following property: if a
vertex u has no heavy path in P(u), then it has no heavy path at all. That is, for each B ∈ B and every
w ∈ ∂B there is no path L from w to a high degree vertex u ∈ B such that ∏v∈LW (v) > 1.
3.1 Proof of Theorem 2
For proving part (a) in Theorem 2, first we show that the influence paths that are considered in the
construction of B are short. Then, using this result we show that indeed B consists of blocks that are
trees with at most one extra edge.
In the statement of the following theorem, we call elementary every path L = w1, . . . , wℓ such that
there is no other path P 3 of length less than 10 ln n/d9/10 which connects any two vertices in L.
Theorem 6 Let γ, c > 0 and α ∈ (0, 3/2). For large d, consider G = G(n, d/n). Let U be the set of
the elementary paths in G of length lnn
(ln d)5
that do not have any break-point. It holds that
Pr[U 6= ∅] ≤ 4n(− 12 lnd+2).
3 i.e. P is different than L
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The proof of Theorem 6 appears in Section 7.
Using Theorem 6 it is direct to get the following lemma, whose proof appears in Section 11.2.
Lemma 1 Let γ, c > 0 and α ∈ (0, 3/2). For large d consider G = G(n, d/n). With probability at
least 1− 10n−3/4 over the instances G, B contains only blocks which are trees with one extra edge.
Lemma 1 proves that part (a) of Theorem 2 is indeed true. As far as part (b) of Theorem 2 is regarded,
it suffices to use the following result.
Lemma 2 Let γ, c > 0 and α ∈ (0, 3/2). For large d, consider G = G(n, d/n). With probability at
least 1− 20n−3/4 over the instances of G, the following is true:
There is a small fixed s > 0 such that the block construction can be made in time O(ns).
The proof of Lemma 2 appears in Section 11.3.
Theorem 2 follows.
4 Convergence & Rapid Mixing
4.1 Colouring Model - Proof of Theorem 3
Ergodicity. For Theorem 3 first we need to consider when the Markov chain is ergodic. This allows
to argue that the chain has a unique limit distribution. From [5] we have that the Glauber dynamics (and
hence the block dynamics) is ergodic with probability 1− o(1) over the instances G when k ≥ d+ 2.
For the sake of completeness let us sketch the proof for ergodicity in [5]. It is shown that if a graph
G has no t-core4, then for all k ≥ t+2 the Glauber dynamics for k-colouring yields an ergodic Markov
chain (Lemma 2 in [5]). Then the authors use the result in [25], which states that w.h.p. G has no t-core
for t ≥ d.
Rapid mixing. Given fixed 0 < γ < α ≤ 10−2 and c = 10 and large d, let Gχ = Gχ(n, d, α, γ, c) be
the family of graphs on n vertices such that G ∈ Gχ if it has the following properties:
(a) there is no r-core, for r ≥ d
(b) it is k-colourable for k ≥ d
(c) Let B be the set of blocks constructed by BlockCreation(G, d, α, γ, c). Then each of the blocks
in B is a tree with at most one extra edge.
(d) For every B ∈ B and every w ∈ ∂B there is no path L from w to a high degree vertex u ∈ B
such that
∏
v∈LW (v) > 1
Lemma 3 With probability 1− o(1) the graph G ∈ Gχ.
The proof of Lemma 3 appears in Section 11.4.
Consider some G ∈ Gχ and let B be the set of blocks constructed by BlockCreation(G, d, α, γ, c).
Consider also the block dynamics (Xt)t≥0, over the k-colourings of G, for k ≥ 112 d. The following
theorem shows that (Xt)t≥0 satisfies the path coupling condition.
4For some integer r > 0 and a graph G, we say that G has a r-core if it has a subgraph with minimum degree r
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Theorem 7 Let 0 < γ < α ≤ 10−2 and c = 10 and sufficiently large d. Let G ∈ Gχ(n, d, α, γ, c)
and let B be the set of block created by BlockCreation(G, d, α, γ, c). Let both (Xt)t≥0, (Yt)t≥0 be the
block dynamics over the k-colourings of G, with set of blocks B. For k ≥ 112 d, the following is true:
Assume that for some t ≥ 0 we have H(Xt, Yt) = 1. Then, there is a coupling such that
E[H(Xt+1, Yt+1)|Xt, Yt] ≤ 1− (10n)−1. (9)
The proof of Theorem 7 appears in Section 5.
Given the above results, Theorem 3 follows as a corollary.
4.2 Hard Core Model - Proof of Theorem 4
Egodicity Block dynamics for hard-core model is trivially ergodic. This follows from the observation
that from every independent sets σ there is a sequence of independent sets σ = σ0, σ1, . . . , σℓ, for ap-
propriate ℓ > 0, such that σℓ is the empty independent set, while Pr[Xt+1 = σi|Xt = σi−1],Pr[Xt+1 =
σi−1|Xt = σi] > 0, for i = 1, . . . , ℓ.
Rapid mixing. For ǫ > 0 as defined in the statement of Theorem 4, let ǫ0 = min{ǫ, 1/100}. Also let
α = ǫ0/3, γ = ǫ
2
0, c = 10 and large d. We define Gα = Gα(n, d, ǫ, c) to be the family of graphs on n
vertices with the following properties:
(a) Let B be the set of blocks constructed by BlockCreation(G, d, α, γ, c). Then each of the blocks
in B is a tree with at most one extra edge.
(b) For each B ∈ B and every w ∈ ∂B there is no path L from w to a high degree vertex u ∈ B such
that
∏
v∈LW (v) > 1.
Corollary 2 With probability 1− o(1) it holds that G ∈ Gα.
The proof of Corollary 2 is very similar to the proof Lemma 3, so we omit it.
Consider some G ∈ Gα and let B be the set of blocks constructed by BlockCreation(G, d, α, γ, c).
Consider also the block dynamics (Xt)t≥0 for the hard core model with fugacity λ = 1−ǫ2d . The following
theorem shows that (Xt)t≥0 satisfies the path coupling condition.
Theorem 8 Let ǫ > 0 be as defined in Theorem 3 and ǫ0 = min{ǫ, 10−2}. Also let α = ǫ0/3, γ = ǫ20,
c = 10 and sufficiently large d > 0. Consider G ∈ Gα and let B be the set of block constructed
by BlockCreation(G, d, α, γ, c). Let both (Xt)t≥0, (Yt)t≥0 be the block dynamics for the hard-core
model on G, with set of blocks B and fugacity λ = 1−ǫ2d . Then, the following is true:
Assume that for some t ≥ 0 we have H(Xt, Yt) = 1. There is a coupling such that
E[H(Xt+1, Yt+1)|Xt, Yt] ≤ 1− ǫ0/(2n). (10)
The proof of Theorem 8 appears in Section 6.
Given the above results, Theorem 4 follows as a corollary.
5 Proof of Theorem 7
The coupling is such that we choose the same block to update in both (Xt)t≥0 and (Yt)t≥0. Let Bt be
the block whose colouring is chosen to be updated in the coupling at time t.
Assume that Xt ⊕ Yt = {w}, i.e. the two copies disagree only on vertex w. Let Bw be the block
that contains the disagreeing vertex w. Also, let Γw ⊂ B \ {Bw} be the blocks that are adjacent to w,
excluding Bw. To simplify our further analysis we need to make the following observations:
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Observation 1. If Bt = Bw, then there is a coupling such that H(Xt+1, Yt+1) = 0.
Observation 2. If Bt /∈ Γw ∪Bw, then there is a coupling such that H(Xt+1, Yt+1) = 1.
Observation 3. If Bt = {u} ∈ Γw, then u is a break-point and Pr[Xt+1(Bt) 6= Yt+1(Bt)] ≤ 1k−(1+α)d .
Observation 1 and Observation 2 follow from the fact that the assumption that Xt ⊕ Yt = {w} implies
that Xt(∂B) = Yt(∂B), for every B ∈ B \ Γw. If Bt ∈ B \ Γw, then there is a coupling such that no
new disagreements are created. Furthermore, if Bt = Bw, then the disagreement vanish.
As far as Observation 3 is regarded, note that since u is a single-vertex block it is a break-point
and degree(u) ≤ (1 + α)d. Consider the lists LX and LY of available colours for u that are induced
by Xt+1 and Yt+1, respectively. Both lists are of size at least k − degree(v). Furthermore, these two
lists differ in at most one colour. Then there is a coupling for Xt+1 and Yt+1 such that Pr[Xt+1(u) 6=
Yt+1(u)] ≤ (k − (1 + α)d)−1.
The following proposition generalizes Observation 3, in the sense that it considers general blocks
from Γw and not necessarily single vertex ones.
Proposition 1 Let α, γ, c and k be as in the statement of Theorem 7. There is a coupling such that
E[H(Xt+1(Bt), Yt+1(Bt))|Xt, Yt, Bt ∈ Γw] ≤ 0.8688/d.
The proof of Proposition 1 appears in Section 5.1.
In what follows, we let N = |B|, i.e. each B ∈ B is chosen with probability 1/N . So as to prove (9)
we consider a number of different cases for Bw and the position of w inside Bw.
Case 1: The block Bw is multi-vertex and w is not adjacent to any vertex in ∂Bw. Since w is inside
Bw we have that Γw = ∅. There is a coupling which has the following properties: With probability
1/N we have Bt = Bw. Then, using Observation 1, we get that H(Xt+1, Yt+1) = 0. Also, with
probability 1 − 1/N we have Bt /∈ Γw ∪ Bw, since Γw = ∅. Then, using Observation 2 we get that
H(Xt+1, Yt+1) = 1 Combining all the above, we get that
E[H(Xt+1, Yt+1)|Xt, Yt] = 1− 1/N.
Case 2: The block Bw is multi-vertex and w is adjacent to at least one vertex in ∂Bw.
Recalling the properties of the blocks in B, our assumptions imply the following: we have that
degree(w) ≤ (1 + α)d. Also, Γw 6= ∅, while each B ∈ Γw is single vertex block of a break-point.
Note that a break-point has degree at most (1 + α)d.
There is a coupling that has the following properties: With probability 1/N we have Bt = Bw and,
according to Observation 1, we have H(Xt+1, Yt+1) = 0. Also, with probability |Γw|/N , we have
that Bt ∈ Γw. Since each B ∈ Γw consists of a single break-point, from Observation 3 we get that
Pr[Xt+1(Bt) 6= Yt+1(Bt)] ≤ 1k−(1+α)d . Finally, if Bt /∈ Γw ∪ Bw, then, from Observation 2, we have
H(Xt+1, Yt+1) = 1. With the above arguments, we get that
E[H(Xt+1, Yt+1)|Xt, Yt] = 1− 1
N
+
1
k − (1 + α)d
|Γw|
N
≤ 1− 3
4N
,
since |Γw| ≤ degree(w) ≤ (1 + α)d, k ≥ 112 d and α ≤ 10−2.
Case 3: Bw is a single vertex block. i.e. w is a break-point.
With probability 1/N we haveBt = Bw. Then, according to Observation 1, we haveH(Xt+1, Yt+1) =
0. Also, with probability |Γw|/N we have that Bt ∈ Γw. Then using Proposition 1 we have that the
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number of disagreements generated is at most 0.8688/d. Finally, if Bt /∈ Γw ∪ Bw, we have that
H(Xt+1, Yt+1)=1, from Observation 2. Combining all the above together, we get that
E[H(Xt+1, Yt+1)|Xt, Yt] ≤ 1− 1
N
+
|Γw|
N
0.8688
d
≤ 1− (10n)−1.
since α ≤ 10−2 and N ≤ n. The theorem follows.
5.1 Proof of Proposition 1
Consider some B ∈ Γw. Recall that Xt(w) 6= Yt(w) and this is the only disagreement at the boundary
of B. Also, there is exactly one vertex in B which is adjacent to w. Let us call this vertex r. For each
vertex u ∈ B let Ju be an indicator which is 1 if degree(u) ≤ (1 + α)d and 0, otherwise.
We wish to couple Xt+1(B) and Yt+1(B) as close as possible. Identical coupling is precluded for
the whole block B due to the disagreement at the boundary of B, recall that w ∈ ∂B. The coupling we
use for setting Xt+1(B) and Yt+1(B) decides the colour assignment of each vertex u ∈ B at a time.
Every time we give priority to the vertices which are next to a disagreement, i.e. we decide the colouring
for these vertices first. If there are vertices in B whose colouring is not decided but non of them is next
to a disagreeing vertex, then it is easy to see that we can colour them using identical coupling.
Lemma 4 Assume in the above process of deciding Xt+1(B) and Yt+1(B), the process consider some
vertex u ∈ B. There is a coupling such that u becomes disagreeing with probability at most ρu, where
ρu =
(
2Ju
k − (1 + α)d + (1− Ju)
)
The proof is a bit standard, e.g., see [5]. For the sake of completeness we provide one in Section 5.2.
So as to bound the expected number of disagreements in the coupling above we use disagreement
percolation. Consider the configuration space D = {agree, disagree}V (B) and let ρ : D → [0, 1] be
the product probability measure on D such that each u ∈ B is set “disagree” with probability ρu.
LetZ ∈ D be distributed as in ρ. A path of disagreement inZ is a path inB such that for every vertex
u in the path it holds Z(u) = disagree. Let Ri = Ri(Z) be the number of paths of disagreements of
length i that start from the vertex r. It holds that
E[H(Xt+1(B), Yt+1(B))|Xt, Yt, Bt = B] ≤
∑
i≥0
E[Ri]. (11)
The proposition will follow by bounding appropriately E[Ri]. For this, we need to consider the tree of
self-avoiding walks T = T (Bt); T is rooted at vertex r. At its level j, T contains a copy of every vertex
in B which is reachable from r with a path of length j.
For any two vertices u, v ∈ T , let P(v, u) be the probability that the path that connect u and v is a
path of disagreement in Z . From the linearity of expectation, for i=0,1,2. . . , we have that
E[Ri] =
∑
u : dist(r,u)=i
P(r, u) (12)
Note that the sum runs over the vertices at distance i from v, the root of T . We have that
P(r, v) =
∏
u∈L(r,v)
ρu =
∏
u∈L(r,v)
(
2Ju
k − (1 + α)d + (1− Ju)
)
≤
∏
u∈L(r,v)
(
2Ju
11d/2 − (1 + α)d + (1− Ju)
)
,
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where L(r, v) is the path that connects v to r. The last inequality uses the fact that k ≥ 11d/2 while the
product is decreasing with k. Pugging the above into (12) we get that
E[Ri] ≤
∑
w : dist(r,w)=i
∏
u∈L(r,w)
(
2Ju
11d/2 − (1 + α)d + (1− Ju)
)
.
We use the the following lemma to bound E[Ri].
Lemma 5 Let α, γ, c and d be as in the statement of Proposition 1. Then, it holds that
E[Ri] ≤ (1− θ)
i
11d/2 − (1 + α)d i = 0, 1, . . . , (13)
where θ ≤ min
{
1− (1+γ)(1+α)11/2−(1+α) , 1−
(
(1+α)
11/2−(1+α)
)9/10}
.
The proof of Lemma 5 appears in Section 5.3.
So as to bound E[Ri] we take the maximum possible value for θ, w.r.t. the parameters d, α, c, γ. It
is direct that θ ≤ 0.5127, that is
E[Ri] ≤ (0.44543/d) (0.4873)i .
The proposition follows by plugging the above into (11).
5.2 Proof of Lemma 4
For the moment assume that the block Bt is a tree. Assume, also, that the vertex u is the first vertex that
is going to be coloured in the coupling. That is, u is next to the disagreeing vertex w ∈ ∂Bt. Let
SX = {σ ∈ [k]V (Bt) | Pr[Xt+1(Bt) = σ|Xt, Yt] > 0 and σ(u) 6= Yt(w)}.
SX contains all the legal colourings which can be assigned to Xt+1(Bt) such that u takes a colouring
which is different than Yt(w). Similarly, we have
SY = {σ ∈ [k]V (Bt) | Pr[Yt+1(Bt) = σ|Xt, Yt] > 0 and σ(u) 6= Xt(w)}.
It is trivial to verify that SY and SX are identical. This implies that there is a coupling such that
Pr[Xt+1(u) = Yt+1(u)|Xt+1(u), Yt+1(u) /∈ {Xt(w), Yt(w)}] = 1.
Then we get that
Pr[Xt+1(u) 6= Yt+1(u)] = Pr[Xt+1(u), Yt+1(u) ∈ {Xt(w), Yt(w)}]
≤ max {Pr[Xt+1(u) = Yt(w)],Pr[Yt+1(u) = Xt(w)]} .
The last inequality follows from a maximal coupling of Xt+1(u), Yt+1(u).
Noting that for u it holds degree(u) < k, it is not hard to see that in the previous inequality the
maximum can be greater than 1k−degree(u) . If k < degree(u), the maximum can be bounded by 1.
If u is not the first vertex to be coloured in the coupling, the situation is essentially the same. Let C(u)
be the set of already coloured vertices just before colouring u. Observe that if it is impossible to find a
vertex which is adjacent to a disagreement then for the rest vertices we have identical coupling. Assume
that C(u) contains disagreeing vertices. Since we always pick first a vertex next to a disagreement, C(u)
must be a connected subtree of Bt.
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Consider the subtree in Bt \ C(u) which contains vertex u. Let us call this subtree Tu. Then the
previous arguments apply directly to Tu and we get the same bounds for Pr[Xt+1(u) 6= Yt+1(u)].
For the case where B is a unicyclic graph, the only difference is that there are at most two paths
from which the disagreement can reach the vertex u (as opposed to one path in the case of trees). This
implies that, in the worst case, Xt+1(u) and Yt+1(u) should avoid at most two colours so as there is no
disagreement. I.e. for appropriate c1, c2, c3, c4 ∈ [k], it holds that
Pr[Xt+1(u) 6= Yt+1(u)] ≤ max {Pr[Xt+1(u) ∈ {c1, c2}],Pr[Yt+1(u) ∈ c3, c4]} .
If degree(u) < k−1, then the r.h.s. of the inequality above is upper bounded by 2k−degree(u) . Otherwise,
i.e. degree(u) ≥ k − 1, we set the trivial bound 1.
5.3 Proof of Lemma 5
Proof of Lemma 5: For the sake of brevity let q = 2/(11d/2 − (1 + α)d) and f = (1 + α)d. Let us
introduce some further notation. Given a vertex u in T , let Tu be the subtree of T defined as follows:
In T delete the edge that connect u to its parent. Then, Tu is the tree that contains vertex u. We always
imply that the root of Tu is the vertex u. Finally, for some integer j and some tree T ′, we let E(T ′, j) be
the set of vertices at level j in T ′.
Since the vertex r is right next to a disagreement, the construction of blocks ensures that degree(r) ≤
f . Then P(r, r) = q. i.e. (13) is indeed true for i = 0.
Consider i > 0. It holds that
∑
v : E(T,i)
P(r, v) = ρ(r)×
∑
u : child of r

 ∑
v∈E(Tu,i−1)
P(u, v)

 . (14)
Using (14) we can get a new set of conditions which imply (13). That is, for each child of the root u it
should hold that ∑
v∈E(Tu,i−1)
P(u, v) ≤ q(1− θ)i × 1
ρ(r) degree(r)
. (15)
If the bound in (15) holds for every subtree rooted at a child of the root, then we can plug it into (14)
and get (13). We can repeat the same argument for every subtree Tu and then to the subsequent subtrees
and so on. In particular, after having repeated the above argument i times, we deal subtrees Tu, where
u ∈ E(T, i). For each such Tu it turns out that we need to bound P(u, u). That is, the condition we have
is the following: for every u ∈ E(T, i) it should hold that
P(u, u) ≤ q(1− θ)i ×
∏
u′∈L(r,u)
(
ρ(u′) degree(u′)
)−1
= q(1− θ)i ×
(
1
qf
)i−t
×
∏
v∈M\{u}
1
degree(v)
, (16)
where the set M contains all the vertices in L(r, u) of degree larger than f , while t = |M\{u}|.
To this end, observe that we have that P(u, u) = ρu. Clearly, this observation reduces the problem
of showing (16) to
q(1− θ)i ×
(
1
qf
)i−t
×
(
Ju
q
+ 1− Ju
)
×
∏
v∈M\{u}
1
degree(v)
≥ 1, (17)
for every u ∈ E(T, i).
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Note that if there is θ such that (17) is true for every u ∈ E(T, i), then our arguments imply that (13)
is also true. The lemma follows by showing that such θ exists.
So as to deal with (17) it crucial to upper bound ∏v∈M\{u} degree(v). At this point we need to
use the weighting schema. In particular, we use the fact that the vertex r, the root of T , is next to a
break-point. This assumption implies the following: For every u ∈ E(T, i)
∏
u′∈L(r,v)
(
Ju′
1 + γ
+ dc(1− Ju′)
)
≤ (1 + γ), (18)
In the following series of claims, we exploit (18) to show that indeed there is θ that satisfies (17).
Claim 1 If degree(u) ≤ f , then the condition in (17) is true for θ ≤ 1− qf(1 + γ).
Claim 2 If degree(u) > f and |M\{u}| = 0, then the condition in (17) is true for θ ≤ 1− (qf)9/10.
Claim 3 If degree(u) > f and |M\{u}| ≥ 1, then the condition in (17) is true for θ ≤ 1− qf(1+ γ).
Taking θ ≤ min{1 − qf(1 + γ), 1 − (qf)9/10}, the above claims imply that (17) is true. The lemma
follows. ⋄
Proof of Claim 1: For each path L(r, u), where u ∈ E(T, i) the condition (18) implies that
1
(1 + γ)i−t
∏
v∈M\{u}
(
d10 degree(v)
) ≤ (1 + γ). (19)
For the sake of brevity let the l.h.s. of (17) be denoted as Q(u).
If t ≥ 1, we have that
Q(u) = q(1− θ)i 1
(qf)i−t
1
q
∏
v∈M\{u}
(degree(v))−1
≥ (1− θ)i
(
1
qf(1 + γ)
)i−t d10t
1 + γ
[we used (19)]
≥
(
1− θ
qf(1 + γ)
)i (d10qf(1 + γ))t
1 + γ
≥
(
1− θ
qf(1 + γ)
)i
,
where the last inequality follows from the fact for large d we have that [d
10qf(1+γ)]
t
1+γ ≫ 1.
If t = 0, then it is direct to show that
Q(u) = q(1− θ)i 1
(qf)i−t
1
q
∏
v∈M\{u}
(degree(v))−1 =
(
1− θ
qf
)i
.
For both cases the claim is true. ⋄
Proof of Claim 2: Since condition (18) holds for T , our assumptions implies that d10
(1+γ)i
· degree(u) ≤
1 + γ. Then, we get a lower bound on i, i.e. it holds that i ≥ ln(d10degree(u))ln(1+γ) − 1.
For the sake of brevity, we denote the l.h.s. of (17) be denoted as Q(u). We have that
Q(u) = q(1− θ)i 1
(qf)i
≥
(
q10
(qf)i
)1/10
·
(
1− θ
(qf)9/10
)i
.
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The claim will follow by showing that (qf)i < q10.
In what follows we use the facts qf ≥ 1/e, γ < 10−2 and i ≥ ln[d10degree(u)]ln(1+γ) − 1. That is,
(qf)i ≤ (qf)
ln(d10degree(u))
ln(1+γ)
−1 ≤ (d10degree(u))−
ln(1/qf)
ln(1+γ) (qf)−1
≤ (d10degree(u))−1 (qf)−1
≤
(
d10
√
degree(u)
)−1 (
(qf)
√
degree(u)
)−1 ≤ q10.
The last inequality holds for large d. The claim follows. ⋄
Proof of Claim 3: With the assumption of the claim, the condition in (18) implies that
1
(1 + γ)i−t
∏
v∈M\{u}
d10 · degree(v) ≤ 1 + γ. (20)
where t ≥ 1, i.e. M\{u} 6= ∅.
In the following derivations we use the, easy to verify, fact that q1+γ [d
10qf(1 + γ)]t ≫ 1. For the
sake of brevity, we denote the l.h.s. of (17) by Q(u). We have that
Q(u) = q(1− θ)i 1
(qf)i−t
∏
v∈M\{u}
(degree(v))−1
≥ q (1 + γ)−1 (1− θ)i (qf(1 + γ))−(i−t) d10t [we use (20)]
≥ q (1 + γ)−1 (1− θ)i (qf(1 + γ))−i [d10qf(1 + γ)]t
≥
(
1− θ
qf(1 + γ)
)i
.
[
since q
1 + γ
(d10qf(1 + γ))t ≫ 1
]
The claim follows. ⋄
6 Proof of Theorem 8
The coupling is such that we choose the same block to update in both (Xt)t≥0 and (Yt)t≥0. Let Bt be
the block whose colouring is chosen to be updated in the coupling at time t.
Assume that Xt ⊕ Yt = {w}, i.e. the two copies disagree only on vertex w. Let Bw be the block
that contains the disagreeing vertex w. Also, let Γw ⊂ B \ {Bw} be the blocks that are adjacent to w.
To simplify our further analysis we need to make the following observations:
Observation 1. If Bt = Bw, then there is a coupling such that H(Xt+1, Yt+1) = 0.
Observation 2. If Bt /∈ Γw ∪Bw, then there is a coupling such that H(Xt+1, Yt+1) = 1.
Observation 3. If Bt = {u} ∈ Γw, then u is a break-point and Pr[Xt+1(Bt) 6= Yt+1(Bt)] ≤ λλ+1 .
We get Observation 1 and Observation 2 with exactly the same arguments as in the proof of Theorem 7,
i.e. the assumption that Xt ⊕ Yt = {w} implies that Xt(∂Bt) = Yt(∂Bt), whenever Bt ∈ B \ Γw.
As far as Observation 3 is regarded, w.l.o.g. assume that Xt(w) is occupied, i.e. w belongs to the
independent set, and Yt(w) is unoccupied. Clearly Xt+1(u) cannot become occupied. The only way we
can have disagreement at u, is when all the neighbours of u, apart from w, in both configurations are
unoccupied. Then, Yt+1(u) becomes occupied (disagreeing) with probability λ1+λ .
The following proposition, somehow, generalizes Observation 3, in the sense that it considers general
blocks from Γw and not necessarily single vertex ones. Note that Γw contains multi-vertex blocks when
w is a single vertex block.
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Proposition 2 Let ǫ, α, γ, c and λ be as in the statement of Theorem 8. There is a coupling such that
E[H(Xt+1(Bt), Yt+1(Bt)) | Xt, Yt, Bt ∈ Γw] ≤ (1− (5/4)ǫ0) /d.
The proof of Proposition 2 appears in Section 6.1.
In what follows, we let N = |B|, i.e. each B ∈ B is chosen with probability 1/N . So as to prove
(9) we consider a number of different cases for Bw and the position of w inside Bw, similarly to those
in the proof of Theorem 7 in Section 5.
Case 1: The block Bw is multi-vertex and w is not adjacent to any vertex in ∂Bw. Since w is inside
Bw we have that Γw = ∅. There is a coupling which has the following properties: With probability
1/N we have Bt = Bw. Then, using Observation 1, we get that H(Xt+1, Yt+1) = 0. Also, with
probability 1 − 1/N we have Bt /∈ Γw ∪ Bw, since Γw = ∅. Then, from Observation 2, we get that
H(Xt+1, Yt+1) = 1 Combining the above, we get that
E[H(Xt+1, Yt+1) | Xt, Yt] = 1− 1/N.
Case 2: The block Bw is multi-vertex and w is adjacent to at least one vertex in ∂Bw.
Recalling the properties ofB ∈ B, our assumptions imply the following: we have that degree(w) ≤
(1 + α)d. Also, Γw 6= ∅, while each B ∈ Γw is single vertex ones. i.e. B is the block of a break-point.
There is a coupling which has the following properties: With probability 1/N we have Bt = Bw
and, according to Observation 1, we have H(Xt+1, Yt+1) = 0. Also, with probability |Γw|/N , we
have that Bt ∈ Γw. Since each B ∈ Γw consists of a single break-point, Observation 3 implies that
Pr[Xt+1(Bt) 6= Yt+1(B + t)] ≤ λ1+λ . Finally, if Bt /∈ Γw ∪ Bw, then, Observation 2, implies that
H(Xt+1, Yt+1) = 1. With the above arguments, we get that
E[H(Xt+1, Yt+1) | Xt, Yt] ≤ 1− 1/(2N),
since α ≤ ǫ0/3 and λ ≤ (1− ǫ)/(2d).
Case 3: Bw is a single vertex block. i.e. w is a break-point.
With probability 1/N we have Bt = Bw which implies that H(Xt+1, Yt+1) = 0. Also, with
probability |Γw|/N we have that Bt ∈ Γw. Then using Proposition 2 we have that the number of dis-
agreements generated is at most (1− 54ǫ0)/d. Finally, if Bt /∈ Γw ∪Bw, we have that H(Xt+1, Yt+1)=1.
Combining all the above together, we get that
E[H(Xt+1, Yt+1) | Xt, Yt] ≤ 1− 1
N
+
|Γw|
N
(
1− 5
4
ǫ0
)
1
d
≤ 1− ǫ0
2N
,
where the above holds since |Γw| ≤ (1 + α)d and α ≤ ǫ0/3. The theorem follows.
6.1 Proof of Proposition 2
The proof of this proposition is very similar to the proof of Proposition 1 for the colouring model.
Consider some B ∈ Γw. Recall that Xt(w) 6= Yt(w) and this is the only disagreement at the boundary
of B. Also, there is exactly one vertex in B which is adjacent to w. Let us call this vertex r. For each
vertex u ∈ B let Ju be an indicator which is 1 if degree(u) ≤ (1 + α)d and 0, otherwise.
We wish to couple Xt+1(B) and Yt+1(B) as close as possible. Identical coupling is precluded for
the whole block B due to the disagreement at the boundary of B, recall that w ∈ ∂B. The coupling we
use for setting Xt+1(B) and Yt+1(B) decides the colour assignment of each vertex u ∈ B at a time.
Every time we give priority to the vertices which are next to a disagreement, i.e. we decide the colouring
for these vertices first. If there are vertices in B whose colouring is not decided but non of them is next
to a disagreeing vertex, then it is easy to see that we can colour them using identical coupling.
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Corollary 3 Assume in the above process of deciding Xt+1(B) and Yt+1(B), the process consider some
vertex u ∈ B. There is a coupling such that u becomes disagreeing with probability at most ρu = λ1+λ
So as to bound the expected number of disagreements in the coupling above we use disagreement perco-
lation from [2]. Consider the configuration space D = {agree, disagree}V (B) and let ρ : D → [0, 1]
be the product probability measure on D such that each u ∈ B is set “disagree” with probability ρu.
Consider a configuration space D = {agree, disagree}V (Bt) and let ρ : D → [0, 1] be the product
probability measure on D such that each u ∈ Bt is set “disagree” with probability ρu = λ1+λ . We get
this value for ρu by working as in the case of a single vertex update case of Theorem 8.
LetZ ∈ D be distributed as in ρ. A path of disagreement inZ is a path inB such that for every vertex
u in the path it holds Z(u) = disagree. Let Ri = Ri(Z) be the number of paths of disagreements of
length i that start from the vertex r. It holds that
E[H(Xt+1(Bt), Yt+1(Bt)) | Xt, Yt, Bt ∈ Γw] ≤
∑
i≥0
E[Ri], (21)
For bounding E[Ri] we need to consider the tree of self-avoiding walks T = T (Bt): T is rooted at
vertex r. At level j, T contains a copy of a vertex in B which is reachable from r with a path of length j
For any two vertices u, v ∈ T , let P(v, u) be the probability that the path that connect u and v is a
path of disagreement in Z . From the linearity of expectation, for i=0,1,2. . . , we have that
E[Ri] =
∑
u : dist(r,u)=i
P(r, u) (22)
Note that the sum runs over the vertices at distance i from v, the root of T .
We have that
P(r, v) =
∏
u∈L(r,v)
ρu =
∏
u∈L(r,v)
λ
1 + λ
,
where L(r, v) is the path that connects v to r, the root of T .
Pugging the above into (22) we get that
E[Ri] =
∑
w : dist(r,w)=i
∏
u∈L(r,w)
λ
1 + λ
≤
∑
w : dist(r,w)=i
∏
u∈L(r,w)
λ0
1 + λ0
,
where λ0 = (1 − ǫ0)/(2d) and ǫ0 = min{ǫ, 10−2}. The last derivation follows from the observation
that λ0 ≥ λ and the fact that f(x) = x1+x is increasing.
We use the the following lemma to bound E[Ri].
Lemma 6 Let ǫ, α, γ, c and d be as in the statement of Proposition 2. Also, let ǫ0 = min{ǫ, 10−2} and
let λ0 = (1− ǫ0)/(2d). It holds that
E[Ri] ≤ λ0
1 + λ0
(1− θ)i i = 0, 1, . . . (23)
where for any θ ≤ 1− λ01+λ0 (1 + α)(1 + γ)d.
The proof of Lemma 6 appears in Section 6.2.
Using Lemma 6 and setting θ = 1− λ01+λ0 (1 + γ)(1 + α)d ≥
1+ǫ0/2
2 . We get that∑
i≥0
E[Ri] ≤ θ−1λ0/(1 + λ0) ≤ [1− (5/4)ǫ0] /d.
The proposition follows by plugging the above into (21).
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6.2 Proof of Lemma 6
Proof of Lemma 6: For the sake of brevity we let q = λ01+λ0 and f = (1 + α)d. Let us introduce
some further notation, similar to Lemma 5. Given a vertex u in T , let Tu be the subtree of T defined as
follows: In T delete the edge that connect u with its parent. Then, Tu is the tree that contains vertex u.
We always imply that the root of Tu is the vertex u. Finally, for some integer j and some tree T ′, we let
E(T ′, j) be the set of vertices at level j in T ′.
Since the vertex r is right next to a disagreement, the construction of blocks ensures that degree(r) ≤
f . Then P(r, r) = q. i.e. (23) is indeed true for i = 0.
Consider now that i > 0. It holds that
∑
v : E(T,i)
P(r, v) = ρ(r)×
∑
u : child of r

 ∑
v∈E(Tu,i−1)
P(u, v)

 . (24)
Using (24) we can get a new set of conditions which imply (23). That is, for each child of the root u it
should hold that ∑
v∈E(Tu,i−1)
P(u, v) ≤ q(1− θ)i × 1
ρ(r) degree(r)
. (25)
If the bound in (25) holds for every subtree rooted at a child of the root, then we can plug it into (24)
and get (23). We can repeat the same argument for every subtree Tu and then to the subsequent subtrees
and so on. After having repeat the above argument i times, we deal subtrees Tu, where u ∈ E(T, i). For
each such Tu it turns out that we need to bound P(u, u). That is, the condition we have is as follows:
for every u ∈ E(T, i) it should hold that
P(u, u) ≤ q(1− θ)i
∏
v∈L(r,u)
(ρ(v) degree(v))−1
≤ q(1− θ)i ×
(
1
qf
)i−t
×
∏
v∈M\{u}
1
degree(v)
, (26)
where the set M contains all the vertices in L(r, u) of degree larger than f , while t is the cardinality of
M\{u}. Observe that we have that P(u, u) = q = λ01+λ0 . This reduces the problem of showing (26) to
q(1− θ)i ×
(
1
qf
)i−t
×
∏
v∈M\{u}
1
degree(v)
× 1
q
≥ 1, (27)
for every u ∈ E(T, i).
Note that if we find θ such that (27) is true for every u ∈ E(T, i), then our arguments imply that (23)
is also true. The lemma follows by showing that such θ exists.
A main technical challenge is to get an appropriate bound for the product of degrees of the vertices
in M \ {u} in (27). For this endeavor a useful observation is that r is next to w, which is a break-point.
This implies that for every vertex v in T we have that
∏
u∈L(r,v)
(
Ju
1 + γ
+ dc(1− Ju)
)
≤ (1 + γ), (28)
where L(r, v) is the path that connects v to r, the root of T .
We consider two cases, the first one is t ≥ 1 and the second one is t = 0. For the sake of brevity we
denote the l.h.s. of (27) by Q(u).
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Assume that t ≥ 1. Then, (28) implies that
1
(1 + γ)i−t
∏
v∈M\{u}
(
d10 degree(v)
) ≤ (1 + γ). (29)
Using this fact we have that
Q(u) = q(1− θ)i 1
(qf)i−t
1
q
∏
v∈M\{u}
1
degree(v)
≥ (1− θ)i
(
1
qf(1 + γ)
)i−t d10t
1 + γ
[we use (29)]
≥
(
1− θ
qf(1 + γ)
)i [d10qf(1 + γ)]t
1 + γ
≥
(
1− θ
qf(1 + γ)
)i
,
where the last inequality follows from the fact that [d
10qf(1+γ)]
t
1+γ ≫ 1 for large d.
If q = 0, then it is direct to see thatQ(u) =
(
1−θ
qf
)i
. Clearly, (27) is true by taking θ ≤ 1−qf(1+γ).
The lemma follows. ⋄
7 Proof of Theorem 6
Consider the graph G and the weighting schema defined in Section 2. Recall that each vertex u is
assigned weight W (u) such that
W (u) =
{
(1 + γ)−1 if degree(u) ≤ (1 + α)d
dc degree(u) otherwise,
where α, γ, c > 0 are specified in the statement of Theorem 6.
Let ̺ℓ be the probability that for an elementary path of legth ℓ, in G, to have a no break point. Noting
that the number of elementary paths of length ℓ in G is at most the number of paths (not necessarily
elementary) of length ℓ, we get that
Pr[U 6= ∅] ≤ E[|U|] ≤
(
n
ℓ+ 1
) (
d
n
)ℓ
̺ℓ [by the linearity of expectation]
≤
(
ne
ℓ+ 1
)ℓ+1 (d
n
)ℓ
̺ℓ
[
as
(
n
i
)
≤ (ne/i)i
]
≤ ndℓ ̺ℓ ≤ n2 ̺ℓ
[
as ℓ = lnn/(ln d)5
]
. (30)
The theorem follows by bounding appropriately ̺ℓ. Before proceeding, perhaps, it is useful to clarify
what ̺ℓ is in more technical terms. Consider some permutation of ℓ vertices L = w1, . . . , wℓ. Let IL be
the event that L is an elementary path in G. Then, it holds that
̺ℓ = Pr[there are no break points in L | IL].
Definition 3 For an elementary path L = w1, . . . , wℓ, a vertex wi ∈ L is called left-break or right-
break for L if it has the corresponding property below:
left-break: There is no path L′ ∈ P(wi) such that
∏
u∈L′ W (u) > 1 and L′ ∩ L contains only vj s.t. j ≤ i,
right-break: There is no path L′ ∈ P(wi) such that
∏
u∈L′ W (u) > 1 and L′ ∩ L contains only vj s.t. j ≥ i.
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Recall that for a vertex v, P(v) denotes the set of all paths of length at most lnn
d2/5
that start from v.
Remark 5 Each wi ∈ L which is both left and right break is also a break point.
Proposition 3 Let d, α, γ, c and ℓ be as in the statement of Theorem 6. Let S be the set of elementary
paths in G of length ℓ such that for each P ∈ S both the number of left-breaks and right breaks is at
least 0.9ℓ. Let L = w1, . . . , wℓ be a permutation of vertices of G. It holds that
Pr[L /∈ S | IL] ≤ 4n−
1
2
lnd,
where IL is the event that L is an elementary path in G.
The proof of Proposition 3 appears in Section 7.1.
Note that every path in S has at least 0.8ℓ vertices which are both left-break and right-break. Then,
Remark 5 implies that each path in S has at least 0.8ℓ break points. With this observation we have that
̺ℓ ≤ Pr[L /∈ S | IL] ≤ 4n−
1
2
ln d,
where L = (w1, . . . , wℓ) is a permutation of ℓ vertices
The theorem follows by plugging the above inequality into (30).
7.1 Proof of Proposition 3
Let Sr be the set of length ℓ elementary paths in G which have at least 0.9ℓ right-breaks. Similarly, Sl
be the set of length ℓ elementary paths in G which have at least 0.9ℓ left-breaks. Note that S = Sr ∩ Sl.
It is direct that the events L ∈ Sl and L ∈ Sr are symmetric. Using this observation we get that
Pr[L /∈ S | IL] ≤ Pr[L /∈ Sr ∪ L /∈ Sl | IL]
≤ Pr[L /∈ Sr | IL] + Pr[L /∈ Sl | IL] [union bound]
≤ 2Pr[L /∈ Sl | IL]. [due to symmetry] (31)
The proposition will follow by bounding appropriately Pr[L /∈ Sl | IL], i.e. we will show that:
Pr[L /∈ Sl | IL] ≤ 2n−
1
2
lnd. (32)
Consider the weighting schema for the vertices of G we defined in Section 7. Using this weighting of
the vertices and L we define a new schema as follows: For each wi ∈ L let Ni denote the set of the
vertices outside L which are adjacent to vi. For every u ∈ Ni let Eout(u) denote the influence on vertex
w, only from paths of length at most lnn/d2/5 that do not use vertices in L. For every wi let
Q(wi) = max
u∈Ni
{Eout(u)} .
Now, we associate each vertex in L with the (new) weight
U(wi) =
{
max{1,Q(wi)}
1+γ if degree(wi) ≤ (1 + α)d
max {1, Q(wi)} dc degree(wi) otherwise,
where α, γ, c are defined in the statement of the proposition.
By definition any vertex wi such that U(wi) > 1 cannot be a left break for L. Let
C = {i ∈ [ℓ] | U(wi) > 1}. (33)
For each j ∈ C , let Rj = wj , . . . , ws be the maximal subpath of L such that for any j′ ∈ [j, s] it holds∏j′
r=j U(wr) > 1.
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Lemma 7 In L, a vertex wi /∈ C is a left break if there is no wj ∈ C such that j ≤ i and wi ∈ Rj .
The proof of Lemma 7 appears in Section 11.5.
Let R = ∪j∈CRj . Lemma 7 implies that the number of left-breaks of L is equal to ℓ − |R|. Using
this observation, it suffices to show the following proposition whose proof appears in Section 8.
Proposition 4 Let d, α, γ, c, ℓ and L be as in Proposition 3. It holds that
Pr [|R| ≥ 0.1ℓ | IL] ≤ 2n− 12 ln d.
The proposition follows.
8 Proof of Proposition 4
Before proceeding with the proof of Proposition 4 we need to introduce few concepts.
Definition 4 Let L = w1, . . . , wℓ be a permutation of vertices. for every i = 1, . . . , ℓ, let ψi : R≥0 →
[0, 1] be the marginal distribution of U(wi) induced by the graph G. Also, let ξ : Rℓ≥0 → [0, 1] be the
joint distribution of (U(w1), . . . , U(wℓ). Finally, let ζ : Rℓ≥0 → [0, 1] be such that ζ = ⊗ℓi=1ψi, where
⊗ stands for the tensor product.
That is, for v distributed as in ζ , the components of the vector are independent with each other. Note
that for the aforementioned distributions we do necessarily have that w1, . . . , wℓ is a path.
For every a ∈ Rℓ≥0 let
C(a) = {i ∈ [ℓ] | a(i) > 1}.
Furthermore, for each j ∈ C, let Qj(a) = a(j),a(j + 1), . . . ,a(s) be a maximal sequence such that for
any j′ ∈ [j, s] it holds ∏j′r=j a(r) > 1. Also, let Q(a) = ⋃j Qj(a).
Remark 6 Note that for the random variable R we have that R = Q(u), where u is distributed as in ξ.
A function H : Rℓ≥0 → R≥0 is called increasing if for any a,b ∈ Rℓ≥0 such that a(i) ≥ b(i), ∀i ∈ [ℓ],
it holds that H(a) ≥ H(b).
Lemma 8 Let d, α, γ, c, ℓ and L be as in the statement of Proposition 4. Let u,v be distributed as in ξ
and ζ , respectively. Then, for any increasing function H : Rℓ≥0 → R≥0, we have that
E [H(u) | IL] ≤ 2 E [H(v) | FL] ,
where FL (resp. IL) indicates the event that in G, the graph that induces u,v, L is a path (resp.
elementary path).
Remark 7 In the expression E[H(v) | FL], conditioning on FL does not introduce any correlation
between v(1),v(2), . . . v(ℓ). It only specifies that the distribution of v(i) is induced by G conditional
that L is a path.
The proof of Lemma 8 appears in Section 8.1.
Let the indicator 1{|R| ≥ 0.1ℓ} be equal to 1 if the the event |R| ≥ 0.1ℓ holds and zero otherwise. It
holds that 1{|R| ≥ 0.1ℓ} is an increasing function of U(w1), . . . , U(wℓ). Then, Lemma 8 and Remark
6 imply the following corollary.
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Corollary 4 Let v be distributed as in ζ . It holds that
Pr [|R| ≥ 0.1ℓ | IL] ≤ 2 Pr [|Q(v)| ≥ 0.1ℓ | FL] .
The proposition will follow by bounding appropriately Pr [|Q(v)| ≥ 0.1ℓ | FL].
Given a ∈ Rℓ≥0, consider the set C(a), as defined above. For any j < s such thatQj(a)∩Qs(a) 6= ∅
both Qj ,Qs have the same endpoint, e.g., if Qs = a(s), . . . ,a(i), then Qj = a(j), . . . ,a(i). Let
J (a) = {j ∈ C(a) | ∄s < j : Qj ⊂ Qs} .
For any j, s ∈ J (a) it holds that Qj(a) ∩ Qs(a) = ∅, while |Q(a)| =
∑
j∈J (a) |Qj(a)|.
Let v be distributed as in ζ . Let M be the event that |J (v)| ≥ (d−7/10 ln d) ln n. For any t > 0, it
holds that
Pr[|Q(v)| ≥ 0.1ℓ | FL] = Pr [exp(t|Q(v)|) ≥ exp(tℓ/10) | FL]
≤ Pr[Mc | FL] + Pr [exp(t|Q(v)|) ≥ exp(tℓ/10) | FL,M]
≤ Pr[Mc | FL] + exp(−tℓ/10) E [exp(t|Q(v)|) | FL,M] . (34)
We need to bound appropriately the quantities on the r.h.s. of (34). For this, we use of the following tail
bound for the distribution ζ .
Theorem 9 Let α ∈ (0, 3/2), 0 < γ < 4, c > 0 and δ > 0 be fixed numbers. Consider G = G(n, d/n)
for sufficiently large d. Let L = w1, . . . , wl be permutation of vertices of G such that l ≤ lnn(ln d)2 .
Let v ∈ Rl≥0 be distributed as in ζ . Then, for any r, q ∈ [ℓ] s.t. r + q − 1 ≤ l we have that
Pr

r+q−1∏
j=q
v(j) ≥ δ | FL

 ≤ 2 exp [−d7/10 (r + ln δ)] .
The proof of Theorem 9 appears in Section 10.
As far as bounding Pr[Mc | FL] is regarded we use the following result.
Lemma 9 Let α, γ, c, d, ℓ and L be as in the statement of Proposition 4. Let v be distributed as in ζ . It
holds that
Pr[|J (v)| ≥ (d−7/10ln d) lnn | FL] ≤ n− 12 lnd.
The proof of Lemma 9 appears in Section 8.2.
We use the following sequence of results to show thatE[exp(t|Q(v)|) | FL,M] is sufficiently small.
When there is no danger of confusion, we abbreviate E[·|FL] and Pr[·|FL] to EF and PF [·], respectively.
Similarly, we abbreviate J (v),Q(v) and Qj(v) to J ,Q and Qj , respectively.
Lemma 10 Let α, γ, c, d and ℓ be as in the statement of Proposition 4. Let v be distributed as in ζ . For
any j ∈ C(v), it holds that
EF [exp(t |Qj(v)|)] ≤ 2 exp(d).
The proof of Lemma 10 appears in Section 8.3.
Claim 4 Let v be distributed as in ζ . For any integer s ≥ 0 and for any j ∈ C(v) it holds that
EF [exp(t|Qj |) | |Qj | ≤ s] ≤ EF [exp(t|Qj |)] .
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The above claim is elementary to prove. For this reason we omit the proof.
For j = 1, . . . , |J |, let ij be the j-th smallest element in J , e.g., i1 is the smallest element, i2 is the
second smallest element and so on. Using Lemma 10 and Claim 4, we have that
EF [exp (t|Q|) | J ] = EF [exp (t|Q|) | ij for j = 1, 2, . . . , |J |]
=
|J |∏
j=1
EF
[
exp
(
t|Qij |
) | ij for j = 1, 2, . . . , |J |] (35)
=
|J |∏
j=1
EF
[
exp
(
t|Qij |
) | |Qij | < |ij+1 − jj | − 1]
≤
|J |∏
j=1
EF
[
exp
(
t|Qij |
)] [from Claim 4]
≤ [2 exp(d)]|J |. [from Lemma 10] (36)
Note that (35) holds because of the independence of v(i)s. In particular, conditional on ij , for j =
1, . . . , |J |, for any two s, t such that s ≤ ij ≤ t it holds that v(s) and v(t) are independent with each
other. From (36) we get that
E [exp(t|Q(v)|) | FL,M] ≤ E
[(
2ed
)|J |
| FL,M
]
≤ n2d3/10 lnd, (37)
where in the last derivation of we use the fact that, conditional on M, we have |J | ≤ d−7/10 ln d ln n.
Plugging (37) and the bound from Lemma 9 into (34) and then setting t = √d we get the desirable
bound for Pr[Q(v) ≥ 0.1ℓ | FL]. The proposition follows.
8.1 Proof of Lemma 8
Proof of Lemma 8: In what follows, let EL be the event that L is path in G (not necessarily elementary).
Consider G conditional on event EL. Let N be the subgraph of G defined as follows: For each
wi ∈ L we define the sets Zi,s ⊆ V (G), for s = 0, . . . , h, where h = 10 ln n/d2/5. Let Zi,0 = {wi}.
For s > 1, we get Zi,s by working inductively. Let Γi,s ⊂ V (G) contain all the vertices but those
which belong to L and those which belong to
⋃
j<i
⋃
j′≤h Zj,j′ and
⋃
j′<s Zi,j′. Then Zi,s contains all
the vertices in Γi,s which have a neighbour in Zi,s−1. For i = 1, . . . , ℓ, let Ni,h be the induced subgraph
of G with vertex set
⋃h
s=0 Zi,s. Then the subgraph N is the union (∪ℓi=1Ni,h) ∪ L.
The construction of N guarantees that apart from the edges of L, there is no other edge with ends
in Ni,h and Nj,h, for i 6= j. That is, even if there are such edges in G these are neither revealed during
the construction of N nor included in N . It is elementary that in N there is no (extra) path P ′ of length
less than 10(d−9/10) ln n that connects any two vertices in L. That is, in N the path L is elementary.
Let X be the set of edges of G that connect any two Ni,h and Nj,h, for j 6= i. Note that our
construction guarantees that if X is empty then L is elementary. The contrary does not necessarily
holds, since some edges in X introduce a path between two vertices of L which is of length greater than
10 ln n/d9/10.
Let Y ⊆ X contain precisely each edge such that, its appearance in G makes L non elementary.
That is if Y = ∅ if and only if L is elementary. We argue that, typically, Yis empty. In particular we
have the following result, whose proof appears after this proof.
Claim 5 It holds that Pr[Y = ∅ | EL] ≥ 3/4.
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Consider the second weighting schema, we introduced in Section 3, w.r.t. the path L in the subgraph N .
Let U¯(wi) be the weight assigned to each vertex wi ∈ L. Since N is a subgraph of G, then for every
wi ∈ L it holds that
U¯(wi) ≤ U(wi). (38)
We note that if Y = ∅, then in (38) we have equality. That is, for u = [U(w1), . . . , U(wℓ)] and
w = [U¯(w1), . . . , U¯ (wℓ)] we have that
E [H(u) | IL] = E[H(w) | EL,Y = ∅]. (39)
Furthermore, we have that
E[H(w) | EL,Y = ∅] ≤ (Pr[Y = ∅ | EL])−1 E[H(w) | EL] ≤ (4/3) E[H(w) | EL],
where in the last inequality we used Claim 5. That is,
E [H(u) | IL] ≤ (4/3) E[H(w) | EL], (40)
Let v ∈ Rℓ be distributed as in ζ . We are going to show that
E[H(w) | EL] ≤ E[H(v) | FL]. (41)
Then, the lemma will follow by combining (41) and (40).
Let wj = [v(1), . . . ,v(j),w(j + 1)), . . . ,w(ℓ)], for any j = 0, . . . , ℓ. Then, (41) follows by
showing that
E
[H(wj) | FL,Il] ≤ E [H(wj+1) | FL,IL] ∀j = 0, . . . , ℓ− 1, (42)
where the conditioning on the events FL,IL, imply that the instance of G which specify the vectors w
and v, have path L. Note that w0 = w and wℓ = v.
Since H is increasing, for (42) it suffices to show that, for every j = 0, . . . , ℓ− 1, there is a coupling
for wj and wj+1 such that wj(i) ≥ wj+1(i), for every i = 1, . . . , ℓ.
There is a coupling such that the first j components ofwj andwj+1 are identical. This follows from
the fact that the wj(i) and wj+1(i) are identically distributed and independent of the other components,
for i = 1, . . . , j. Due to (38), we have that v(j + 1) dominates w(j + 1). This implies that there is a
coupling such that wj(j + 1) ≤ wj+1(j + 1). Finally, there is a coupling such that wj(i) = wj+1(i),
for i > j + 1. The above arguments completes the proof of (42). The lemma follows. ⋄
Proof of Claim 5: Each u ∈ Zi,s−1 has a number of neighbours in Γi,s whose distribution is dominated
by B(n, d/n). This implies that
E[|V (N)| | EL] ≤ d
h+1 − 1
d− 1 ℓ ≤ n
d−0.3 . [as h = 10 ln n/d2/5 and ℓ = Θ(lnn)]
Let B be the event that |V (N)| ≥ 1000nd−0.3 . Markov’s inequlity implies that
Pr[B | EP ] ≤ 10−3. (43)
Recall that X is the set of edges in G which have one end in Ni,h and the other end at Nj,h, for every
i, j such that i 6= j. Then, we have that
Pr[Y 6= ∅ | EL] ≤ Pr[|X | ≥ 1 | EL]
≤ Pr[B | EL] + Pr[|X | ≥ 1 | Bc, EL]
≤ 10−3 + E[|X | | Bc, EL], (44)
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where in the last inequality we use (43) for the first probability term and Markov’s inequality for the
second one.
Each potential edge between Ni,h and Nj,h appears with probability d/n. Conditioning on Bc
implies that there are at most 106n2d−0.3 potential edges. Then, we get that
E[|X | | Bc, EL] = O(n−1/2).
The claim follows by plugging the bound for E[|X | | Bc, EL] into (44). ⋄
8.2 Proof of Lemma 9
Let N = d−7/10ln d lnn. Since, it holds that |J (v)| ≤ |C(v)|, the lemma will follow by showing that
Pr [|C(v)| ≥ N | FL] ≤ n− 12 lnd.
Applying Theorem 9 for l = 1 and p = q = 1 and δ = 1, we have that
Pr[v(i) ≥ 1 | FL] ≤ 2 exp
(
−d7/10
)
i = 1, . . . , ℓ. (45)
If |C(v)| ≥ N , then there should be a subset D of vertices in L such that |D| = N and D ⊆ C(v).
Applying a union bound gives
Pr [|C(v)| ≥ N | FL] ≤
(
ℓ
N
)
Pr[v(i) ≥ 1|EL]N [independence of v(i)s]
≤
( lnn
(ln d)5
N
)
2N exp
(
−d7/10
)N
[we use (45) ]
≤ n
ln 2
(lnd)5 2N exp
(
−d7/10N
) [
as
(
ℓ
N
)
≤ 2ℓ
]
≤ n2
ln 2
(ln d)5 · n− ln d ≤ n− 12 ln d.
The lemma follows.
8.3 Proof of Lemma 10.
When there is no danger of confusion, we abreviate Qj(v) to Qj . It holds that
E
[
et|Qj | | FL
]
=
ℓ∑
r=0
etr · PF [|Qj | = r] ≤
ℓ∑
r=0
etr · PF [|Qj | ≥ r]
≤
ℓ∑
r=0
etr max
q
{
PF
[
r+q∏
s=q
v(s) ≥ 1 | v(q) ≥ 1
]}
. (46)
So as to deal with the conditional probability in (46) we work as follows: It holds that
PF
[
r+q∏
s=q
v(s) ≥ 1 | v(q) ≥ 1
]
≤
PF
[∏r+q
s=q v(s) ≥ 1
]
PF [v(q) ≥ 1] . (47)
Consider G and the vertex wq ∈ L. Then, it holds that
Pr[v(q) ≥ 1 | FL] ≥ Pr[degree(wq) ≥ (1 + α)d | FL]
≥ Pr[degree(wq) = (1 + α)d | FL] ≥ exp(−d), (48)
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where the last derivation follows from Stirling’s approximation.
We use the tail bound we obtained in Theorem 9 and get that
PF
[
r+q∏
s=q
v(s) ≥ 1
]
≤ 4 exp
[
−d7/10(r + 1)
]
. (49)
Plugging into (47) the bounds from (49) and (48) we get that
PF
[
r+q∏
s=q
v(s) ≥ 1 | v(q) ≥ 1
]
≤ exp
(
d− d7/10(r + 1)
)
.
In turn, plugging the above into (46) we have that
E
[
et|Qj | | FL
]
≤ exp(d− d7/10)
ℓ∑
r=0
exp
[
(t− d7/10)r
]
≤ exp(d− d−7/10)
ℓ∑
r=0
exp
(
−0.8d7/10r
)
≤ exp(d− d7/10)
(
1− exp
(
−0.8d7/10
))−1 ≤ exp(d),
in the last derivation of the first line we use the fact that 0 ≤ t ≤ d3/5. The lemma follows.
9 Proof of Theorem 5
For the sake of brevity let Z(P ) = ∏ℓi=1W (vi). For every u ∈ P , let Yu be the event that “vertex u
has less than 2d9/10 neighbours in P .” Also, let A = ∩u∈PYu. For any t > 0 we have that
Pr[Z(P ) ≥ δ | EP ] ≤ Pr[Ac | EP ] + Pr[Z(P ) ≥ δ |A, EP ]
≤ Pr[Ac | EP ] + Pr[Zt(P ) ≥ δt |A, EP ]
≤ Pr[Ac | EP ] + δ−t E
[Zt(P ) |A, EP ] , (50)
where the last inequality follows from Markov’s inequality. The theorem follows by bounding appro-
priately the quantities on the r.h.s. of (50). When there is danger of confusion we abbreviate E[· | A, E ]
and Pr[·| A, EP ] to EA,E [·] and PA,E [·], respectively.
For any v ∈ P let Ycv be the complement of the event Yv. We have that
Pr[Ycv | EP ] ≤
∑
j≥2d9/10
(
ℓ
j
)(
d
n
)j (
1− d
n
)ℓ−j
≤
∑
j≥2d9/10
(
ℓed
jn
)j [
as
(
ℓ
j
)
≤ (ℓe/j)j
]
≤
∑
j≥2d9/10
(
50ed1/10 lnn
n
)j
≤ 2
(
100ed1/10 lnn
n
)2d9/10
≤ n−d9/10 . (51)
Noting that Pr[Ac | EP ] = Pr[∪v∈PYcv | EP ] a simple union bound yields
Pr[Ac | EP ] ≤
∑
v∈P
Pr[Ycv | EP ] ≤ n1−d
9/10
, (52)
where in the second inequality we use (51). For every v ∈ P we define the new weight W¯ (v) such that
W¯ (v) =
{
(1 + γ)−1 if degree(v) ≤ (1 + 910α)d
d(2c) · degree(v) otherwise.
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where α, γ, c are defined in the statement of Theorem 5. It is elementary to verify that with the new
weights we have
Z(P ) ≤
∏
v∈P
W¯ (v).
Furthermore, we have the following result.
Lemma 11 Let α, γ, c, d, ℓ and P be as in Theorem 5. For any t > 0, it holds that
EA,E
[Zt(P )] ≤ ∏
v∈P
EA,E
[
W¯ t(v)
]
.
The proof of Lemma 11 appears in Section 9.1.
Lemma 12 Let α, γ, c, d, ℓ and P be as in Theorem 5. For any integer t such that 0 < t < γ−3 d4/5
and any v ∈ P we have that
EA,E
[
W¯ t(v)
] ≤ (1 + γ)−t + exp (−α2d/10) .
The proof of Lemma 12 appears in Section 9.2.
From Lemma 11 and Lemma 12 we get that
EA,E
[Zt(P )] ≤ [(1 + γ)−t + exp (−α2d/10)]ℓ
≤ (1 + γ)−tℓ [1 + exp (−α2d/10 + γt)]ℓ [as (1 + γ)t ≤ eγt]
≤ exp
(
− γ
1 + γ
tℓ+ exp
(−α25d/10 + γt) ℓ) [as (1 + γ)−t ≤ e− γ1+γ t]
For T = 51+γγ d
4/5
, we have that
EA,E
[ZT (P )] ≤ exp(−d4/5ℓ) . (53)
Setting t = T in (50) and plugging (52), (53) yields
Pr[Z(P ) ≥ δ | EP ] ≤ n1−d9/10 + δ−T exp
(
−d4/5ℓ
)
≤ n1−d9/10 + exp
(
−d4/5(ℓ+ ln δ)
)
[as δ−T ≤ exp(−d4/5 ln δ)]
≤ 2 exp
(
−d4/5(ℓ+ ln δ)
)
. [as ℓ ≤ 100 ln n and δ > 0 is fixed]
The theorem follows.
9.1 Proof of Lemma 11
Consider G conditional on EP , i.e. P forms a path in G.
For each vi ∈ P , let degout(vi) be the number of vertices outside P which are adjacent to vi plus
the number of edges of P which are incident to vi. That is, we don’t count the edges between vi and
vertices vj ∈ such that |i− j| > 1.
Let W¯out(v) be the weight of vertex v ∈ P , defined as follows:
W¯out(v) =
{
(1 + γ)−1 if degout(v) ≤ (1 + 910α)d
d2c · degout(v) otherwise.
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That is, W¯out(v) differs with W¯ (v) in that it considers only the degout(v), whereas W¯ (v) considers
degree(v). Since degree(v) ≥ degout(v) it is elementary to show that
W¯out(v) ≤ W¯ (v) ∀v ∈ P. (54)
Furthermore, conditioning on A it holds that that
W (v) ≤ W¯out(v) ∀v ∈ P. (55)
To see why the above holds consider the following: Since the event A holds, for a vertex v ∈ P such that
degout(v) ≤
(
1 + 9α10
)
d we have W (v) = W¯out(v) = (1+ γ)−1. Note that if degout(v) ≤
(
1 + 9α10
)
d,
then the event A guarantees that degree(v) ≤ (1 + α)d. Similarly, we have W (v) = W¯out(v) for a
vertex v such that degout(v) > (1 + α)d.
Furthermore, if v is such that (1 + 910α)d < degout(v) ≤ (1 + α)d − 2d9/10 we have W (v) =
(1 + γ)−1 < 1 while W¯out(v) ≫ 1. That is, W (v) < W¯out(v).
Finally, consider the case (1 + α)d − 2d9/10 < degout(v) ≤ (1 + α)d. If, furthermore, we have
degree(v) ≤ (1+α), then it is direct thatW (v) < W¯out(v). On the other hand, if degree(v) > (1+α),
then we show that we have W (v) < W¯out(v). For this, consider the ratio W (v)/W¯out(v). It holds that
W (v)
W¯out(v)
≤ d
c(degout(v) + 2d
9/10)
d2cdegout(v)
≤ 2d−c < 1.
For the one prior to last inequality we used the assumption that (1 + α)d − 2d9/10 < degout(v). From
the above we verify that (55) is indeed true. Then, we have that
EA,E
[Zt(P )] = EA,E
[∏
v∈P
W t(v)
]
≤ EA,E
[∏
v∈P
W¯ tout(v)
]
[ due to (55) and t > 0 ]
≤
∏
v∈P
EA,E
[
W¯ tout(v)
]
≤
∏
v∈P
EA,E
[
W¯ t(v)
]
. [ due to (54)]
The derivation in the second line follows from the observation that the variables W¯out(v1), . . . , W¯out(vℓ)
are independent with each other. The lemma follows.
9.2 Proof of Lemma 12
Proof of Lemma 12: So as to prove the lemma we need the following claim.
Claim 6 Let d, α, γ, t be as in the statement of Lemma 12. For any q such that |q| ≤ γ−3 d4/5, the
following is true:
n∑
i=(1+0.9α)d+q
(i+ 2)t
(
n
i
)(
d
n
)i(
1− d
n
)n−i
≤ dt · exp (−α2d/7) .
The proof of Claim 6 appears after this proof.
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Let degex(v) be the number of edges which are incident to v, excluding those which belong to P .
We have that
EA,E [W¯
t(v)]
= (1 + γ)−tPA,E [degex(v) ≤ (1 + 0.9α)d − 1] + d2ct
n∑
i=(1+0.9α)d−2
(i+ 2)tPA,E [degex(v) = i]
≤ (1 + γ)−t + d2ct
n∑
i=(1+0.9α)d−2
(i+ 2)t
(
n
i
)(
d
n
)i(
1− d
n
)n−i
≤ (1 + γ)−t + dt(2c+1) exp (−α2d/7) . [from Claim 6]
≤ (1 + γ)−t + exp (−α2d/9) .
the last inequality follows from the fact that t < γ−3 d4/5 and c is fixed. The lemma follows. ⋄
Proof of Claim 6: Recall that
(n
i
)
= ni
(n−1
i−1
)
, for 1 ≤ i ≤ n. Using this equality we have that
n∑
i=(1+0.9α)d+q
(i+ 2)t
(
n
i
)(
d
n
)i(
1− d
n
)n−i
= d
n∑
i=(1+α)d+q
(
1 +
2
i
)t
it−1
(
n− 1
i− 1
)(
d
n
)i−1(
1− d
n
)n−1−(i−1)
≤ d
n−1∑
j=(1+α)d+q−1
(
1 +
2
j + 1
)t
(j + 1)t−1
(
n− 1
j
)(
d
n
)j (
1− d
n
)n−1−j
. [we set j = i− 1]
It is direct that repeating the exactly the same calculation l times, where l ≤ t, we get that
n∑
i=(1+0.9α)d+q
(i+ 2)t
(
n
i
)(
d
n
)i(
1− d
n
)n−i
≤ dl
(
l−1∏
s=0
(
1 +
s
d
)) n−l∑
j=(1+0.9α)d+q−l
(
1 +
2
j + l
)t
(j + l)t−l
(
n− l
j
)(
d
n
)j (
1− d
n
)n−l−j
.
In particular, for l = t the above inequality implies the following
n∑
i=(1+0.9α)d+q
(i+ 2)t
(
n
i
)(
d
n
)i(
1− d
n
)n−i
≤ dt e2 Pr[B(n− t, d/n) > (1 + 0.9α)d + q − t]
t−1∏
s=0
(
1 +
s
d
)
, (56)
where the probability term expresses the probability that a random variable distributed as in binomial
distribution with parameters n− t and d/n is at least (1 + α)d + q − t.
Using the fact that |q|, |t| < γ−3 d4/5 and standard large deviation results about the binomial distri-
bution, i.e. Corollary 2.3 from [16] we get that
Pr[B(n− t, d/n) ≥ (1 + 0.9α)d + q − t] ≤ exp (−α2d/6) . (57)
Also, we have that
t−1∏
s=0
(
1 +
s
d
)
≤ exp
(
t−1∑
s=0
s/d
)
≤ exp [t(t− 1)/(2d)] ≤ exp
(
γ−6d3/5/2
)
. [as t ≤ γ−3 d4/5 ]
The claim follows by plugging the above and (57) into (56). ⋄
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10 Poof of Theorem 9
For the sake of brevity, let H = H(L, r, q) =∏r+q−1j=q v(j). Consider v which is distributed as in ζ . Let
A be the event that “ the maximum degree of G that induces v(i) is at most (lnn)2, for i = 1, . . . , l”.
For any t > 0, we have that
Pr[H ≥ δ | FL] ≤ Pr[Ac | FL] + Pr[H ≥ δ | FL,A]
≤ Pr[Ac | FL] + Pr[Ht ≥ δt | FL,A]
≤ Pr[Ac | FL] + δ−t E[Ht | FL,A] (58)
where that last derivation follows from Markov’s inequality. The theorem follows by bounding appro-
priately the terms in the r.h.s. of (58).
As far as Pr[Ac | EL] is concerned, we have the following claim.
Claim 7 It holds that Pr[Ac | FL] ≤ exp
(−(1/2)(ln n)2) .
Proof: Consider an instance of G and conditional that L is a path in the graph.
An internal vertex in L gets degree (lnn)2 if, apart from its two neighbours in the path there are at
least another (lnn)2 − 2 vertices to get connected. Applying, standard Chernoff’s bound we have that
this happens with probability at most exp(−(3/4)(ln n)2). Similarly, each of w1 and wl, the ends of L,
get degree (lnn)2 if, apart from the its two neighbours in the path there are another (ln n)2 − 1 to get
connected. Chernoff’s bound implies that this happens with probability at most exp(−(3/4)(ln n)2).
Finally, each vertex u not in L, gets degree (ln n)2 with probability at most exp(−(lnn)2). This result
follows from Chernoff’s bound, too.
The above argument and a simple union bound implies that the probability for G, conditional on
that L appears, to have maximum degree greater than (lnn)2 is n exp(−34(ln n)n).
For the probability term Pr[Ac | FL], instead of one copy of G conditional the path L, we consider
l independent copies. The claim follows by taking a union bound and noting that l = Θ(lnn). ♦
For the sake of brevity we let EA,F [·] stand for the operator E[·|A,FL]. Also, let PA,F [·] stand for
Pr[·|A,FL]. We have that
Proposition 5 Let α, γ, c, d, l and L are as in the statement of Theorem 9. For any 0 < t < (γ−3) d7/10
the following it true: For any j = 1, . . . , l we have that
EA,F
[
v
t(j)
] ≤ (1 + γ)−t (1 + 2 exp (−d4/5/2)) .
The proof of Proposition 5 appears in Section 10.1.
From Proposition 5 we get that
EA,F [Ht(P )] ≤ (1 + γ)−tr
(
1 + 2 exp
(
−d4/5/2
))r
,
≤ exp
(
− γ
1 + γ
tr + 2exp
(
−d4/5/2
)
r
)
, (59)
where used the inequality 1 + x ≤ ex. For T = 51+γγ d7/10 we have that
EA,F [HT ] ≤ exp
(
−d7/10r
)
. (60)
Setting t = T in (58) and plugging (60) and Claim 7 gives
Pr[H ≥ δ | FL] ≤ n−
3
4
lnn+1 + δ−T exp
(
−d7/10r
)
≤ exp
(
−d7/10(r + ln δ)
)
,
where the last derivation follows from noting that δ−T ≤ exp(−d7/10 ln δ), for fixed δ > 0, and r =
O(lnn). The theorem follows.
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10.1 Proof of Proposition 5
For wi ∈ L in G, let degout(w1) denote the number of edges between v and the vertices outside L. By
definition it holds that
EA,F [v
t(j)] ≤
(lnn)2∑
i=0
EA,F [v
t(j) | degout(wj) = i] PA,F [degout(wj) = i]
≤
(lnn)2∑
i=0
EA,F [W
t(wj) | degout(wj) = i] EA,F [Qt(wj) | degout(wj) = i] PA,F [degout(wj) = i]. (61)
The second deviation follows by observing that, conditional on degout(wj), the variables W (wj) and
Q(wj) are independent with each other. The proposition follows by bounding the r.h.s. of (61).
Lemma 13 Let α, γ, c, d, t, ℓ and L be as in the statement of Proposition 5. For any j ∈ [ℓ] it holds that
EA,F [Q
t(wj) | degout(wj)] < 1 + 2d exp
(
−d4/5
)
degout(wj). (62)
The proof of Lemma 13 appears in Section 10.2.
Plugging the bound from Lemma 13 into into (61), yields
EA,F [v
t(j)]
≤ EA,F [W t(wj)] + 2d exp
(
−d4/5
) (lnn)2∑
i=0
i EA,F [W (wj) | degout(wj) = i] PA,F [degout(wj) = i]. (63)
Lemma 14 Let α, γ, c, d, t, ℓ and L be as in the statement of Proposition 5. For any j ∈ [ℓ] it holds that
(lnn)2∑
i=0
i EA,F [W
t(wj) | degout(wj) = i] PA,F [degout(wj) = i] ≤ 2d(1 + γ)−t + exp
(−α2d/6) .
The proof of Lemma 14 appears in Section 10.3.
Lemma 15 Let α, γ, c, d, t, ℓ and L be as in the statement of Proposition 5. For any j ∈ [ℓ] it holds that
EA,F [W
t(wj)] ≤ (1 + γ)−t + exp
(−α2d/10) .
We omit the proof of Lemma 15 as it is identical to that of Lemma 12 (see Section 9.2).
Plugging into (63) the bounds from Lemmas 14, 15 we get that
EA,F [v
t(j)] ≤ [(1 + γ)−t + exp (−α2d/10)] (1 + exp(−d4/5/2))
≤ (1 + γ)−t
(
1 + 2 exp
(
−d4/5/2
))
. [as t ≤ γ−3d7/10]
The proposition follows.
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10.2 Proof of Lemma 13
Proof of Lemma 13: For degout(wj) = 0 it is direct that Q(wj) = 1. This implies that (62) is true for
degout(wj) = 0. In what follows we assume that degout(wj) > 0.
Let u1, . . . , u(degout(wj)) be the neighbours of wj outside L. Also, for each ui let Si be the set of
paths of length lnn/d4/5 that start from ui but do not use the vertices in L. For 1 ≤ i ≤ degout(wj), let
Ei,x be the event that there is a path P ∈ Sj such that
∏
u∈P W (u) ≥ x.
Using Theorem 5 we get the following result whose proof follows after this proof.
Claim 8 For 1 ≤ i ≤ degout(wj) and any fixed x ≥ 1, it holds that
PA,F [Ei,x] ≤ 2d exp
(
−d4/5(lnx+ 1)
)
.
We have that
EA,F [Q
t(wj) | degout(wj)]
= PA,F [Q(wj) < 1 | degout(wj)] + EA,F [Qt(wj) | degout(wj), Q(wj) ≥ 1] PA,F [Q(wj) ≥ 1 | degout(wj)]
≤ 1 + EA,F [Qt(wj) | degout(wj), Q(w1) ≥ 1] PA,F [Q(wj) ≥ 1 | degout(wj)]
≤ 1 + EA,F [Qt(wj)1{Q(wj) ≥ 1} | degout(wj)], (64)
where in the second line we use the fact that PA,F [Q(wj) < 1 | degout(wj)] ≤ 1. Also, it holds that
EA,F [Q
t(wj)1{Q(wj) ≥ 1} | degout(wj)] =
∫ exp((lnn)4)
1
xt PA,F [Q(wj) = x | degout(wj)]dx
≤
∫ exp((lnn)4)
1
xt PA,F [Q(wj) ≥ x | degout(wj)]dx.
The bound exp((ln n)4) follows from a simple calculation which suggests that, given that the maximum
degree is (lnn)2, for any path P ∈ Sj it holds that
∏
u∈P W (u) ≤ exp
(
(lnn)4
)
. Note that
PA,F [Q(wj) ≥ x | degout(wj)] = PA,F [∪iEi,x | degout(wj)]
≤ degout(wj) PA,F [E1,x] [from the union bound]
≤ 2d exp
(
−d4/5(1 + lnx)
)
degout(wj). [from Claim 8]
We get that
EA,F [Q
t(wj)1{Q(wj) ≥ 1} | degout(wj)]
≤ 2d exp(−d4/5)degout(wj)
∫ exp((lnn)4)
1
xt exp
(
−d4/5 lnx
)
dx
≤ 2d exp(−d4/5)degout(wj)
∫ exp((lnn)4)
1
exp
(
−1
2
d4/5 lnx
)
dx [as 0 ≤ t ≤ γ−3d7/10]
≤ 2d exp(−d4/5)degout(wj).
where in the final derivation we used the fact that
∫ e((lnn)4)
1 x
−d4/5/2dx ≤ 1.
The lemma follows by plugging the above bound into (64). ⋄
Proof of Claim 8: We use the same terminology as that in the proof of Lemma 13. That is, we have
u1, . . . , u(degout(wj)) the neighbours of wj outside L. Also, for ui let Si be the set of paths, of length at
most lnn/d4/5, that start from ui but do not use the vertices in L.
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Note that the events Ei,x for i = 1, 2, . . . , degout(wj) are symmetric. For this reason we can focus
only on the event E1,x. E1,x occurs only if there is a path P ∈ S1 such that
∏
u∈P W (u) ≥ x. For every
P ∈ S1 let 1{P} be an indicator variable which is 1 if
∏
u∈P W (u) ≥ x, otherwise it is zero.
In what follows, we l et Si1 ⊆ S1 denote the paths in S1 of i vertices. We have that
PA,F [E1,x] ≤ (Pr[A | FL])−1 Pr[E1,x | FL] ≤ (3/2)Pr

∑
P∈S1
1{P} > 0 | FL

 [as Pr[A | FL] ≥ 2/3]
≤ (3/2) E

∑
P∈S1
1{P} | FL

 , (65)
where the last derivation uses Markov’s inequality. The derivation for the bound Pr[A | FL] ≥ 2/3 are
very similar to ones we have used before.
From Theorem 5 we get the following: For any P ∈ Si1 we have that
Pr[1{P} = 1 | FL, P ∈ Si1] ≤ exp
[
−d4/5(i+ lnx)
]
. (66)
From the linearity of expectation, we have that
E

∑
P∈S1
1{P} | FL

 = lnn/d
4/5∑
i=0
(
n
i
)(
d
n
)i
Pr[1{P} = 1|FL, P ∈ Si1]
=
lnn/d4/5∑
i=0
(
n
i
)(
d
n
)i
exp
(
−d2/5(i+ lnx)
)
[from (66)]
≤ exp(−d4/5 lnx)
lnn/d4/5∑
i=0
exp
(
−d4/5i+ i ln d
)
[as (ni)(d/n)i ≤ di]
≤ exp
(
−d4/5 lnx− d4/5 + ln d
) (
1 + e−d
4/5+ln d
)−1
.
The claim follows by noting that (1 + e−d4/5+ln d)−1 ≤ 4/3. ⋄
10.3 Proof of Lemma 14
Proof of Lemma 14: The proof follows after some elementary calculations. That is,
(lnn)2∑
i=0
i EF ,A[W
t(wj)|degout(wj) = i] PF ,A[degout(wj) = i]
≤ (1 + γ)−t
(1+α)d∑
i=0
i PF ,A[degout(wj) = i] + d
ct
(lnn)2∑
i=(1+α)d−2
(i+ 2)t+1 PF ,A[degout(wj) = i]
≤ (1 + γ)
−t
Pr[A | FL]
(1+α)d∑
i=0
j Pr[degout(wj) = i | FL] +
dtc
Pr[A | FL]
(lnn)2∑
i=(1+α)d−2
(i+ 2)t+1 Pr[degout(wj) = i | FL]
≤ 2(1 + γ)−t
n∑
i=0
j Pr[B(n, d/n) = i] + 2dtc
(lnn)2∑
i=(1+α)d−2
(i+ 2)t+1 Pr[degout(wj) = i | FL]
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In the last derivation we used the fact that degout(wj) is dominated by B(n, d/n) and Pr[A | FL] ≥ 1/2.
It is direct that the first summation is equal to d. As far as the second summation is regarded we use the
Claim 6 (the claim appears in the proof of Lemma 12, Section 9.2)
We have that
(lnn)2∑
i=0
i EA,F [W
t(wj) | degout(wj) = i] PF ,A[degout(wj) = i]
≤ 2d(1 + γ)−t + 2dt(1+c)+1 exp (−α2d/5) .
≤ 2d(1 + γ)−t + exp (−α2d/6) ,
where in the last derivation we used the fact that t ≤ γ−3 d7/10. The lemma follows. ⋄
11 Remaining Proofs
11.1 Proof of Corollary 1
Recall that we have assumed that each B ∈ B is a tree with at most one extra edge. For such sim-
ple structured blocks one may find many different ways of implementing the transitions of the chain
efficiently. In what follows we describe one possible approach.
Let (Xt)t≥0 and (Yt)t≥0 be the block dynamics for the colouring and the hard-core model, respec-
tively. For both (Xt)t≥0 and (Yt)t≥0, the update of the configuration of a block B ∈ B is done assuming
a predefined order of the vertices, e.g., w1, w2, . . . , wℓ, where ℓ = |B|. The update of B is done by
assigning sequentially spins to the vertices. That is, having fixed the spin of the vertices up to some
vertex wi, we assign spin to the next vertex wi+1 by working as follows: We compute the distribution
of the spin on the vertex wi+1 given the configuration of w1, . . . , wi and that of V \ B. Once we have
this distribution, we can assign spin to the vertex wi+1 appropriately. The critical issue is how do we
compute this distribution. Depending on the model we follow a different approach.
For (Xt)t≥0 it suffices to count the number of k-colouring of B which assign v colour c, for every
c ∈ [k]. So as to achieve this, we use the Dynamic Programming algorithm for counting colourings
suggested in [5] (See the algorithm in Section 3.3 of [5]). For fixed k this algorithm is polynomial in n.
For (Yt)t≥0 it suffices to compute pocc(wi+1) the probability of the vertex wi+1 to be “occupied” (to
be in the independent set). We can use the algorithm by D. Weitz in [29] to compute this probability.
For the kind of blocks we consider here, this algorithm computes exactly pocc(wi) in polynomial time
as the size of the so-called ”tree of self avoiding walks” of B has size O(n).
11.2 Proof of Lemma 1
Let B1 be the set of blocks created from the cycles in C and let B2 = B\B1. It suffices to show that with
probability at least 1− 2n−3/4, B1 contains only unicyclic blocks and B2 contains only trees.
First we focus on B1. It suffices to show that with sufficiently large probability G is such that no two
cycles in C are close to each other, e.g., at distance smaller than 10 lnn
(ln d)5
. Then, Theorem 6 guarantees
that the no two cycles will get to the same block.
If there is a pair of cycles in C at distance less than 10 lnn
(ln d)5
, then the following should hold: There
is a set of vertices S of cardinality less than 2 lnn
(ln d)2
such that the number of edges between the vertices
in S is at least |S|+ 1. We show that such a set does not exist in G with probability at least 1− n−3/4.
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Let D be the event that such a set exists. It holds that
Pr[D] ≤
2 lnn
(ln d)2∑
r=1
(
n
r
)( (r
2
)
r + 1
)(
d
n
)r+1
≤
2 lnn
(ln d)2∑
r=1
(ne
r
)r ( r2e
2(r + 1)
)r+1(
d
n
)r+1 [
as
(
n
r
)
≤
(ne
r
)]
≤ 1
n
2 lnn
(lnd)2∑
r=1
(
erd
2
)(
e2d
2
)r
≤ ed
(ln d)2
lnn
n
2 lnn
(ln d)2∑
r=1
(
e2d
2
)r
[as r ≤ 2 ln n/(ln d)2]
≤ n−9/10 (e2d/2)2 lnn(ln d)2 ≤ n−3/4,
where the last two inequalities hold for large fixed d and large n. The above proves the part for B1, i.e.
Pr[B1 contains only unicyclic block] ≥ 1− n−3/4.
So as to show that B2 consists of tree-like blocks we work as follows: Let some B ∈ B2 and let w be
the vertex we used to created it. It is direct that every path that connects w to some vertex in any of the
blocks in B1 should contain at least one break-point (otherwise w should belong to a block in B1). That
is, if B contains a cycle C , then C /∈ C. This implies that |C| > 4 lnn
(ln d)5
. It suffices to show that with
probability at least 1− n−3/4, every B ∈ B2 cannot contain a cycle of length ℓ ≥ 3 lnn(ln d)5 .
From Theorem 6 we have that the set U of the elementary paths in G of length lnn
(ln d)5
that do
not have any break-point is empty with probability 1 − o(1). If U = ∅, every vertex in B should be
within distance at most r = lnn
(ln d)5
from w. We will show that with sufficiently large probability we
have U = ∅ and G (w, r), the induced subgraph of G that contains w and all the vertices within graph
distance r, is either a tree or unicyclic. Then, if there is a cycle in G (w, r) its length should not exceed
2 lnn
(ln d)5
+ 1 < 3 lnn
(ln d)5
. Summarizing, the above argument implies the that
Pr[B2 contains non-trees] ≤ Pr[U 6= ∅] + Pr[∃w s.t.G (w, r) has more than 1 cycles].
We show that there is a vertex w in G such G (w, r) contains more than one cycle with probability at
most n−3/4. To do this we work as we did for the B1. Additionally, we have U 6= ∅ with probability
less than n−2, from Theorem 6. With these arguments, the above inequality for B2 writes as follows.
Pr[B2 contains non-trees] ≤ 2n−3/4.
The lemma follows.
11.3 Proof of Lemma 2
Once the algorithm has the set of break points of G, typically, the construction of the blocks can be
implemented efficiently. This follows from the observation that regardless of starting from a cycle or a
vertex, so as to recover the block we have to a explore a small, very simple-structured neighbourhood.
In particular, this exploration can be done efficiently once G has the following properties: U = ∅, the
cycles in C are far parts, i.e. at distance greater than 10 lnn
(ln d)5
and the radius r = lnn
(ln d)5
neighbourhood
of each vertex in G is a tree with at most one extra edge. As we saw in the proof of Lemma 1, G has
the above properties with probability greater than 1− 10n−3/4.
The lemma will follow by showing that with probability at least 1− n−3/4 over the instances of G,
we can distinguish whether some vertex is break point or not in polynomial time.
For a specific vertex v we need to check the weight of all paths that start from v and are of length
at most lnn
d2/5
, i.e. we have to check all the paths in P(v). Working as in the proof of Lemma 1 we have
that with probability at least 1−n−3/4 for every vertex v in G the neighbourhood we need to check is a
37
tree with at most one extra edge. That is, there are at most 2 different paths between v and a vertex u at
distance at most lnn
d2/5
. The number of paths we need to consider is trivially upper bounded by 2n, while
the computation of the weight of a specific path L requires O(|L|) elementary arithmetic operations, i.e.
O(lnn) operations.
We conclude that indeed with probability at least 1 − n−3/4 over the instances G, for each vertex
v ∈ V (G) the number of steps required to decide weather this vertex is a break-point or not requires
O(n lnn) steps. The lemma follows.
11.4 Proof of Lemma 3
As far as (a) is regarded, we use the result in [25], which states that w.h.p. G has no t-core for t ≥ d. As
far as (b) is regarded we use the result from [1, 4], i.e. with probability 1− o(1) the chromatic number
of G(n, d/n) is d/(2 ln d). As far as (c) is regarded we use Lemma 1 from Section 3.
As far as (d) is regarded observe the following: There is no break-point at the outer boundary of a
block B that is influenced by a vertex within distance lnn/d2/5 inside B. It remains to consider the
paths of length larger than lnn/d2/5.
From Lemma 1 we have that every B ∈ B is a tree with at most one extra edge. Furthermore, the fact
that C contains only cycles of length less than 10 log n/(log d)2 and the fact that there is no elementary
path of length greater than log(n)/(log d)2, imply that in each B ∈ B there is no path of length greater
than 50 ln n.
Let Zi be the number of paths L in G such that |L| = i and
∏
u∈LW (u) > 1. Also, let ρi be the
probability for L such that |L| = i to have ∏u∈LW (u) > 1. Using Theorem 5 we have that
ρi ≤ exp
(
−d4/5i
)
, ∀i ≤ 100 ln n. (67)
Let Z =
∑50 lnn
i≥lnn/d2/5 Zi. It is direct to see that if Z = 0, then the condition (d) holds.
Let ℓ = lnn
d2/5
. From Markov’s inequality we have that
Pr[Z > 0] ≤ E[Z] ≤
∑
i≥ℓ
ni
(
d
n
)i−1
ρi ≤ (n/d)
50 lnn∑
i≥ℓ
di ρi
≤ n
50 lnn∑
i≥ℓ
exp
(
−i(d4/5 − ln d)
)
[from 67]
≤ n− d
2/5
2
∞∑
i=0
exp
(
−d4/5i/2
)
≤ 2n− d
2/5
2 .
The above implies that (d) is satisfied with probability at least 1− 2n− d
2/5
2 over the instances of G.
The lemma follows.
11.5 Proof of Lemma 7
Assume a process where we check which of the vertices in L = w1, . . . , wℓ are left breaks, starting from
w1, then w2 and so on. Since we are interested in left breaks, so as to check wj we don’t have to examine
the influence of paths getting to this vertex from its neighbor wj+1.
Assume that the process is to check wi ∈ L. Let wj , with j < i be the last left break the process has
encountered. If it hasn’t found any left break yet, we set j = 0. For the lemma, it suffices to show that∏i
r=j+1U(wr) is an upper bound on the influence on wi from paths that reach the vertex either from
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wi−1 of from the neighbours of wi outside L, i.e. the vertices in Ni. We show this by using induction
on the difference i− j.
The basis of induction is the case where i − j = 1. First we consider the case where j > 0. Then
we consider the case where j = 0.
When i − j = 1 and j > 0, we have that the path arriving either from wj−1 or Nj that has the
maximum influence on wj is at most 1. That is the maximum influence of paths reaching to wi from
wj is W (wi), where W (wi) is defined in (4). Also, the maximum influence on wi from paths that pass
through its neighbours in Ni is at most max{1, Q(wi)} W (wi). Clearly among the aforementioned
paths no path has influence bigger than U(wi) = max{1, Q(wi)}W (wi).
When i− j = 1 and j = 0, there are no paths reaching to vi from wj , i.e. we have the paths reaching
from the vertices in Ni. Then, it is direct to check that the maximum influence on wi is at most U(wi).
Assume that the hypothesis holds for i− j = j0, for some j0 ≥ 1. We are going to show that it also
holds for i− j = j0 + 1.
By the induction hypothesis we have that for wj+j0 the maximum influence from a path that is
reaching it either from wj+j0−1 or from Nj+j0 is at most
∏j+j0
r=j+1 U(wr) > 1. For i such that i − j =
j0+1, the following holds: the influence of any path that reaches wi through wi−1 5 cannot be larger than
W (wi)
∏j+j0
r=j+1 U(wr) (due to induction hypothesis). Also, there is no path reaching wi from vertices
in Ni that has influence larger than U(wi). It is a matter of direct calculations to verify that none of the
paths we consider has influence greater than
∏j+j0+1
r=j+1 U(wr). The lemma follows.
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