In this paper, we establish the positive bounded solutions for a changing-sign periodic perturbed differential system with weak singularity in eco-economic and other applied fields. The conditions for the existence of solution are established for the positive, negative and semipositone cases of nonlinear term, and the perturbation is allowed to be a singular and changing-sign L 1 (0, T ) function.
Introduction
This paper is motivated by the following changing-sign periodic perturbed eco-economic system      u (t) + u(t) = which arises naturally in eco-economic and noise or stochastic perturbation theory [14, 15, 17, 21] as well as in most of man-made phenomena [11, 20] and the field of applied mathematics [4, 7, 10, 12, 16, 22, 23, [25] [26] [27] [28] [29] . In perturbation model (1.1), the forcing perturbed function − t − 1 2 100 often plays an important role for whole system, thus it is necessary to study the influence of perturbed function in order to get an in-depth understanding for the model system. Recently, Ward [26] studied the existence and non-existence of T -periodic solutions for T -periodic nonlinear differential equation with a forcing perturbed function e(t) ∈ C([0, T ], R) u (t) + g(u(t)) = e(t), u(0) = u(T ), u (0) = u (T ).
(1.2)
By using the variational and topological methods, the existence and non-existence results for the equation (1.2) were obtained provided that the bounded nonlinear term g satisfies g(s) > 0 (or g(s) < 0) for all real numbers s and g(∞) = 0. Clearly, if the forcing function e(t) is defined on the entire real line and is T -periodic then any solution to (1.2) can be extended to the whole real line as a T -periodic solution of (1.2). The work of James and Jr differs from most of existing work which relates to nonlinearities g(u) such that either
is periodic with zero mean, or g(u) is oscillatory.
However, we also notice that e(t) ∈ C([0, T ], R) and g(t) is bounded continuous function satisfying g(±∞) = 0 in [26] . So a natural problem is if forcing perturbed function is unbounded (even is singular) such as e(t) ∈ L 1 ((0, T ), R) and g(+∞) = +∞, what results should exist?
Base on the above fact, the purpose of this paper is to study the following general changing-sign periodic perturbed differential system which covers equations (1.1) and (1.2) as special case
is continuous and may be singular near the zero for the second argument, the perturbation e ∈ L 1 ((0, T ), R) may be singular and sign-changing, g : [0, ∞) → [0, ∞) is continuous and increasing satisfying lim x→+∞ g(x) = +∞. We shall establish some new results of the existence of solution for the positive, negative and semipositone cases of nonlinear term. The main tools are some fixed point theorems, which were discussed and used to solve various boundary value problems in [1-3, 5, 6, 8, 9, 13, 18, 19, 24] and the references cited therein. This paper is organized as follows. In Section 2, we introduce some lemmas which were discussed in [25] and then give our main results. In Section 3, the proof of our main results is presented based on Schauder's fixed point theorem.
Preliminaries and main results
Given a ∈ L 1 (0, T ), the notation a 0 means that a(t) 0 for all t ∈ [0, T ] and a(t) > 0 for t in a subset of positive measure. We consider the linear equation
with periodic conditions u(0) = u(T ), u (0) = u (T ). By Fredholm's alternative, the nonhomogeneous equation u + a(t)u = h(t) admits a unique T -periodic solution
where G(t, s) is Green function of line (2.1) subject to periodic conditions u(0) = u(T ), u (0) = u (T ).
Remark 2.2. If a(t) 0, then the solutions of (2.1) are oscillating, i.e., there are infinite zeroes, and in order to get the required distance between zeroes, the following best Sobolev constants will be used:
where Γ is the Gamma function. For a given p, let us define
Now we define a set of functions
and list the following assumptions:
(H1) There exist two functions µ 1 , µ 2 ∈ C + [0, T ], which do not vanish identically on any subinterval of (0, T ), and a constant ∈ (0, 1) such that
Remark 2.5. In [4] , Cao and Jiang studied the existence of periodic solutions for a system including two forcing perturbed terms e i (t) ∈ C[0, T ], i = 1, 2 with nonlinear terms being bounded and f(+∞) = 0. In our work, we study another case where nonlinear terms can be unbounded since forcing perturbed term
, that is, e(t) can be singular in any zero measure set of [0, T ]. On the other hand, nonlinear terms g allows to be g(+∞) = +∞, which is not studied by [4] .
Next we define the function ω : R → R by
which is the unique solution of the following problem
Similar to (2.5), we introduce the following notations
and denote
By (H0)-(H1) and Lemma 2.1, we get that σ * i , σ i * > 0, i = 1, 2. Now we give the main results of this paper for the cases of ω(t) being positive, semipositone and negative, respectively. 
then the system (1.3) has at least one positive solution.
Theorem 2.8 (Semipositone case).
Assume that (H0) and (H1) are satisfied. If ω * 0, ω * 0 and
where x is the unique positive solution of the equation in Lemma 3.1, then the system (1.3) has at least one positive solution.
The proof of main results
It follows from Lemma 2.1 that 
Obviously, the above nonlinear system of integral equations is equivalent to the following operator equation
Define a nonlinear operator :
then the existence of solutions to the system (1.3) is equivalent to the existence of fixed points of the nonlinear operator F, i.e., if z(t) is a fixed point of F in C[0, T ], then the system (1.3) has a solution (u, v), which can be written by
3.1. The proof of Theorem 2.6
The proof of Theorem 2.6. Choose constants r, R such that 0 < r < R being fixed later, and define a closed convex set of
Clearly, the operator
is completely continuous in B and
In the following, we will prove that F maps the closed convex set B into itself. Given u ∈ B, by Lemma 2.3 and (H2), we have
It follows from (3.4) and (H1) that
and
Thus (Fu)(t) ∈ B if r and R are chosen such that
For this, take g(r) = 1 g(R) , then it is sufficient to assure (3.7) holds if the following conditions are satisfied
Noticing σ 1 * > 0, 0 < < 1 and (H2), we have
which implies that there exists R > 0 lager enough such that (3.8) holds, and then F maps the closed convex set B into itself. By using the Schauder's fixed point theorem, F has a fixed point z ∈ B, and hence the system (1.3) has at least one positive solution.
The proof of Theorem 2.7
The proof of Theorem 2.7. In this case, in order to show that F : B → B, it is sufficient to look for some 0 < r < R such that
By fixing g(R) = σ *
2
[mT g(r)] , then the above inequalities hold if we can find some r such that
Obviously, the function
possesses a minimum at
Since σ 1 * σ * 2 , 0 < 2 < 1, we have
Taking r = g −1 (x), then (3.10) holds if
which also guarantees that (3.9) holds. Consequently, by mean of Schauder's fixed point theorem, F has a fixed point z ∈ B, and hence the system (1.3) has at least one positive solution.
The proof of Theorem 2.8
In this section, we firstly define two positive constants as follows:
In order to prove Theorem 2.8, we need the following lemma.
Lemma 3.1. Let 0 < < 1, then the equation
has a unique positive solution x ∈ (0, ∞) satisfying
On the other hand
Thus by (3.14)-(3.15) and the continuity of h, (3.12) has a unique positive solution x ∈ (0, +∞). Now we prove (3.13) holds. In fact, noticing that 0 < < 1, σ * 2 σ 1 * , M m, we have
It follows from (3.16) that
Since h(0) > 0, the unique solution of the equation (3.12) is in (0, λ).
The proof of Theorem 2.8. We follow the same strategy and notations as in the proof of Theorems 2.6-2.7. In this case, to prove T : B → B, it is sufficient to find some r and R such that 0 < r < R and
If we fix g(R) = σ *
2
[mT g(r)] + ω * , then the inequalities of (3.17) hold if r satisfies
, and then
we have ϕ (0) = −∞, ϕ (∞) = 1, and consequently there exists x such that ϕ (x) = 0, that is, x is the unique solution of the equation
which implies that ϕ(x) possesses a minimum at x, i.e., ϕ(x) = min x∈(0,∞) ϕ(x). Taking r = g −1 (x), then (3.18) holds if (2.7) is satisfied. Now we prove that the inequality R > r also holds. To do this, we only need to prove g(R) > g(r).
and g(r) = x satisfies the equation (3.12), we have g 1− 2 (r)(σ * 2 + Bg (r)) 1+ = A, i.e.,
It follows from Lemma 3.1 that 0 < g(r) < A 
A(mT )
Hence (2.7) guarantees (3.17) holds, and thus Schauder's fixed point theorem implies that the system (1.3) has at least one positive solution.
Numerical examples
In this section, we take p = 2,
that is a ∈ Λ, and (H0) holds. Moreover,
We consider the following singular periodic differential system
which imply that (H1) and (H2) hold. On the other hand,
According to Theorem 2.6, the singular periodic differential system (4.2) has at least one positive solution. 
Thus according to Theorem 2.7, the singular periodic differential system (4.2) has at least one positive solution. 
