Machine learning offers novel ways and means to design personalized learning systems wherein each student's educational experience is customized in real time depending on their background, learning goals, and performance to date. SPARse Factor Analysis (SPARFA) is a novel framework for machine learning-based learning analytics, which estimates a learner's knowledge of the concepts underlying a domain, and content analytics, which estimates the relationships among a collection of questions and those concepts. SPARFA jointly learns the associations among the questions and the concepts, learner concept knowledge profiles, and the underlying question difficulties, solely based on the correct/incorrect graded responses of a population of learners to a collection of questions. In this paper, we extend the SPARFA framework significantly to enable: (i) the analysis of graded responses on an ordinal scale (partial credit) rather than a binary scale (correct/incorrect); (ii) the exploitation of tags/labels for questions that partially describe the question-concept associations. The resulting Ordinal SPARFA-Tag framework greatly enhances the interpretability of the estimated concepts. We demonstrate using real educational data that Ordinal SPARFA-Tag outperforms both SPARFA and existing collaborative filtering techniques in predicting missing learner responses.
INTRODUCTION
Today's education system typically provides only a "onesize-fits-all" learning experience that does not cater to the background, interests, and goals of individual learners. Modern machine learning (ML) techniques provide a golden opportunity to reinvent the way we teach and learn by making it more personalized and, hence, more efficient and effective. The last decades have seen a great acceleration in the development of personalized learning systems (PLSs), which can be grouped into two broad categories: (i) high-quality, but labor-intensive rule-based systems designed by domain experts that are hard-coded to give feedback in pre-defined scenarios [8] , and (ii) more affordable and scalable ML-based systems that mine various forms of learner data in order to make performance predictions for each learner [15, 18, 30 ].
Learning and content analytics
Learning analytics (LA, estimating what a learner understands based on data obtained from tracking their interactions with learning content) and content analytics (CA, organizing learning content such as questions, instructional text, and feedback hints) enable a PLS to generate automatic, targeted feedback to learners, their instructors, and content authors [23] . Recently we proposed a new framework for LA and CA based on SPARse Factor Analysis (SPARFA) [24] . SPARFA consists of a statistical model and convex-optimization-based inference algorithms for analytics that leverage the fact that the knowledge in a given subject can typically be decomposed into a small set of latent knowledge components that we term concepts [24] . Leveraging the latent concepts and based only on the graded binaryvalued responses (i.e., correct/incorrect) to a set of questions, SPARFA jointly estimates (i) the associations among the questions and the concepts (via a "concept graph"), (ii) learner concept knowledge profiles, and (iii) the underlying question difficulties.
Contributions
In this paper, we develop Ordinal SPARFA-Tag, a significant extension to the SPARFA framework that enables the exploitation of the additional information that is often available in educational settings. First, Ordinal SPARFATag exploits the fact that responses are often graded on an ordinal scale (partial credit), rather than on a binary scale (correct/incorrect). Second, Ordinal SPARFA-Tag exploits tags/labels (i.e., keywords characterizing the underlying knowledge component related to a question) that can be attached by instructors and other users to questions. Exploiting pre-specified tags within the estimation procedure provides significantly more interpretable question-concept associations. Furthermore, our statistical framework can discover new concept-question relationships that would not be in the pre-specified tag information but, nonetheless, explain the graded learner-response data.
We showcase the superiority of Ordinal SPARFA-Tag compared to the methods in [24] via a set of synthetic "ground truth" simulations and on a variety of experiments with realworld educational datasets. We also demonstrate that Ordinal SPARFA-Tag outperforms existing state-of-the-art collaborative filtering techniques in terms of predicting missing ordinal learner responses.
STATISTICAL MODEL
We assume that the learners' knowledge level on a set of abstract latent concepts govern the responses they provide to a set of questions. The SPARFA statistical model characterizes the probability of learners' binary (correct/incorrect) graded responses to questions in terms of three factors: (i) question-concept associations, (ii) learners' concept knowledge, and (iii) intrinsic question difficulties; details can be found in [24, Sec. 2] . In this section, we will first extend the SPARFA framework to characterize ordinal (rather than binary-valued) responses, and then impose additional structure in order to model real-world educational behavior more accurately.
Model for ordinal learner response data
Suppose that we have N learners, Q questions, and K underlying concepts. Let Yi,j represent the graded response (i.e., score) of the j th learner to the i th question, which are from a set of P ordered labels, i.e., Yi,j ∈ O, where O = {1, . . . , P }. For the i th question, with i ∈ {1, . . . , Q}, we propose the following model for the learner-response relationships:
where the column vector wi ∈ R K models the concept associations; i.e., it encodes how question i is related to each concept. Let the column vector cj ∈ R K , j ∈ {1, . . . , N }, represent the latent concept knowledge of the j th learner, with its k th component representing the j th learner's knowledge of the k th concept. The scalar µi models the intrinsic difficulty of question i, with large positive value of µ for an easy question. The quantity ǫi,j models the uncertainty of learner j answering question i correctly/incorrectly and N (0, 1/τi,j ) denotes a zero-mean Gaussian distribution with precision parameter τi,j, which models the reliability of the observation of learner j answering question i. We will further assume τi,j = τ , meaning that all the observations have the same reliability.
1 The slack variable Zi,j in (1) governs the probability of the observed grade Yi,j. The set Ω obs ⊆ {1, . . . , Q} × {1, . . . , N } contains the indices associated to the observed learner-response data, in case the response data is not fully observed.
In (1), Q(·) : R → O is a scalar quantizer that maps a real number into P ordered labels according to
where {ω0, . . . , ωP } is the set of quantization bin boundaries satisfying ω0 < ω1 < · · · < ωP −1 < ωP , with ω0 and ωP denoting the lower and upper bound of the domain of the quantizer Q(·).
2 This quantization model leads to the equivalent input-output relation
where Φ(x) = 1 Accounting for learner/question-varying reliabilities is straightforward and omitted for the sake of brevity. 2 In most situations, we have ω0 = −∞ and ωP = ∞. 3 Space limitations preclude us from discussing a corresponding logistic-based model; the extension is straightforward.
We can conveniently rewrite (1) and (2) in matrix form as
where Y and Z are Q × N matrices. The Q × (K + 1) matrix W is formed by concatenating [w1, . . . , wQ]
T with the intrinsic difficulty vector µ and C is a (K +1)×N matrix formed by concatenating the K ×N matrix [c1, . . . , cN ] with an all-ones row vector 11×N . We furthermore define the Q × N matrices U and L to contain the upper and lower bin boundaries corresponding to the observations in Y, i.e., we have Ui,j = ωY i,j and Li,j = ωY i,j −1, ∀(i, j) ∈ Ω obs .
We emphasize that the statistical model proposed above is significantly more general than the original SPARFA model proposed in [24] , which is a special case of (1) with P = 2 and τ = 1. The precision parameter τ does not play a central role in [24] (it has been set to τ = 1), since the observations are binary-valued with bin boundaries {−∞, 0, ∞}. For ordinal responses (with P > 2), however, the precision parameter τ significantly affects the behavior of the statistical model and, hence, we estimate the precision parameter τ directly from the observed data.
Fundamental assumptions
Estimating W, µ and C from Y is an ill-posed problem, in general, since there are more unknowns than observations and the observations are ordinal (and not real-valued). To ameliorate the illposedness, [24] proposed three assumptions accounting for real-world educational situations:
(A1) Low-dimensionality: Redundancy exists among the questions in an assessment, and the observed graded learner responses live in a low-dimensional space, i.e., K ≪ N , Q.
(A2) Sparsity: Each question measures the learners' knowledge on only a few concepts (relative to N and Q), i.e., the question-concept association matrix W is sparse.
(A3) Non-negativity: The learners' knowledge on concepts does not reduce the chance of receiving good score on any question, i.e., the entries in W are non-negative. Therefore, large positive values of the entries in C represent good concept knowledge, and vice versa.
Although these assumptions are reasonable for a wide range of educational contexts (see [24] for a detailed discussion), they are hardly complete. In particular, additional information is often available regarding the questions and the learners in some situations. Hence, we impose one additional assumption:
(A4) Oracle support: Instructor-provided tags on questions provide prior information on some question-concept associations. In particular, associating each tag with a single concept will partially (or fully) determine the locations of the non-zero entries in W.
As we will see, assumption (A4) significantly improves the limited interpretability of the estimated factors W and C over the conventional SPARFA framework [24] , which relies on a (somewhat ad-hoc) post-processing step to associate instructor provided tags with concepts. In contrast, we utilize the tags as "oracle" support information on W within the model, which enhances the explanatory performance of the statistical framework, i.e., it enables to associate each concept directly with a predefined tag. Note that user-specified tags might not be precise or complete. Hence, the proposed estimation algorithm must be capable of discovering new question-concept associations and removing predefined associations that cannot be explained from the observed data.
ALGORITHM
We start by developing Ordinal SPARFA-M, a generalization of SPARFA-M from [24] to ordinal response data. Then, we detail Ordinal SPARFA-Tag, which considers prespecified question tags as oracle support information of W, to estimate W, C, and τ , from the ordinal response matrix Y while enforcing the assumptions (A1)-(A4).
Ordinal SPARFA-M
To estimate W, C, and τ in (3) given Y, we maximize the log-likelihood of Y subject to (A1)-(A4) by solving
Here, the likelihood of each response p(Yi,j|τ w T i cj ) is given by (2). The regularization term λ i wi 1 imposes sparsity on each vector wi to account for (A2). To prevent arbitrary scaling between W and C, we gauge the norm of the matrix C by applying a matrix norm constraint C ≤ η. For example, the Frobenius norm constraint C F ≤ η can be used. Alternatively, the nuclear norm constraint C * ≤ η can also be used, promoting low-rankness of C [9] , motivated by the facts that (i) reducing the number of degreesof-freedom in C helps to prevent overfitting to the observed data and (ii) learners can often be clustered into a few groups due to their different demographic backgrounds and learning preferences.
The log-likelihood of the observations in (P) is concave in the product τ w T i cj [36] . Consequently, the problem (P) is tri-convex, in the sense that the problem obtained by holding two of the three factors W, C, and τ constant and optimizing the third one is convex. Therefore, to arrive at a practicable way of solving (P), we propose the following computationally efficient block coordinate descent approach, with W, C, and τ as the different blocks of variables.
The matrices W and C are initialized as i.i.d. standard normal random variables, and we set τ = 1. We then iteratively optimize the objective of (P) for all three factors in round-robin fashion. Each (outer) iteration consists of three phases: first, we hold W and τ constant and optimize C; second, we hold C and τ constant and separately optimize each row vector wi; third, we hold W and C fixed and optimize over the precision parameter τ . These three phases form the outer loop of Ordinal SPARFA-M.
The sub-problems for estimating W and C correspond to the following ordinal regression (OR) problems [12] :
(OR-W) minimize
To solve (OR-W) and (OR-C), we deploy the iterative firstorder methods detailed below. To optimize the precision parameter τ , we compute the solution to
via the secant method [26] .
Instead of fixing the quantization bin boundaries {ω0, . . . , ωP } introduced in Sec. 2 and optimizing the precision and intrinsic difficulty parameters, one can fix τ = 1 and optimize the bin boundaries instead, an approach used in, e.g., [21] . We emphasize that optimization of the bin boundaries can also be performed straightforwardly via the secant method, iteratively optimizing each bin boundary while keeping the others fixed. We omit the details for the sake of brevity. Note that we have also implemented variants of Ordinal SPARFA-M that directly optimize the bin boundaries, while keeping τ constant; the associated prediction performance is shown in Sec. 4.3.
First-order methods for regularized ordinal regression
As in [24] , we solve (OR-W) using the FISTA framework [4] .
(OR-C) also falls into the FISTA framework, by re-writing the convex constraint C ≤ η as a penalty term δ(C : C > η) and treat it as a non-smooth regularizer, where δ(C : C > η) is the delta function, equaling 0 if C ≤ η and ∞ otherwise. Each iteration of both algorithms consists of two steps: A gradient-descent step and a shrinkage/projection step. Take (OR-W), for example, and let f (wi) = − j log p(Yi,j|τ w T i cj ). Then, the gradient step is given by
Here, p is a N × 1 vector, with the j th element equal to
, where Φ(·) is the inverse probit function. The gradient step and the shrinkage step for wi corresponds tô
and
respectively, where t ℓ is a suitable step-size. For (OR-C), the gradient with respect to each column cj is given by substituting W T for C and cj for wi in (4). Then, the gradient for C is formed by aggregating all these individual gradient vectors for cj into a corresponding gradient matrix.
For the Frobenius norm constraint C F ≤ η, the projection step is given by [7] For the nuclear-norm constraint C * ≤ η, the projection step is given by
whereĈ ℓ+1 = USV T denotes the singular value decomposition, and Proj η (·) is the projection onto the ℓ1-ball with radius η (see, e.g., [16] for the details).
The update steps (5), (6) , and (7) (or (8)) require a suitable step-size t ℓ to ensure convergence. We consider a constant step-size and set t ℓ to the reciprocal of the Lipschitz constant [4] . The Lipschitz constants correspond to τ 2 σ 2 max (C) for (OR-W) and τ 2 σ 2 max (W) for (OR-C), with σmax(X) representing the maximum singular value of X.
Ordinal SPARFA-Tag
We now develop the Ordinal SPARFA-Tag algorithm that incorporates (A4). Assume that the total number of tags associated with the Q questions equal K (each of the K concepts correspond to a tag), and define the set Γ = {(i, k) : question i has tag k} as the set of indices of entries in W identified by pre-defined tags, andΓ as the set of indices not in Γ, we can re-write the optimization problem (P) as:
Here, w induces sparsity on the entries in W that are not predefined but might be in the support of W. Reducing the parameter λ enables one to discover new question-concept relationships (corresponding to new non-zero entries in W) that were not contained in Γ.
The problem (PΓ) is solved analogously to the approach described in Sec. 3.2, except that we split the W update step into two parts that operate separately on the entries indexed by Γ andΓ. For the entries in Γ, the projection step corresponds to
The step for the entries indexed byΓ is given by (6) . Since Ordinal SPARFA-Tag is tri-convex, it does not necessarily converge to a global optimum. Nevertheless, we can leverage recent results in [24, 35] in order to show that Ordinal SPARFA-Tag converges to a local optimum from an arbitrary starting point. Furthermore, if the starting point is within a close neighborhood of a global optimum of (P), then Ordinal SPARFA-Tag converges to this global optimum.
EXPERIMENTS
We first showcase the performance of Ordinal SPARFA-Tag on synthetic data to demonstrate its convergence to a known ground truth. We then demonstrate the ease of interpretation of the estimated factors by leveraging instructor provided tags in combination with a Frobenius or nuclear norm constraint for two real educational datasets. We finally compare the performance of Ordinal SPARFA-M to state-ofthe-art collaborative filtering techniques on predicting unobserved ordinal learner responses. 
Synthetic data
In order to show that Ordinal SPARFA-Tag is capable of estimating latent factors based on binary observations, we compare the performance of Ordinal SPARFA-Tag to a nonnegative variant of the popular K-SVD dictionary learning algorithm [1] , referred to as K-SVD+, which we have detailed in [24] . We consider both the case when the precision τ is known a-priori and also when it must be estimated. In all synthetic experiments, the algorithm parameters λ and η are selected according to Bayesian information criterion (BIC) [17] . All experiments are repeated for 25 Monte-Carlo trials.
In all synthetic experiments, we retrieve estimates of all factors, W, C, andμ. For Ordinal SPARFA-M and K-SVD+, the estimates W and C are re-scaled and permuted as in [24] . We consider the following error metrics:
We generate the synthetic test data W, C, µ as in [24, Eq. 10] with K = 5, µ0 = 0, vµ = 1, λ k = 0.66 ∀k, and V0 = IK . Y is generated according to (3), with P = 5 bins and {ω0, . . . , ω5} = {−∞, −2.1, −0.64, 0.64, 2.1, ∞}, such that the entries of Z fall evenly into each bin. The number of concepts K for each question is chosen uniformly in {1, 2, 3}. We first consider the impact of problem size on estimation error in Fig. 2 . To this end, we fix Q = 100 and sweep N ∈ {50, 100, 200} for K = 5 concepts, and then fix N = 100 and sweep Q ∈ {50, 100, 200}.
Impact of problem size:
We first study the performance of Ordinal SPARFA-M versus K-SVD+ while varying the problem size parameters Q and N . The corresponding boxand-whisker plots of the estimation error for each algorithm are shown in Fig. 1 . In Fig. 1(a) , we fix the number of questions Q and plot the errors EW, EC and Eµ for the number of learners N ∈ {50, 100, 200}. In Fig. 1(b) , we fix the number of learners N and plot the errors EW, EC and Eµ for the number of questions Q ∈ {50, 100, 200}. It is evident that EW, EC, and Eµ decrease as the problem size increases for all considered algorithms. Moreover, Ordinal SPARFA-M has superior performance to K-SVD+ in all cases and for all error metrics. Ordinal SPARFA-Tag and the oracle support provided versions of K-SVD outperform Ordinal SPARFA-M and K-SVD+. We furthermore see that the variant of Ordinal SPARFA-M without knowledge of the precision τ performs as well as knowing τ ; this implies that we can accurately learn the precision parameter directly from data.
Impact of the number of quantization bins: We now consider the effect of the number of quantization bins P in the observation matrix Y on the performance of our algorithms. We fix N = Q = 100, K = 5 and generate synthetic data as before up to Z in (3). For this experiment, a different number of bins P is used to quantize Z into Y. The quantization boundaries are set to
To study the impact of the number of bins needed for Ordinal SPARFA-M to provide accurate factor estimates that are comparable to algorithms operating with real-valued observations, we also run K-SVD+ directly on the Z values (recall (3)) as a base-line. Figure 2 shows that the performance of Ordinal SPARFA-M consistently outperforms K-SVD+. We furthermore see that all error measures decrease by about half when using 6 bins, compared to 2 bins (corresponding to binary data). Hence, ordinal SPARFA-M clearly outperforms the conventional SPARFA model [24] , when ordinal response data is available. As expected, Ordinal SPARFA-M approaches the performance of K-SVD+ operating directly on Z (unquantized data) as the number of quantization bins P increases.
Real-world data
We now demonstrate the superiority of Ordinal SPARFATag compared to regular SPARFA as in [24] . In particular, we show the advantages of using tag information directly within the estimation algorithm and of imposing a nuclear norm constraint on the matrix C. For all experiments, we apply Ordinal SPARFA-Tag to the graded learner response matrix Y with oracle support information obtained from instructor-provided question tags. The parameters λ and η are selected via cross-validation.
Algebra test:
We analyze a dataset from a high school algebra test carried out on Amazon Mechanical Turk [2] , a crowd-sourcing marketplace. The dataset consists of N = 99 users answering Q = 34 multiple-choice questions covering topics such as geometry, equation solving, and visualizing function graphs. The questions were manually labeled with a set of 13 tags. The dataset is fully populated, with no By comparing Fig. 3 with [24, Fig. 9 ], we can see that Ordinal SPARFA-Tag provides unique concept labels, i.e., one tag is associated with one concept; this enables precise interpretable feedback to individual learners, as the values in C represent directly the tag knowledge profile for each learner. This tag knowledge profile can be used by a PLS to provide targeted feedback to learners. The estimated questionconcept association matrix can also serve as useful tool to domain experts or course instructors, as they indicate missing and inexistent tag-question associations. The result of Ordinal SPARFA-Tag with the nuclear norm constraint C * ≤ η on Y is shown in Fig. 4 . The estimated question-concept associations mostly matches those pre-defined by domain experts. Note that our algorithm identified some question-concept associations to be nonexistent (indicated with red dashed lines). Moreover, no new associations have been discovered, verifying the accuracy of the pre-specified question tags from domain experts. Comparing to the question-concept association graph of the high school algebra test in Fig. 3 , we see that for this dataset, the pre-specified tags represent disjoint knowledge components, which is indeed the case in the underlying question set. Interestingly, the estimated concept matrix C has rank 3; note that we are estimating K = 16 concepts. This observation suggests that all learners can be accurately represented by a linear combination of only 3 different "eigen-learner" vectors. Further investigation of this clustering phenomenon is part of on-going research.
Predicting unobserved learner responses
We now compare the prediction performance of ordinal SPARFA-M on unobserved learner responses against stateof-the-art collaborative filtering techniques: (i) SVD++ in [20] , which treats ordinal values as real numbers, and Figure 5 : Prediction performance on the Mechanical Turk algebra test dataset. We compare the collaborative filtering methods SVD++ and OrdRec to various Ordinal SPARFA-M based methods: "Nuc" uses the nuclear norm constraint, "Fro" uses the Frobenius norm constraint, "Bin" and "BinInd" learn the bin boundaries, whereas "Bin" learns one set of bin boundaries for the entire dataset and "BinInd" learns individual bin boundaries for each question.
(ii) OrdRec in [21] , which relies on an ordinal logit model. We compare different variants of Ordinal SPARFA-M: (i) optimizing the precision parameter, (ii) optimizing a set of bins for all learners, (iii) optimizing a set of bins for each question, and (iv) using the nuclear norm constraint on C.
We consider the Mechanical Turk algebra test, hold out 20% of the observed learner responses as test sets, and train all algorithms on the rest. The regularization parameters of all algorithms are selected using 4-fold cross-validation on the training set. Figure 5 shows the root mean square error (RMSE)
whereŶi,j is the predicted score for Yi,j, averaged over 50 trials. Figure 5 demonstrates that the nuclear norm variant of Ordinal SPARFA-M outperforms OrdRec, while the performance of other variants of ordinal SPARFA are comparable to OrdRec. SVD++ performs worse than all compared methods, suggesting that the use of a probabilistic model considering ordinal observations enables accurate predictions on unobserved responses. We furthermore observe that the variants of Ordinal SPARFA-M that optimize the precision parameter or bin boundaries deliver almost identical performance.
We finally emphasize that Ordinal SPARFA-M not only delivers superior prediction performance over the two stateof-the-art collaborative filtering techniques in predicting learner responses, but it also provides interpretable factors, which is key in educational applications.
RELATED WORK
A range of different ML algorithms have been applied in educational contexts. Bayesian belief networks have been successfully used to probabilistically model and analyze learner response data in order to trace learner concept knowledge and estimate question difficulty (see, e.g., [13, 22, 33, 34] ).
Such models, however, rely on predefined question-concept dependencies (that are not necessarily accurate), in contrast to the framework presented here that estimates the dependencies solely from data.
Item response theory (IRT) uses a statistical model to analyze and score graded question response data [25, 29] . Our proposed statistical model shares some similarity to the Rasch model [28] , the additive factor model [10] , learning factor analysis [19, 27] , and the instructional factors model [11] . These models, however, rely on pre-defined question features, do not support disciplined algorithms to estimate the model parameters solely from learner response data, or do not produce interpretable estimated factors. Several publications have studied factor analysis approaches on learner responses [3, 14, 32] , but treat learner responses as real and deterministic values rather than ordinal values determined by statistical quantities. Several other results have considered probabilistic models in order to characterize learner responses [5, 6] , but consider only binary-valued responses and cannot be generalized naturally to ordinal data.
While some ordinal factor analysis methods, e.g., [21] , have been successful in predicting missing entries in datasets from ordinal observations, our model enables interpretability of the estimated factors, due to (i) the additional structure imposed on the learner-concept matrix (non-negativity combined with sparsity) and (ii) the fact that we associate unique tags to each concept within the estimation algorithm.
CONCLUSIONS
We have significantly extended the SPARse Factor Analysis (SPARFA) framework of [24] to exploit (i) ordinal learner question responses and (ii) instructor generated tags on questions as oracle support information on the questionconcept associations. We have developed a computationally efficient new algorithm to compute an approximate solution to the associated ordinal factor-analysis problem. Our proposed Ordinal SPARFA-Tag framework not only estimates the strengths of the pre-defined question-concept associations provided by the instructor but can also discover new associations. Moreover, the algorithm is capable of imposing a nuclear norm constraint on the learner concept knowledge matrix, which achieves better prediction performance on unobserved learner responses than state-of-the-art collaborative filtering techniques, while improving the interpretability of the estimated concepts relative to the user-defined tags.
The Ordinal SPARFA-Tag framework enables a PLS to provide readily interpretable feedback to learners about their latent concept knowledge. The tag-knowledge profile can, for example, be used to make personalized recommendations to learners, such as recommending remedial or enrichment material to learners according to their tag (or concept) knowledge status. Instructors also benefit from the capability to discover new question-concept associations underlying their learning materials.
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