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a b s t r a c t
The Loebl–Komlós–Sós conjecture states that for any integers k and n, if a graph G on n
vertices has at least n/2 vertices of degree at least k, then G contains as subgraphs all
trees on k + 1 vertices. We prove this conjecture in the case when k is linear in n, and
n is sufficiently large.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Embedding problems have been subjected to much study in the graph theory. The most general question is which
properties of a graph force the existence of a certain substructure. In our case we are interested in the existence of certain
subgraphs. If a graph G contains at least one copy of a graph H as a subgraph, we write H ⊆ G. In particular, we will be
considering the case when H is a tree. We denote by Tk the set of trees on k + 1 vertices (which contain k edges)1, and we
write Tk ⊆ G if T ⊆ G for all T ∈ Tk, i.e. if G contains as a subgraph every tree on k+1 vertices. Trivially δ(G) > k−1 implies
that Tk ⊆ G, where δ(G) denotes the minimum degree of G. However, this can be substantially improved upon. Perhaps
the most attractive potential strengthening of this result is the famous Erdős–Sós conjecture, which replaces the minimum
degree by the average degree. Let d(G) := 1|G|
∑
x∈V (G) d(x) denote the average degree of a vertex in G.
Conjecture 1.1 (Erdős, Sós, 1963). Suppose G is a graph satisfying d(G) > k− 1. Then Tk ⊆ G.
The conjecture is trivial for stars. Some further special cases of this conjecture have been resolved. For example, Sacle
and Woźniak [14] proved the conjecture with the additional assumption that G does not contain a copy of C4, the cycle on
4 vertices. Also, McLennan [11] proved the conjecture when we restrict our attention only to trees of diameter at most 4.
Ajtai, Komlós, Simonovits and Szemerédi have announced a proof of the conjecture in the case when k is sufficiently large.
The focus of this paper is the Loebl–Komlós–Sós conjecture, which replaces the average degree in the Erdős–Sós
conjecture with the median degree.
Conjecture 1.2 (Loebl, Komlós, Sós [7]). Given any integers k and n, if G is a graph on n vertices in which at least n/2 vertices
have degree at least k, then G contains as subgraphs all trees with k edges.
∗ Corresponding address: University of Birmingham, School of Mathematics, Edgbaston, B15 2TT Birmingham, United Kingdom.
E-mail address: cooleyo@maths.bham.ac.uk.
1 This notation may be slightly unusual, since Tk could equally well denote the set of trees with k vertices, and therefore k− 1 edges. However, for our
purposes it is more convenient to use the definition given.
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Loebl’s initial conjecture covered only the special case k = n/2, and is sometimes known as the n/2−n/2−n/2 conjecture.
Komlós and Sós then extended the conjecture to all k.
Again, the conjecture is trivially true for stars. Various other partial results have been proved. Dobson [6] proved the
conjecture with the additional assumption that the complement of G does not contain a copy of K2,3, while Soffer [15]
proved that the conjecture is true for graphs G of girth at least 7. There have also been several partial results which make
some additional assumptions about the trees to be embedded into G. Zhao [17] proved the special case when k = n/2,
provided n is sufficiently large. Bazgan, Li and Woźniak [3] proved the conjecture for paths, i.e. that if a graph G satisfies
the conditions of the conjecture, then it contains the path on k + 1 vertices as a subgraph. In the same paper, they also
proved the conjecture in the case when k ≥ n−3. Barr and Johansson [2] and independently Sun [16] proved the conjecture
when restricting attention to trees of diameter 4. Improving on this, Piguet and Stein [13] proved the Loebl–Komlós–Sós
conjecture for trees of diameter at most 5, and in [12] they proved an approximate version of the full conjecture (with linear
error terms in both the number of vertices with high degree and in the degree of those vertices) for n sufficiently large and
for k linear in n, i.e. for large, dense graphs. Our main theorem is a proof of the exact conjecture for large, dense graphs.
Theorem 1.3. Given a positive C ′ ∈ R there exists k0 ∈ N such that for any integers k, n ∈ N satisfying k0 ≤ k ≤ n ≤ C ′k
the following holds: Suppose G is a graph on n vertices in which at least n/2 vertices have degree at least k. Then G contains as a
subgraph every tree with k edges.
This is a partial result in the sense that it only holds for large k and n, andwe demand that k is linear in n. These restrictions
come about because our proof makes use of Szemerédi’s regularity lemma. The same result was also proved independently
by Hladký and Piguet [9].
Our proof of Theorem 1.3 follows the general strategy of Zhao’s proof in [17] of the special case when k = n/2, but
substantial additional difficulties arise in the more general case. The proof will be split into two main parts. In Section 6
we will prove that the theorem holds provided that G does not look too similar to certain extremal graphs — graphs which
are close to satisfying the conditions of Theorem 1.3, but which fail to contain some tree T with k edges. We call this the
non-extremal case. In that section we will use regularity arguments to embed any T ∈ Tk into G.
In Section 7 we will show that in the extremal case, i.e. when G is similar to some extremal graph, we have sufficient
structure in G to be able to embed any tree T ∈ Tk directly. Before all this, in Section 5 we will prove Theorem 1.3 when G
satisfies a certain special case. This is considerably shorter than either the extremal case or the non-extremal case, and will
be needed in the proof of the non-extremal case.
2. Ramsey numbers of trees
The Loebl–Komlós–Sós conjecture has a beautiful application to the Ramsey numbers of trees. For graphs F ,H , we define
R(F ,H) to be the least integer n such that if the edges of Kn are coloured red and blue then there is a red copy of F or a blue
copy of H . More generally, for families of graphs F andH , let R(F ,H) denote the smallest integer n such that if the edges
of Kn are coloured red and blue then there is a red copy of F for every F ∈ F or else a blue copy of H for every H ∈ H .
The following would be a simple corollary of Conjecture 1.2.
Conjecture 2.1. For any positive integers p and q, R(Tp, Tq) ≤ p+ q.
Since Theorem1.3 provides a partial version of Conjecture 1.2, it also gives a partial version of Conjecture 2.1 as a corollary.
Theorem 2.2. For any real number C ′′ ≥ 1 there exists an integer p0 such that for any integers p and q satisfying p0 ≤ p ≤ q ≤
C ′′p we have R(Tp, Tq) ≤ p+ q. In particular, for Tp ∈ Tp and Tq ∈ Tq, R(Tp, Tq) ≤ p+ q.
Proof. Given C ′′, let C ′ = C ′′+1, and let k0 be the integer given by Theorem 1.3. We set p0 = k0, and let p, q be any integers
such that p0 ≤ p ≤ q ≤ C ′′p. Suppose we have a colouring of the edges of Kn, where n = p + q, with two colours, red and
blue. Let Gred denote the monochromatic red subgraph. Suppose that at least n/2 vertices have degree at least p in Gred. Then
the conditions of Theorem 1.3 hold in Gred, where k = p. Thus Tp ⊆ Gred as required.
On the other hand, suppose that fewer than n/2 vertices have degree at least p in G. Let Gblue be the monochromatic blue
subgraph of Kn, i.e. the complement of Gred. We have at least n/2 vertices in Gred with degree at most p − 1, and so in Gblue
we have at least n/2 vertices with degree at least n− 1− (p− 1) = q. Thus in Gblue the conditions of Theorem 1.3 hold with
k = q, and so Tq ⊆ Gblue, as required. Thus R(Tp, Tq) ≤ p+ q. 
We observe that this result is close to best possible. For example, if Sp and Sq are stars with p and q edges respectively, then
we have
R(Sp, Sq) =
{
p+ q− 1 if p, q are even,
p+ q otherwise.
The lower bound is seen easily by constructing a (p− 1)-regular graph on p+ q− 1 vertices, whose complement is (q− 1)-
regular. This is not possible when p and q are both even, since then p − 1 and p + q − 1 are both odd, leading to the case
distinction above. Thus the upper bound in Theorem 2.2 is best possible up to an error of 1.
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On the other hand, if Pm denotes a path withm edges, then R(Pm, Pm) = b(3m+ 1)/2c, as proved in [8].2 Thus for some
specific trees the bound in Theorem 2.2 is a long way from best possible.
3. Notation, definitions and preliminaries
We first introduce some notation and definitions. Some of these definitions will be recalled later, when they are first
needed. We introduce them all together here so that they can be easily found and referred to if necessary.
For a graph G, |G| denotes the number of vertices in G, and e(G) denotes the number of edges. The degree of a vertex x
in G is denoted by dG(x), or by d(x) if this is unambiguous. The neighbourhood is denoted by NG(x) or simply by N(x). For
a set of vertices X the neighbourhood of X is N(X) := ⋃x∈X N(x). For a subset S ⊆ V (G), the number of neighbours in S of
a vertex x is denoted by d(x, S) or by dS(x). If we have disjoint subsets A, B ⊆ G, then we define δ(A, B) := minx∈A{dB(x)},
i.e. the minimum degree in B of a vertex in A.
For a set S we write S = A+ B to mean that A and B form a partition of S, i.e. that A ∪ B = S and A ∩ B = ∅.
For a disjoint pair of subsets, X, Y ⊆ V (G), e(X, Y ) denotes the number of edgeswith one endpoint in X and one endpoint
in Y . Then d(X, Y ) := e(X,Y )|X ||Y | denotes the density of the pair.
While it is certainly true that e(X, Y ) = e(Y , X), we will occasionally distinguish between the two in order to indicate
how our value or bound has been calculated. For example, if there are constants dX , dY such that for all x ∈ X we have
d(x, Y ) ≥ dX and for all y ∈ Y we have d(y, X) ≤ dY , then we say that e(X, Y ) ≥ dX |X | and that e(Y , X) ≤ dY |Y |. Thus the
order of X and Y indicates that we calculate the bound based on some property of vertices in the first set listed.
We will also need to consider weighted graphs, in which each edge is assigned a weight. Then for a vertex x we will
denote by d(x) the weighted degree of x, i.e. the sum of the weights of all the edges incident to x. Then for a set of vertices S,
dS(x) is defined analogously to the unweighted case. Also for two vertex sets X and Y we will denote by e(X, Y ) the sum of
the weights of all the edges with one endvertex in X and the other in Y .
For graphsH andGwewriteH → G tomean thatH can be embedded intoG, i.e. thatG contains a copy ofH as a subgraph.
We also use this notation for a subset S ⊆ V (G). Then H → S means that H → G[S]. In this case, the graph G is implicitly
understood, and it will be obvious from the context what G should be.
Given a tree T rooted at a vertex r , we define Todd to be the set of vertices of T whose distance from r is odd. Similarly
we define Teven. We consider the root to be at the top of the tree, with all other vertices hanging below it. Then for a vertex
x 6= r the parent P(x) of x is the neighbour immediately above x in the tree. In other words, P(x) is the neighbour of x on the
unique path in T from x to r . Similarly for a set of vertices X ⊆ V (T )− r we define P(X) := {P(x) : x ∈ X}. The children of x
are all the neighbours immediately below x, i.e. those vertices y such that x = P(y). We define T (x) to be the subtree below
x, i.e. the subgraph of T induced by all those vertices y for which the (unique) path between y and the root r includes the
vertex x. Note that x ∈ V (T (x)).
A skew-partition of a tree T is a partition of V (T ) into sets U1 and U2 such that |U1| ≤ |U2| and U2 is independent. (Note
that in particular, Todd and Teven form a skew-partition in some order.) The gap of a skew-partition is g(U1,U2) := |U2|−|U1|.
The gap of T is defined to be g(T ) := ||Todd| − |Teven||.
We define the ratio of a tree T to be ratio(T ) := |Todd|/|T |. Given a real number c ∈ (0, 1/2) we say that a tree T is
c-balanced, or simply balanced, if ratio(T ) ∈ (c, 1− c). We will generally use this concept for c  1.
We call vertices of a graph Gwhich have degree at least k large vertices, and vertices of degree less than k are called small
vertices. We denote by L(G) the set of vertices in G which are large, and S(G) denotes the set of small vertices. Thus for the
graph Gwhich we consider in Theorem 1.3 we have |L(G)| ≥ |G|/2.
We observe that we may make a few preliminary assumptions about the structure of the graph G. Firstly, the conditions
of Theorem 1.3 remain true if we delete any edges between small vertices. If in this modified graph we can find a copy of
a tree T , then we can certainly find a copy of T in the original graph. We therefore assume that S(G) is an independent set.
More generally, we assume that G is edge-minimal subject to satisfying the conditions of Theorem 1.3. In particular, if there
are at least n/2+ 2 vertices of degree at least k, then we could remove any edge from the graph and still leave at least n/2
vertices with degree at least k. So we may assume that n/2 ≤ |L(G)| < n/2+ 2.
As well as edge-minimality, we will also assume that G is vertex-minimal subject to satisfying the conditions of
Theorem 1.3. So we note that if there exists a set S ′ ⊆ S(G) with the property that |N(S ′)| ≤ |S ′|/2, then we could delete
S ′ and move some vertices of N(S ′) into S(G) if necessary (i.e. if they were large but now have degree less than k). This
gives a new graph G′ with |G′| = |G| − |S ′| and |L(G′)| ≥ |L(G)| − |S ′|/2 ≥ |G′|/2. In particular, L(G′) is non-empty and so
|G′| ≥ k+ 1. So G′ also satisfies the conditions of Theorem 1.3, and by repeating the argument as often as possible, we may
assume that there does not exist a set S ′ ⊆ S(G) such that |N(S ′)| ≤ |S ′|/2.
In many places during the proof, we will observe that if we have a vertex b in T which is adjacent to a leaf c , and if b has
been embedded onto a vertex y in L(G), thenwe can always embed the leaf c onto a neighbour of y greedily after performing
any other necessary embedding. This is because y has at least k neighbours, and T has k + 1 vertices. Therefore if all the
vertices of T except for c have already been embedded, and b has been embedded onto y, at most k−1 neighbours of y have
2 Note that this notation may be different to other conventions, when Pm may denote a path withm vertices rather thanm edges.
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already been used in the embedding, and so at least one neighbour remains onto which we can embed c. From now on, if
such a situation occurs, we will simply state that we can embed the appropriate leaves greedily at the end.
Throughout our proof we will omit floors and ceilings where these do not affect the argument significantly.
4. Outline of the proof
We now fix various constants that we will need during our proof. First of all let C ′ be the constant given in the statement
of Theorem 1.3. We now pick k0 to be sufficiently large, and let k and n be the integers given in Theorem 1.3. We define
C := n/k, and note that 1 ≤ C ≤ C ′  k.
By the notation a b c we mean that we pick constants from right to left, and that there are increasing real-valued
functions f and g such that the proof holds provided b ≤ f (c) and a ≤ g(b). Hierarchies with more constants are defined
similarly. The functions f and g could be calculated explicitly from the proof, but for simplicitywewill not do this.We simply
assume that b is sufficiently small compared to c , and a sufficiently small compared to b, for all our calculations to work.
Throughout the rest of the paper we fix further constants satisfying the following hierarchy.
0 <
1
k0
 ε  δ  d θ1  θ2  · · ·  θbCc+4  τ  τ ′  θĎ1  · · ·  θĎbCc+2  ν ′  c  ν 
1
C ′
.
Note that if we chose k0 to be sufficiently large compared to C ′ then it is possible to find these constants. Note also that we
have 0 < 1/n ≤ 1/k ≤ 1/k0.
We will also have some further constants which are not fixed, since we will need to apply the appropriate lemmas with
different values of these constants. Most importantly, the statement of the theorem which covers the non-extremal case
uses constants α1 and α2. The theorem will be applied with α1 depending on θi+1 and α2 on θi for some i. We will also have
another similar situation for αi depending on θ
Ď
i′ . In either case we will therefore have d  α2  α1  ν ′  ν  1/C ′.
We then define further constants to satisfy:
α2  η  β  ρ  α1.
Recall that in Section 3 we assumed that there is no set S ′ ⊆ S(G) such that |N(S ′)| ≤ |S ′|/2. Slightly more generally
than this, suppose that there is a set S ′ ⊆ S(G), and a set L′ ⊆ L(G) such that |L′| ≤ (2/5)|S ′|, |S ′| ≥ k/4 and such
that e(S ′, L(G) \ L′) ≤ τk2, where τ is the constant defined in the hierarchy above. We may assume that L′ is minimal
given S ′, and in particular that every vertex of L′ has at least one neighbour in S ′. Then deleting S ′ and moving vertices of
L′ into S(G) if necessary, we obtain a new graph GĎ with the following property. Observe that τ  τ ′  ν  1 and let
L∗(GĎ,G) := {v ∈ V (GĎ) : dGĎ(v) ≥ (1− τ ′)k and dG(v) ≥ k}. Then we can see that |L∗(GĎ,G)| ≥ (1+ ν)|GĎ|/2. For if not,
then in V (GĎ) we have at least |S ′|/10 − ν|GĎ|/2 ≥ k/41 vertices which lie in L(G) \ L′ but not in L∗(GĎ,G), and therefore
have degree at most (1− τ ′)k in GĎ. They must therefore have degree at least τ ′k in S ′, and so
e(S ′, L(G) \ L′) ≥ (τ ′k)(k/41) > τk2
which is a contradiction.
Thuswehave a new subset of the large vertices, and although they do not quite have degree k inGĎ, there are substantially
more than |GĎ|/2 of them. This will enable us to embed T into G.
Theorem 4.1. Let 0 < τ  τ ′  ν and suppose that we have subgraphs GĎ ⊆ G∗ ⊆ G. Let L∗ = L∗(GĎ,G∗) := {v ∈ V (GĎ) :
dGĎ(v) ≥ (1− τ ′)k and dG∗(v) ≥ k}. Suppose furthermore that
• G∗ was obtained from G by removing some edges between V (G) \ V (GĎ) and V (GĎ) \ L∗ (and in particular, V (G∗) = V (G));
• eG∗
(
V (GĎ), V (G∗) \ V (GĎ)) ≤ τk2;
• |L∗| ≥ (1+ ν)|GĎ|/2.
Then Tk ⊆ G.
In order to apply Theorem 4.1 given sets S ′ and L′ as above we define G∗ to be the graph obtained from G by removing all
edges between S ′ and L′, and define GĎ := G− S ′. We just need to check that, with L∗ defined as in Theorem 4.1, L′ ∩ L∗ = ∅
and therefore that G∗ has the form described above. But recall that originally G was edge-minimal subject to satisfying the
conditions of Theorem 1.3. Therefore since any vertex x in L′ had a neighbour y in S ′ then x had degree exactly k, since
dG(x) ≥ k but if dG(x) ≥ k + 1 then we could have deleted xy from G without violating the conditions of Theorem 1.3.
Therefore once the edges between L′ and S ′ are deleted, every vertex in L′ has degree at most k − 1 in G∗ and so cannot lie
in L∗, as required.
In our proof we will generally identify Gwith G∗, since if we can prove Tk ⊆ G∗ then certainly Tk ⊆ G. Note that it is not
true that at least n/2 vertices in G∗ have degree at least k, but we will not use this assumption in the proof of Theorem 4.1.
However, it is also not necessarily true that G∗ satisfies some of the assumptions that we made on G regarding edge or
vertex-minimality. In particular there may be a set S ′′ ⊆ S(G∗) such that |NG∗(S ′′)| ≤ |S ′′|/2, which is not the case in G. We
will need this assumption on G in Section 7.2 and so in that section we will once again distinguish between G∗ and G.
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As mentioned in Section 1, the proof of Theorem 1.3 proceeds in two main steps, which will constitute Section 6 (which
covers the non-extremal case) and 7 (which covers the extremal case). In this section we introduce themain results of these
two sections, as well as giving an outline of how they will be proved. In both sections we will further distinguish whether
or not the conditions of Theorem 4.1 hold. Thus in both Sections 6 and 7 we will essentially have two subcases, one where
the conditions of Theorem 4.1 hold, and one where they do not and thus there are no sets S ′ and L′ as defined above. In the
non-extremal case, this will lead us to two separate theorems, one of which will be required to prove Theorem 4.1, and one
in which we will need to apply Theorem 4.1. Although the statements are distinct, the two proofs are, until the very end,
essentially identical, and so we will prove them together. In the extremal case in Section 7 the two proofs will be slightly
more distinct. It will be here that we need the constants θĎi , which play a similar role to the constants θi. However we need
to introduce these different constants so that τ and τ ′ have the correct place in the hierarchy for the proof to work.
4.1. The non-extremal case
Let us first define an extremal graph. As mentioned in the introduction, this is a graph which is close to satisfying the
conditions of Theorem 1.3, but which does not contain some tree T with k edges. In fact, the graph which we define will not
contain any tree with k edges. The construction is an extension of one given in [17].
Definition. The half-complete graph on k vertices is a graph Hk on vertex set V = V1 + V2 where |V1| = dk/2e and |V2|
= bk/2c, and with edge set consisting of all pairs within V1 and all pairs between V1 and V2.
Definition. Let Gex(n) be the graph consisting of bCc disjoint copies of Hk together with further copy of Hn−bCck (recall that
C = n/k).
Now it is easy to see that Gex(n) does not contain any tree with k edges (k+ 1 vertices), since its components all have size at
most k. However, when C is very close to an integer, we can also see that almost n/2 vertices have degree almost k (at least
n/2 if k divides n exactly). Gex(n) therefore comes very close to satisfying the conditions of Theorem 1.3, but nevertheless
fails to satisfy the conclusion. In this sense it is an extremal graph. In fact, it turns out that in some sense it is the unique
extremal graph.3 This fact is captured by the Stability Theorem which will be introduced in Section 4.2. However, we will
not explicitly prove the Stability Theorem in this paper — it is simply an implicit consequence of the proof of Theorem 1.3.
The extremal case partly describes the structure of the extremal graph. We denote the extremal case by EC or EC(α),
where α  1 will be some appropriate parameter:
EC(α): G contains a set of vertices A of size k such that e(A, V (G) \ A) ≤ αk2.
However, we will need to be slightly more careful than this, and so we define ECj for 1 ≤ j ≤ bCc. Recall that
θ1  θ2  · · ·  θbCc  1.
ECj: G contains disjoint sets of vertices V1, . . . , Vj each of size k such that e(Vi, V (G) \ Vi) ≤ θjk2 for 1 ≤ i ≤ j.
For the proof of Theorem 4.1 we will need a similar condition, but with θj replaced by θ
Ď
j .
ECĎj : G
Ď contains disjoint sets of vertices V1, . . . , Vj each of size k such that eGĎ(Vi, V (GĎ) \ Vi) ≤ θĎj k2 for 1 ≤ i ≤ j.
If a graph G does not satisfy ECj for any 1 ≤ j ≤ bCc, we say that we are in the non-extremal case. Then it turns out
that G is sufficiently different from Gex(n) that we can embed T into G even if we relax the degree conditions of Theorem 1.3
slightly. As mentioned before, we will need two versions of the non-extremal theorem. Theorem 4.3 will be required for the
proof of Theorem 4.1 which in turn is required to guarantee the conditions of Theorem 4.2. However, since it is only towards
the end of the proofs that the two differ significantly, we go through most of the proof for both results together.
Theorem 4.2. Suppose we have constants satisfying 0 < α2  α1  τ  1/C ′ ≤ 1, and an integer k0 satisfying 0 <
1/k0  α2. Then for any integers k, n ∈ N satisfying k0 ≤ k ≤ n ≤ C ′k the following holds: Let G be a graph on n vertices, let
G′ ⊆ G be an induced subgraph on n′ ≤ n vertices, and let
L = L(G′,G) := {v ∈ V (G′) : dG′(v) ≥ (1− α2)k and dG(v) ≥ k}.
Suppose that |L| ≥ (1−α2)n′/2, that eG(V (G′), V (G)\V (G′)) ≤ α22k2 and that G′ does not satisfy EC(α1). Suppose furthermore
that there do not exist sets S ′ ⊆ S := V (G′) \ L and L′ ⊆ L such that |S ′| ≥ k/4, |L′| ≤ (2/5)|S ′| and e(S ′, L \ L′) ≤ τk2. Then
Tk ⊆ G.
Theorem 4.3. Suppose that we have constants satisfying
1/k0  τ ′  α2  α1  ν  1/C ′ ≤ 1
3 Of course we could modify Gex(n) by making each copy of Hk complete. However, the resulting graph would clearly contradict our assumption that
there are no edges between small vertices and that there are at most n/2+ 1 large vertices.
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and integers k, n ∈ N such that k0 ≤ k ≤ n ≤ C ′k. Let GĎ ⊆ G∗ ⊆ G be subgraphs as in the statement of Theorem 4.1, and let
G′ ⊆ GĎ be a further subgraph on n′ vertices. Let
L = L(G′,GĎ,G∗) := {v ∈ L∗(GĎ,G∗) : dG′(v) ≥ (1− α2)k}.
Suppose that |L| ≥ (1+ ν/2)n′/2, that eGĎ(V (G′), V (GĎ) \ V (G′)) ≤ α22k2 and that G′ does not satisfy EC(α1). Then Tk ⊆ G.
The crucial difference between these two theorems is that in Theorem 4.2 we have the condition that there are no sets
S ′ ⊆ S(G) and L′ ⊆ L(G) which would have led to the existence of GĎ, while in Theorem 4.3 we assume that GĎ exists, and
thus we have the extra condition that L∗ covers substantially more than half of the vertices of GĎ. This in turn leads to the
condition that L covers more than half of the vertices of G′, as in the statement of Theorem 4.3. To enable us to go through
most of the proof of both together, we will not use either of these extra conditions until near the end of the proof. Although
α1 and α2 appear in both Theorems, they will not be the same (as mentioned before, they will be chosen later to depend
either on θi or on θ
Ď
i ). However, we use the same notation because they will play similar roles in the two theorems, and by
using the same notation we can go through both proofs together.
Note in particular that if G does not satisfy EC , then G′ = G will satisfy the conditions of Theorem 4.2 (or similarly if
GĎ does not satisfy EC , then G′ = GĎ will satisfy the conditions of Theorem 4.3). However, we need the stronger statement
here because in our proof of Theorem 1.3 (or Theorem 4.1) we will consider the maximal j for which ECj (or correspondingly
ECĎj ) holds in G (in G
Ď). We will then apply Theorem 4.2 (Theorem 4.3) to G′ = G −⋃ji=1 Vi (or G′ = GĎ −⋃ji=1 Vi). Since
we assumed that jwas maximal, EC(θj+1) (or EC(θĎj+1)) will not hold in G′, and we will show that the remaining conditions
of the theorem also hold unless j = bCc = bn/kc (or j = b|GĎ|/kc). Thus we may assume that G (or GĎ) splits completely
into ‘‘almost components’’ of size k and one leftover set of size less than k. In Section 7 we will go on to use this structure to
embed T directly into G.
The proof of Theorems 4.2 and 4.3 will make use of Szemerédi’s regularity lemma. Using the standard fact that various
properties of the original graph are inherited by the reduced graph, wewill be able to prove a structure lemma (Lemma 6.5).
This will give us two adjacent clusters A and B in the reduced graph, together with a matchingM into which both A and B
have appropriately high degree. We will then split the tree T into a (small) number of subtrees in an appropriate way. (To
recover T , we re-connect the roots of these trees to their original parent vertices in T .) The roots and the parent vertices will
be embedded into A and B, while the remaining vertices will be embedded intoM.
4.2. The extremal case
In the extremal case we need to be more careful, since Gmay be close to a graph which does not contain some T ∈ Tk,
and using the regularity lemma would remove some edges.
Instead, we use the structure which we already knowwe have in G. Recall that we could assume that G splits completely
into bCc almost components of size k and one leftover set of size at most k. We can show first that this leftover set has size
almost k or almost zero (relative to k). For the proof of Theorem 4.1 this will already be enough. Secondly, we prove that in
fact wemay assume that a stronger version of the extremal case holds, which we call EC ′. We delay the precise definition of
EC ′ until Section 7.1. Roughly it guarantees that in addition to the properties of EC , we may also assume that every vertex of
L ∩ Vi has almost all its neighbours in Vi. We will then use this stronger structure to embed the tree T directly into G (with
most of T generally being embedded into just one of the Vi).
Together with Theorem 4.2, this gives us the following Stability Theorem (cf. Theorem 1.9 in [17]).
Theorem 4.4 (Stability Theorem). For every µ > 0 and C ≥ 1 there exist ε > 0 and k0 ∈ N such that for any k0 ≤ k ≤ n ≤ Ck
the following holds: Suppose that G is a graph on n vertices with |L(G)| ≥ (1 − ε)n/2. Suppose furthermore that no proper
subgraph G′ ⊂ G satisfies L(G′) ≥ (1 − ε)|G′|/2, and that G does not contain some T ∈ Tk. Then G can be transformed into
Gex(bCck) or Gex(dCek) by adding or deleting at most µk vertices and at most µk2 edges.
In particular either C − bCc ≤ µ or dCe − C ≤ µ.
We do not prove this theorem explicitly in this paper. However, it is an implicit consequence of the proof of Theorem 1.3.
Theorem 4.4 roughly says that Gex(n) is the only extremal graph when the bound on the number of large vertices is
decreased by a small amount. The same cannot be said if we decrease the degree of the large vertices. For example, suppose
we demand that at least n/2 vertices of G have degree at least (1 − ε)k. We will assume for now that n is even. Then we
partition V (G) into V1 and V2, where |V1| = |V2| = n/2 and construct a random d(1− ε)k/2e-regular graph within V1 and
a random b(1− ε)k/2c-regular bipartite graph between V1 and V2. Note that the maximum degree of G is (1− ε)k, and so
G does not contain the star Sk on k+ 1 vertices. So with high probability Gwill satisfy analogous conditions to Theorem 4.4
while the n/2 vertices of V1 have degree (1 − ε)k. However, with high probability G will not look like Gex(n); in fact G will
be an expander. We omit the proof of these assertions. The case when n is odd is similar.
5. The special case
We first consider the following special case.
• SC: e(L(G)) ≤ νk2.
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We will show that in this case we can embed the tree T into G directly, and thus we may assume that SC does not hold.
We need this assumption in the non-extremal case, and therefore the following lemma has a similar form to Theorems 4.2
and 4.3, in that we have a graph G′ which was obtained from G or GĎ by removing ‘‘almost components’’ of size k.
Lemma 5.1. Suppose we have constants such that 0 < 1/k0  ν ′′  ν  1/C ′ ≤ 1 and integers k, n ∈ N satisfying k0 ≤ k
≤ n ≤ C ′k. Let G be a graph on n vertices, let G′ ⊆ G be a graph on n′ ≤ n vertices, and let L = L(G′,G) := {v ∈ V (G) :
dG′(v) ≥ (1− ν ′′)k and dG(v) ≥ k}. Suppose |L| ≥ (1− ν ′′)n′/2. Suppose further that e(L) ≤ νk2. Then Tk ⊆ G.
We will use k0, ν and C ′ as defined in our hierarchy, while ν ′′ may be chosen as required later. Observe that 1/k  ν ′′ 
ν  1/C , where C = n/k ≤ C ′ as before. For the proof we will need the following simple fact, which appears in [17] as
Fact 5.13.
Fact 5.2. If the vertex set of a tree T is partitioned into two subsets U1 and U2 such that U2 is an independent set, then U2 contains
at least |U2| − |U1| + 1 leaves of T . 
Proof of Lemma 5.1. Let S := V (G′) \ L. Note that since e(L) ≤ νk2, there are at most 2√νk vertices of L with more
than
√
νk neighbours in L. Removing such vertices, we obtain L′ with δ(L′, S) ≥ (1 − ν ′′ − √ν)k ≥ (1 − 2√ν)k, and
|L′| ≥ (1 − ν ′′)n′/2 − 2√νk ≥ (1 − 3√ν)n′/2. Let S ′ ⊆ S be the set of vertices with at least (1 − ν1/5)k neighbours in L′.
Now
eG′(L′, S) ≥ (1− 2√ν)(1− 3√ν)kn′/2 ≥ (1− 5√ν)kn′/2.
Conversely, since no vertex in S has degree more than k in G′,
eG′(S, L′) ≤ |S ′|k+ |S \ S ′|(1− ν1/5)k
≤ |S ′|k+ [(1+ ν ′′)n′/2− |S ′|](1− ν1/5)k
= ν1/5k|S ′| + (1− ν1/5)(1+ ν ′′)kn′/2.
Combining these two inequalities gives
ν1/5|S ′| ≥ ((1− 5√ν)− (1− ν1/5)(1+ ν ′′))n′/2
≥ (ν1/5(1+ ν ′′)− 6√ν)n′/2
≥ ν1/5((1+ ν ′′)n′/2− ν1/5k)
≥ ν1/5(|S| − ν1/5k)
and thus we have at most ν1/5k vertices in S which have fewer than (1− ν1/5)k neighbours in L′. Removing these, we obtain
a bipartite subgraph G′′ ⊆ G[L′ ∪ S ′]with minimum degree at least (1− ν1/6)k.
Now T is also bipartite with classes U1 and U2, where without loss of generality |U1| ≤ |U2|. Suppose |U1| ≥ k/3. Then
since |U1| ≤ |U2| ≤ 2k/3+ 1, by the minimum degree of G′′ we can embed T greedily. On the other hand if |U1| ≤ k/3 then
by Fact 5.2, U2 contains at least |U2| − |U1| + 1 ≥ k/3 leaves. Removing these leaves gives a set U ′2 of size at most 2k/3+ 1.
So we can embed U1 and U ′2 greedily into L′ and S ′ respectively. Then since vertices of U1 were embedded into L′, whose
vertices are large in G, we can embed the remaining leaves of U2 greedily. In either case, we embed T into G as required. 
6. The non-extremal case
We now aim to prove Theorems 4.2 and 4.3. Since the proofs are almost identical, for most of this section we will go
through both together. Only towards the end of the argument will we distinguish the two proofs. The main tool that we use
is Szemerédi’s regularity lemma.
6.1. The regularity lemma
In this section we will introduce the regularity lemma, as well as defining the reduced graph. We will also state some
standard properties of both the regularised graph and the reduced graph. We begin with the definition of an ε-regular pair.
Definition 6.1. Given a bipartite graph with vertex classes X and Y , and given ε > 0, we say that the pair (X, Y ) is ε-regular
if for all subsets X ′ ⊆ X and Y ′ ⊆ Y which satisfy |X ′| ≥ ε|X | and |Y ′| ≥ ε|Y |we have
d(X ′, Y ′) = d(X, Y )± ε.
The version of the regularity lemma which we use is the degree form (see e.g. [10]).
Lemma 6.2 (Regularity Lemma (Degree Form)). For every ε > 0 there is an N0 = N0(ε) and an n0 = n0(ε) such that for any
d ∈ [0, 1] and for any graph G′ on n′ ≥ n0 vertices, there is a partition of V (G′) into V0, V1, . . . , VN and a subgraph G′′ of G′
such that the following holds:
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• N ≤ N0
• |V0| ≤ εn′
• |V1| = |V2| = · · · = |VN | ≤ dεn′e
• e(G′′[Vi]) = 0 for 0 ≤ i ≤ N.
• All pairs (Vi, Vj) for 1 ≤ i < j ≤ N are ε-regular in G′′, with density either 0 or at least d.
• dG′′(v) ≥ dG′(v)− (d+ ε)n for every vertex v ∈ V (G′). 
The Vi are usually called clusters. We apply the regularity lemma to the graph G′ in Theorems 4.2 and 4.3, with constants
d and ε as given in the hierarchy at the start of Section 4. (Note that since we had 1/k  ε, and since n′ & k, we will have
n′ ≥ n0.) We thus obtain a regularised graph G′′, which is simply G′ with some edges removed. (The edges that have been
removed are the edges within clusters Vi, edges between clusters Vi, Vj forming a non-ε-regular pair and edges between
clusters Vi, Vj forming a regular pair of density less than d.) V0 is the exceptional set. We generally ignore V0, removing it
from the graph G′′, but still denote the ‘‘pure’’ graph thus obtained by G′′. Note that now in G′′ we still have that for each
vertex v in V (G′) \ V0,
dG′′(v) ≥ dG(v)− (d+ ε)n− |V0| ≥ dG(v)− (d+ 2ε)n ≥ dG(v)− 2dn.
We also obtain a reduced graph H on N vertices (where N ≤ N0(ε)). The vertices of H will be the clusters V1, . . . , VN . There
will be an edge in H between two such clusters if they form an ε-regular pair of density at least d in G′′. (This is equivalent
to saying that there is at least one edge between these two clusters in G′′.)
Note that each cluster contains approximatelyn′/N vertices ofG′. For simplicity,wewill assume that each cluster contains
exactly M := n′/N vertices (and in particular we assume that n′/N is an integer). This assumption does not affect any
calculations significantly.
When appropriate, we will consider H to be a weighted graph. It will be clear from the context when this is intended.
We define the weight of an edge XY in the reduced graph to be d(X, Y ) := MdG′′(X, Y ) = eG′′(X, Y )/M . Thus the weight
of an edge is the average number of neighbours in one cluster of a vertex in the other. If XY is not an edge then we define
d(X, Y ) := 0. Recall from Section 3 that the weighted degree d(X) of a cluster X in the reduced graph is defined to be the
sum of the weights of all edges incident to that cluster, i.e. d(X) =∑Y∈V (H)−X d(X, Y ).
Suppose that we have an ε-regular pair (A, B)with density d′. Then we say that a vertex x ∈ A is typicalwith respect to B
if dB(x)/M ∈ (d′− ε, d′+ ε). By the definition of an ε-regular pair, all but at most 2εM vertices of A are typical with respect
to B. More generally, if we have a cluster set B = {B1, B2, . . . , Bs} and each pair (A, Bi) is ε-regular with density di, then
we say that a vertex x ∈ A is typical with respect to B if for all but√εs of the clusters Bi, dBi(x)/M ∈ (di − ε, di + ε) (i.e. x
is typical with respect to Bi). It is easy to see that at most 2
√
εM vertices of A are not typical with respect to B. Even more
generally, suppose we have subsets B′i ⊆ Bi for i = 1, . . . , s, and we define bi := |B′i|/M . LetB ′ = {B′1, B′2, . . . , B′s}. Then we
say that a vertex x ∈ A is typical with respect toB ′ if for all but√εs of the sets B′i , dB′i (x)/(biM) ∈ (di − ε, di + ε). If bi  ε
for each i, then it is easy to see that all but at most ε1/3M vertices of A are typical with respect toB ′.
6.2. Outline of the non-extremal case
In this section we present a short overview of the main ideas in the non-extremal case. Since the proofs of Theorems 4.2
and 4.3 are very similar, we will go through both proofs together until near the end of the argument when we need to
distinguish them. The proof proceeds by contradiction and therefore we assume that there is some tree T ∈ Tk such that
T 6⊆ G. From this assumption we will go on to prove several properties of the tree T and the graph G, and eventually derive
a contradiction.
We will apply the regularity lemma to the graph G′ defined in Theorems 4.2 or 4.3 to obtain a reduced graph H . In H we
define L to be the set of clusters which contain many vertices of L, and S := V (H) \ L. We think of L as being the ‘‘large’’
clusters of H , and indeedL inherits many of the properties of L.
We will then prove a Structure Lemma (Lemma 6.5) and apply it to H to find two adjacent clusters A and B and a cluster
matchingM such thatdM(A) anddM(B) are appropriately large (recall thatdM(A) denotes the totalweight of edges between
A and V (M)). Our aim will be to embed T primarily into A ∪ B ∪M.
In order to help us to do this, in Section 6.3 we split the tree T into smaller subtrees, giving us a forest in which each
tree has its own root. These roots will be embedded into A or B, while the remaining vertices of a subtree will be embedded
into an edge e ofM. Since all trees are bipartite, and since the subtrees are small, we will be able to use standard regularity
arguments to perform this embedding. Thus any particular subtree can be embedded easily, but we need to work to show
that we can embed all of the subtrees without re-using any vertices.
The Structure Lemma in fact gives two cases, which we deal with separately.
Case 1: dM(A), dM(B) ' k.
In this case we can almost embed the whole tree straight away, with standard regularity arguments, but small error
terms mean we fall just short of a complete embedding. Thus more work is needed.
We first show that the weighted neighbourhood of A is essentially the same as that of B, i.e. that for almost all edges
e ∈M, de(A) ' de(B) (Corollary 6.10).
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Fig. 1. The structure of H in Case 2.
We then show that for almost every vertex X in the the cluster matchingM, d(A, X) ' 0 or d(A, X) ' 1. (Claim 6.13).
Thirdly, we show that for almost every edge e = (X, Y ) ∈ M, either de(A)/M ' 0 or de(A)/M ' 2 (recall thatM is the
number of vertices in a cluster given by the regularity lemma). In other words, we do not have d(A, X) ' 0 and d(A, Y ) ' 1
or vice versa (Claim 6.14).
We now consider those edges e ∈ M such that de(A) ' de(B) ' 2M . The vertices in these edges form a set of size
approximately k/M , which we call V1. The corresponding vertices in G′ form a set V1 of size approximately k. We set
V2 := V (G′) \ V1, and V2 := V (H) \ V1. Now since G′ does not satisfy the conditions of the extremal case, we know
that eG′(V1, V2) is reasonably large, and so correspondingly we deduce that eH(V1,V2) > ρ(k/M)2.
On the other hand, we will split V1 into disjoint cluster sets L1 and S1, and show that e(S1,V2) and e(L1,V2) are both
small (Claims 6.18 and 6.19). This will give us the required contradiction.
Case 2: dM(A) ' k and dL∪M(B) ' k/2. Furthermore, every edge ofM has at most one endvertex in the neighbourhood
of A.
In this case we will first use the properties ofL to construct a matchingML attached to NL\M(B). Using this matching to
augment the original matchingM, we show that we can embed T unlessML is very small. Since the former would give us
the required contradiction, we can assume thatML is very small. We will use this to show that dL\M(B) is very small and
therefore dM(B) ' k/2.
We then observe that under the conditions of Theorem 4.3, we would actually obtain something even stronger than
this. In particular, we can prove that dM(B) is significantly larger than k/2, and this will allow us to complete the proof of
Theorem 4.3 easily, and we turn our attention to the proof of Theorem 4.2.
From here we use arguments similar to those in Case 1 to show that for almost all edges e ∈ M, either de(B)/M ' 0 or
de(B)/M ' 2 (Claims 6.21 and 6.22).
We now consider set of clusters in those edges e ∈ M such that de(B)/M ' 2, and we split the clusters in these edges
into two sets, S0 andL0. We also considerR0 := NH(B) \ (L ∪M). Our bounds on the degree in H of B, together with the
previous results, will show that altogether V0 := R0 ∪ S0 ∪ L0 has size approximately k/M , and that |L0| ' k/(4M) (see
Fig. 1).
Nextweprove that there is no largematching betweenS0 andV (H)\V0 (Lemma6.23), andno largematching betweenR0
and V (H)\V0 (Lemma 6.25). This will also imply thatR0∪S0 is made up almost entirely of clusters from S (Corollary 6.24).
But then by considering the clusters ofR0 ∪ S0 which are also in S and which lie outside a maximummatching between
R0 ∪ S0 and V(H) \ V0, we obtain a set S′1 ⊆ R0 ∪ S0 of size approximately 3k/(4M), and whose neighbourhood outside
V0 lies only among the other endpoints of the maximum matching. Thus we can show that NH(S′1) lies essentially within
L0, and so has size less than 7|S′1|/20.
However, we can show that in G′ this gives rise to a set S ′ ⊆ S of size approximately 3k/4 and a set L′ ⊆ L of size at most
2|S ′|/5 such that eG′(S ′, L\L′) is very small.We then denote the currentG′ byGĎ before deleting S ′, andmoving some vertices
of L to S if necessary, to obtain a new G′ which satisfies the conditions of Theorem 4.3, which we have already proved. Thus
the proof of Theorem 4.2 will also be complete.
6.3. Preparing the tree T
We will be attempting to embed the tree T into G using the regularity lemma. In order to help us do this, we first split T
up into smaller trees.
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A tree T ′ rooted at a vertex r ′ is called an εM-tree if it has at least εM vertices, but if every tree in the forest T ′ − r ′ has
fewer than εM vertices. Now if T is rooted at r and has at least εM vertices, then theremust be some vertex r ′ such that T (r ′)
is an εM-tree (for consider the lowest r ′, i.e. furthest from the root r of T , such that T (r ′) has at least εM vertices). As long as
T still has more than εM vertices, we remove such an εM-tree. This process gives us a sequence of trees T1, T2, . . . , Tt with
roots r1, r2, . . . , rt , where each Ti (except possibly Tt ) is an εM-tree. Let pi := P(ri) (or if ri = r , then we do not define pi).
We denote the resulting forest by F := T1 ∪ · · · ∪ Tt , and we can recover T from F by connecting ri to pi for each i. Note that
the pi are not necessarily distinct.
We now perform some extra splitting to ensure that the forest F has the sort of structure that we will need. For i > j
we call the two roots ri and rj close roots if pj ∈ Ti. (This is equivalent to saying that two roots are close if the unique path
between them in T contains no other roots.) It will be useful later on to have the property that any two close roots are either
at even distance in T or are in fact adjacent in T (i.e. are at distance 1). Therefore if ri and rj are close roots, with i > j, and
if they are at an odd distance greater than 1, we will split the forest F still further by turning pj into a root in its own right,
and deleting the edge between pj and P(pj). Note that since pj and ri have even distance, this process does not create any
new pairs of close roots at odd distance greater than 1. We need therefore perform the process at most once for each of
the original roots. Thus in total we increase the number of roots by at most a factor of 2, and so the number of roots is still
relatively small. This will be important later on.
We now no longer have that F is composed almost entirely of εM-trees. Instead, F is composed of εM-trees and trees
with fewer than εM vertices. For simplicity we will generally refer to εM-trees, even though the trees may have fewer than
εM vertices.
We now redefine t to be the number of trees we have after this extra splitting, and we re-enumerate the roots ri in an
appropriate way; in particular we require that if rj ∈ T (ri), then j ≤ i. Then as before we define pi := P(ri) (unless ri is the
root r of the whole tree T ). Thus we obtain a sequence of trees T1, T2, . . . , Tt with roots r1, r2, . . . , rt , where
t ≤ 2(k+ 1)/(εM) = 2(k+ 1)N/(εn′) ≤ 2N/ε ≤ f (ε) k, dM. (1)
Here f is some function arising from the regularity lemma.
We will always start embedding at the root r of T , and so will embed the Ti in reverse order. In this way, whenever
we come to embed a vertex x of T , the only neighbour of x already embedded is P(x), i.e. none of the children of x will be
embedded before x. Therefore we will only need to find an image vertex for x in the neighbourhood of one vertex of G′,
namely the vertex chosen for P(x). Sometimes we appear to embed the trees of F in some other order. However, in such
cases we will actually only pick some trees, reserve some clusters of H into which we will embed them and show that they
can be embedded at the appropriate time. We will always be able perform the actual embedding in reverse order of Ti,
although we will not mention this explicitly from now on.
We will be attempting to embed T into clusters A and B, which are adjacent in the reduced graph, and a matchingM
in the reduced graph into which both A and B have appropriately high degree. The roots ri will be embedded into A and B,
while the remaining vertices will be embedded into the clusters ofM. It is important therefore to observe that as stated in
(1) the number of roots and parents t is considerably smaller thanM , the size of the clusters A and B.
During the non-extremal case, to ease notation wewill sometimes abuse notation by writing, for example, A∪M, where
A is a cluster andM is a cluster matching. In this case we mean {A} ∪ V (M).
We also split F into Fa and Fb. If the root ri of Ti has an odd distance from the root r of T , we put Ti into Fa. Otherwise we
put Ti into Fb. By moving the root of T to a neighbour of r if necessary4 wemay assume that |Fa| ≥ |Fb|. As mentioned before,
we intend to embed the roots of F into A and B. More specifically, the roots of Fa will be embedded into A, and the roots of
Fb into B. It is for this reason that we required that any close roots were either at even distance or at distance 1.
For if ri and rj are close roots, where j < i, then P(rj) ∈ Ti. If for example ri ∈ Fa, then Ti − ri will be embedded into
some regular pair (X, Y )which intersects the neighbourhood of A in H , but may not intersect the neighbourhood of B. Then
if rj ∈ Fa, we will embed rj into A, which will be possible because P(rj) ∈ Fa will be embedded into (X, Y ) which intersects
NH(A). On the other hand, if rj ∈ Fb, then we will want to embed P(rj) into a cluster which is adjacent to B in H , which may
not be the case for X or Y . But since rj must be at odd distance from ri, with our additional assumption we know that in fact
P(rj) = ri. Therefore P(rj) has already been embedded into A, which will be a neighbour of B in H as required.
Observe from (1) that t  dM . Note therefore that if we have embedded a parent pi of a root ri ∈ Fa and if pi has
been embedded onto a vertex x in a cluster D adjacent to A, then provided x is typical with respect to A we have at least
(d−ε)M− t ≥ dM/2 neighbours of x still available for the embedding of ri. In fact, we will embed roots into a subset A′ ⊆ A
of size at least
√
dM , which will be defined later. Provided x is typical with respect to A′, at least d3/2M/2 neighbours of x in
A′ will be available. Furthermore at most
√
εM vertices of Dwill not be typical with respect to A′, and since removing these
vertices will not affect any calculations significantly, we may demand that all vertices of Fa are embedded onto vertices of
G′′ which are typical with respect to A′. Similarly, we will assume that vertices of Fb are embedded onto vertices of G′′ which
are typical with respect to a subset B′ ⊆ B of size at least√dM .
Meanwhile, vertices of A and B onto which we embed roots may need to be typical with respect to some clusters of H , or
some subsets of these clusters. These subsets of clusters will always have size at least
√
dM , and since d  ε, as observed
4 When moving the root we may have to re-order some of the trees of F to ensure that if rj ∈ T (ri) then j ≤ i.
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when we defined typical vertices, at most ε1/3M vertices of A or B will not be typical with respect to such subsets as we
require. On the other hand, a parent vertex whose child should be a root in A will be typical with respect to A, and thus
have at least dM/2 available neighbours in A, and thus at least dM/3 available and typical neighbours. Thus we will always
have appropriate unused neighbours remaining. By an identical argument, the same is true for roots to be embedded into
B. Thus we will be able to perform any embedding of roots greedily, and we need only concentrate on the embedding of
the remainder of F . From now on, and for the rest of the paper, we will assume implicitly that the roots of F can always be
embedded appropriately.
Let R = {r1, . . . , rt} denote the set of roots of F . We now define Leveli(F), for any integer i ≥ 0, to be the set of vertices
at distance i from a root in F . Thus Level0(F) is exactly R, Level1(F) = NF (R) etc.
6.4. Proof of Theorems 4.2 and 4.3
As mentioned before, most of the proofs of Theorems 4.2 and 4.3 will be presented together. It is only at the end of the
argument, when the two proofs become significantly different, that we distinguish between them.
Let us first observe that under the conditions of Theorems 4.2 and 4.3, S := V (G′) \ L contains few edges. To see this
we will give the argument under the conditions of Theorem 4.2; the other case is similar. For observe that since e(V (G′),
V (G)\V (G′)) ≤ α22k2, at most α2k vertices in V (G′) have at least α2k neighbours in V (G)\V (G′), and so at most α2k vertices
lie both in L(G) and in S. Thus e(S) ≤ α2kn ≤ √α2k2. But then, since G′ does not satisfy EC(α1), even if we remove all edges
within S, G′ does not satisfy EC(α1 −√α2). Since α2  α1 the√α2 error term will not affect calculations significantly, and
so we will assume that S is an independent set. We will find it convenient to prove Theorems 4.2 and 4.3 by contradiction.
Thus we assume that we have some fixed tree T ∈ Tk such that T 6⊆ G. From this assumption we will go on to prove certain
properties that the tree T and the graph Gmust satisfy, and eventually derive a contradiction.
We begin with a claim which corresponds to Claim 5.14 in [17]. Recall that the ratio of a tree T ′ is defined to be
ratio(T ′) := |T ′odd|/|T ′|. Let ξ := 12c and let F 2 := {T ′ ∈ F : c < ratio(T ′) < 1 − c}. In other words, F 2 is the set of
balanced trees in F .
Claim 6.3. |V (F 2)| > ck.
Proof. Suppose |V (F 2)| ≤ ck. Let F 1 := F − F 2 = {T ′ ∈ F : ratio(T ) 6∈ (c, 1− c)}. Then |V (F 1)| ≥ (1− c)k.
For each T ′ ∈ F 1, either |T ′odd| − |T ′even| ≥ (1 − 2c)|T ′| or |T ′odd| − |T ′even| ≤ −(1 − 2c)|T ′|. In either case by Fact 5.2
T ′ contains at least (1 − 2c)|T ′| leaves. Thus F 1 contains at least (1 − 2c)(1 − c)k = (1 − 3c)k + 2c2k leaves. Now by
(1), F contains at most f (ε)-trees, so F has at most 2f (ε) more leaves than T . Since 2c2k > 2f (ε) + 1, T contains at least
(1− 3c)k+ 1 leaves, and at most 3ck = ξk/4 non-leaf vertices.
Since in both Theorems we have 1/k α2  ν wemay apply Lemma 5.1 to G′ with ν ′′ = α2. Thus wemay assume that
SC does not hold in G′, and observing that ν > Cξ , we have e(L) ≥ νk2 > ξCk2, and so d(G′[L]) ≥ 2ξk. Therefore there is an
induced subgraph G∗ of G′ with V (G∗) ⊆ L and with δ(G∗) ≥ ξk. We can embed the non-leaf vertices of T into G∗ greedily,
and since each vertex embedded is large in G, we can embed the leaves greedily, proving that T ⊆ G, which contradicts our
initial assumption. 
Claim 6.3 states that a reasonable proportion of the vertices of F are contained in balanced trees.
Let us now consider some properties of the reduced graph H . Let
L := {A ∈ V (H) : |A ∩ L| ≥ √dM}.
From our comments immediately after the statement of the regularity lemma, all vertices in L still have degree at least
(1−2d)k in G′′. Thus any cluster A ofL contains at least√dM/2 typical (with respect to V (H)−A) vertices of degree at least
(1− 2d)k in G′′. We pick one such vertex, x. Then for all but√εN clusters B ∈ V (H)−Awe have dH(A, B) ≥ dG′′(x, B)− εM ,
and therefore the weighted degree of A in H is
dH(A) ≥ dG′′(x)− (εM)N − (√εN)M
≥ (1− 2d)k− 2√εn′
≥ (1− 3d)k.
In other words, the vertices ofL are in some sense large in H (or equivalently are large clusters in G′′). It is also easy to see
that at least (1− 2α2)N/2 vertices of H are inL, for otherwise
|L| ≤ (1− 2α2)MN/2+
√
dMN + εn′
< (1− α2)n′/2
which is a contradiction. For the proof of Theorem 4.3 a similar calculation shows that in this case |L| ≥ (1 + √ν ′)N/2.
Finally, a cluster A 6∈ L has at most √dM large vertices, and so most of its vertices will have degree less than k in G (and
therefore also in G′). We therefore have at leastM/2 typical (with respect to V (H)− A) vertices in A of degree less than k in
G′, and so dH(A) ≤ k+ (εM)N + (√εN)M ≤ (1+ d)k.
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We note here that when we embed the roots of the forest F , we will embed them onto vertices of A and Bwhich are not
only typical with respect to V (H) \ {A, B}, but also typical with respect to the sets of large vertices in clusters of L. More
precisely, for Vi ∈ L, let Li := L ∩ Vi. Then let B := {Li : Vi ∈ L}. We will demand that roots of F are embedded onto
vertices of A and Bwhich are typical with respect toB. Since |Li| ≥
√
dM for each Vi ∈ L, as observed in Section 6.1, almost
all vertices of A and B are typical with respect toB, and so making this restriction will not affect calculations significantly.
Let S := V (H) \ L. Note that two clusters A and B of S each have subsets A′, B′ of size greater than M/2 which consist
entirely of vertices from S, and so have no edges between them. Thus dG′′(A′, B′) = 0, and therefore dG′′(A, B) = 0, which
means that A and B are non-adjacent in H . Thus S is an independent set in H .
Note also that if there is a set S′ ⊆ S of size at least k/(3M) such that |NH(S′)| ≤ 7|S′|/20, then the small vertices in the
clusters of S′ give a set S ′ of size at least (M −√dM)|S′| ≥ k/4 such that the neighbourhood of S ′ in G′′ is contained in the
clusters belonging to NH(S′) together with the large vertices of S′. Thus |NG′′(S ′)| ≤ 7M|S′|/20+
√
dM|S′|+ |V0| ≤ 2|S ′|/5.
This gives us a set L′ ⊆ L, and for the proof of Theorem 4.2 we have
eG(S ′, L \ L′) = eG′(S ′, L \ L′) ≤ d|S ′||L \ L′| ≤ dn2 ≤ τk2
which leads us as before to the conditions of Theorem 4.1. Thus unless we are in the case when L is substantially larger than
n′/2, i.e. in the proof of Theorem 4.3, we may assume that no such set S′ exists.
Using these properties ofL and S we will find an appropriate structure in H into which we will be able to embed T .
We will make use of the Gallai–Edmonds decomposition (see for example [5]). We say that a graph G∗ is 1-factor-critical
if for any x ∈ V (G∗), G∗ − x has a perfect matching.
Theorem 6.4. Every graph H contains a set U ⊆ V (H) such that each component of H − U is 1-factor-critical, and such that
there is a matching which covers U and which matches the vertices of U to different components of H − U. 
Using this theorem, we obtain the following lemmawhich will give us the appropriate structure in H . The lemma and its
proof are very similar to Lemma 7 in [12].
Lemma 6.5 (Structure Lemma). Let H be a weighted graph on N vertices, in which d(A, B) ≤ M for all pairs of distinct vertices
A, B. Let k ∈ N, and let d, α2, η, ν ′ be positive real numbers satisfying 0 < d  α2  η  ν ′  k/(MN). Suppose there is a
set L ⊆ V (H) such that
• for all x ∈ L, d(x) ≥ (1− 3d)k
• for all x 6∈ L, d(x) ≤ (1+ d)k
• |L| ≥ (1− 2α2)N/2• S = V (H) \L is independent
• e(L) > 0.
Then there are two adjacent vertices A, B ∈ L and a matching M in H such that one of the following holds:
1. M covers N(A) ∪ N(B) except for at most 5α2N vertices.
2. M covers N(A) and dL∪M(B) ≥ (1− η)k/2. Moreover, each edge inM has at most one endvertex in N(A). Furthermore, if in
fact |L| ≥ (1+√ν ′)N/2, then we even have dL∪M(B) ≥ (1+ ν ′)k/2.
The ‘‘furthermore’’ in case 2 will allow us to prove Theorem 4.3, and therefore also Theorem 4.1. Because the additional
assumption in this case gives us a strictly stronger condition in the conclusion, for most of the proof of Theorems 4.2 and 4.3
we will ignore it and use only the weaker bound for case 2. This will allow us to go through both proofs together. We will
use the stronger bound only towards the end of the proof, when we need to distinguish the proofs of Theorems 4.2 and 4.3.
Proof. We apply Theorem 6.4 to (the unweighted version of) H to find a set U and a matchingM′. We fix U and choose
M′ to contain the maximal number of vertices of S. LetM consist ofM′ together with a maximal matching of V (H) −M′.
Now let L′ := L \ U . If there are adjacent vertices A, B ∈ L′, then they are in the same component of H − U , and since
this component is 1-factor-critical, at most one vertex of it is not covered byM. Since all of U is covered byM, at most one
vertex of N(A) ∪ N(B) is not covered byM, so Case 1 holds.
Wemay therefore assume thatL′ is independent. Since S \U is also independent, every component ofH−U is bipartite.
But then since every component is also 1-factor-critical, each component is in fact a single vertex, and we haveM =M′.
Now let L∗ := N(L′) ∩ L ⊆ U . Suppose first that L∗ = ∅. Then either L′ = ∅, in which case U = L (and so |U|
≥ (1− 2α2)N/2)5, or else for every A ∈ L′, N(A) ⊆ U ∩ S. (See Fig. 2.)
In this latter case e(L′,U ∩ S) ≥ (1 − 3d)k|L′| and e(U ∩ S,L′) ≤ (1 + d)k|U ∩ S|. Combining the two gives
|L′| ≤ 1+d1−3d |U ∩ S|. Thus
|L′| − |U ∩ S| ≤
(
1+ d
1− 3d − 1
)
|U ∩ S| ≤ 4d
1− 3dN ≤ 5dN.
5 Note that U ∩ S = ∅, for otherwise, M′ would match each vertex A ∈ U ∩ S to a vertex outside U . But vertices outside U are also in S, and S is
independent, which is a contradiction.
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Fig. 2. The structure of H .
Also |S| − |L| ≤ 4α2N , and thus
|S \ U| − |L ∩ U| = |S| − |L| + |L′| − |U ∩ S| ≤ 4α2N + 5dN ≤ 5α2N.
In both cases we have L ∩ U matched with S \ U , and any vertices of N(L) uncovered by M are in S \ U . Since
|S \ U| − |L ∩ U| ≤ 5α2N , at most 5α2N vertices in N(L) are uncovered. Since e(L) > 0 by assumption, L ∩ U contains
an edge AB and the endvertices A and B together with the matchingM will satisfy Case 1.
Therefore we may assume thatL∗ 6= ∅. Let X := S \ V (M). Now if there exists B ∈ L∗ such that dH−X (B) ≥ (1− η)k/2,
then B together with any neighbour A ∈ L′ satisfy Case 2 without the ‘‘furthermore’’ part, which will be proved at the end.
So we assume that dH−X (B) < (1− η)k/2 for every B ∈ L∗. So dX (B) ≥ (1+ η − 3d)k/2 for all B ∈ L∗, and therefore
e(L∗, X) ≥ (1+ η − 3d)(k/2)|L∗|.
On the other hand
e(X,L∗) ≤ (1+ d)k|X |
and thus |L∗| ≤ 2(1+d)1+η−3d |X |.
Let U ′ = U ∩S. Then e(L∗∪U ′,L′) < (1−η)k|L∗|/2+ (1+d)k|U ′|. But for all A ∈ L′, dL∗∪U ′(A) = dH(A) ≥ (1−3d)k.
So
e(L′,L∗ ∪ U ′) ≥ (1− 3d)k|L′|.
Thus |L′| < 1−η1−3d |L
∗|
2 + 1+d1−3d |U ′|.
S is an independent set, and soM matches U ′ ⊆ S toL′. Thus |L′| ≥ |U ′| + |L \M|. Therefore
|U ′| + |L \M| ≤ 1− η
1− 3d
|L∗|
2
+ 1+ d
1− 3d |U
′| ≤ 1− η
1− 3d
1+ d
1+ η − 3d |X | +
1+ d
1− 3d |U
′|.
So
|L \M| ≤ 1+ d
(1+ η − 3d)(1− 3d) (1− η)|X | +
4d
1− 3d |U
′| ≤ (1− η)|X | + 5d|S ∩M|,
which we express as
|L| − |L ∩M| ≤ (1− η)(|S| − |S ∩M|)+ 5d|S ∩M|.
Thus
|L ∩M| − |S ∩M| ≥ |L| − (1− η)|S| − 5d|S ∩M| − η|S ∩M|
≥ |L| − (1− η2)|S|.
To see the last line, observe that |S|− |S∩M| = |X | ≥ dX (B)/M ≥ k/(2M) for B ∈ L∗. Thus |S|− |S∩M| ≥ 2ηN ≥ 2η|S|.
Now since |L| ≥ (1− 2α2)N/2 and |S| ≤ (1+ 2α2)N/2, we have |S| ≤ 1+2α21−2α2 |L|. So
|L ∩M| − |S ∩M| ≥ |L| − (1− η2)1+ 2α2
1− 2α2 |L| > 0.
ThusMmust contain two adjacent vertices ofL, A and B say. Assumewithout loss of generality that A ∈ L′, B ∈ L∗. Now
B has a neighbour D ∈ X . But then replacing AB with BD inM gives a matching covering more vertices of S thanM = M′
does, contradicting the choice ofM′.
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To see the ‘‘furthermore’’ in case 2, suppose that |L| ≥ (1+√ν ′)N/2, and suppose that dH−X (B) < (1+ν ′)k/2 for every
B ∈ L∗. The argument is similar to the previous argument in the case when L∗ 6= ∅, and we simply alter the calculations
from that case. We reproduce only the important inequalities here; full details will be included in [4]
e(L∗, X) ≥ (1− ν ′ − 3d)(k/2)|L∗|
e(X,L∗) ≤ (1+ d)k|X |
|L∗| ≤ 2(1+ d)
1− ν ′ − 3d |X |
e(L∗ ∪ U ′,L′) < (1+ ν ′)k|L∗|/2+ (1+ d)k|U ′|
e(L′,L∗ ∪ U ′) ≥ (1− 3d)k|L′|
|L′| < 1+ ν
′
1− 3d
|L∗|
2
+ 1+ d
1− 3d |U
′|
|U ′| + |L \M| ≤ 1+ ν
′
1− ν ′ − 3d
1+ d
1− 3d |X | +
1+ d
1− 3d |U
′|
|L \M| ≤ (1+ 3ν ′)|X | + 5d||S ∩M|
|L| − |L ∩M| ≤ (1+ 3ν ′)(|S| − |S ∩M|)+ 5d|S ∩M|
|L ∩M| − |S ∩M| ≥ |L| − (1+ 3ν ′)|S| − 5d|S ∩M| + 3ν ′|S ∩M|
≥ |L| − (1+√ν ′)|S|.
Now since |L| ≥ (1+√ν ′)N/2 we have |L| − |S| ≥ √ν ′N > √ν ′|S|, and so
|L ∩M| − |S ∩M| > 0
and the rest of the argument is as before. 
We nowmake a remark based on the proof of Lemma 6.5 which will be required later on. We defineM2(A) to be the set
of edges ofM with both endvertices lying in N(A).
Remark 6.6. Case 1 can arise in one of three ways:
• A: IfL′ is not independent, then A lies in some component ofH−U and atmost one vertex of this component is uncovered
byM. Furthermore at most one vertex lying inM2(A) does not lie in the same component as A. In particular, all but at
most one of the large vertices ofM2(A) could be used as a vertex for B.
• B: IfL′ is independent andL∗ = ∅, then the conclusion of A holds.
• C: If L′ is independent and L∗ = ∅, then |M| ≥ (1/2 − 10α2)N and any two adjacent clusters of L can play the same
roles as A and B.
Lemma 6.5 gives us two possible cases. We will deal with these cases separately.
6.5. Case 1
We now have adjacent clusters A and B and a cluster matchingM in G′′ − {A, B} satisfying
dM(A), dM(B) ≥ (1− 3d)k− 5α2NM − 4M ≥ (1− η)k
(the −4M term appears because we may have to delete edges fromM incident to A and B), and furthermore A, B ∈ L, so
they contain many vertices of L. The proof in this case will be very similar to the proof in [17] for k = n/2. We will assume
that dM(A) = dM(B) = (1− η)k.6
Recall thatwe split our tree T into εM-trees to obtain forests Fa, Fb, andparent vertices p1, . . . , pt (not necessarily distinct)
where t ≤ f (ε)  M . Let fa := |Fa|, fb := |Fb| and recall that we assume without loss of generality that fa ≥ fb. Since
fa + fb ≤ k+ 1, fb ≤ (k+ 1)/2.
We quote two important embedding results from [17]. The first is a simple consequence of Corollary 5.7 and Lemma 5.9
Part 1 in that paper, while the second appears as Lemma 5.11.
Lemma 6.7. Let A and B be two adjacent clusters in H. If there are disjoint cluster matchingsMa andMb in H −{A, B} such that
fa ≤ d(A,Ma)− 5√εn and fb ≤ d(B,Mb)− 5√εn (2)
then T can be embedded with Fa → A ∪Ma, Fb → B ∪Mb. 
6 We can ensure that (1− η)k ≤ dM(A), dM(B) ≤ (1− η)k+M simply by deleting some regular bipartite graphs between A or B and V (M). SinceM is
comparatively small, the error term will not affect calculations significantly.
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Lemma 6.8. Let A and B be two adjacent clusters, and let M be a cluster matching in H − {A, B}. If a tree T satisfies
|T | ≤ min{d(A,M), d(B,M)} − 12√εn
then T → {A, B} ∪M. 
It is easy to see that using Lemma 6.8 we can embed into A ∪ B ∪M a subtree T ′ of T of size (1 − 2η)k. Our aim now is
to show that we can do slightly better than this, and embed the whole tree T .
Roughly speaking, Lemma 6.8 is proved from Lemma 6.7 in [17] simply by splitting the matchingM intoMa andMb,
where an edge e of M will generally be placed into Ma if A has a greater neighbourhood within this edge than B, i.e. if
de(A) ≥ de(B). (Here de(A) = d(A, X)+ d(A, Y ), where e = XY .) Using this construction, we only lose in N(B) at most what
we need in N(A), and in particular d(B,Mb) = d(B,M)− d(B,Ma) is almost large enough to embed Fb.
However, if de(B) is substantially less than de(A), then we do not lose as much as we assumed. If this happens in many
edges, then we may gain enough room to embed Fb. This is formalised in the following claim (cf. Claim 5.15 in [17]).
Claim 6.9. If fb > η1/3k, then
∑
e∈M |d(A, e)− d(B, e)| < η1/3k.
Proof. Suppose not. We will partition M into Ma and Mb such that (2) holds. Then by Lemma 6.7, T → G which is a
contradiction. We define
M1 := {e ∈ M : d(A, e) ≥ d(B, e)};
M2 :=M −M1;
a(i) := d(A,Mi) for i = 1, 2;
b(i) := d(B,Mi) for i = 1, 2.
Since a(1) + a(2) = b(1) + b(2) = (1− η)k, we have that
a(1) − b(1) = b(2) − a(2) = 1
2
∑
e∈M
|d(A, e)− d(B, e)| ≥ η1/3k/2.
Without loss of generality7 we assume that a(1) ≤ b(2). Then
b(2) − b(1) = (b(2) − a(1))+ (a(1) − b(1)) ≥ 0+ η1/3k/2.
Also b(2) + b(1) = (1− η)k, and so
b(2) ≥ 1
2
((1− η)k+ η1/3k/2) ≥ fb + 5√εn
where the second inequality follows since fb ≤ (k+ 1)/2. Now there existsMb ⊆M2 such that
fb + 5√εn ≤ d(B,Mb) ≤ fb + 5√εn+ 2M
and furthermore
d(B,Mb)− d(A,Mb)
d(B,Mb)
≥ d(B,M
2)− d(A,M2)
d(B,M2)
≥ η
1/3k
2b(2)
.
This is because we can order the edges of M2 as e1, e2, . . . , es in such a way that, setting ai := d(B, ei) − d(A, ei) and
bi := d(B, ei) we have ai/bi ≥ ai+1/bi+1 for 1 ≤ i ≤ s − 1. Then for any s′ ≤ s we have
∑s′
i=1 ai∑s′
i=1 bi
≥
∑s
i=1 ai∑s
i=1 bi
. We then simply
pick s′ to be minimum such that
∑s′
i=1 bi = d(B,Mb) ≥ fb + 5
√
εn.
NowMb certainly satisfies (2). Also
d(B,Mb)− d(A,Mb) ≥ d(B,Mb)η
1/3k
2b(2)
> fb
η1/3k
2k
> η2/3k/2.
Now letMa :=M −Mb. Then
d(A,Ma) = d(A,M)− d(A,Mb)
= d(A,M)+ (d(B,Mb)− d(A,Mb))− d(B,Mb)
≥ (1− η)k+ η2/3k/2− (fb + 5√εn+ 2M)
≥ fa + 5√εn.
ThusMa andMb satisfy (2), as required. 
7 Strictly speaking this is not completely without loss of generality, because edges to which A and B had the same density were put intoM1 . However,
such edges do not affect the relevant calculations.
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Corollary 6.10. If fb ≥ η1/3k, then except for at most η1/6k/M edges, all edges inM satisfy |d(A, e)− d(B, e)| < η1/6M. 
Wenowdefine a new constant β such that η  β  α1. The following claim (cf. Claim 5.16 in [17]) is the crucial point of
the argument. It says that if somewhere within the matching we can embed slightly more of the forest F than we expected
to, then we gain enough room that we can embed the rest of F into the rest of the matching.
Claim 6.11. LetM0 ⊆M be a matching of size at most k/(4M). Suppose that we have a subforest F˜a ⊆ Fa with |F˜a| ≥ d(A,M0)
+ βk, and suppose that for any embedding of Root(F˜a), the set of roots of F˜a, to vertices of A typical with respect toM0, we can
extend this to an embedding of F˜a intoM0 ∪ (V (H) \ (M ∪ B)). Then T → G. The corresponding result holds for a subforest
F˜b ⊆ Fb.
Since both the result and the proof are essentially the same as the corresponding claim and proof in [17] we will only
give an outline of the proof here.
We will partitionM intoMa andMb in such a way thatM0 ⊆ Ma. d(A,Ma \M0)will be slightly greater than |Fa \ F˜a|,
and d(B,Mb) will be slightly greater than fb. The fact that |F˜a| is greater than d(A,M0), together with Corollary 6.10, will
ensure that we can find suchMa \M0 andMb. These will then satisfy Lemma 6.7, and so we can embed T \ F˜a intoMa \M0
andMb using this lemma.
In the casewhen fb < η1/3kwemust be slightlymore careful because Corollary 6.10 does not apply. However, in this case
fb is small enough that we can find any appropriateMb similarly to the method in the proof of Claim 6.9, and removing this
Mb will not subtract too much from d(A,M), and so we will still be able to embed Fa \ F˜a intoMa \ (M0 ∪Mb) as required.
From now onwewill assume that suchM0 and F˜a or F˜b do not exist. Note also that when we perform our embedding, we
can embed R = Root(F) into large typical vertices of A and B, and so any adjacent leaf can be embedded greedily at the end.
So apart from at most t parent vertices, we may assume that all vertices in Level1(F) have at least one child. Thus almost
every tree in F \ R contains at least two vertices.
We now define some notation. Suppose that we have a graph H ′ which we want to embed into G′′. Suppose that we
also have an assignment of the vertices of H ′ to clusters of the reduced graph H , i.e. for each vertex of H ′ we have already
determined into which cluster we would like to embed it. We say H ′
q−→ G′′ if there is an embedding algorithm which
embeds H ′ into G′′ one vertex at a time, which respects the pre-determined assignment, and in which we always have at
least q choices in G′′ for where to embed each vertex of H ′. We also write H ′
−q−→ G′′ if such an embedding exists in which
for each vertex of H ′ we can pick all but q of the vertices in the appropriate cluster of G′′ which have not yet been used in the
embedding. More generally for a subset S ⊆ V (G′′), we write H ′ q−→ S to mean H ′ q−→ G′′[S], and similarly for H ′ −q−→ S.
Let ε′ be a new constant such that ε  ε′  δ. We quote another result from [17] (cf. Lemma 5.3 in that paper). In fact,
Part 1 was proved in [1].
Lemma 6.12. Let (X, Y ) be an ε-regular pair with |X | = |Y | = M and d(X, Y ) ≥ d. Let A be a third cluster and let dx := d(A, X),
dy := d(A, Y ). Let F be an ordered forest consisting of εM-trees, and with at most εM roots.
1. If |F | ≤ (dx + dy − ε′)M, then there is an embedding algorithm with x −2εM−|R|−→ A for x ∈ R = Root(F) and x εM+1−→ X ∪ Y for
x 6∈ R.
2. Suppose furthermore that every tree in F has ratio between c and 1 − c for some 0 < c ≤ 1/2 and that dx ≤ dy. Then the
conclusion of 1 holds provided |F | ≤ (2dx − ε′)M + 11−c (dy − dx)M.
3. Suppose that for some 0 ≤ λ ≤ 1/2 we have λ ≤ dx, dy ≤ (1 − λ), and that every tree in F − Root(F) contains at
least 2 vertices. Then the conclusion of 1 holds provided that |F | ≤ (dx + dy + λ− ε′)M. 
Note that |F | denotes the number of vertices in F , and not the number of trees. Note also that since t ≤ f (ε)  M , F does
indeed have at most εM roots. For part 2, observe that 11−c (dy− dx)+ 2dx− ε′ ≥ dx+ dy+ c(dy− dx)− ε′. We also observe
that since F consists of εM-trees, we can find a subforest F ′ such that
(dx + dy + c(dy − dx)− ε′ − ε)M ≤ |F ′| ≤ (dx + dy + c(dy − dx)− ε′)M.
Therefore provided we can find F ′ such that it also consists of balanced trees, then by Lemma 6.12 part 2 we will be able to
embed a subforest of size at least (dx + dy + c(dy − dx)− ε′ − ε)M .
We defineM1 = M1(A) := {(X, Y ) ∈ M : dG′′(A, X) ∈ [β1/3, 1 − β1/3] or dG′′(A, Y ) ∈ [β1/3, 1 − β1/3]}. The following
result roughly corresponds to Claim 5.18 in [17].
Claim 6.13. |M1| < 2√βk/M.
Proof. Suppose |M1| ≥ 2√βk/M . LetM0 ⊆ M1 be a matching of size 2√βk/M . Now for almost every edge e = (X, Y ) ∈
M0 we can apply Lemma 6.12 to embed a subforest of Fa \ R as large as possible. We assume without loss of generality that
dx := dG′′(A, X) ≤ dG′′(A, Y ) =: dy. Recall that by Claim 6.3 |V (F 2)| ≥ ck. Therefore we also assume that |Fa ∩ F 2| ≥ ck/2.
We may do this without loss of generality here because we will not need the fact that |Fa| ≥ |Fb|.
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If dy − dx > β1/3/2, we will apply Lemma 6.12 Part 2. We therefore set
` := dx + dy + c(dy − dx)− ε′ ≥ de(A)/M + cβ1/3/2− ε′ ≥ de(A)/M +
√
β.
Otherwise note that β1/3/2 ≤ dx ≤ dy ≤ 1− β1/3/2, and we will apply Lemma 6.12 Part 3 with λ = β1/3/2. In this case
we set
` := dx + dy + β1/3/2− ε′ ≥ de(A)/M +
√
β.
In either case we can find a subforest Fe (which consists of trees in Fa, i.e. we do not split up the trees of Fa) of size
`M−εM ≤ |Fe| ≤ `M , and so |Fe| ≥ de(A)+2√βM/3. For the former case we also choose Fe from trees of Fa∩ F 2, and then
we can apply the appropriate part of Lemma 6.12 to embed Fe into A ∪ e. We can do this in all but at most√ε|M0| edges if
Root(F) is mapped to large vertices in A which are typical with respect toM0. Then in total we have embedded a union of
subforests F˜a with
|F˜a| ≥ d(A,M0)+ |M0|(2
√
βM/3)− 2M√ε|M0|
≥ d(A,M0)+ (2
√
βk/M)(2
√
βM/3)− (2M√ε)(2√βk/M)
= d(A,M0)+ 4βk/3− 4
√
εβk
≥ d(A,M0)+ βk.
SoM0 and F˜a satisfy the conditions of Claim 6.11, which contradicts our assumption that no suchM0 and F˜a exist. 
Similarly we defineM2 =M2(A) := {(X, Y ) ∈M \M1 : dG′′(A, X) < β1/3 and dG′′(A, Y ) > (1− β1/3)}.
Claim 6.14. |M2| < √βk/M.
Proof. Suppose instead that there is someM0 ⊆ M2 of size√βk/M . Recall that F 2 = {T ∈ F : Ratio(T ) ∈ [c, 1− c]}, and
that by Claim 6.3, |V (F 2)| ≥ ck. Let F 2a := F 2 ∩ Fa and F 2b := F 2 ∩ Fb. We will assume that |F 2a | ≥ ck/2; the other case (when
|F 2b | ≥ ck/2) is similar. Suppose Root(Fa) has been mapped into large vertices of A typical with respect toM0. For all but at
most
√
ε|M0| edges e ∈M0 we can apply Lemma 6.12 Part 2 to embed at least
d(A, e)+ c(dy − dx)M − ε′M − εM ≥ d(A, e)+ cM/2
vertices of F 2a into e. Thus inM0 we embed a forest F˜a of size
|F˜a| ≥ d(A,M0)+ |M0|cM/2− 2M√ε|M0|
≥ d(A,M0)+ (c/2)
√
βk− 2√εβk
≥ d(A,M0)+ βk.
SoM0 and F˜a satisfy the conditions of Claim 6.11, which is a contradiction once again. 
We now defineM3 = M3(A) := {e ∈ M \ (M1 ∪M2) : d(A, e) < 2β1/3M} and setM′ := M −M1 −M2 −M3,
i.e.M′ = {(X, Y ) ∈ M : dG′′(A, X), dG′′(A, Y ) > 1 − β1/3}. By Claims 6.13 and 6.14, |M1| + |M2| ≤ 3√βk/M , and since A
has low degree to vertices inM3,M′ carries most of the weight of d(A). More precisely, note that by the definition ofM3,
d(A,M3) < β1/3MN . Thus
d(A,M′) > (1− η)k− 3√β(k/M)2M − β1/3MN > (1− β2/7)k
and so |M′| > (1 − β2/7)k/(2M). Furthermore since for any edge e = XY ∈ M′ we have d(A, X), d(A, Y ) ≥ (1 − β1/3)M ,
we also have
(2− 2β1/3)M|M′| ≤ d(A,M′) = (1− η)k
and so
|M′| ≤ 1− η
1− β1/3
k
2M
≤ (1+ β2/7)k/(2M).
Recall thatM2(A) = {(X, Y ) ∈ M : X, Y ∈ N(A)}. ThusM′ ⊆ M2(A). For any real number α ∈ [0, 1], let Nα(J) :=
{X ∈ V (H) : d(J, X) ≥ α}.
Remark 6.15. If two clusters J and K can play the same roles as A and B, then all but at most 3
√
βk/M vertices of Nβ1/3(J)
inM are contained inM2(J).
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This is because we can simply follow all of the above arguments with A and B replaced by J and K . We obtain setsM1(J),
M2(J) andM3(J), but observe thatM3(J)∩Nβ1/3(J) = ∅. Then every edge ofMwhich contains a vertex of Nβ1/3(J) but does
not lie inM2(J)must lie inM1(J) ∪M2(J). But we also have |M1(J)| + |M2(J)| ≤ 3√βk/M as required.
Now if fb ≥ η1/3k, then we letMin =Min(A, B) := {e = (X, Y ) ∈M′ : |d(A, e)− d(B, e)| ≤ βM} andMout :=M−Min.
Let V1 := V (Min) and V2 := V (H)− V1. By Corollary 6.10,
d(A,Min) ≥ d(A,M′)− 2Mη1/6k/M ≥ (1− 2β2/7)k
and so |V1| ≥ (1− 2β2/7)k/M . Also
d(B,Min) ≥ d(A,M′)− 2Mη1/6k/M − βMN ≥ (1− 2β2/7)k.
On the other hand, if fb < η1/3k, then we observe that since we are in Case 1, we could without loss of generality have
switched A and B at the start of the argument. Then we would have obtained a submatchingM′(B) ⊆ M of size at least
(1− β2/7)k/M . We pick a further submatchingM0 ⊆M′(B) of size η1/3k/M . Then
d(B,M0) ≥ (2− 2β1/3)Mη1/3k/M ≥ η1/3k+ 5√εn ≥ fb + 5√εn.
Therefore we can embed Fb into B ∪M0 by Lemma 6.7. We now setMin =Min(A) :=M′(A) \M0. Note that
d(A,Min) ≥ (1− β1/3)k− 2M|M0| ≥ (1− 2β2/7)k.
As beforewe setMout :=M−Min andV1 := V (Min),V2 := V (H)−V1. Thus in either casewe have |V1| ≥ (1−2β2/7)k/M ,
and
d(A,Min) ≥ (1− 2β2/7)k. (3)
In the first case we also have
d(B,Min) ≥ (1− 2β2/7)k. (4)
In the second case we have already embedded Fb outsideMin. In order to go through the proof of both cases together, we
will sometimes refer to embedding some subforest F0 ⊆ F inMin. It should be understood that some of these vertices may
already have been embedded outsideMin in the case when Fb is small, and we do not attempt to rearrange this embedding.
Rather, we embed only F0 \ Fb inMin.
In both cases we also have |V1| ≤ 2|M′| ≤ (1 + β2/7)k/M . We define a new constant ρ such that β  ρ  α1. Recall
that α1 is the constant used in EC (i.e. we assume that EC(α1) does not hold).
We first remove all edges between regular pairs which run betweenV1 andV2 with density less than β1/3, and denote by
H ′ the (unweighted) graph which we obtain fromH by deleting the corresponding edges. LetWi denote the set of vertices of
G contained in the clusters of Vi for i = 1, 2 (and we also put V0 intoW2). Suppose first that eH ′(V1,V2) ≤ ρ(k/M)2. Then
eG(W1,W2) ≤ eG′′(W1,W2 \ V0)+ εn2 + |V0|n
≤
∑
X∈V1,Y∈V2
dH(X, Y )M2 + 2εn2
≤ eH ′(V1,V2)M2 + β1/3M2|V1||V2| + 2εn2
< ρk2 + β1/3M2N2 + 2εn2
< (ρ + β1/4)k2.
So eG(W1,W2) < 2ρk2, and even after moving a few vertices to ensure that |W1| = k, we have eG(W1,W2) < 3ρk2 < α1k2.
But this would imply that EC(α1) holds, which is a contradiction. Thus we may assume that eH ′(V1,V2) > ρ(k/M)2.
We need to quote one more result from [17] (cf. Lemma 5.8 part 2 in that paper). We call a forest consisting of εM-trees
an εM-forest.
Lemma 6.16. Given a cluster matchingM, a cluster set C outside V (M) and a cluster A 6∈ V (M)∪C, let δ1 := minC∈C |{(X, Y )
∈M : d(C, X) > 0 or d(C, Y ) > 0}|.
If F is an εM-forest with |V (F)| ≤ (1 − ε′)δ1M and |Level1(F)| ≤ d(A,C) − 2√εM|C|, then F can be embedded (in any
order of the trees) into A ∪ C ∪M with Root(F)→ A and Level1(F)→ C. 
Note that the result in [17] actually requires δ′1 := minC∈C |{(X, Y ) ∈ M : d(C, X) > 0 and d(C, Y ) > 0}|. However, the
proof in that paper does not use this stronger assumption, and we require the result in the stated form.
We define F3 := {T ∈ Fa \ Root(Fa) : |V (T )| ≥ 3}. The following claim corresponds to Claim 5.19 in [17].
Claim 6.17. |F3| < 16√βk.
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Proof. Suppose instead that |F3| ≥ 16√βk. Now since eH ′(V1,V2) > ρ(k/M)2 > 24√βN2, V1 contains at least 8√βN
clusters which have at least 16
√
βN neighbours in V2.
We now claim that there is a set of at least 7
√
βN clusters in V1 which have at least 14
√
βN neighbours inMout . This
comes from any of the three cases in Remark 6.6.
In case C of that remark, whenM covers all but at most 10α2N vertices of H , this is trivial, since each one of the 8
√
βN
vertices we have already chosen has at least 16
√
βN neighbours inV2, at most 10α2N of which are not covered byM . (Recall
that α2  β .)
In cases A and B we need to be a bit more careful. However, we observe that each of our 8
√
βN clusters lies in V (M2(A)),
and so all but at most one of them lies in the same component as A. Therefore for all but one of these clusters, all but one of
its neighbours lies inM, and the result follows.
From the set of at least 7
√
βN clusters, we pick a set of 3βN clusters which lie in different edges ofM, and we call this
set C. LetM0 := {(X, Y ) ∈ Min : {X, Y } ∩ C 6= ∅}. Then |M0| = |C| and so d(A,M0) ≤ 2M3√βN . Observe also that since
each vertex C ∈ C has at least 14√βN neighbours inMout there are at least 7√βN edges e = (X, Y ) such that d(C, X) > 0
or d(C, Y ) > 0.
Now let F˜a ⊆ Fa with F˜a \ Root(Fa) ⊆ F3 be the largest subset of the trees of Fa which we can embed into A ∪ C ∪Mout
with Root(F˜a)→ A, Level1(F˜a)→ C. By Lemma 6.16 with δ1 = 7√βN , either |V (F˜a)| ≥ (1− ε′)7√βNM > d(A,M0)+βk,
or else |Level1(F˜a)| ≥ d(A,C) − 2√ε|C|M . In the latter case, since each tree in F3 has at least three vertices, we have
|F˜a| ≥ 3|Level1(F˜a)| ≥ 3d(A,C)− 6√ε|C|M > d(A,M0)+ βk.
In either case, we have F˜a andM0 satisfying the conditions of Claim 6.11, which is a contradiction. 
Recall that R denotes the set of roots of F . Thus we may assume that most vertices in Fa \ R are contained in trees with
at most 2 vertices, and since we already assumed that (apart from a few parent vertices) all are contained in trees with at
least two vertices, we may in fact assume that almost all vertices of Fa are covered by root-2-paths, where a root-2-path is a
path of length two with one endvertex in R. Furthermore, these root-2-paths are disjoint except for the vertices in R.
We define S1 := {Y : ∃X ∈ L, (X, Y ) ∈ Min}, and L1 := V1 \ S1. Note that all small clusters of V1 are contained in S1
and thatL1 ⊆ L. We will aim to bound both eH ′(S1,V2) and eH ′(L1,V2) from above and thus obtain a contradiction.
Claim 6.18. eH ′(S1,V2) < 16β1/4N2.
Proof. Suppose not. By Claim 6.17 we can pick 3β1/4k root-2-paths in Fa which contain no parent vertices. We denote the
set of non-root vertices in these paths by Z , so |Z | = 6β1/4k. Note that because Z contains no parent vertices, it can be
embedded at any time.
From our assumption it is easy to see that there are at least 8β1/4N clusters in S1 each with at least 8β1/4N neighbours in
V2. Pick 4β1/4k/M such clusterswhich belong to different edges ofMin. Denote this set byS0 and the submatching containing
it byM0. LetL0 := V (M0) \ S0 ⊆ L.
As dV2(J) ≥ 8β1/4N ≥ |S0| for all J ∈ S0, we can form a new matching of size S0 between S0 and V2, and replaceM0 in
Min by this new matching. Now by Lemma 6.8 we can embed F \ Z intoMin since |V (F) \ Z | ≤ (1− 6β1/4)k/M and by (3),
even after our rearrangement ofMin we have
d(A,Min) ≥ (1− 2β2/7)k− 4β1/4(k/M)M ≥ (1− 6β1/4)k+ 12εn
and similarly for d(B,Min).
The clusters in L0 have not been used yet. Each such cluster J has at least
√
dM large vertices, and at least (1 − √ε)M
vertices typical with respect to V (H) − J , which have degree at least (1 − 5d)k in G′′. Furthermore, if we have already
embedded a parent vertex in A (recall that Z ⊆ Fa), then at most 2β1/3M are not in the neighbourhood of this vertex of
A. We map the midpoints of paths of Z to typical vertices or large vertices in clusters of L0, using large vertices wherever
possible. Note that (1−ε−2β1/3)M4β1/4k/M > 3β1/4k, so we always have available vertices. Note also that sinceL0 ⊆ L,
at least
√
dM|L0| =
√
d4β1/4k vertices ofL0 are large. Furthermore, since the roots of the paths in Z have been embedded
onto vertices typical with respect to the subsets of large vertices in L0, each such vertex has at least (1 − β1/3 − ε)
√
dM
large neighbours in all but
√
ε|L0| clusters ofL0. Thus by a simple greedy argument, we can use at least
(1−√ε)|L0|(1− β1/3 − ε)
√
dM ≥ d2/3k
large vertices for midpoints of Z .
We now pick 6dk such large midpoints, set these aside and consider the remaining (3β1/4 − 6d)kmidpoints. Since they
are either large or typical, they all have degree at least (1−5d)k inG′′, and since 6dk endpoints have been kept aside and have
not yet been embedded, we can greedily find neighbours in G′′ onto which to embed the endpoints of these (3β1/4 − 6d)k
midpoints.
We now have just 6dk midpoints remaining, each of which is embedded onto a large vertex of G. Thus we can greedily
find neighbours of these vertices for the endpoints of these root-2-paths, and thus complete the embedding of T . 
Let β1 := β1/16. We have the following final claim to complete Case 1 (cf. Claim 5.21 in [17]).
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Claim 6.19. eH ′(L1,V2) < 16β1N2.
Proof. Suppose not. From the definition the clusters in L1 are large and belong to different edges inM, the other end of
each edge being a small cluster. Choose L0 ⊆ L1 of size 8β1N such that dH ′(X,V2) ≥ 8β1N for each X ∈ L0. This is
possible for otherwise eH ′(L1,V2) ≤ (8β1N)|V2| + |L1|(8β1|V2|) ≤ 16β1N2 which contradicts our initial assumption. Let
S0 := {Y : (X, Y ) ∈Min, X ∈ L0}, so S0 ⊆ S1. We will show that eH ′(S0,V2) ≥ 16β1/4N2, contradicting Claim 6.18.
Consider X ∈ L0. As in Remark 6.6, since X is large and X ∈M2(A), unless X is a vertex in U matched to the component
of H − U to which A belongs (which can only be the case for at most one X , by the initial construction ofM), X and A can
play the roles of A and B respectively.
Let us nowdelete any regular pairswhich still have density less thanβ1/3. Recall thatwe had already deleted such regular
pairs between V1 and V2, and so this deletion will not affect dH ′(X,V2) or eH ′(S0,V2) at all.
Since we have deleted regular pairs of density less than β1/3, Remark 6.15 implies that all but at most 3
√
βk/M
neighbours of X are contained inM2(X), and so make up edges ofM. We pick one large cluster from each of these edges
inMout to form a set N˜(X) of size at least (8β1N − 3√βk/M)/2 > 3β1k/M . Now since X also lies in the component of
H − U containing A, by Remark 6.6 it is still true that for all but at most one Y ∈ N˜(X), Y and X can play the roles of A and B
respectively. Thus all but at most 3
√
βk/M neighbours of Y inV1make up edges ofM. So |d(Y ,L0)−d(Y , S0)| ≤ 3√βk/M .
(Note that these degrees are unweighted.)
Let N := ∪X∈L0 N˜(X). Consider the (unweighted) bipartite subgraph H ′′ ⊆ H ′ induced on (L0,N ). Let N0 consist of
those vertices of degree at least e(H ′′)/(2|N |). Then e(H ′′) ≤ e(H ′′)2|N | (|N | − |N0|) + |N0||L0| ≤ e(H ′′)/2 + |N0||L0|. Thus
|N0||L0| ≥ e(H ′′)/2. So
|N0| ≥ e(H
′′)
2|L0| ≥
δH ′′(L0,N )
2
≥ 3
2
β1k/M
and for all Y ∈ N0,
dL0(Y ) ≥
e(H ′′)
2|N | ≥
1
2|N |8β1(k/M)3β1(k/M)
= 1|N |12β
2
1 (k/M)
2 ≥ β5/21 k/M.
Thus dS0(Y ) ≥ β5/21 k/M − 3
√
βk/M > 12β
5/2
1 k/M for all Y ∈ N0. Therefore
e(N0, S0) >
3
2
β1(k/M)
1
2
β
5/2
1 (k/M) =
3
4
β
7/2
1 (k/M)
2
= 3
4
β7/32(k/M)2 > 16β1/4N2.
Which is a contradiction, as required. 
Now Claims 6.18 and 6.19 together show that
eH ′(V1,V2) = eH ′(S1,V2)+ eH ′(L1,V2) < 16β1/4N2 + 16β1N2 < ρ(k/M)2.
But we already assumed that eH ′(V1,V2) > ρ(k/M)2, which is a contradiction. This therefore completes the proof of the
non-extremal theorems in Case 1.
6.6. Case 2
Recall that we have adjacent vertices A, B ∈ L and a matchingM such thatM covers N(A) and dL∪M(B) ≥ (1− η)k/2.
In the case when |L| ≥ (1 + √ν ′)N/2, i.e. in the proof of Theorem 4.3 we even have dL∪M(B) ≥ (1 + ν ′)k/2. Moreover,
in both cases each edge in M has at most one endpoint in N(A). Recall also that by Claim 6.3, |V (F 2)| > ck, where
F 2 = {T ∈ F : c < ratio(T ) < 1− c}.
Roughly speaking,wewill attempt to embed F (and therefore T ) as follows. Split Fb into F
(M)
b , of size approximatelydM(B),
and F (L)b . We embed F
(M)
b intoMb, an appropriate submatching ofM intersecting N(B). For each vertex J ∈ N(B) ∩ L, pick
a neighbour to form a fractional matching (which we will define later)ML, and embed F
(L)
b intoML. Finally, we embed Fa
intoMa, which will consist of the unused part ofM.
Of course, we cannot necessarily do this immediately, since dM(A) and dL∪M(B) are not quite large enough.
We use the same hierarchy of constants as we had in Case 1, so in particular we have α2  η  β  α1. (We will not
need the constant ρ for this case.) We split the proof further into two cases.
• Case a: |Fb| ≤ (1− β)k/2
• Case b: |Fb| > (1− β)k/2.
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In fact, almost all of the same problems that arise in Case a will also arise in Case b, but we concentrate first on the easier
Case a for the sake of clarity.
In both cases we will assume that dM(A) = (1 − η)k and dL∪M(B) = (1 − η)k/2, or else dL∪M(B) = (1 + ν ′)k/2 if
|L| ≥ (1+√ν ′)N/2, (i.e. for the proof of Theorem 4.3).8We will not need this stronger assumption in Case a.
6.6.1. Case a
Now if dM(B) ≥ fb+ 5√εn, then by Lemma 6.7 (in a degenerate form, since we ignoreMa and Fa), we can embed Fb into
B ∪M easily.
Otherwise we find a subforest F (M)b such that
dM(B)− 5√εn− εM ≤ |F (M)b | ≤ dM(B)− 5
√
εn.
We can do this because F consists of εM-trees. Now F (M)b andM satisfy the degenerate conditions of Lemma 6.7, and so we
can embed F (M)b into B ∪M. Then if F (L)b := Fb \ F (M)b , we have
dL\M(B) = (1− η)k/2− dM(B)
≥ (1− η)k/2− |F (M)b | − 5
√
εn− εM
≥ |F (L)b | + β2k.
We define a fractional matching to be a set of edges, each with a positive weight, such that the sum of the weights of the
edges incident to any vertex is at most 1. (Thus a matching is just a fractional matching in which every edge has weight 1.)
For our purposes we will also allow loops in a fractional matching. Our convention is that when calculating the weighted
degree of a vertexwith a loop attached to it, theweight of the loop is counted only once.Wewill define a fractionalmatching
which will prescribe where we embed the remainder of Fb. The weight of an edge will indicate approximately how many
vertices of F (L)b we will embed into that edge.
For any D ∈ N(B) ∩ (L \M), we have d(D) ≥ (1 − η)k. We now define the fractional matchingML into which we
intend to embed F (L)b . Firstly for every cluster K ofM, if M
′ vertices of F (M)b have been embedded into K we add a loop of
weight M ′/M to K . We do this to take account of vertices which have already been chosen for the embedding of F (M)b , and
are therefore forbidden for F (L)b .
We would like to end up with a fractional matching in which the total weight of the edges is at least (1 − β2)k/(2M).
We first delete any edges between B and D ∈ N(B) ∩ (L \M)which satisfy d(B,D) ≤ η2M . Note that we still have
dM∪L(B) ≥ (1− η)k/2− η2MN ≥ (1− 2η)k/2.
LetN := N(B)∩ (L\M). For each cluster D ∈ N we also temporarily add in a loop of weight d(B,D). These loops will ensure
that we do not match the clusters of N together. This is not strictly necessary for Case a, but we will want to use the same
construction in Case b later, and so we prove the existence of a stronger structure than we need at the moment.
Now for each cluster D of N in turn we will delete the loop attached to it and find neighbours D1,D2, . . . ,Ds of D in
H−{A, B} such that each Di has a weight of at most 1−η2 in the fractional matching so far, and such that the total weight of
all the Di is at most s−d(B,D)/M . We will assume that s is minimal such that these properties hold. Then we add edges DDi
to the fractional matching such that theweight of eachDi (except possiblyDs) is 1, and the total weight of these new edges is
d(B,D)/M .We continue doing this until we reach aD forwhichwe can no longer find the appropriateDi. Suppose that at this
stage the totalweight of edges in the fractionalmatching, not including the loops ofN , is less than (1−β2)k/(2M). Then since
dL∪M(B) ≥ (1−2η)k/2, and since the set of loops inM carried a totalweight of |F (M)b |/M ≥ dM(B)/M−6
√
εn/M , we have a
totalweight on the non-loop edges attached toN of atmost (1−β2)k/(2M)−dM(B)/M+6√εn/M ≤ dN(B)/M−β2k/(4M).
Thus in particular, there must be some D ∈ N which is not yet used, and this must be because we could not find the
appropriate Di. However, since D ∈ N ⊆ L we have dH−{A,B}(D) ≥ (1 − 3d)k − 2M ≥ (1 − η)k. The total weight of edges
in the fractional matching, now including the loops of N , is
|F (M)b |/M + dN(B)/M ≤ dM(B)/M − 5
√
εn/M + dN(B)/M ≤ (1− η)k/(2M).
Thus the total weight of all the vertices in the fractional matching is at most (1 − η)k/(2M) + (1 − β2)k/(2M). But since
we could not find the appropriate Di for Dwe have
dH−{A,B}(D)/M ≤ (1− η)k/(2M)+ (1− β2)k/(2M)+ η2N + d(B,D)/M
≤ (1− η)k/M − β2k/(2M)+ η2N + 1
< (1− η)k/M.
8 As in Case 1, we can ensure that the true values are withinM by deleting some regular pairs as appropriate. As in that case,M is comparatively small,
and so will not affect the relevant calculations significantly.
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But this is clearly a contradiction. Therefore the process of replacing loops by matching edges does not stop until we have a
weight of at least (1 − β2)k/(2M), not including loops of N . Now letML be the resulting fractional matching obtained by
removing all loops of bothM and N .
For each edge e = XY in the fractional matching we choose subsets Xe ⊆ X and Ye ⊆ Y of sizew(e)M , wherew(e) is the
weight of e in the fractional matching. If X is incident to more than one edge e, we choose the subsets Xe to be disjoint, and
to avoid any vertices of F (M)b that have already been embedded. This is possible since with the loops ofM which we initially
included, we had a fractional matching and so the total weight of any cluster was not more than 1. We now note that since
the weight of any edge is at least η2, each of these subsets has size at least η2M . By standard regularity arguments it is easy
to see that each edge therefore still corresponds to an (ε/η2)-regular pair, and ε/η2 ≤ √ε, so we may say that each edge
ofML represents a
√
ε-regular pair. Since |F (L)b | ≤ dL\M(B) − β2k ≤ dML(B) − 5ε1/4n, we can embed F (L)b intoML by
Lemma 6.7.
We now aim to embed Fa inM, while avoiding vertices which have already been used for the embedding of Fb. We will
define a newmatchingMa: For each edge ofM we choose subsets of the two clusters which have equal size, and where the
subsets are chosen to be as large as possible without including any previously embedded vertices. However, if this size is
less than η2M , then we will ignore the edge entirely. This leaves us with a matchingMa, in which every cluster has size at
least η2M . Thus each edge is still (ε/η2)-regular, and therefore also
√
ε-regular.
Now from the definition ofMa it is easy to see that dMa(A) ≥ (1 − η)k − fb − η2MN ≥ fa − 2ηk. However, this is not
quite enough to embed Fa, and so we will either need to gain some extra room while embedding Fa, or else show that we
have already gained room during the embedding of Fb, and thus we have a better bound on dMa(A) than the one above. This
leads to a case distinction based onwhether we have a reasonably large number of balanced trees in Fa or in Fb (recall that by
Claim 6.3, we have a reasonably large number of balanced trees in total). Roughly, if Fa contains many balanced trees, then
since each edge ofMa ⊆ M has only one cluster in N(A), we will be able to apply Lemma 6.12 part 2 to embed Fa. On the
other hand, if Fb contains many balanced trees then whenever we embed a balanced tree T ′, at most a (1− c)-proportion of
the vertices of T ′ will be embedded into a cluster D ∈ V (M). The remaining vertices will be embedded either in the partner
of D inM or outsideM. When we come to defineMa we consider subsets of the clusters such that the endclusters of each
edge still contain the same number of vertices. Since we have often embedded vertices either outsideM or into vertices in
partner clusters, we will need to remove fromM significantly less than 2|Fb| vertices of G′′. In particular this will mean that
dMa(A) > dM(A)− |Fb|, and indeed we will gain an extra term which will be enough to allow us to embed Fa intoMa.
More precisely, since |V (F 2)| > ck, either |V (F 2a )| > ck/2 or |V (F 2b )| > ck/2 (or both). We first assume the former.
Suppose therefore that |F 2a | ≥ ck/2. Then since every edge in M has at most one endvertex in N(A), when we come
to embed the trees in F 2a we will embed at least a c proportion of them into clusters not lying in N(A). In particular, by
Lemma 6.12 part 2 (with dx = 0), we will be able to embed in such an edge e = (X, Y ) a subforest of size (1 + c)de(A)
− ε′M − εM . Thus overall we will be able to find a submatching M˜a and a subforest F˜a ⊆ F 2a such that F˜a → A ∪ M˜a and
|F˜a| ≥ dM˜a(A)+ c3k. So
dMa\M˜a(A) = dMa(A)− dM˜a(A)
≥ fa − 2ηk− dM˜a(A)
≥ |Fa| − 2ηk− |F˜a| + c3k
≥ |Fa \ F˜a| + 5ε1/4n
and thus by Lemma 6.7 we can embed Fa \ F˜a into A ∪ (M \ M˜a) as required.
Suppose instead that |F 2b | ≥ ck/2. Again, since every edge inM has at most one endvertex in N(A), when we embedded
a tree T ′ of F 2b we embedded at most (1− c)|T ′| vertices into a cluster D ∈ N(A), and also at most (1− c)|T ′| vertices onto
its partner. We modify the clusters by taking away at most (1 − c)|T ′| vertices from both classes, including all embedded
vertices of T ′, and keeping the sizes the same. Repeating this for every T ′ ∈ F 2b , and then deleting any clusters which now
have size at most η2M , we obtain a matchingMa with
dMa(A) ≥ (1− η)k− |F 2b |(1− c)− (fb − |F 2b |)− η2MN = fa + c2k/2− ηk− η2n′ ≥ fa + 5ε1/4n.
Thus by Lemma 6.7 we will be able to embed Fa intoMa as required. So we may assume that we are in Case b.
6.6.2. Case b
Recall that in Case b, |Fb| ≥ (1−β)k/2.We nowneed tomake ourselves some extra room for Fb aswell as for Fa. However,
the extra room for Fa will be gained similarly as in Case a, so we will not repeat the argument here, focussing instead only
on embedding Fb in a similar way to before. We can therefore observe that for the proof of Theorem 4.3, i.e. if we are in the
case where |L| ≥ (1 +√ν ′)n′/2, we have dL∪M(B) = (1 + ν ′)k/2, and since ν ′  β , the extra weighted degree that we
have attached to B will allow us to complete the embedding in the same way as in Case a. More precisely, we will embed
withinMb ⊆ M a subforest F (M)b of Fb of size at least dM(B) − 5
√
εn − εM . We will then find a fractional matchingML
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attached to N(B) ∩ (L \M) of weight at least
dL\M(B)− β2k ≥ dL∪M(B)− |F (M)b | − 5
√
εn− εM − β2k
≥ |Fb \ F (M)b | + ν ′k/2− 5
√
εn− εM − β2k ≥ |Fb \ F (M)b | + βn
and since all the edges in the fractionalmatchingwill be
√
ε-regular, wewill be able to embed Fb\FMb intoML by Lemma 6.7.
Thus the proof of Theorem 4.3 is complete, and we turn our attention to the proof of Theorem 4.2. We may assume that
|L| ≤ (1+√ν ′)n′/2, which as observed in the paragraph before Theorem 6.4 means that we may assume that there are no
sets S′ ⊆ S andL′ ⊆ L such that k/(10M), |L′| ≤ (7/20)|S′| and N(S′) ⊆ L′. This will be important later on.
Note that the condition for Case b means that Fa and Fb have approximately the same size. In some cases it will be
convenient to switch them around in order to complete the embedding. To ensure that we lose no generality doing this
switching, we will assume for the rest of this proof that fa = fb = (1 + β)k/2. We can ensure this simply by adding some
extra leaves adjacent to roots of trees in Fa and Fb. Note that this does not affect the fact that the trees of F are εM-trees.
It may affect whether trees are balanced, but by choosing to add the new vertices in such a way that they are all adjacent
to just one root of Fa or one root of Fb, only at most 2 trees can become unbalanced, and this will not affect calculations
significantly.
We may therefore assume without loss of generality that |V (F 2b )| ≥ ck/2, for if not we simply switch Fa and Fb.
Now suppose first that dL\M(B) ≥ β1/3k. Then as in Case a we embed a subforest F (M)b ⊆ Fb intoM, where dM(B) −
5
√
εn−εM ≤ |F (M)b | ≤ dM(B)−5
√
εn. We also choose F (M)b in such a way that F
(L)
b := Fb \F (M)b contains as many balanced
trees as possible. Now
|F (L)b | ≥ |Fb| − dM(B)+ 5
√
εn = dM∪L(B)+ ηk/2+ βk/2− dM(B)+ 5√εn ≥ β1/3k.
The equality holds since we assumed that |Fb| = (1+ β)k/2 and that dM∪L(B) = (1− η)k/2. Since β  c wemay assume
that F (L)b contains at least β
1/3k vertices which lie in balanced trees. We also have |F (L)b | ≤ dL\M(B) + βk/2 + ηk/2 +
5
√
εn + εM ≤ dL\M(B) + βk. Since each edge e ofML is √ε-regular, and since only one endvertex of e lies in N(B), we
may use Lemma 6.12 part 2 to embed at least (1+ c)de(B)− ε′M − εM ≥ (1+ c/2)de(B) vertices into B ∪ e. Thus taking
a submatchingM0 ⊆ ML such that d(B,M0) = β1/3k/2, we can embed into B ∪M0 a subforest F˜b ⊆ F (L)b of size at least
(1+ c/2)β1/3k/2 ≥ d(B,M0)+ β1/2k. Thus
|F (L)b \ F˜b| ≥ d(B,ML \M0)− βk+ β1/2k
≥ d(B,ML \M0)+ βn
and therefore we can embed FLb \ F˜b intoML \M0 using Lemma 6.7.
We now note also that when embedding F˜b, at least c|F˜b| vertices were embedded into those endvertices ofM0 which
lie in N(B) ∩ (L \M), and so in particular at least c(1 + c)β1/3k/3 ≥ β1/2k vertices of Fb have been embedded outside
M. Thus when we come to defineMa (including removing those edges where the clusters now have size less than η2M) we
now have
d(A,Ma) ≥ (1− η)k− |Fb| + β1/2k− η2MN ≥ |Fa| + βn
and since the pairs inMa are still
√
ε-regular, we can embed Fa intoMa by Lemma 6.7 as required.
So we may assume that dL\M(B) < β1/3k. Thus dM(B) ≥ (1− β1/4)k/2. The following claim is similar to Claim 6.11.
Claim 6.20. LetM0 ⊆M be amatching of size atmost k/(4M). Suppose F˜b ⊆ Fb with |F˜b| ≥ d(B,M0)+β1/5k can be embedded
into V (M0) ∪ (V (H) \ (V (M) ∪ A)) after we map Root(F˜b) to any vertices of B typical with respect toM0. Then T → G.
Proof. The proof is essentially similar to that of Claim 6.11, and so we only sketch it here. Similarly to that proof, since we
have embedded more than we expected intoM0, Fb \ F˜b is now small enough that we can embed it intoM \M0. Note also
that since many trees in Fb are balanced, when we defineMa we gain room for Fa automatically: For if we have embedded
balanced trees into some edge e = CD, where C ∈ N(A), and if in total we have used up c ′M vertices in C ∪ D (where
c ′ ∈ [0, 2]) then we have used at most (1 − c)c ′M in both C and D, which means that what we have lost forMa in each
cluster has size at most (1− c)c ′M . Note in particular that this is significantly better than the worst case scenario, in which
everything would be embedded into one of the clusters and we would have had to delete just as many vertices in the other
cluster to maintain equal size. Then we would have deleted c ′M vertices from both clusters, whereas in this case we only
have to delete at most (1− c)c ′M vertices from each cluster. It is this that allows us to gain the extra room we need.
Summing up over all the balanced trees in Fb, we find that d(A,M)−d(A,Ma) is significantly smaller than |Fb|, and thus
we also gain enough room to embed Fa, even after deleting edges in which the clusters now have size at most η2M . The
details are very similar to those given for the case when d(B,L \M) ≥ β1/3k before the Claim, and we do not repeat them
here. 
Similarly to Case 1, we defineM1 := {(X, Y ) ∈M : dG′′(B, X) ∈ [β1/12, 1−β1/12] or dG′′(B, Y ) ∈ [β1/12, 1−β1/12]}. The
following claim is similar to Claim 6.13.
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Claim 6.21. |M1| < β1/12k/M.
Proof. Suppose not, and let M0 ⊆ M1 be a matching of size β1/12k/M . For almost every edge e = XY ∈ M0 we apply
Lemma 6.12 Part 3 to embed a subforest of Fb with at least d(B, e)− ε′M +β1/12M − εM vertices into X ∪ Y . We can do this
in all but
√
εN edges ofM0, since the roots of Fb have been embedded into vertices of B typical with respect to V (H) − B.
We denote the union of such subforests by F˜b, and observe that
|F˜b| ≥ d(B,M0)− 2M√εN + (β1/12M − ε′M − εM)(|M0| − √εN)
≥ d(B,M0)− ε1/3k+ β1/11Mβ1/11k/M
≥ d(B,M0)+ β1/5k.
So F˜b andM0 satisfy the conditions of Claim 6.20. So T → G, which is a contradiction. 
We also defineM2 := {(X, Y ) ∈ M \M1 : dG′′(B, X) < β1/12 and dG′′(B, Y ) > (1 − β1/12)}, and the following claim
corresponds to Claim 6.14 in Case 1.
Claim 6.22. |M2| < β1/12k/M.
Proof. Suppose not, and letM0 ⊆M2 be a matching of size β1/12k/M . For all but at most√εN edges e inM0 we can apply
Lemma 6.12 part 2 to embed at least de(B)+ c(1− 2β1/12)M − ε′M − εM ≥ de(B)+ cM/2 vertices of F 2b . Thus inM0 we
embed a forest F˜b with
|F˜b| ≥ d(B,M0)− 2M√εN + (|M0| − √εN)cM/2
≥ d(B,M0)+ (cM/2)|M0| − √εMN(2+ c/2)
≥ d(B,M0)+ β1/12(c/2)k− ε1/3k
≥ d(B,M0)+ β1/5k.
So F˜b andM0 satisfy the conditions of Claim 6.20, and therefore T → G, which is a contradiction. 
LetM3 := {(X, Y ) ∈M : dG′′(B, X), dG′′(B, Y ) < β1/12}, and letM′ :=M −M1 −M2 −M3. Then
d(B,M′) ≥ (1− η)k/2− dL\M(B)− 2β1/12(k/M)M − 2β1/12(k/M)M − β1/12MN
≥ (1− β1/15)k/2.
Thus |M′| ≥ (1 − β1/15)k/(4M). Furthermore, since d(B, e) ≥ (1 − β1/12)2M for any e ∈ M′, and since d(B,M′) ≤
d(B,M) ≤ d(B,L ∪M) = (1− η)k/2, we have
|M′| ≤ (1− η)k/2
2(1− β1/12)M ≤ (1+ β
1/15)k/(4M).
Now let S0 := {Y : (X, Y ) ∈M′, X ∈ L}, and letL0 := {Y : (X, Y ) ∈M′, X ∈ S} = V (M′)−S0. Observe thatL0 ⊆ L,
since the vertices ofL0 are matched to vertices of S which is independent, but it is not necessarily true that S0 ⊆ S.
Lemma 6.23. There is no matching between S0 and V (H) \ V (M′) of size β1/30k/(2M).
Proof. Suppose there is such a matching, and let S′0 be the intersection of this matching with S0. Now let L
′
0 be the
partners of S′0 in M′ which do not themselves lie in S
′
0. Then since the vertices of L
′
0 are large, δ(L
′
0, V (H) \ V (M′)) ≥
(1−η)k/M− (1+β1/15)k/(2M) ≥ k/(3M), and so we can alsomatchL′0 to a subset of V (H)\V (M′) avoiding the previous
matching. We call these two matchings togetherM0.
But now replacingM′0 := {(X, Y ) ∈ M′ : X ∈ S′0 or Y ∈ S′0} withM0 inM′, we can embed Fb. For recall that |V (F 2b )|
> ck/2, so by Lemma 6.12 part 2 we can embed a subforest of size (1+ c)(1−β1/12)M|M0|−εM|M0| ≥ (1+ c/2)β1/30k ≥
d(B,M′0)+ cβ1/30k/2 intoM0. Let F˜b be this subforest. Then
d(B,M′ \M0) = (1− η)k/2− d(B,M′0)− dL\M(B)
≥ |Fb| − βk− ηk/2− d(B,M′0)− β1/3k
≥ |Fb \ F˜b| − βk− ηk/2+ cβ1/30k− β1/3k
≥ |Fb \ F˜b| + 5√εn
and so we can apply Lemma 6.7 to embed Fb \ F˜b. Note that we still have plenty of room for Fa, and so we can embed T into
G, which is a contradiction. 
Corollary 6.24. At most |M′| + β1/30k/(2M) clusters of M′ lie inL.
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Proof. If not, then at least β1/30k/(2M) vertices of S0 are large, and therefore we could easily find amatching between these
vertices and V (H) \ V (M′), contradicting Lemma 6.23. 
Now letR0 := {X ∈ N(B) \M′ : d(B, X) ≥ β1/60M}.
Lemma 6.25. There is no matching betweenR0 and V (H) \ (V (M′) ∪R0) of size β1/30k/(2M).
Proof. Suppose there were such a matchingM∗, and letR′0 be the intersection of this matching withR0. Since d(B, e) ≥
β1/60M for each edge e of this matching, we have d(B,M∗) ≥ β1/60Mβ1/30k/(2M) = β1/20k. Thus
d(B,M′ ∪M∗) ≥ (1− β1/15)k/2+ β1/20k ≥ |Fb| + 5√εn
and so by Lemma 6.7 we can embed Fb into B ∪M′ ∪M∗. Once again, we still have plenty of room for Fa, and so T → G,
which is a contradiction. 
Lemmas 6.23 and 6.25 together give the following.
Lemma 6.26. SupposeM′′ is a matching from S0∪R0 into V (H)\V0, whereV0 := V (M′)∪R0. Then |M′′| ≤ 2β1/30k/M. 
However, recall that dL\M(B) < β1/3k, that |M1|, |M2| < β1/12k/M , and that d(B,M3) < β1/12MN . Therefore
d(B,V0) > (1− η)k/2− 2β1/12k− 2β1/12k− β1/12n− β1/3k > (1− c)k/2.
Recall that |M′| ≤ (1+ β1/15)k/(4M) and thus |L0| ≤ (1+ β1/15)k/(8M), therefore
|S0 ∪R0| ≥ (1− c)k/(2M)− (1+ β1/15)k/(8M)
≥ (3/8− 2c)k/M.
By Lemma 6.26 there is a set S1 ⊆ S0∪R0 of size |S0∪R0|−2β1/30k/M whose neighbourhood outsideV0 has size at most
2β1/30k/M . For consider a maximummatchingM′′ between S0 ∪R0 and V (H) \ V0, and let S1 := S0 ∪R0 \ V (M′′). Then
the neighbourhood of S1 outside V0 lies within V (M′′) \ V0, and therefore has size at most |V (M′′)| ≤ β1/30k/M .
Note also that Lemma 6.26 implies that |(S0 ∪ R0) ∩ L| ≤ 2β1/30k/M , and so there is a set S′1 ⊆ S1 of size
|S0 ∪R0| − 4β1/30k/M consisting only of small clusters. Now
|N(S′1)| ≤ |V (M′) ∩L| + |R0 ∩L| + 2β1/30k/(2M)
≤ |M′| + β1/30k/(2M)+ β1/30k/(2M)+ 2β1/30k/(2M)
≤ (1+ β1/40)k/(4M) ≤ 7|S′1|/20
where the last line follows since |S′1| ≥ |M′| + |R0| − β1/40k/M ≥ (3/4 − β1/50)k/M . But observing that S′1 ⊆ S, this
contradicts our assumption at the start of the Case b that no such set exists, which gives a contradiction. This completes
the proof of Theorem 4.2, and since the proof of Theorem 4.3 was completed earlier, this also completes the non-extremal
case. 
7. The extremal case
7.1. Outline and main results
As in the non-extremal case, we will prove the extremal case by contradiction, i.e. we will assume that there is some tree
T on k+1 vertices that is not contained as a subgraph ofG, and show that this leads to a contradiction.We therefore consider
the tree T to be fixed. Since the proof holds for any choice of T , this contradiction then shows that Tk ⊆ G. In this section,
we will present statements of the main results for the extremal case without proof. This will give an extended outline of
the main ideas. The results will then be proved in Section 7.3. Before this, though, in Section 7.2 we will complete the proof
of Theorem 4.1. The proof uses some of the results of this section, and includes some of the ideas needed for the proof of
the extremal case of Theorem 1.3 while being considerably shorter and easier. Thus it serves as a useful introduction to the
main proof. It is here that we use the constants θĎi instead of θi.
The results in this section often take the form of saying that if some property P holds in G (or in T ) then T ⊆ G. Since we
assumed that T 6⊆ G, in context this amounts to saying that P does not hold.
Recall that we have constants
0 < θ1  θ2  · · ·  θbn/kc+4  1/C .
Let j be maximal such that there are pairwise disjoint vertex sets V1, . . . , Vj in G satisfying |V1| = · · · = |Vj| = k, and
e(Vi, V (G) \ Vi) ≤ θjk2 for 1 ≤ i ≤ j. (In Section 7.2 for the proof of Theorem 4.1 we will use a similar condition with θj
replaced by θĎj .) Let V0 := V (G)\(
⋃j
i=1 Vi), and for each iwe define Li := Vi∩L and Si := Vi∩S. With j defined to bemaximal
in this way, we say that we are in ECj. Throughout this section we assume that G satisfies ECj for some j ≥ 1. We also define
a slightly stronger condition with parameter α, which we call EC ′.
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EC ′(α): There are pairwise disjoint sets V0, V1, . . . , Vj ⊆ V (G), where j = bn/kc such that
• |Vi| = k for i = 1, . . . , j,
• (1− α)k/2 ≤ |Li| ≤ (1+ α)k/2 for i = 1, . . . , j,
• e(Vi, V (G) \ Vi) ≤ αk2 for i = 0, 1, . . . , j and
• for all x ∈ Vi ∩ L we have d(x, V (G) \ Vi) ≤ αk for i = 0, . . . , j.
Our proof of the extremal case will proceed as follows. We will first show that either we can continue applying the non-
extremal case to split the vertex set of G essentially completely into ‘‘almost components’’ of size k, i.e. that j = bn/kc, or
we find some ‘‘almost component’’ of size kwith significantly more than k/2 large vertices. In the latter case we will prove
that Tk ⊆ G directly using the following proposition. Let θi  µi  θi+1 for each i.
Proposition 7.1. Suppose j < bn/kc. Then there is some 1 ≤ i ≤ j such that |Li| ≥ (1/2+ µj)k.
This proposition will be proved by contradiction; if the conclusion does not hold then V0 will satisfy the conditions of
Theorem 4.2, and so T ⊆ G, which we already assumedwas not the case. Wewill also have a similar argument in Section 7.2
for the proof of Theorem 4.1, but we will not need to present it as a separate proposition in that case.
Once we know that there such an i, we assume without loss of generality that it is i = 1, and obtain T ⊆ G by the
following lemma.
Lemma 7.2. Suppose we have a set V1 ⊆ V (G) of size k such that e(V1, V (G) \ V1) ≤ α1k2 and |L1| ≥ (1/2 + α2)k, where
0 < α1  α2  1. Then T ⊆ G.
We will also need a result very similar to this for the proof of Theorem 4.1.
Lemma 7.3. Suppose we have constants satisfying
0 < 1/k τ  τ ′  α1  α2, ν  1/C
and suppose we have subgraphs GĎ ⊆ G∗ ⊆ G as in Theorem 4.1. Suppose furthermore that we have a set V1 ⊆ V (GĎ) of size k
such that eG∗(V1, V (G∗) \ V1) ≤ α1k2 and |L1| ≥ (1/2+ α2)k, where L1 = L∗ ∩ V1. Then T ⊆ G.
Let us note that in the case when we have GĎ as in Theorem 4.1, we will obtain such a set V1 even if j = bn/kc, and therefore
the proof of Theorem 4.1will be complete. Amore precise argument for this is given in Section 7.2.Wewill prove Lemma 7.2
in Section 7.3 and then note that Lemma 7.3 can be proved in an almost identical way.
Lemma 7.2 and Proposition 7.1 together give the following.
Theorem 7.4. If j < bn/kc, then T ⊆ G. 
The proofs of Lemmas 7.2 and 7.3 are rather involved, and requires some preliminary results (Claims 7.5 and 7.6 and
Lemma 7.7). We define a path segment of the tree T to be a subgraph of T which forms a path, and furthermore each vertex
of this subgraph has degree 2 in T (thus the only neighbours of the internal vertices of such a path also lie on the path).
Claim 7.5. Let q be a positive integer and let γ1, γ2 be real numbers such that 1/k < γ1, γ2  1/q. Suppose T contains at most
γ1k leaves. Then T contains at least γ2k vertex-disjoint path segments on q vertices.
Observe that we do not require any relation between γ1 and γ2.
Claim 7.6. Let A ⊆ V (G) and suppose that |A∩ L| ≥ k/2 and |A| ≥ (1− α)k, for some 0 < α  1/C. Consider in G a maximal
set P ′ of vertex-disjoint paths of length between 2 and 6which have their endpoints in A∩L and their internal vertices in V (G)\A.
Then |A ∪ V (P ′)| ≥ k− 1.
These two claims are designed to complement each other. One guarantees paths in T , and the other guarantees paths
in G. Naturally, we will aim to embed the paths of T onto the paths in G. This, and much more, is the aim of the following
technical embedding lemma.
Lemma 7.7. Let 0 < γ1  γ2  1. Suppose that we have a tree T ′ on at most k− 1 vertices such that V (T ′) = U1+ U2 where
• U1 and U2 are independent sets;
• There exists a set P of γ2k disjoint path segments of length 8 in T ′.
Suppose also thatwe have a bipartite graphG′with vertex classes L1 and S1, and further partitions S1 = C1+D1 and L1 = L′′1+L′1
such that the following conditions hold:
• |L1| = |U1|, |S1| = |U2|;
• δ(L′′1, S1) ≥ |S1| − γ1k;• δ(C1, L1) ≥ |L1| − γ1k;
6216 O. Cooley / Discrete Mathematics 309 (2009) 6190–6228
• |D1| ≤ γ1k;
• S1 is independent;
• G′ contains a set P ′ of disjoint paths of even length between 2 and 6 covering D1, L′1 and 2|P ′| vertices of L′′1 , disjoint from C1
and whose endpoints lie in L′′1 .
Then T ′ can be embedded into G′, with U1 embedded in L1 and U2 embedded in S1.
Roughly speaking, we prove Lemmas 7.2 and 7.3 by first discarding any large vertices which do not have almost all of
V1 as neighbours. We then discard any small vertices which do not have almost all of L1 as neighbours. We may now have
|V1| < k, but we will still have |L1| ≥ k/2 and so we apply Claim 7.6 to find paths with which to extend V1. Then if T has
few leaves, Claim 7.5 will give us the paths in T which will complete the conditions of Lemma 7.7. On the other hand, if T
has many leaves then we can show that in fact U2 contains many leaves, where U2 is the larger of the two bipartition classes
of T . Deleting these leaves will give us sets that are sufficiently small that we could embed them into L1 and C1 greedily.
Furthermore, neighbours of deleted leaves will be embedded onto large vertices and so we can add the remaining leaves
greedily at the end.
In the case when j = bn/kc, the following two theorems will prove Theorem 1.3.
Theorem 7.8. ECbn/kc ⇒ either EC ′(θ3bn/kc+2) holds or Tk ⊆ G.
Theorem 7.9. EC ′(θ3bn/kc+2)⇒ Tk ⊆ G.
Theorem 7.8 is proved using two main propositions. The first implies that we may assume large vertices have almost all
of their neighbours in one class. It is very similar to Proposition 6.12 in [17].
Proposition 7.10. If some v0 ∈ L has at least θ1/4j+1k neighbours in both Vi1 and Vi2 (1 ≤ i1 < i2 ≤ j), then Tk ⊆ G.
Wecan then show that in fact almost all large vertices are already in the class inwhich they havemost of their neighbours.
For those few that remain, we move them into the appropriate class. This tidies up the large vertices so that they have the
properties required for EC ′. Thus we have the following proposition.
Proposition 7.11. If the condition of Proposition 7.10 does not hold, then we can rearrange the sets Vi to ensure that EC ′(θ3j+2)
holds.
This will complete the proof of Theorem 7.8. Theorem 7.9 is harder to prove. We first rearrange any small vertices which do
not have appropriately high degree in their own class such that they now belong to the class in which they have the most
neighbours. After this rearrangement, we no longer have sets of size exactly k. However, we can now prove the following
proposition, which is very similar to Proposition 7.10. In Section 7.3 we will define what we mean by ‘‘good’’ and ‘‘bad’’
vertices. Roughly speaking, a vertex x in Si is good if it has almost all of Li as neighbours, and bad otherwise. We define good
and bad vertices of Li similarly, although by the time we need such a definition all large vertices will be good.
Proposition 7.12. No small vertex has more than (1/2+ 2θj+3)k neighbours. In particular, no good small vertex in Vi has more
than 3θj+3k neighbours outside Vi, and no bad small vertex in Vi has more than (1/4+ θj+3)k neighbours in any Vi′ for i′ 6= i.
The ‘‘in particular’’ will follow very easily from the first statement later on, once we have properly defined what it means
for a vertex to be good or bad.
This proposition will be required for the proof of the following lemma. Since at least half of the vertices of G are large,
there must be some i such that |Li| ≥ |Vi|/2. Without loss of generality we will assume that this holds for i = 1, and we will
do most of our embedding in V1. For each i = 0, . . . , j letmi := k− |Vi|.
Lemma 7.13. Let q1, q2, . . . , qs be positive integers such that q := ∑si=1 qi ≤ 2(m1 + 1)/3, and let C1, . . . , Cs ⊆ L1 be (not
necessarily distinct or disjoint) sets of size (1/2− 2θj+4)k. Then there are
• q disjoint (1/θj+4)-stars in V \ V1 with midpoints y1, . . . , yq;
• distinct vertices x1, . . . , xs ∈ L1 and
• a partition of the set of stars into Q1, . . . ,Qs
such that for each i = 1, . . . , s we have
• xi ∈ Ci;
• |Qi| = qi and
• M(Qi) ⊆ N(xi)
where M(Qi) denotes the set of midpoints of the stars in Qi. Furthermore, all endpoints of stars are good vertices.
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Let us note here that if we set c1 := k/2− |L1| then by assumption we have c1 ≤ m1/2, and therefore
2(m1 + 1)/3 ≥ b2(m1 + 1)/3c ≥ m1/2 ≥ c1
for all non-negative integersm1.
The idea of this lemma is that we will be able to use a midpoint of a star to embed a vertex y of T , and the endpoints of
the star to embed the children of y. Then the remainder of T (y) will be embedded outside V1. This enables us to gain room
within V1 if V1 has size less than k, and is therefore not large enough to contain T .
The proof of Theorem 7.9 will be split into two cases.
Case 1: T contains at least 36θbn/kc+4k leaves.
Recall that a skew-partition of T is an ordered partition V (T ) = U1 + U2 such that |U1| ≤ |U2| and U2 is an independent
set. We say that a skew-partition is ideal if both U1 and U2 contain at least 5θbn/kc+4k leaves. The following two propositions
prove Theorem 7.9 in Case 1. (In both propositions we implicitly assume that EC ′(θ3bn/kc+2) holds.)
Proposition 7.14. If T has an ideal skew-partition, then T ⊆ G.
Proposition 7.15. If T contains at least 36θbn/kc+4k leaves, then either T ⊆ G or T has an ideal skew-partition.
Case 2: T contains at most 36θbn/kc+4k leaves.
In this case we will apply Claim 7.5 to find path segments in T . We will also apply Lemma 7.13 to find 2-paths in Gwith
one endpoint in L1 and the other being a good endpoint outside V1. We will then join up these endpoints using bounded
length paths to create a situation in which we can apply Lemma 7.7 to obtain T ⊆ G, as required. This will complete the
proof of the extremal case.
7.2. Proof of Theorem 4.1
We can now complete the proof of Theorem 4.1. We assume for now that Lemma 7.3 holds, although we will delay the
proof of this fact until Section 7.3, so that we can combine it with the proof of Lemma 7.2.
In GĎ we have L∗ = L∗(GĎ,G∗) := {v ∈ V (GĎ) : dGĎ(v) ≥ (1− τ ′)k and dG∗(v) ≥ k}, and |L∗| ≥ (1+ ν)|GĎ|/2.
We define j to bemaximal such that there exist disjoint sets V1, . . . , Vj ⊆ V (GĎ) of size k and such that e(Vi, V (GĎ)\Vi) ≤
θ
Ď
j k
2 for i = 1, . . . , j. If for some iwe have |L∗ ∩Vi| ≥ (1+ ν/2)k/2, we assume without loss of generality that this holds for
i = 1. Then we recall that eG∗(V (GĎ), V \ V (GĎ)) ≤ τk2, and so eG∗(Vi, V \ Vi) ≤ (τ + θĎj )k2 ≤ 2θĎj k2, and so we can apply
Lemma 7.3 with α1 = 2θĎj and α2 = ν/2 to obtain T ⊆ G.
But if this does not hold for any i, then let V0 := V (GĎ) \ (⋃ji=1 Vi), and observe that |L∗ ∩ V0| ≥ (1+ ν)|V0|/2. We also
have
eG∗(V0, V \ V0) ≤ jθĎj k2 + τk2 ≤
√
θ
Ď
j k
2.
Therefore at most (θĎj )
1/4k vertices have more than (θĎj )
1/4k neighbours outside V0. Thus in G[V0] at least (1 + ν/2)|V0|/2
vertices have degree at least (1− (τ ′ + (θĎj )1/4))k ≥ (1− 2(θĎj )1/4)k. Therefore if |V0| ≥ k, we can apply Theorem 4.3 with
α1 = θĎj+1 and α2 = 2(θĎj )1/4 to find T ⊆ G, which is a contradiction.
We must therefore have |V0| < k. Suppose that θĎj+1k ≤ |V0| ≤ (1− θĎj+1)k. Then |L∗ ∩ V0| ≥ θĎj+1k/2, and each vertex of
L∗ ∩ V0 must have at least k− |V0| ≥ θĎj+1k neighbours in G∗ which lie outside V0, and so eG∗(V0, V \ V0) ≥ ((θĎj+1)2/2)k2 ≥√
θ
Ď
j k
2, which is also a contradiction. So either |V0| ≥ (1− θĎj+1)k or |V0| ≤ θĎj+1k.
Now if |V0| ≤ θĎj+1k, then trivially |L∗ ∩ V0| ≤ θĎj+1k, and so
|L∗| ≤ j(1+ ν/2)k/2+ θĎj+1k < j(1+ ν)k/2 < (1+ ν)|GĎ|/2 ≤ |L∗|
which is clearly a contradiction.
On the other hand, if |V0| ≥ (1− θĎj+1)k, then |L∗ ∩ V0| ≥ (1+ ν)(1− θĎj+1)k/2 ≥ (1+ ν/2)k/2. By moving at most θĎj+1k
small vertices9 into V0, we can ensure that |V0| = k, and we now have eG∗(V0, V \ V0) ≤
√
θ
Ď
j k
2 + kθĎj+1k ≤ 2θĎj+1k2, and we
can apply Lemma 7.3 once again with α1 = 2θĎj+1 and α2 = ν/2 to obtain T ⊆ G. This completes the proof of Theorem 4.1,
except for Lemma 7.3, which will be proved along with Lemma 7.2 later.
9 These small vertices exist in GĎ since |Li| ≤ (1+ ν/2)k/2 and therefore |Si| ≥ (1− ν/2)k/2 for i = 1, . . . , j.
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7.3. Proof of Theorem 1.3
7.3.1. Proof of Theorem 7.4
We assume that j < bn/kc. Recall that Theorem 7.4 followed immediately from Proposition 7.1 and from Lemma 7.2,
which in turn required Claims 7.5 and 7.6 and Lemma 7.7. Recall that we define a new constantµj such that θj  µj  θj+1.
Proof of Proposition 7.1. Suppose the conclusion of Proposition 7.1 does not hold. Recall that V0 = V (G) \ (⋃ji=1 Vi) and
so we have |V0| > k and |L0| ≥ n/2 − j(1/2 + µj)k = |V0|/2 − jµjk ≥ (1 − √µj)|V0|/2. Now since e(V0, V (G) \ V0) ≤
jθjk2 ≤
√
θjk2, at most µjk vertices of L0 have at least µjk neighbours outside V0, and so at least (1 − 2√µj)|V0|/2 vertices
of L0 have at least (1−µj)k neighbours in V0. Since we also chose j to be maximal, the conditions of Theorem 4.2 hold with
G′ = G[V0] and with α1 = θj+1 and α2 = 2√µj, and so T ⊆ G, which is a contradiction. 
Proof of Claim 7.5. Let L(T )denote the set of leaves in T and let `(T ) := |L(T )|. Note that∑x∈V (T )(d(x)−2) = 2e(T )−2|T | =
−2. Thus∑x∈V (T ), d(x)>2(d(x)−2) = `(T )−2 ≤ γ1k, and so there are atmost γ1k vertices of degreemore than 2.We remove
vertices which have degree more than 2 and all leaves. Removing a vertex x from T increases the number of components by
at most d(x)−1, and so we obtain a forest F ′ with at most∑x∈V (T ), d(x)>2(d(x)−1) ≤ 2γ1k components. Now the remaining
components are in fact path segments, as are any subpaths. Let P be a maximal set of vertex-disjoint paths on q vertices in
F ′. Suppose |P | < γ2k. Then P covers at most qγ2k vertices. Let F ′′ be the graph obtained by removing P . Then F ′′ has at
most 2γ1k+ 1+ γ2k components, and at least (1− 2γ1 − qγ2)k vertices. But then some component of F ′′ contains at least
1−2γ1−qγ2
2γ1+γ2+1/k ≥ q vertices, and so we can find another path on q vertices in F ′′ ⊆ F ′, contradicting the maximality of P . Thus|P | ≥ γ2k. 
Proof of Claim 7.6. Suppose that |A ∪ V (P ′)| ≤ k− 2. Let LA := A ∩ L, let L′A = LA ∩ V (P ′), the set of endpoints of P ′, and
L′′A := LA \V (P ′). We will try to find an additional path with endvertices in L′′A , thus contradicting the maximality ofP ′. Note
that |V (P ′) \ LA| ≤ k − 2 − |A| ≤ αk. Thus, since each path in P ′ has exactly two vertices in L′A and at least one vertex in
V (P ′) \ L′A, we have |L′A| ≤ 2|V (P ′) \ LA| ≤ 2αk, and so |L′′A| ≥ k/2− 2αk. Let A′ = A∪ V (P ′). Then since |A′| ≤ k− 2, each
vertex of L′′A has at least three neighbours outside A′. Furthermore, by the maximality ofP ′, no such neighbour is adjacent to
more than one vertex of L′′A . We thus obtain disjoint sets N1, N2 and N3, each of size |L′′A|, such that there is a perfect matching
between L′′A and Ni for each i.
Now observe that for any two vertices in Ni their neighbourhoods outside A′ are disjoint, by the maximality of P ′. So
suppose that there is a set of αk large vertices inNi. Each one has atmost one neighbour in L′′A , and |A′\L′′A| ≤ k−(k/2−2αk),
and so certainly each one of these vertices has at least k/3 neighbours outside A′. But these are all distinct, since otherwise
we would have a path of length 4 which contradicts the maximality of P ′, and so we have a set of at least αk(k/3) > n
distinct vertices in G, which is impossible. Thus at most αk vertices of Ni are large for each i, and so we obtain sets N ′i ⊆ Ni
of size |L′′A| − αk ≥ k/2− 4αk consisting entirely of small vertices.
Now consider a maximal matchingMi between N ′i and V (G) \ A′. Observe that since the N ′i consist of small vertices, N ′i is
an independent set, and furthermore any neighbours of a vertex inN ′i are large. Suppose |Mi| ≥ αk. Then V (Mi)\N ′i is a set of
at least αk large vertices, each of which has at most one neighbour in L′′A (otherwise we have a path of length 2, contradicting
the choice ofP ′) and at most k/2+ 3αk neighbours in A′ \ L′′A , and whose neighbourhoods outside A′ are disjoint (otherwise
we have a path of length 6, contradicting the choice of P ′). Thus as before we obtain a set of at least αk(k/3) > n distinct
vertices in G, which is impossible and therefore |Mi| ≤ αk.
Let N∗i := V (Mi)∩N ′i , Qi := V (Mi) \N ′i and N ′′i := N ′i \N∗i . Then |N ′′i | ≥ |N ′i | − αk ≥ |L′′A| − 2αk. Furthermore, |Qi| ≤ αk
and N ′′i has neighbours only in Qi∪A′, by themaximality of the matchingMi. Thus since N ′′i consists of small vertices, N ′′i has
no neighbours in S ∩ A, and so has neighbours only in Qi, L′′A and V (P ′). Now let S ′ := N ′′1 ∪ N ′′2 ∪ N ′′3 . Then S ′ is a set of small
vertices, and N(S ′) ⊆ Q1 ∪ Q2 ∪ Q3 ∪ L′′A ∪ V (P ′). Thus |N(S ′)| ≤ 3αk+ |L′′A| + αk. Also |S ′| ≥ 3(|L′′A| − 2αk). Altogether,
|S ′|/|N(S ′)| ≥ 3(|L
′′
A| − 2αk)
|L′′A| + 4αk
≥ 2
since |L′′A| ≥ (1/2 − 2α)k. But initially in Section 3 we assumed that there was no such set S ′ ⊆ S. This is a contradiction,
and completes the proof of the claim. 
Proof of Lemma 7.7. Wehave a setP of γ2k vertex-disjoint path segments of length 8 in T ′ and a setP ′ of paths inG′which
cover D1 and L′1. For each path P ′ inP ′, we pick a path P ofP . This is possible because |P ′| ≤ γ1k ≤ γ2k = |P |. Thus we can
pick a distinct P for each P ′. We then pick a subpath P∗ of P such that |P∗| = |P ′| and P∗ has both its endpoints in U1. This
is possible since |P| ≥ |P ′| + 1, and because the vertices of P alternate between U1 and U2. We can also pick the subpath
P∗ so that it does not include the vertex of P nearest the root. We then embed P∗ onto P ′ in the obvious way. Let us observe
that because the endpoints of P∗ are in U1 while the endpoints of P ′ are in L1, and because L1 and S1 are independent sets,
we have embedded vertices of P∗ ∩ U1 into L1 and vertices of P∗ ∩ U2 into S1.
Note also that because we avoided the vertices of P closest to the root of T , the vertices of the paths P∗ nearest the root
are always at distance at least 3 from each other, and so do not have a common neighbour. This will be important later on.
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We also have sufficiently many paths inP left over to find γ2k/3 paths of length 2 with midpoints in U1 and γ2k/3 paths
of length 2 with midpoints in U2. Indeed we can also choose these paths sufficiently far from the ends of paths inP that the
endpoints have distance at least three from any other paths. We construct a forest T ∗ from T ′ by deleting the midpoints of
these paths. Observe that we now have U∗1 = U1 ∩ V (T ∗) and U∗2 ∩ V (T ∗)with
|U∗1 | = |U1| − γ2k/3 ≤ δ(C1, L1)
|U∗2 | = |U2| − γ2k/3 ≤ δ(L1, C1).
Now let x1, . . . , x` be the endpoints closest to the root of the paths of P chosen to cover P ′, and let yi := P(xi), zi := P(yi).
(Recall that P(x) denotes the parent of x, i.e. the vertex directly above x in the rooted tree T .) Note that because the xi all have
distance at least 3 from each other, the yi are distinct. We embed the remainder of T ∗ greedily, starting at the root of T and
placing vertices of U1 into L1 and vertices of U2 into S1. To see that we can do this, observe that when xi has been embedded
to ui and zi towi, then ui, wi ∈ L1 and we have
|N(ui) ∩ N(wi) ∩ C1| ≥ |C1| − 2γ1k ≥ |U∗2 |
and so there is always a free common neighbour vi available for yi. It is important here that the yi are distinct, although the
zi may not be. Therefore when embedding this parent, we only need to find a common neighbourhood of two vertices that
have already been embedded (the vertex of the path and its grandparent).
It remains only to embed the midpoints of the paths of length 2 which were deleted. We begin with those midpoints
which were in U1. Note that γ2k/3 vertices of L′′1 remain free. Let bi, ci denote the vertices of C1 which were chosen as
endpoints of such paths.
We construct a bipartite auxiliary graph H . One class of H will consist of pairs (bi, ci) and the other class will consist of
the γ2k/3 free vertices in L′′1 . Such a vertex will be joined to a pair (bi, ci) if it is adjacent to both of these vertices in G′. Note
that dH((bi, ci)) ≥ γ2k/3 − 2γ1k > γ2k/4, since δ(C1, L1) ≥ |L1| − γ1k, while for x ∈ L′′1 , at most γ1k pairs (bi, ci) are not
adjacent to x, since δ(L′′1, S1) ≥ |S1|−γ1k. Thus dH(x) ≥ γ2k/3−γ1k > γ2k/4. Thus δ(H) > γ2k/4. It is now easy to see that
Hall’s condition is satisfied, and so a perfect matching exists. This corresponds to finding suitable vertices of L1 onto which
to embed the U1 midpoints of the paths of length 2.
By an identical argument we can also find a perfect matching in a bipartite auxiliary graph, with one vertex class
consisting of unused vertices in C1 and the other consisting of pairs of vertices in L1 onto which the endpoints of some
2-path have been embedded. This allows us to embed the midpoints which lie in U2. Thus we can embed the whole of T ′ as
required. 
Proof of Lemma 7.2. Wewill first tidy up the set V1 to ensure that all vertices have an appropriately highminimum degree.
Note that at most
√
α1k vertices in L1 have at least
√
α1k neighbours outside V1. We remove these vertices from L1. Now by
relocating some vertices of L1 to S1, and by removing some vertices from S1, we may assume that |L1| = (1/2+ α2/2)k, and
that |S1| = (1/2− 3α2/4)k. It is still true, however, that each large vertex has at least |V1| − √α1k neighbours in V1. Thus
e(L1, S1) ≥ |L1|(|S1| − √α1k) ≥ |L1||S1| − √α1k2.
Thus at most α1/41 k vertices of S1 have fewer than |L1| − α1/41 k neighbours in L1. We remove these vertices from S1 (and thus
also from V1). We also remove a few more vertices from S1 to obtain |S1| = (1/2− α2)k.
We still denote the sets thus obtained by L1, S1 and V1. We now have that |V1| = (1/2− α2/2)k, that every vertex in L1
has at least |V1|−√α1k neighbours in V1 (and thus at least |L1|−√α1k neighbours in L1 and at least |S1|−√α1k neighbours
in S1) and that every vertex in S1 has at least |L1| − α1/41 k neighbours in L1. Note that we may treat a vertex of L1 as a vertex
of S1 if necessary. This is why it is useful that L1 is larger than actually required. However, as we will see V1 may now not be
large enough, which will present some technical difficulties.
We consider a bipartition of the tree T into independent sets U1 and U2, where |U1| ≤ |U2|. If |U1| = |U2|, we will choose
U2 to be the set with the greater number of leaves. Now by Fact 5.2, U2 contains at least |U2|− |U1|+1 leaves. So U2 contains
at least two leaves except when |U1| = |U2| and T contains only two leaves in total, i.e. T is a path. In this special case, we
will move the leaf in U1 into U2, and move its parent into U1. Now U1 contains exactly one edge. Since we will usually be
embedding U1 into L1, this will not be a problem. Indeed, this case will be so similar to the more general case when U1 and
U2 are independent that we will not mention it any further, noting only that the proof can be trivially adapted to resolve it.
Thus we assume that U2 contains at least two leaves, and all leaves in U2 are adjacent to vertices in U1. Since we will be
embedding U1 into L1, which consists of large vertices, wemay embed any leaves in U2 greedily at the end of the embedding
process. So we delete any leaves from U2. We still denote this set by U2, and the tree by T . Now |T | ≤ k − 1. Suppose in
fact that |T | ≤ k − 2α2k/3 = |V1| − α2k/6. Since |U1| ≤ (k + 1)/2 ≤ |L1|, we move vertices from L1 to S1 to ensure that
|L1| = |U1| + α2k/12. Then we also have |S1| ≥ |U2| + α2k/12. The minimum degree conditions between L1 and S1 ensure
that we can complete the embedding greedily.
Now suppose instead that |T | > k−2α2k/3. This means that originally U2 contained at most 2α2k/3+1 leaves, and thus
by Fact 5.2, originally |U2| − |U1| + 1 ≤ 2α2k/3+ 1. Since also |U1| + |U2| = k+ 1, we have |U2| ≤ k/2+ α2k/3+ 1/2 ≤
|L1| − α2k/7. Thus if U1 contains at least α2k leaves we can perform the same process as before, now removing leaves of U1
and embedding U2 into L1.
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Thus in total we may assume that T contains at most 2α2k leaves. We may therefore apply Claim 7.5 with γ1 = 2α2 and
γ2 = α3, where α2  α3  1, to find a set of α3k vertex-disjoint path segments of length 8 in T . We will use these to help
us embed T by using some extra vertices which are not in V1.
Now by Claim 7.6 applied to V1 we have a set of vertex-disjoint paths P ′ of length at most 6, each of which has its
endpoints in L1 and its internal vertices, ofwhich there is at least one for each path, outside V1 and such that V ′1 := V1∪V (P ′)
has size at least k − 1 ≥ |T | (recall that we have removed all leaves from U2). If |V ′1| ≥ |T | + 5, we simply remove some
paths from P ′ to ensure that V ′1 is not substantially bigger than we need it to be, i.e. that |V ′1| ≤ |T | + 4. This ensures that|V (P ′)| ≤ 3α2k. If we still have |V ′1| > |T |, we simply discard some small vertices (not in V (P ′)), or large vertices if no small
vertices are left, to ensure that |V ′1| = |T |. Now for each path in P ′ of odd length, we find a neighbour in L′′1 := L1 \ V (P ′)
of one of the endvertices, and add this to the path. This ensures that all paths in P ′ have even length, and means that we
will be able to use the endpoints for vertices in U1 while still respecting the bipartition of T . We rearrange the vertices of
the paths of P ′ to ensure that they alternate between L1 and S1, with the endpoints lying in L1.
We now note that by moving some vertices of L1 into S1 (and deleting any edges which now lie within S1 and L1), the
conditions of Lemma 7.7 are satisfied, where D1 ∪ L′1 consists of the internal vertices of paths in P ′, C1 consists of any
remaining vertices of S1 and L′′1 consists of any remaining vertices of L1, and where γ1 = max(|P ′|/k,
√
α1) ≤ α2, and
γ2 = α3. So we can apply that lemma to embed the tree T into V1 and since |U1| vertices will be embedded into L1 ⊆ L, we
can also embed the remaining leaves of T greedily, and thus T ⊆ G, as required. 
Proof of Lemma 7.3. It is in this proof that we finally need to use the full strength of the conditions on G rather than G∗.
At first we remain in G∗ and we go through exactly the same proof as that for Lemma 7.2 to obtain V1 = L1 + S1 such
that |L1| = (1/2+ α2/2)k and |S1| = (1/2− α2)k. We also have that each vertex in L1 has at least |V1| − √α1k neighbours
in V1 and each vertex in S1 has at least |L1| − (α1)1/4k neighbours in L1.
We now transfer to G and continue to go through the same proof as that for Lemma 7.2. Note that we needed to apply
Claim 7.6 for that proof. In order to see that this is still permissible, we must observe that L∗ ⊆ L. Note also that in the proof
of Claim 7.6 we needed to use the fact that G is edge-minimal subject to satisfying the conditions of Theorem 1.3, and in
particular that there is no set S ′ ⊆ S such that |N(S ′)| ≤ |S ′|/2. This is not necessarily true in G∗ and this is the reason that
we need to use G instead. 
Note that with the proof of Lemma 7.3 we have finally completed the proof of Theorem 4.1, and therefore also the proof of
Theorem 4.2.
Now Proposition 7.1 and Lemma 7.2 (with α1 = θj and α2 = µj) prove Theorem 7.4, and so we move on to proving
Theorems 7.8 and 7.9.
7.4. Proof of Theorem 7.8
We now know that j = bn/kc. Let us define θ ′j and θ ′′j such that θj  θ ′j  θ ′′j  θj+1. We also know that for each i > 0,
|Li| ≤ (1/2+ θ ′j )k (from Lemma 7.2). We begin the proof of Theorem 7.8 with two simple claims.
Claim 7.16. Either |V0| ≤ θ ′′j k or |V0| ≥ (1− θ ′′j )k.
Note that although we did not state it as a numbered result, a similar argument appeared in Section 7.2 for the proof of
Theorem 4.1.
Proof. Suppose instead that |V0| ∈ (θ ′′j k, (1− θ ′′j )k). Then
|V0 ∩ L| ≥ n/2−
j∑
i=1
(1+ θ ′j )k/2 = (n− jk)/2− jθ ′j k/2
= |V0|/2− jθ ′j k/2 ≥ θ ′′j k/4.
But e(V0, V (G) \ V0) ≤ ∑ji=1 θjk2 ≤ θ2/3j k2. So at most θ1/3j k vertices of V0 have degree at least θ1/3j k outside V0. But this
does not cover all the large vertices in V0, and so there must still be some vertices with degree at least (1− θ1/3j )k in V0. So
|V0| ≥ (1− θ1/3j )k ≥ (1− θ ′′j )k, which is a contradiction. 
Note in particular that if |L0| ≥ (1/2 + θj+1)k, then we could move a few small vertices into V0 to ensure that |V0| = k.
Then we have
e(V0, V (G) \ V0) ≤
j∑
i=1
θjk2 + θ ′′j k2 ≤ 2θ ′′j k2
and we can apply Lemma 7.2 with α1 = 2θ ′′j and α2 = θj+1 to obtain T ⊆ G. Thus wemay assume that |L0| ≤ (1/2+ θj+1)k.
Thus for every i, including i = 0, we have |Li| ≤ (1/2+ θj+1)k.
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Claim 7.17. For all i 6= 0, |Li| > (1/2−
√
θj+1)k.
Proof. Suppose not. Then since no vertex class has substantially more than half its vertices being large (including V0) there
cannot possibly be a total of n/2 large vertices in the classes of G. More precisely
|L| ≤ |L0| + (1−
√
θj+1)k/2+ (j− 1)(1+ θj+1)k/2
≤ |L0| − 2
√
θj+1k/2+ (n− |V0|)/2
and so
|L0| ≥ |V0|/2+ 2
√
θj+1k/2.
In particular |V0| ≥ (1 − θ ′′j )k, and so |L0| > (1/2 + θj+1)k. But we already assumed that this is not the case, which is a
contradiction 
Note that by a similar argument we have either |V0| < θ ′′j k or |L0| > (1/2−
√
θj+1)k.
In general, if |V0| < θ ′′j k we can ignore it, and if |V0| ≥ (1− θ ′′j )k we can, if necessary depending on whether we intend
to embed into V0, add in a few vertices from some other class to increase the size to k. This does not affect calculations
significantly, so for the remainder of the proof of Theorem 7.8 we will assume for simplicity that V0 = ∅, or |V0| = k, in
which case we will call it Vj+1 and increase j. In either case we now have that e(Vi, V \ Vi) ≤ θjk2 for i = 1, . . . , j. In the
proof of Theorem 7.9 we will need to consider the case when n is not divisible by k (and therefore 0 < |V0| < k) and deal
with it more carefully.
Let us observe that since we are in ECj, we have e(Vi, V \ Vi) ≤ θjk2 for each 1 ≤ i ≤ j. Thus at most
√
θjk vertices of Li
have more than
√
θjk neighbours outside Vi. Thus at least |Li| −
√
θjk vertices of L1 have at least (1−
√
θj)k neighbours in Vi,
and so in particular have at least |Si| −
√
θjk neighbours in Si. Thus e(Li, Si) ≥ (|Li| −
√
θjk)(|Si| −
√
θjk) ≥ |Si|(|Li| − θj+1k).
This last inequality holds since (1/2−√θj+1)k ≤ |Li|, |Si| ≤ (1/2+√θj+1)k. Therefore at most√θj+1k vertices of S1 have
fewer than |Li| −
√
θj+1k neighbours in Li. Thus we obtain sets L′i ⊆ Li and S ′i ⊆ Si such that
δ(L′i, L
′
i), δ(L
′
i, S
′
i ), δ(S
′
i , L
′
i) ≥ (1/2− 2
√
θj+1)k. (5)
We call the vertices of Si \ S ′i bad vertices, and denote this set by Bi.
We now aim to prove Proposition 7.10. In the proof we will use two simple facts from [17] (Fact 6.2 Part 1 and Fact 6.8
in that paper).
Fact 7.18. Suppose G′ is a graph with V (G′) = C + D, and T ′ a tree. Suppose also that V (T ′) = U1 + U2, where |U1| ≤ |U2| and
U2 is an independent set, and that G′ satisfies δ(C, C), δ(D, C) ≥ |U1| and δ(C,D) ≥ |U2|. Then T ′ ⊆ G′ with U1 embedded into
C and U2 into D. 
Recall that `(T ) denotes the number of leaves of T .
Fact 7.19. 1. For any positive integer q ≤ k + 1 there is a vertex x of T , and some children y1, y2, . . . , yt of x such that
q/2 ≤ |T (x) \ (⋃ti=1 T (yi))| < q.
2. For any positive integer q ≤ `(T ) there is a vertex x of T , and some children y1, y2, . . . , yt of x such that T (x) \ (⋃ti=1 T (yi))
contains [q/2, q) leaves of T . 
We also need the following simple result, which is very similar to Claim 6.6 in [17]. Recall that a skew-partition is an
ordered vertex partition V (T ) = U1+U2 such that |U1| ≤ |U2| andU2 is an independent set. Recall also thatwe call g(U1,U2)
:= |U2| − |U1| the gap of the partition, and that g(T ) := g(Todd, Teven) is the gap of T .
Remark 7.20. If T has a skew-partition with g(U1,U2) ≥ 5
√
θj+1k, then T ⊆ G.
Proof. By Fact 5.2, U2 contains at least |U2| − |U1| + 1 leaves. Deleting these leaves gives two vertex sets U1,U ′2 each of size
at most (k + 1)/2 − 5√θj+1k/2 ≤ (1/2 − 2√θj+1)k. Now the minimum degree conditions of (5) ensure that for any i we
can embed U1 into L′i and U
′
2 into S
′
i greedily, starting at the root. Now the remaining vertices of U2 are leaves adjacent to
vertices of U1. Since vertices of U1 were embedded onto large vertices, we can embed these remaining leaves greedily. 
Given a partition U1,U2 of the vertices of T and a subtree T ′, flipping T ′ means moving the vertices of T ′ that lie in U1 into
U2 and vice versa.
Corollary 7.21. k/2 − θj+2k ≤ |Todd|, |Teven| ≤ k/2 + θj+2k. Furthermore, for any subtree T ′ ⊆ T , of the form T ′ = T (x) \⋃s
i=1 T (yi), where x ∈ V (T ) and y1, . . . , ys are children of x, we have
|T ′ ∩ Todd| − |T ′ ∩ Teven| ∈ (−3θj+2k, 3θj+2k)
or else T ⊆ G.
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Proof. The first part is immediate from Remark 7.20. For the second, suppose that |T ′ ∩ Todd| − |T ′ ∩ Teven| ≥ 3θj+2k. Then
we start with U1 = Todd,U2 = Teven and we flip T ′ (except for x if x lies in U1). Together with the bound in the first part, this
gives a skew-partition with a gap of size at least 3θj+2k− 1− 2θj+2 ≥ 5
√
θj+1, and thus by Remark 7.20 we could embed T
in G. A similar argument shows that |T ′ ∩ Todd| − |T ′ ∩ Teven| ≥ −3θj+2k. 
Proof of Proposition 7.10. Let I := {i : d(v0, Vi) ≥ θ1/4j+1k} and note that by assumption |I| ≥ 2. By relabelling if necessary,
we may assume that I = {1, . . . , s}. We also assume without loss of generality that for 1 ≤ i1 < i2 ≤ s,
d(v0, Vi1) ≤ d(v0, Vi2). (6)
We will follow the proof of Proposition 6.12 in [17] with some minor modifications.
Recall that we have sets L′i ⊆ Li and S ′i ⊆ Si satisfying (5). By Remark 7.20 we may assume that T has no skew-partition
with a large gap.
Now by Fact 7.19 we can find a vertex x in T and some children y1, . . . , yt such that setting T = T (x) \ (⋃ti=1 T (y)) we
have |T ′| ∈ [θ1/4j+1k/4, θ1/4j+1k/2).
Now dT ′(x) ≤ θ1/4j+1k/2, and dL′1∪S′1(v0) ≥ θ
1/4
j+1k− 4
√
θj+1k ≥ θ1/4j+1k/2. So we embed x onto v0, and T ′ into L′1 ∪ S ′1 greedily
(note that δ(L′1 ∪ S ′1) ≥ |T ′|).
Now let F := T \ T ′ be the forest consisting of T \ T (x), T (y1), T (y2), . . . , T (yt). Since any isolated vertices of F are
neighbours of x, and since v0 ∈ L, we can embed these greedily at the end. So we assume that F contains no isolated vertices.
Thus the number of roots in F is at most |F |/2 ≤ (1− θ1/4j+1/4)k/2. Let VI :=
⋃
i∈I(L
′
i ∪ S ′i ). Then
d(v0, VI \ V1) ≥ k− jθ1/4j+1k− 4j
√
θj+1k− d(v0, L′1 ∪ S ′1).
If s ≥ 3 then by (6) we have d(v0, L′1 ∪ S ′1) ≤ 13d(v0, VI), and so d(v0, VI \ V1) ≥ k/2, which will be enough for our purposes.
If s = 2, however, we need to be more careful. (The following argument also works for s ≥ 3, although in that case it is
substantially more complicated than necessary, as indicated by the easy argument above.) We have
d
(
v0,
j⋃
i=2
L′i ∪ S ′i
)
≥ k/2− 4j√θj+1k ≥ 12 (1− θ1/4j+1/4)k
so we can embed the roots of F greedily into
⋃j
i=2 L
′
i ∪ S ′i .
For 2 ≤ i ≤ j, let F ai , F bi denote the subforests of F with roots in L′i, S ′i respectively. Let U (1)i := (F ai )even ∪ (F bi )odd, and
U (2)i := (F ai )odd∪(F bi )even. If |U (1)i |, |U (2)i | ≤ (1/2−2
√
θj+1)k for each i, then the conditions of (5) ensure thatwe can complete
the embedding using the greedy algorithm. (We embed U (1)i into L
′
i and U
(2)
i into S
′
i .) Note also that since [θ1/4j+1k/4, θ1/4j+1k/2)
vertices have already been embedded into V1, only at most one i can fail to satisfy this condition. We will show in this case
that T has a skew-partition (U1,U2)with gap at least 5
√
θj+1k.
If |U (2)i | > (1/2−2
√
θj+1)k, we putU (2)i intoU2. We place x intoU1 alongwith the smaller half of the bipartition of T ′. We
place the larger part of T ′ into U2, and any remaining vertices of T into U1. It is easy to see that U2 is indeed an independent
set, and
|U2| ≥ (1/2− 2
√
θj+1)k+ θ1/4j+1k/8− 1 ≥ (1/2+ θ1/4j+1/10)k.
Thus |U1| ≤ (1/2 − θ1/4j+1/10)k, and so |U2| − |U1| ≥ θ1/4j+1k/5 ≥ 5
√
θj+1k, and U1,U2 is a skew-partition with a large gap,
which by Remark 7.20 we assumed earlier was not the case, and so we have a contradiction.
If on the other hand |U (1)i | > (1/2−2
√
θj+1)k, the process is similar. NowU (1)i goes intoU2 alongwith the larger part of T ′,
except for x. The rest of T , including x, goes into U1. The calculations are the same and again yield the desired contradiction.
This completes the proof of Proposition 7.10. 
Proof of Proposition 7.11. For each i ∈ [1, j], let L∗i := {x ∈ L : d(x, Vi) ≥ θ1/4j+1k}. Since the conditions of Proposition 7.10 do
not hold, the L∗i are pairwise disjoint. Furthermore, for x ∈ L∗i , d(x, Vi) ≥ k−jθ1/4j+1k ≥ (1−θ1/5j+1)k. Since e(Vi, V (G)\Vi) ≤ θjk2,
we have |L∗i \ Vi| ≤
√
θjk.
We move each L∗i into Vi, and move some small vertices to rebalance the sizes of the Vi. We have moved at most 2j
√
θjk
vertices, and thus10
e(Vi, V (G) \ Vi) ≤ θjk2 + (
√
θjk)(jθ
1/4
j+1k)+ (j
√
θjk)(θ
1/4
j+1k)+ (j
√
θjk)k ≤ θ3j+2k2.
10 The four terms in the central expression come from the original number of edges, the edges coming off those vertices of L∗i which we had to move into
Vi , those edges coming off large vertices moved out of Vi and those edges coming off small vertices which were moved either into or out of Vi .
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Furthermore, each vertex in Li still has at least
(1− θ1/4j+1)k− 2j
√
θjk2 ≥ (1− θ3j+2)k
neighbours in Vi, and at most θ
1/4
j+1k + 2j
√
θjk ≤ θ3j+2k neighbours outside. Thus the conditions of EC ′(θ3j+2) are now
satisfied. 
This therefore also completes the proof of Theorem 7.8.
7.5. Proof of Theorem 7.9
We have now tidied up the large vertices in each of the classes to ensure that EC ′(θ3j+2) holds. Note that every class has
approximately half its vertices in L. We would like to say now that there is some class which has at least k/2 large vertices.
However, this may not be the case if (1 − θ1/4j )k ≤ |V0| < k. Then V0 may have more than half its vertices lying in L, but
nevertheless |L0| < k/2. Therefore if all the remaining vertices have very slightly less than half their vertices lying in L, we
have no class for which |Li| ≥ k/2. This will cause some difficulty later on.11
The proof in the case when there is some i with |Li| ≥ k/2 is substantially easier. However, since the harder case would
rely onmany very similar results, we prove the two together. This involves stating and proving certain results in considerably
more generality than we would require for the easier case.
We begin by rearranging some small vertices. Recall that for each i = 1, . . . , jwe have |Li| ≥ (1/2− θ3j+2)k, and that for
each x ∈ Li, dVi(x) ≥ (1− θ3j+2)k. This means that e(Li, Si) ≥ |Li|(|Si| − θ3j+2k) ≥ |Si|(|Li| − 2θ3j+2k). (Note that this also holds
for i = 0 in the casewhen |V0| ≥ (1−θ ′′j )k.) Thus atmost
√
2θ3/2j+2 |Si| vertices of Si have fewer than |Li|−
√
2θ3/2j+2k neighbours
in Li. We call such vertices bad, and we move them into the class Vi in which they have most neighbours. Note that since all
bad vertices are small, and because the set of small vertices is independent, this rearrangement is well-defined. We still call
those vertices bad, and denote by Bi the set of bad vertices in Vi. Because we are moving fewer than 3θ
3/2
j+2n vertices in total,
we still have sets Vi with the following properties:
• (1− θj+2)k ≤ |Vi| ≤ (1+ θj+2)k;• (1/2− θj+2)k ≤ |Li| ≤ (1/2+ θj+2)k;
• e(Vi, V (G) \ Vi) ≤ θj+2k2;• For each x ∈ Li, d(x, V (G) \ Vi) ≤ θj+2k;• |Bi| ≤ θj+2k, and δ(Si \ Bi, Li) ≥ (1/2− θj+2)k.
Recall that in the proof of Theorem 7.8 we ignored the set V0 if its size was small, or called it Vj+1 and increased j if it
had size almost k. It did not affect calculations significantly to assume that either |V0| = 0 or |V0| = k. Now, however,
we no longer need to make such assumptions, because we no longer demand that |Vi| = k. If originally V0 was small
(i.e. |V0| ≤ θ ′′j k ≤ θj+1k, then its vertices will now be distributed among the other Vi, each vertex being placed into the
class in which it has most neighbours. Since θj+1  θj+2, this does not affect the above conditions significantly. If it had size
almost k, then because we treated it as a set of size k we have already performed all the same rearrangements as we have
performed for all the other classes, and therefore V0 will satisfy the above conditions just like all the other Vi.
We note also that for 0 ≤ i ≤ jwe have |Si| ≥ (1− θj+2)k− (1/2+ θj+2)k ≥ (1/2− 2θj+2)k, and each x ∈ Li has at least
k− θj+2k ≥ |Vi| − 2θj+2k neighbours in Vi, so (with the bound for δ(Si \ Bi, Li)which we had before) we have
δ(Li, Si \ Bi) ≥ (1/2− 2θj+2)k− θj+2k− 2θj+2k = (1/2− 5θj+2)k (7)
δ(Li, Li) ≥ (1/2− θj+2)k− 2θj+2k = (1/2− 3θj+2)k
and δ(Si \ Bi, Li) ≥ (1/2− θj+2)k.
We can now prove Proposition 7.12.
Proof of Proposition 7.12. First of all, to see how the ‘‘in particular’’ follows from the first statement, recall that a good
small vertex in Vi has at least (1/2 − θj+3)k neighbours in Vi, and so has at most (1/2 + 2θj+3)k − (1/2 − θj+3)k = 3θj+3k
neighbours outside Vi. On the other hand a bad small vertex in Vi has at least as many neighbours in Vi as in any other Vi′ .
Therefore if it has more than (1/4 + θj+3)k neighbours in Vi′ , it also has at least (1/4 + θj+3)k neighbours in Vi, and so has
at least (1/2+ 2θj+3)k neighbours in total, which is a contradiction.
Therefore we need only show that any small vertex has at most (1/2+2θj+3)k neighbours. Suppose instead that we have
some vertex v0 ∈ Si with at least (1/2+ 2θj+3)k neighbours. Then since |Li| ≤ (1/2+ θj+2)k, v has at least θj+3k neighbours
outside Vi, and since v0 is small these neighbours must be large vertices.
By Corollary 7.21 we may assume that |Todd|, |Teven| ≤ (1/2 + θj+2)k. Thus d(v0) ≥ (1/2 + 2θj+3)k ≥ |Todd|, |Teven|. In
particular, d(v0) ≥ ∆(T ).
11 We do not have the same problem if |V0| ≤ θ1/4j , since then by Proposition 7.10 we could move any large vertex of V0 to the (unique) class in which it
has almost k neighbours, effectively leaving L0 = ∅.
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As in the proof of Proposition 7.10, by Fact 7.19 we can find a vertex x and some children y1, . . . , yt in T such that
T ′ := T (x) \ (⋃ti=1 T (yi)) satisfies |T ′| ∈ [θj+3k/2, θj+3k).
Note that by Corollary 7.21 we have |T ′ ∩ Teven|, |T ′ ∩ Todd| ≥ θj+3k/4− 3θj+2k ≥ θj+3k/5. Thus
|Todd \ T ′|, |Teven \ T ′| ≤ (1/2+ θj+2)k− θj+3k/5 ≤ (1/2− θj+3/6)k.
We now embed x onto v0 and N(x) ∩ T ′ greedily onto neighbours of v0 in V \ Vi. This is possible since |T ′| ≤ θj+3k ≤
d(v0, V \ Vi). Now since v0 is small its neighbours must be large, and the minimum degree conditions of (7) (applied with i′
instead of i) ensure that we can easily embed the remainder of T ′ greedily into V \ (Vi ∪ B), where B =⋃ji′=0 Bi′ .
We now embed T \T ′ into V greedilywith x as the root. If v0 is good, then it has at least (1/2−5θj+2)k ≥ |Todd\T ′|, |Teven\
T ′| neighbours in its own class, and so we can embed T \ T ′ into Li ∪ (Si \ Bi) greedily, using the minimum degree of at least
(1/2− 5θj+2)k between these two sets.
On the other hand, if v0 is bad then it contains at least as many neighbours in its own class as in any other. We order
the remaining neighbours yt+1, . . . , yt ′ of x in such a way that |T (yt+1)| ≥ |T (yt+2)| ≥ · · · ≥ |T (yt ′)|. Then if we begin by
embedding the ym in order, first embedding asmany as possible into Vi, thenwewill eventually embed at least (1−θj+3)k/C
vertices into Vi. Since we have already embedded at least θj+3k/2 vertices into V \ Vi, this ensures that we never attempt
to embed too many vertices (i.e. (1 − 20θj+2)k) into any one class. Note that T ′′ = T (x) \
(⋃m−1
i=1 T (yi) ∪
⋃s′
i=m′+1 T (yi)
)
is balanced by Corollary 7.21, and so T ′′ − x, which we intend to embed in Vi′ , is also balanced. Thus the minimum degree
conditions of (7) between the Li′ and the Si′ \ Bi′ ensure that we can do the remainder of the embedding greedily. But since
we assumed that T cannot be embedded into G this is a contradiction, as required. 
We now note that since in total half the vertices of G are large, there must be some set Vi for which |Li| ≥ |Si|. Without
loss of generality, we will assume that this set is V1. We will do most of the embedding in V1, although it may be too small
to embed all of T , and a few vertices will be embedded into other classes. This is the purpose of Lemma 7.13, which we will
prove shortly.
Recall that T is rooted at r . Wemay assumewithout loss of generality that |Teven| ≤ |Todd| (otherwise wemove the root to
one of its neighbours). Recall that we define the gap of T to be g(T ) = |Todd|− |Teven|. Note in particular that by Remark 7.20
we may assume that g(T ) ≤ 5√θj+1k, and so k/2 − θj+2k ≤ |Teven| ≤ |Todd| ≤ k/2 + θj+2k. We split the proof further into
two cases:
• Case 1: T has at least 36θj+4k leaves,• Case 2: T has fewer than 36θj+4k leaves.
Recall that mi := k − |Vi|. If a vertex is not bad, then we call it good. Note that this includes all large vertices. Recall
Lemma 7.13 which we will need in both cases, although its full strength is only needed in Case 1.
Lemma 7.13. Let q1, q2, . . . , qs be positive integers such that q := ∑si=1 qi ≤ 2(m1 + 1)/3, and let C1, . . . , Cs ⊆ L1 be (not
necessarily distinct or disjoint) sets of size (1/2− 2θj+4)k. Then there are
• q disjoint (1/θj+4)-stars in V \ V1 with midpoints y1, . . . , yq;• distinct vertices x1, . . . , xs ∈ L1 and• a partition of the set of stars into Q1, . . . ,Qs
such that for each i = 1, . . . , s we have
• xi ∈ Ci;• |Qi| = qi and• M(Qi) ⊆ N(xi)
where M(Qi) denotes the set of midpoints of the stars in Qi. Furthermore, all endpoints of stars are good vertices.
Proof. We prove the lemma inductively on s. For s = 0, there is nothing to prove, so we assume that s ≥ 1 and that we
have a set Q of appropriate stars for integers q1, . . . , qs−1, along with vertices x1, . . . , xs−1.
Now let P be the set of vertices outside V1 with fewer than (m1 + 1)/θj+4 neighbours in their own class and let
C ′s := Cs \ {x1, . . . , xs−1}. Now if any vertex in C ′s has at least qs neighbours in V \ (V1 ∪ P ∪ V (Q )), then we call this
vertex xs and we can greedily pick qs neighbours y1, . . . , yqs and (1/θj+4) further neighbours for each yi to find the required
further stars to form Qs, and so the proof is complete. (Note that if yi is bad, then it is small and all its neighbours are large
and therefore good. On the other hand, if yi is good, then by (7) there are plenty of good neighbours to choose from. So we
can ensure that all the endpoints are good.) Thus we may assume that any vertex in C ′s has fewer than qs neighbours in
V \ (V1 ∪ P ∪ V (Q )). This means that
e(C ′s, V \ (V1 ∪ P ∪ V (Q ))) ≤ qs|C ′s|. (8)
Note also that since any vertex in End(Q ) := V (Q ) \M(Q ) (the set of endpoints of the stars in Q ) is good, it has at most
3θj+3k neighbours in C ′s by Proposition 7.12. Thus we have
e(C ′s, End(Q )) ≤ 3θj+3k|End(Q )| = 3θj+3k(q− qs)/θj+4. (9)
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Nowwe also have that any vertex inM(Q ) has at most (1/4+ θj+3)k neighbours outside its own class (by Proposition 7.12)
and so
e(C ′s,M(Q )) ≤ (1/4+ θj+3)k|M(Q )| = (1/4+ θj+3)k(q− qs). (10)
Note also that the vertices of P are bad, and so have at most as many neighbours in V1 as they have in their own class, and
therefore certainly at most as many neighbours as they have in V \ V1, which itself is at most (m1 + 1)/θj+4 neighbours.
Thus, since |P| ≤ |B| ≤ θj+2n,
e(C ′s, P) ≤ ((m1 + 1)/θj+4)|P| ≤ ((m1 + 1)/θj+4)θj+2n ≤ (m1 + 1)θj+3k. (11)
Finally we note that each vertex in C ′s has at least k− |V1| + 1 = m1 + 1 neighbours in V \ V1, and so
e(C ′s, V \ V1) ≥ (m1 + 1)|C ′s|. (12)
Now (8)–(11) together give
e(C ′s, V \ V1) ≤ qs|C ′s| + 3(q− qs)kθj+3/θj+4 + (1/4+ θj+3)k(q− qs)+ (m1 + 1)θj+3k
≤ qs|C ′s| + k(q− qs)/3+ (m1 + 1)θj+3k
≤ qs|C ′s| + (q− qs)|C ′s| + 3(m1 + 1)θj+3|C ′s|
≤ (2(m1 + 1)/3)|C ′s| + 3(m1 + 1)θj+3|C ′s|
< (m1 + 1)|C ′s|
which contradicts (12). 
We will need a slightly different version of Lemma 7.13 later on, for which we make the following remark.
Remark 7.22. In the proof of Lemma 7.13, we did not need any properties of L1 \ Ci. In particular, we did not use the fact
that vertices of L1 \ Ci had degree at least k. Therefore the Lemma remains true even if we had already deleted some set of
vertices S ′1 ⊆ S1 with N(S ′1) ⊆ L1 \
(⋃s
i=1 Ci
)
.
Case 1: T contains at least 36θj+4k leaves.
Recall that we call a skew-partition ideal if both U1 and U2 contain at least 5θj+4k leaves. Instead of Proposition 7.14,
which states that if T has an ideal skew-partition then it can be embedded into G, we will prove a very slightly stronger
result which also allows for the possibility that |U1| = k/2+ 1 (so |U2| = k/2). We will need this extra possibility later on.
Proposition 7.23. Let V (T ) = U1 + U2 where U2 is an independent set and |U1| ≤ k/2+ 1 if k is even and |U1| ≤ (k+ 1)/2 if
k is odd. Suppose that both U1 and U2 contain at least 5θj+4k leaves of T . Then T ⊆ G.
Proof. LetWi be the set of leaves in Ui. Let Wˆ1 be the set of leaves in U1 whose parent is in U2. (Note that the corresponding
Wˆ2 would just beW2.) If Wˆ1 ≤ 4θj+4k, we can move at least θj+4k leaves from U1 to U2, thus giving a new skew-partition
with gap at least 2θj+4k ≥ 12θj+2k, and we can apply Remark 7.20. So we assume that |Wˆ1| > 4θj+4k.
LetW ′1 := {v ∈ Wˆ1 : v is the only leaf among the children of P(v)}. Note that |P(W ′1)| = |W ′1|.
Case 1.1: |W ′1| < 2θj+4k.
LetW ′′1 := Wˆ1 \W ′1, and flip the subforest on P(W ′′1 )∪W ′′1 . Note that any new edges within a class come from the vertices
of P(W ′′1 ), which now lie in U1, so U2 is still independent. Also, since |P(W ′′1 )| ≤ |W ′′1 |/2 and |W ′′1 | > 2θj+4k, we now have
|U1| ≤ k/2+ 1− (|W ′′1 | − |P(W ′′1 )|) < k/2− θj+4k/2 < (1/2− θj+2)k
and therefore we can apply Remark 7.20 to obtain T ⊆ G.
Case 1.2: |W ′1| ≥ 2θj+4k.
This case is considerably harder. Recall that if |L1| < k/2, then m1 ≥ 2(k/2 − |L1|) > 0. We pick a set W ′′1 ⊆ W ′1 of
size 2θj+4k. LetW ′′1 = {c1, c2, . . . , ct}, let P(W ′′1 ) = {b1, b2, . . . , bt} and let P(P(W ′′1 )) = {a1, a2, . . . , at ′} (where t ′ ≤ t =
2θj+4k).
Now we would like to use Lemma 7.13 to find a set of at least 2(m1 + 1)/3-stars with (1/θj+4) endpoints outside V1 and
vertices x1, . . . , xs in L1 such that we can embed some of the ai onto xi, the bi onto the midpoints of stars (which we call yi)
and ci and any remaining neighbours onto the endpoints of stars. Since these endpoints are good, we could embedwhatever
remains of T below these neighbours into the appropriate classes greedily using the minimum degree conditions of (7). We
would then have embedded at least 2(m1 + 1)/3 vertices of U1 (namely the ci) outside V1, and this would give us enough
room in V1 to embed the remainder of the tree greedily.
However, performing this process naïvely may fail for any one of three reasons.
(1) When attempting to embed the trees T (bi) outside of V1, we may inadvertently end up attempting to embed almost
all of the tree in some other Vi, thus merely moving our problems to a different class.
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(2) Some of the bi may have degree greater than 1/θj+4, and so the stars guaranteed by Lemma 7.13 are not large enough
to fit in all of the neighbours as we would wish to.
(3) Some of the ai may be at distance two from each other. Thus when we attempt to embed what remains of the tree
into V1 greedily, we may be looking for common neighbours of a large number of vertices. The minimum degree conditions
may not be sufficient to guarantee that we can find this.
The first two problems are easy to deal with, but the third is harder, and it is to solve this problem that we introduced
the candidate sets Ci in Lemma 7.13.
We define the weight of a vertex x to be |T (x)| (and r has weight |T | = k + 1). To deal with problem (1), we first note
that if some child r ′ of the the root r of T satisfies |T (r ′)| ≥ (k + 2)/2, then we can move the root to r ′. Since this can only
happen for at most one r ′, and since with this new root we have |T (r)| ≤ k/2, we can continue with this process until no
child of the root r carries more than half the weight of the tree. In order to ensure that we have not switched Todd and Teven
we then move the root to a neighbour once more arbitrarily if necessary. Now at most one child and no grandchild of the
root carries at least half the weight of the tree.
Thus in particular, unless bi is the root or this one special child (which can only happen for at most two bi) |T (bi)| ≤
(k + 1)/2. By removing at most two bi from consideration, we assume that every bi satisfies this property. Since |W ′′1 | is
large, removing two vertices will not affect matters significantly. Now if |⋃i T (bi)| ≥ 3k/4, we will simply take a subset of
the bi such that together they carry a weight of between k/4 and 3k/4 (successively remove vertices bi from consideration
until the combined weight is at most 3k/4, and since the last vertex to be removed had weight at most (k + 1)/2, the
remaining weight is at least k/4).
To deal with problem (2) we note that |P(W ′′1 )| = |W ′′1 | = 2θj+4k, and if at least θj+4k+ 1 of these vertices have degree
more than 1/θj+4, then |T | ≥ (θj+4k+ 1)/θj+4 > k+ 1 which is a contradiction. So we can take a setW ′′′1 ⊆ W ′′1 such that|W ′′′1 | = θj+4k and the vertices of P(W ′′′1 ) all have degree at most 1/θj+4. Without loss of generality we will assume that
W ′′′1 = {c1, . . . , ct/2}, P(W ′′′1 ) = {b1, . . . , bt/2} and P(P(W ′′′1 )) = {a1, . . . , at ′′}.
We now turn our attention to problem (3). Instead of embedding the ai, bi and ci straight away, we will first embed some
preliminary vertices. Let P1 ⊆ V (T ) be the set of vertices which are parents of more than one ai. Inductively we then define
Pi to be the set of vertices which are parents of more than one vertex of Pi−1. We observe that |Pi| ≤ |Pi−1|/2 (where wemay
define P0 to be P(P(W ′′′1 )), the set of ai), and so P :=
⋃
i≥1 Pi satisfies |P| ≤ |P(P(W ′′′1 ))| ≤ θj+4k. In particular, the process
must terminate at some i = p, say. We now greedily embed P into V1 starting with Pp and embedding each Pi in order of
decreasing i. Furthermore, if a vertex is in U1 we will embed it into L1, and if it is in U2 we will embed it into S1 \ B1. The
fact that |P| ≤ θj+4kmeans that the minimum degree conditions of (7) applied with i = 1 will be more than sufficient. Let
P˜ denote the set in V1 onto which P is embedded.
We now show that we can apply Lemma 7.13. If a vertex ai of P(P(W ′′′1 )) is not a child of any vertex of P1, then the
candidate set Ci for the corresponding xi will be L1 \ P˜ . If on the other hand ai is a child of a vertex di in P1, then let d˜i be
the vertex in V1 \ B1 onto which di is embedded. The candidate set Ci in this case will be (L1 ∩ N(d˜i)) \ P˜ . Observe that the
minimumdegree condition of (7) ensures that |Ci| ≥ (1/2−2θj+2)k−|P˜| ≥ (1/2−2θj+4)k. Thuswemay apply Lemma 7.13
to find appropriate xi and yi onto which to embed the ai and bi. Since the bi have degree at most 1/θj+4, we may embed the
children of the bi onto endpoints of the stars. Since |⋃i T (bi)| ≤ 3k/4 and⋃i T (bi) is ‘‘well-balanced’’ (by Corollary 7.21
applied to T ′ = {x} ∪⋃i T (bi) it has a gap of size at most 4θj+2k+ 1), and since the endpoints of stars were good, we may
then embed the remainder of the T (bi) greedily outside V1.
We now embed what is left of T into V1. Observe that at least 2(m1 + 1)/3 > m1/2 ≥ k/2 − |L1| vertices of U1 have
been embedded outside L1. This ensures that L1 is now big enough to hold the remainder of U1 (even in the case when
|U1| = k/2+ 1 since then k is even and at least k/2− |L1| + 1 vertices of U1 have been embedded outside L1).
Since no vertices of Pi (including P0 = P(P(W ′′′1 ))) are leaves, any leaves that have been embedded have been embedded
outsideV1.We delete any remaining leaves fromU2 and fromW ′′1 , and sincewehave atmost (1/2−θj+4)k vertices remaining
in each of U1 and U2 (because |W ′′1 | ≥ 2θj+4k and because U2 had at least 5θj+4k leaves, but g(U1,U2) ≤ 12θj+2k ≤ θj+4k),
we may embed U1 into L1 and U2 into S1 \ B1 greedily. To do this we start at the root and work down the tree, observing that
any already embedded vertices have different parents, and so wewill only ever have to find an image vertex in the common
neighbourhood of at most two vertices during the embedding process (one vertex embedded before the greedy algorithm
began, and its grandparent). The minimum degree conditions of (7) ensure that the common neighbourhood of two good
vertices has size at least (1/2 − 7θj+2)k, which is larger than the number of vertices already embedded, so we can always
find an appropriate vertex for the final embedding.
It now remains only to embed those leaves which we deleted. We begin with the leaves deleted fromW ′′1 , which we call
U ′1, and observe that there are at least as many unused vertices in L1 as there are leaves in U
′
1. In fact, there are also at least
θj+4k/2 unused vertices of L1, although there may be fewer leaves. We take a subset X of size t := max(θj+4k/2, |U ′1|) of
unused vertices in L1. We also take a subset Y of t vertices from S1 \ B1 consisting of the parents of unembedded leaves in
U ′1 and some extra vertices chosen arbitrarily if necessary (i.e. if |U ′1| < θj+4k/2).
We now consider the bipartite subgraph between X and Y , and observe that it hasminimumdegree at least |X |−θj+2k =
|Y | − θj+2k ≥ |X |/2 = |Y |/2. So Hall’s condition holds, and therefore we can find a perfect matching between X and Y . In
particular we can find a matching between the vertices chosen for the parents of U ′1 and unused vertices of L1. This allows
us to embed U ′1 into L1, as required.
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Finally recall that the leaves deleted from U2 were adjacent to vertices of U1, which have been embedded into L1. Since
these vertices are large, we may embed the remaining leaves greedily. This completes the proof of Case 1.2. 
Proof of Proposition 7.15. Recall that we want to prove that if T contains at least 36θj+4k leaves then either T ⊆ G or T has
an ideal skew-partition. Let g = |Todd| − |Teven| ≥ 0 without loss of generality. We start with the skew-partition given by
U1 = Teven and U2 = Todd. Note that by Remark 7.20 we may assume that g ≤ 2θj+4k.
LetWo be the set of leaves of T in Todd, and similarly letWe be the set of leaves of T in Teven. Letwo := |Wo| andwe := |We|.
Thus by the assumption of Case 1,wo + we ≥ 36θj+4k. We now split into three further cases:
• Case A:wo, we ≥ 5θj+4k;
• Case B:wo < 5θj+4k;
• Case C:we < 5θj+4k.
Case A:wo, we ≥ 5θj+4k. In this case, (Teven, Todd) is already an ideal skew-partition, as required.
Case B:wo < 5θj+4k. Sowe ≥ 31θj+4k.
Case B (i): |P(We)| ≤ 15θj+4k. We flip P(We) andWe. Since we originally chose U1 = Teven, U2 = Todd, then with this flip
|U2| increases by at least 31θj+4k− 15θj+4k, and so the gap of the partition increases by at least 16θj+4k. Thus we can apply
Remark 7.20 to obtain T ⊆ G.
Case B (ii): |P(We)| ≥ 15θj+4k. We choose 5θj+4k vertices of P(We) (in U2) and flip these along with those children which
are leaves. There are at least 5θj+4k such children, so now U2 has at least 5θj+4k leaves. But at least 10θj+4k vertices of P(We)
remained unflipped, and so at least 10θj+4k leaves ofWe remain in U1. Note also that |U1| ≤ |U2|, and so we have an ideal
skew-partition as required.
Case C:we < 5θj+4k. Sowo > 31θj+4k.
We apply Fact 7.19 to find a subtree T ′ of T which contains [12θj+4k, 24θj+4k) leaves of T , rooted at a vertex x. Let
d = |V (T ′) ∩ Todd| − |V (T ′) ∩ Teven|.
Case C(i): d ≥ g/2, x ∈ Teven.
Let U2 = Teven, U1 = Todd and then flip T ′. Since d ≥ g/2, we now have |U1| ≤ |U2|. Since x ∈ Teven and xwas flipped, U2
is independent, and U1 has only edges coming from x (to P(x) and y1, . . . , ys).
Now U2 contains at least 12θj+4k− 5θj+4k = 7θj+4k leaves, and U1 contains at least 31θj+4k− 24θj+4k = 7θj+4k leaves.
Thus (U1,U2) is an ideal skew-partition.
Case C(ii): d ≤ g/2 and x ∈ Todd.
Let U1 = Teven, U2 = Todd and flip T ′. Similarly to case C(i) this gives an ideal skew-partition.
Case C(iii): d ≤ g/2− 1 and x ∈ Teven.
Let U1 = Teven, U2 = Todd and flip T ′ \ {x} to obtain an ideal skew-partition.
Case C(iv): d ≥ g/2+ 1 and x ∈ Todd.
Let U1 = Todd, U2 = Teven and flip T ′ \ {x} to obtain an ideal skew-partition.
We now only have two special cases left, and these only when g (and therefore |T | = k+ 1) is odd.
Case C(v): d = (g − 1)/2 and x ∈ Teven.
Case C(vi): d = (g + 1)/2 and x ∈ Todd.
In either case we start with U1 = Todd,U2 = Teven. In Case (v) we flip T ′ and in Case (vi) we flip T ′ \ {x}. In either case we
obtain (lettingWi denote the set of leaves in Ui)
• |U1| = k/2+ 1, |U2| = k/2;
• U1,U2 are independent except for some edges in U1;
• |W2 ∩ T ′| > 12θj+4k− 5θj+4k = 7θj+4k;
• |W1 ∩ (T \ T ′)| > 31θj+4k− 24θj+4k = 7θj+4k.
But then (U1,U2) satisfies the conditions of Proposition 7.23, and so T ⊆ G. 
Case 2: T contains at most 36θj+4k leaves.
Our aim is to ‘‘cover’’ the bad vertices of V1 first so that we can then apply Lemma 7.7. Consider a maximal set P of
disjoint 2-paths in G with their midpoints in B1 and their endpoints in L1. Now if any vertices of B1 remain uncovered by
these paths, then each is adjacent to at most one uncovered vertex of L1. We delete such vertices from G. Now let L′1 consist
of the uncovered neighbours of such deleted vertices in L1 together with the vertices of L1 already used as endpoints of 2-
paths. The fact that each deleted vertex had only at most one uncovered neighbour in L1 means that |L′1| ≤ 2|B1| ≤ 2θj+2k.
Therefore setting L′′1 := L1 \ L1 we have |L′′1| ≥ |L1| − θj+2k ≥ (1/2 − θj+4)k. Thus L′′1 is certainly large enough to be used
as a set Ci in Lemma 7.13, which we will want to apply. Note that since we may have deleted some vertices from B1, some
vertices in L1 may now have degree less than k. However, all such vertices lie in L′1, and it is for this reason that we made
Remark 7.22 after the proof of Lemma 7.13.
We split Case 2 further into two subcases:
Case (a):m1 ≥ 6C . Thusm1/2+ C ≤ 2m1/3.
In this case we use Claim 7.5 to find a set of at least m1θj+3/θj+2 disjoint path segments of length 10 in T . (Note that
m1 ≤ θj+2k, and som1θj+3/θj+2 ≤ θj+3k.) In particular, we can take subpaths of length 8 and ensure that both endpoints of
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any path segment are in U1, and furthermore such that we avoid the vertices of the paths closest to the root. As before, this
ensures that for the paths which we choose, the vertices closest to the root do not have a common neighbour.
Now in G, using Lemma 7.13 we can find a setP ′ of at least b2(m1+ 1)/3c ≥ 2m1/3 disjoint paths of length 2 each with
one endvertex in L′′1 , the other endvertex being a good vertex of V \ V1 and with midpoint also outside V1. Our candidate
sets Ci will all just be L′′1 . Whenever we have two paths of P ′ with endpoints in the same Vi, we can use the fact that these
endpoints are good, together with the minimum degree conditions within Vi, to join them together using vertices in Vi to
create a path of length 6with endpoints in L1. As long aswe have at least C such paths available, we can always find twowith
their endpoints in the same class. Since 2m1/3 ≥ m1/2+ C we can connect at leastm1/2 of the paths and we obtain a set of
m1/4 paths of length 6 in Gwhose endpoints lie in L1, and for which the rest of the vertices lie outside L1. Now if |S1| < |U2|,
then we move some (unused) vertices of L1 to S1 to ensure that |S1| = |U2|. We also delete some (unused) vertices from L1
if necessary to ensure that |L1| = |U1|. For those original 2-paths whose midpoints were in B1, we move the endpoints from
L′1 into L
′′
1 . Finally we delete all edges within S1 and L1. It is then simple to check that the conditions of Lemma 7.7 hold with
γ1 = m1/(4k) and γ2 = m1θj+3/(θj+2k) γ1, and so we have T ⊆ G.
Finally, we consider:
Case (b):m1 ≤ 6C .
In this case we use Claim 7.5 to find θj+4k disjoint paths on 20C vertices in T . We first consider one such path and by
taking a subpath P of length 15C , we may assume that both endpoints lie in U1. Removing the internal vertices of this path
splits the tree T into T1 and T2. Without loss of generality we assume that |T1| ≥ |T2|. Let v = V (P) ∩ T1 ∈ U1, and letw be
the neighbour of v on P .
Now any vertex x ∈ L1 has a neighbour y in some other class Vi (wlog in V2). We embed v onto x and w onto y. Now if y
is small it must have at least one neighbour z in V2 as well, and we embed the other neighbour of w onto z, which must be
large.
We now note that both T1 and T2 are ‘‘well-balanced’’ by Corollary 7.21, i.e. |T2 ∩ U1|, |T2 ∩ U2| ≤ |T2|/2+ 2θj+2k ≤ k/3.
Thus we can easily embed the rest of the path P and T2 into V2 using theminimum degree conditions between L2 and S2 \B2.
Also, we have now embedded all but one vertex of P outside V1, and so we have embedded at least 7C > m1 vertices
of both U1 and U2 outside V1. Together with the 2-paths in P which we found earlier to cover B1, this ensures that the
conditions of Lemma 7.7 hold, and so we can embed T into G as required. This completes the proof of Theorem 7.9, and
therefore also completes the proof of Theorem 1.3.
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