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The smectic phase in semiflexible polymer materials:
A large scale Molecular Dynamics study
Andrey Milchev,1, 2 Arash Nikoubashman,2 and Kurt Binder2
1Institute for Physical Chemistry, Bulgarian Academia of Sciences, 1113, Sofia, Bulgaria
2Institute of Physics, Johannes Gutenberg University Mainz, Staudingerweg 7, 55128 Mainz, Germany
Semiflexible polymers in concentrated lyotropic solution are studied within a bead-spring model by
molecular dynamics simulations, focusing on the emergence of a smectic A phase and its properties.
We systematically vary the density of the monomeric units for several contour lengths that are
taken smaller than the chain persistence length. The difficulties concerning the equilibration of
such systems and the choice of appropriate ensemble (constant volume versus constant pressure,
where all three linear dimensions of the simulation box can fluctuate independently) are carefully
discussed. Using HOOMD-blue on graphics processing units, systems containing more than a million
monomeric units are accessible, making it possible to distinguish the order of the phase transitions
that occur. While in this model the nematic-smectic transition is continuous, the transition from
the smectic phase to a related crystalline structure with true three-dimensional long-range order
is clearly of first order. Further, both orientational and positional correlations of monomeric units
are studied as well as the order parameters characterizing the nematic, smectic A, and crystalline
phases. The analogy between smectic order and one-dimensional harmonic crystals with respect to
the behavior of the structure factor is also explored. Finally, the results are put in perspective with
pertinent theoretical predictions and possible experiments.
Keywords: rodlike macromolecules; liquid crystals; molecular dynamics; GPUs; phase diagrams; order pa-
rameters
I. INTRODUCTION
Liquid-crystalline phases of semiflexible polymers are
materials with great potential for various applications
[1–3]. The chemical structure of these materials is typi-
cally rather complicated and a detailed understanding of
structure-properties relations is often rather incomplete.
While for liquid crystals formed from small molecules a
chemically realistic atomistic molecular modeling has be-
come possible [4–6], the large length scales involved in
semiflexible polymers require the use of coarse-grained
models [7]. Typical coarse-grained models of semiflexible
polymers consist of N “effective monomeric units” with
diameter σ and distance ℓb, evenly placed along the con-
tour of the chain. In such a representation, the contour
length, L, of the macromolecule is given by L = (N−1)ℓb.
The chain stiffness, which is responsible for the emer-
gence of liquid crystallinity, is described by the persis-
tence length ℓp, which is much larger than the length
ℓb of the effective bonds, and can be of the same or-
der as L. Previous simulations using such coarse-grained
models have been rather successful in the description of
the isotropic-nematic transition in lyotropic solutions (as-
suming an implicit description of the solvent) [8–12].
For lyotropic solutions of rigid rods (ℓp/L = ∞), a
subsequent transition to the smectic-A phase has been
identified with increasing density in both simulations [13]
and in experiments [14]. It is possible that smectic phases
occur as well in concentrated solutions of less stiff semi-
flexible polymers (ℓp >∼ L), but the conditions necessary
to find such phases are not understood in sufficient de-
tail [15–17]. Simulations so far considered short chains
of strongly overlapping beads (ℓb ≪ σ) in order to model
slightly flexible rod-like molecules [18–20]. While in those
studies smectic-A phases were found, the exploration of a
bead-spring model of semiflexible chains with ℓb ≈ σ in-
dicated the emergence of smectic-C order, at least in the
two-dimensional case [21–23]. Distorted forms of smectic
order were also found under spherical confinement, both
in the bulk of the sphere [24, 25] and in thin spherical
shells [26, 27]. Recent simulations [10] indicated the oc-
currence of smectic order in simulations in the bulk at
melt densities (ρ ≥ 0.7) for chains with ℓp ≫ L, but a
detailed study of the smectic phase for this model has
not yet been performed.
Such a study is a challenge for molecular dynamics
(MD) simulations since the number of smectic layers, n,
has to be much larger than unity in order to avoid finite-
size effects, and the wave length Λ, characterizing the
layered smectic structure, is of the same order as L. If
the layering occurs in z-direction, the simulation box lin-
ear dimension Lz should be strictly commensurate with
nΛ. However, the precise value of Λ is not known before-
hand, and also the simulation setup must not suppress
statistical fluctuations of Λ which are an important in-
gredient of the problem. As a consequence, one should
not use the constant volume (NV T ) ensemble (N is the
total number of chains, V is the system volume, and T
is the absolute temperature) where the linear dimensions
Lx, Ly, Lz of the simulation box are held fixed. On the
other hand, if one uses the constant pressure (NPT ) en-
semble, one must ensure that also for Lz ≫ Lx, Ly the
transverse linear dimensions Lx and Ly are sufficiently
large to avoid instabilities of the algorithm and possible
distortion of the ordering.
From these considerations it is clear that such simu-
lations require the use of an efficient but also versatile
2simulation software allowing the study of systems con-
taining of the order of million effective monomeric units.
Previous efforts using a model with strongly overlap-
ping beads, restricted attention to a single chain length
(N = 9) using N = 600 chains in total [18], or N = 4464
chains with N = 17 beads [19], or N = 4608 chains with
13 ≤ N ≤ 21 [20]. The aim of the present work, how-
ever, is the study of much larger systems, e.g., with up
to NN = 1694784 monomeric units to ensure that the
results are not affected by systematic finite size effects.
Our work did become feasible owing to the availability of
the HOOMD-blue software package [28, 29].
The remainder of this manuscript is organized as fol-
lows. In Sec. II we shall summarize the methodology
to equilibrate the model system and to characterize its
liquid-crystalline order. Section III then describes the
results while Sec. IV contains our conclusions.
II. MODEL AND METHODS
Our model choice is dictated by the fact that semiflex-
ible polymers in lyotropic solutions may exhibit vastly
different conformations in the various phases that are
expected to occur. For small enough polymer concentra-
tion in the solution, an isotropic phase occurs where the
end-to-end vectors of the chains are randomly oriented.
For ℓp ≪ L, these chains have coil-like conformations,
whereas in the inverse limit ℓp ≫ L, they rather resem-
ble flexible rods. In the nematic phase, the chains are al-
ways stretched out strongly and have a root mean square
end-to-end distance
〈
R2e
〉1/2
not much smaller than L
(we disregard here the occurrence of “hairpin“ confor-
mations that are found for ℓp ≪ L in the nematic phase
close to the isotropic-nematic transition [10, 30]). Being
interested in smectic phases with periodicity Λ ∼ L, we
focus on the choices N = 8, 12, and 16 here. We choose
the same model as in our previous work [8–10], so that
properties of individual chains, etc., in the various phases
can be meaningfully compared.
We use here the Kremer-Grest model [31, 32] extended
by a bending potential to control chain stiffness. The
interaction between any pair of beads is purely repulsive
and of short range,
UWCA(r) = 4ǫ
[(σ
r
)12
−
(σ
r
)6
+
1
4
]
, r ≤ rc, (1)
where r is the distance between a pair of beads, and rc ≡
21/6 σ is the cutoff distance of the potential (UWCA(r >
rc) = 0). The parameter ǫ controls the strength of the
potential, and it is chosen as our unit of energy. The
bead diameter, σ, is chosen as the unit of length, and the
bead mass, m, as the unit of mass.
Further, neighboring beads along a chain interact
through the finitely-extensible nonlinear elastic (FENE)
potential [31, 32],
UFENE(r) = −0.5kr20 ln
[
1−
(
r
r0
)2]
, r < r0, (2)
with spring constant k = 30 ǫ/σ2. The parameter r0 =
1.5 σ controls the maximum extension of the spring, and
UFENE(r > r0) = ∞. The distance ℓb between two con-
secutive beads is ℓb ≈ 0.97 σ for the chosen model pa-
rameters (the precise value depends slightly on density,
temperature and chain stiffness).
The bending potential depends on the angle θijk
formed between two consecutive bond vectors ai = rj−ri
and aj = rk − rj with j = i+ 1 and k = j + 1 as
Ubend(θijk) = κ[1− cos(θijk)], (3)
where an angle of θijk = 0
◦ corresponds to three beads
in a line. The strength of this potential κ is chosen in
the range κ = 8 ǫ to κ = 128 ǫ.
The persistence length of the polymers, ℓp, is defined
in terms of 〈cos(θijk)〉 [33]
ℓp = − ℓb
ln 〈cos θijk〉 . (4)
One can show for large κ and dilute solutions, where
chain interactions can be neglected, that ℓp ≈ ℓbκ/(kBT )
(with Boltzmann’s constant kB and temperature T ). In
concentrated solutions or melts with liquid crystalline or-
der, however, the actual persistence length found from
Eq. (4) can be significantly enhanced in comparison with
this estimate for the “bare” persistence length [10].
This model has been studied by MD simulations
[34, 35]. Both NV T and NPT ensembles have been
used, employing a time step ∆t = 0.002 tMD, with intrin-
sic time unit of MD, tMD =
√
mσ2/ǫ. In the NV T simu-
lations, temperature was controlled through the standard
Langevin thermostat [31, 32] as in our previous work
[8–10]. For the NPT simulations we use a Martyna-
Tuckerman-Tobias-Klein barostat [36, 37], where the
equations of motion are time reversible and leave the
phase space measure invariant. The coupling constants
for the thermostat and barostat were chosen as tT = 0.5
and tP = 1.0, respectively. As emphasized already in
the introduction, because of the necessity of very large
system sizes, this work becomes possible only due to the
availability of HOOMD-blue [28, 29].
The NPT ensemble was chosen in a variant where all
linear dimensions of the box were identical, so a cubic
Lx × Ly × Lz shape of the simulation box was enforced,
as well as in a variant where the linear dimensions Lx,
Ly, and Lz were allowed to fluctuate independently, em-
ploying hence a box of rectangular slab shape. Periodic
boundary conditions in all directions were used through-
out. The choice of a cubic box in the NV T ensemble is
appropriate for the system in its isotropic phase, but be-
comes questionable in the liquid-crystalline phases. This
is explicitly seen when we record the pressure tensor Pαβ
3and its fluctuations (α, β = x, y, z). The instantaneous
pressure is found from the Virial expression [34]
Pα,β = ρkBTδ
α,β +
1
3V
∑
i
rαi F
β
tot(ri) (5)
where the sum extends over all beads in the system, the
density ρ is given by ρ ≡ NN/V , and Ftot(ri) is the total
force acting on bead i at position ri due to the potentials
Eqs.(1)-(3).
We initialize the chains as straight rods along the z-
axis, and then arrange the chains on a square lattice (or,
alternatively, on a triangular lattice). The lattice spacing
is chosen such that the desired density ρ is reached, and
n of these layers of stretched chains are then put on top
of each other. The choice of the proper value of n (or Lz)
is not obvious a priori, because the precise value of the
smectic period, Λ, that eventually develops is not known
in beforehand. It is necessary to make sure that a slightly
incorrect choice of n does not prevent the approach to-
wards the correct equilibrium state. For example, the
choice N = 8, N = 101568 and Lx = Ly = Lz = 100,
leads to a density of ρ = 0.8125. If one tries to equilibrate
such a system, initialized with a regular arrangement
comprising n = 12 smectic layers, one obtains a strongly
distorted smectic structure. Choosing Lz slightly larger,
namely Lz = 104, then 13 layers would fit better than
only 12 layers, and indeed we observe a transition from
n = 12 to n = 13 during the run, Fig. 1.
The system shown in Fig. 1 has been initialized us-
ing a square lattice arrangement of chains in the xy-
plane, stretched out along the z-axis. This configu-
ration is clearly not similar to the crystalline ground
state of our model, since a regular packing of rigid rods
would rather result in a triangular lattice structure in
the cross-sectional xy-plane. In order to test for a pos-
sible bias in our results, due to the choice of the ini-
tial state, we have also carried out runs with a triangu-
lar lattice arrangement of rod-like polymers (and choos-
ing then Lx/Ly = 2/
√
3 so that the triangular lattice
arrangement is compatible with the periodic boundary
condition). We have found that the memory of the ini-
tial crystalline chain arrangement is quickly lost for the
densities of interest. The initial layering does not cre-
ate an undue bias either. We have tested this fact by
creating artificial states with hexagonal order in the xy-
plane but disorder in the z-coordinates of the center of
mass positions of the stretched out polymers. Hence, it
appears that for the densities of interest the resulting
nematic or smectic structures are developing with the
proper order irrespective of this initial disorder. Alterna-
tively, one could also attempt to produce ordered phases
starting from fully disordered isotropic chain configura-
tions. However, this task is quite challenging since the
growth of ordered domains is a rather slow process to be
convenient for simulations.
The time evolution in Fig. 1 shows that the extra vol-
ume for n = 12 layers in a 98 × 98 × 104 box is rapidly
filled at first, and then large-scale defects in the struc-
ture form by which the system is able to create an extra
layer and form the more stable arrangement with n = 13
layers. However, the final snapshot clearly reveals that
for the chosen conditions a small mechanical deformation
(“buckling”) is still present: this can be avoided only by
using a NPT rather than NV T simulations.
This conclusion is enforced by following the time evo-
lution of the pressure tensor components, Fig. 2. It is
seen that a time of order 104 tMD is necessary to re-
lax the system until the individual pressure components
become independent of time but a systematic difference
δP ≡ Pzz− (Pxx+Pyy)/2 of order 0.05 remains when we
work in the NV T ensemble.
Already in the nematic phase such systematic differ-
ences start to show up as demonstrated in Table I, cf.
Ref. [10]. The results are for the case N = 16, κ = 64
at kBT = 1.0. The first line uses the NV T ensemble
with a cubic box. Note that Pzz is slightly smaller than
Pxx ≈ Pyy. The second line shows NPT results for the
choice P = 1.28 but allowing only uniform volume fluc-
tuations. The initial conformation was taken here from
the constant volume ensemble. The third line shows also
NPT results for P = 1.28, but now Lx, Ly, and Lz can
fluctuate independently of one another. Note that now
the desired result Pxx ≈ Pyy ≈ Pzz holds within the
statistical error (which here is about 10−3). The final
line shows NV T results for an elongated box, linear di-
mensions taken from an equilibrated configuration in the
NPT ensemble (for the choice P = 1.28). Clearly, the
uniaxial symmetry of the nematic order with the director
along the z-axis is incompatible with a cubic box, so in-
dependent fluctuations of Lx, Ly and Lz in the NPT en-
semble are needed. Gratifyingly, in the nematic phase the
results for the nematic order parameter S as well as the
chain linear dimensions
〈
R2e,z
〉
and
〈
R2e,⊥
〉
in the NV T
ensemble agree with their counterparts in the NPT en-
semble. Therefore it is useful to start with a study in
the NV T ensemble (which is computationally somewhat
easier) to get a first orientation of the present problem.
Fig. 3, as a preview of results whose precise analy-
sis will follow below, shows typical snapshot pictures of
chain with N = 12, κ = 64 at kBT = 0.5 for the (a)
nematic, (b, c) smectic, and (d) crystalline phases of this
model, as obtained in the NPT ensemble when all lin-
ear dimensions Lx, Ly, and Lz are allowed to fluctuate
independently.
III. RESULTS
A. Phase diagrams and chain center of mass
distribution functions
We first focus on a system with N = 8, κ = 16,
N = 101568 at kBT = 0.5. While previous work on
the isotropic-nematic transition [8–10] did always choose
4FIG. 1. Formation of an ordered phase of semiflexible polymers with N = 8, κ = 96, N = 101568 in a 98.06 × 98.06 × 104
box, with ρ = 0.8125 at kBT = 0.5. The initial state (a) is a regular arrangement of 12 layers of straight chains with some
extra volume on top. At t = 100 (b), this density inhomogeneity is removed but only local disorder in the n = 12 layers has
appeared. At t = 1400 (c), however, there is a local defect in the layering, a new 13th layer starts to form and a stable 13 layers
persist as a final structure. The last snapshot refers to t = 20000 (d).
Lx Ly Lz Pxx Pyy Pzz ρ S
〈
R2e
〉 〈
R2e,z
〉 〈
R2e,⊥
〉
〈ℓ2b〉
134.06 134.06 134.06 1.285 1.285 1.269 0.680 0.913 203.5 197.5 5.95 0.938
134.1 134.1 134.1 1.282 1.283 1.266 0.679 0.912 203.5 197.5 5.95 0.938
135.7 135.6 131.0 1.280 1.283 1.282 0.679 0.912 203.4 197.5 5.95 0.938
108.1 108.1 204.3 1.285 1.285 1.281 0.680 0.911 203.4 197.3 6.18 0.938
TABLE I. Simulation results for N = 16 and κ = 64. Linear dimensions of the simulation box Lx, Ly , and Lz. Diagonal
components of the pressure tensor, Pxx, Pyy, and Pzz. Monomer density, ρ, nematic order parameter, S, mean-square end-
to-end distance,
〈
R2e
〉
, and its z-component,
〈
R2e,z
〉
, as well as its transverse component,
〈
R2e,⊥
〉
. Mean-square bond length,〈
ℓ2b
〉
.
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FIG. 2. Time evolution of pressure tensor components parallel
(Pzz) and perpendicular (Pxx, Pyy) to the nematic director,
for the system N = 8, N = 101568, κ = 16, Lx = Ly = 98.06,
Lz = 104, and kBT = 1.0.
N ≥ 16 (and kBT = 1.0), we deliberately study here
shorter chains first, since then finite-size effects associ-
ated with the small number of smectic layers are expected
to be less relevant. But for N = 8 and kBT = 1.0 the
isotropic-nematic transition is shifted to a high density
already so that a possible smectic phase would be hard to
distinguish from a crystalline phase, which we expect at
densities in the order of ρ = 1.0 (i.e. when the monomers
effectively “touch”). Figure. 4a, shows the nematic or-
der parameter S (see definition below) as a function of
ρ at kBT = 0.5, demonstrating that the phases are well
separated from each other at the lower temperature; the
isotropic-nematic transition occurs at density ρ ≈ 0.59
while the nematic-smectic transition takes place at den-
sity ρ ≈ 0.74. For densities ρ >∼ 0.81 the semiflexible
polymers obtain hexatic (or even crystalline) order.
The nematic order parameter S is defined as the largest
eigenvalue λ3 of the tensor Q
αβ, characterizing the av-
erage bond orientational order of the chains; denoting
uij a unit vector along the bond vector aij , referring to
effective monomer i of chain j, we have
Qαβ =
1
2
(〈
3uαiju
β
ij
〉
− δαβ
)
, (6)
where the average 〈. . .〉 is both a temporal average and
an average over all the N (N − 1) bonds in the system.
In general, the tensor Qαβ has three eigenvalues λ3 >
λ2 > λ1, but in the nematic phase the biaxiality B =
(λ2 − λ1)/2 is zero, and since Qαβ is traceless, we must
then have λ2 = λ1 = −S/2. We have computed B as
a check, and find indeed B ≈ 0 in the nematic phase
(within statistical error). Slightly nonzero values of B
occur in the smectic phase, however. This slight increase
5FIG. 3. Snapshots of a system with N = 89600 chains of length N = 12 at kBT = 0.5 for κ = 64 and four different pressures
(a) P = 0.6, (b) P = 0.7, (c) P = 0.8, and (d) P = 0.9, as indicated. Case (a) shows a resulting nematic state, cases (b), (c)
are typical smectic states, while case (d) refers to a somewhat disordered crystal. Monomers are shown in green, apart from
the chain ends which are shown in yellow and the edges of the simulation box are indicated by straight blue lines. In order to
reduce finite size effects, the linear dimension of the simulation box in the z-direction was chosen about twice as large as in the
x, y-directions.
of B may indicate minor banana-shape distortion of the
chains, resulting from a misfit of the smectic layer in the
simulation box. This preliminary identification of the
nature of the smectic phase (as well as the observation
of chain distortion) is suggested by snapshot pictures,
similar to Figs. 1,3.
An alternative description of the global phase diagram
is possible by retaining a density ρ = 0.812544 and vary-
ing the temperature, T , as shown in Fig. 4b. It is found
that the distortion of the smectic phase (measured by a
small but definitely nonzero biaxiality B) persists up to
the transition to the nematic phase at about kBT = 0.69.
This transition does not involve a discontinuity in S, sug-
gesting (as Fig. 4a does) that the nematic-smectic A tran-
sition is continuous.
In order to identify smectic phases more precisely, we
have studied the correlation functions between the cen-
ter of mass positions of the chains, both along the z-
direction, g‖(∆z), and in the radial direction perpen-
dicular to the z-axis, g⊥(∆r⊥). Here, we denote the
components of the distance vector between the center
of mass positions of two chains as (∆x,∆y,∆z) with
∆r⊥ =
√
(∆x)2 + (∆y)2. Figures 5 and 6 show the data
for two selected cases, revealing that the onset of smec-
tic order shows up by means of periodic modulation of
g‖(∆z). For the case of N = 8, κ = 16, kBT = 0.5
(Fig. 5), the modulation sets in at ρ ≈ 0.77 with a wave
length of Λ = 7.9. This wavelength slightly exceeds the
minimum length
√〈
R2e,z
〉
+ σ ≈ 7.6, needed for a smec-
tic structure. Note that at each chain’s end σ/2 has to
be added to account for the excluded volume of the end
monomers, and
√〈
R2e,z
〉 ≈ 6.6 < L ≈ 6.8 due to the
slight tilt of the chains in the smectic order. Thus there
is some extra free volume gained for the chain ends in
the smectic structure, and the resulting entropy gain is
in fact responsible for stabilizing smectic rather than ne-
matic order [17, 18].
However, while for ρ = 0.76 the box linear dimension
is about Lx = Ly = Lz = 102.25, and hence 13 peri-
ods do fit into the box, for ρ = 0.80 the linear dimen-
sion is only about 100.52, implying a significant distor-
tion of the smectic layering with the “natural” period Λ
as far as neither 12 nor 13 periods would fit nicely into
the box. The same conclusion emerges from g⊥(∆r⊥),
Fig. 5b. A pronounced radial correlation of the center
of mass positions does develop with density in the same
range where the periodic modulation in the z-direction
is present. But it is also seen that a weak much larger
periodicity is superimposed which is likely a consequence
of the elastic deformation caused by the incommensura-
bility of the smectic layering with the linear dimension
of the box. Due to this misfit (and pressure anisotropies,
similar to Fig. 2) there is a small systematic error in the
value of the order parameter S as a comparison with the
NPT results shows.
These incommensurablity effects are even more pro-
nounced for longer chains where less smectic layers fit in
a simulation box of similar size. In any case, Fig. 5 sug-
gests a kind of long-range order in the direction of the
smectic modulation (the z-axis) but short-range order in
the perpendicular direction, as expected for a smectic
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FIG. 4. (a) Nematic order parameter, S, vs density, ρ, in
a system with N = 8, κ = 16, kBT = 0.5 and N = 101568.
Simulations have been conducted in theNV T ensemble, using
a simulation box with Lx = Ly , and Lz = 100. The lateral
linear dimensions, Lx and Ly , were adjusted such that the
shown values of ρ resulted. (b) Nematic order parameter, S,
plotted vs kBT , in the same system as panel (a), using a cubic
simulation box with Lx = Ly = Lz = 100 and ρ = 0.812544.
which is still fluid.
In the second example (N = 16, κ = 64, kBT = 1.0),
the onset of smectic order is clearly recognized for ρ =
0.74, Fig. 6a, where a periodicity of g‖(∆z) with Λ ≈ 16
is apparent. This periodicity becomes more pronounced
for ρ = 0.76 and ρ = 0.78, as is obvious from the increase
of the amplitude of the periodic variation. However, for
ρ ≥ 0.8 the amplitude starts to decrease again and the
comparison with the NPT reveals for S(ρ) a systematic
error again. This effect is due to an increasing misfit
of smectic order with growing density: for ρ = 0.74 the
linear dimensions of a cubic box are Lx = Ly = Lz =
130.33 while for ρ = 0.8 we have Lx = Ly = Lz = 126.99.
So if the smectic order has a “natural” periodicity Λ that
fits well in the box with Lz = 130.33, it clearly will fit
less well in the box with Lz = 126.99. Again the fact that
the center of mass correlation in the transverse direction
(Fig.6b) exhibits pronounced short-range order, but no
long-range order, provides strong evidence that one deals
here with a smectic yet not a crystalline phase (see also
discussion in Sec. III B below).
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FIG. 5. (a) Distribution function g‖(∆z) of the distances of
the centers of mass of the chains in z-direction for the case
N = 8, κ = 16, N = 101568, kBT = 0.5, plotted vs ∆z for 7
densities. Data from NV T simulations in a cubic simulation
box. (b) Radial distribution function g⊥ of the chains center
of mass positions for the same system as in (a). The inset
shows the corresponding variation of S with density in the
NV T and NPT ensemble.
It is remarkable that despite the significant distortion
of the smectic structure the resulting values for the or-
der parameter S(ρ) in Fig. 5a differ only marginally from
those shown in Fig. 4 for the Lx = Ly = 100 geometry.
But it is clear that also in this case there is an inevitable
misfit of the natural periodicity of the smectic structure.
To obtain more reliable data, the choice of NPT sim-
ulations where Lx, Ly, and Lz are allowed to fluctuate
independently is indispensable.
One of the clear advantages of the NPT ensemble
emerges when we study the equation of state of the
system: plotting the isotherm density against pressure,
a first order transition between phases with a different
character of the order shows up via two distinct branches
separated by a density jump. In the NV T ensemble,
the region of the density jump would correspond to a
two-phase coexistence region, and often such regions are
hard to analyze because of finite-size effects caused by
interfaces. Indeed, Fig. 7 reveals that such a first or-
der transition does occur in our system at high densities,
typically in a region of densities 0.76 ≤ ρ ≤ 0.80 (cf.
Fig. 7). The nematic order parameter S in this region
then always exceeds S = 0.9 markedly, and shows also a
jump (cf. Fig. 7). From various analyses (such as those
in Figs. 5 and 6) we have identified the phase at densi-
ties that are somewhat smaller than the density of this
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FIG. 6. (a) Distribution function g‖(∆z) of the distances
of the centers of mass in the z-direction for the case N = 16,
κ = 64, N = 101568, kBT = 1.0, plotted vs ∆z for 7 densities.
Data from NV T simulations in a cubic simulation box. (b)
Radial distribution function g⊥ of the chain center of mass
positions for the same system as in (a). The inset shows the
corresponding variation of S with density in the NV T and
NPT ensemble.
first order transition as smectic phases. The high den-
sity phase can be identified as a crystalline phase. In the
next subsection, we shall discuss order parameters that
are suitable to characterize the order both of the smectic
phase and of even more ordered phases such as hexatic
liquid crystals and truly crystalline phases.
B. Order parameters
From Fig. 7 it is evident that neither the density, ρ,
nor the nematic order parameter, S, show any disconti-
nuity at the nematic-smectic transition. This conclusion
is corroborated by a study of the nematic order of the
full chains [38] rather than the bonds. We define a chain
order parameter in analogy with Eq. (6) simply in terms
of the mean square end-to-end distance components of
the chains by
Sc =
3
2
〈
R2e,z
〉
〈R2e〉
− 1
2
(7)
Fig. 8 compares Sc and S, plotted vs density, for two typ-
ical cases. Also the typical inclination of the chains rela-
tive to the director, measured via Ic ≡
√〈
R2e,xy
〉
/ 〈R2e〉
with
〈
R2e,xy
〉
= (
〈
R2e,x
〉
+
〈
R2e,y
〉
)/2, is shown. This incli-
nation is typically of the order of 0.1 to 0.25, correspond-
ing to misalignments of 5◦ to 15◦, and it is probably due
to long wavelength collective buckling fluctuations of the
nematic alignment of the chains.
In order to characterize the smectic order quantita-
tively, and also locate more precisely the nematic-smectic
phase boundary, we introduce an additional order param-
eter τ that describes the periodic density modulation oc-
curring in the smectic phase. In an ideal smectic A phase
the local monomer density along the z-axis, perpendicu-
lar to the layers and coinciding with the nematic director,
is proportional to [39]:
ρ(z) ∝ cos
(
2π
Λ
z + ϕ
)
, (8)
where Λ is the period of the smectic modulation, and ϕ
is a phase (which is of no interest here). Eq. (8) only
holds in the smectic A phase near the nematic-smectic
transition, and neither Λ nor ϕ are known beforehand.
Deeper in the smectic phase higher harmonics need to be
added to Eq. (8). In order to determine Λ in the general
case, it is appropriate to consider the structure factor
S(q), with wave vector q oriented parallel to the z-axis,
S(qz) =
1
NN
〈∣∣∣∣∣∣
∑
j
exp(iqzzj)
∣∣∣∣∣∣
2〉
, (9)
where the sum runs over all monomers at positions rj =
(xj , yj , zj) in the system. In the smectic phase, we expect
that S(qz) must have a rather sharp peak at qz = 2π/Λ
(see Fig. 12 below). The smectic order parameter, τ ,
is then defined as the amplitude of the largest peak of
S(qz). Alternatively, one can compute the area of S(qz)
underneath the (first) Bragg peak at qz = 2π/Λ, and
take τ as the square root of this area.
Eq. (9) works well when one deals with relatively
small systems (a few thousand short chains were used
in Refs. 19, 20). However, for the large systems stud-
ied here (of the order of 100000 chains) one finds often
a rather erratic behavior of the resulting order parame-
ter when plotted vs density or pressure. This happens
because in such large systems the smectic order that de-
velops is nonuniform due to defects (resembling “spiral
dislocations”, Fig. 9). Only by long annealing it is some-
times possible to heal out these defects and obtain uni-
form long range order throughout the whole simulation
box, as shown in Fig. 9. To avoid the extreme investment
of computer resources needed to achieve such annealing,
we have found it more convenient to extend the summa-
tion over the monomer coordinates in Eq. (9) not over the
full box, but only over subboxes l × l × Lz with l = 5 or
l = 10, respectively. We have checked that in the smectic
phase the dependence of τ on l is very weak, and that
τ roughly agrees with the result extracted from Eqs. (9)
when uniform order is achieved in the system. However,
the drawback of this method is that in the nematic phase
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FIG. 7. (a) Density, ρ, vs pressure, P , isotherms for a few representative cases: (a) N = 12, κ = 16, kBT = 0.5, (b) N = 12,
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the nematic order parameter S vs P .
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for N = 12, ρ ≈ 0.76, we find
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/L2 ≈ 0.97).
the resulting τ is also nonzero. Such “finite size tails” of
τ in the nematic phase are familiar from similar findings
at second-order phase transitions [40].
Figure 10 gives a plot of the period Λ (normalized by
L+σ) versus density for a few typical cases. It is seen that
Λ exceeds the estimate L+σ slightly, indicating that the
chain ends require more space than this simple estimate
suggests. The period seems to depend only weakly on ρ,
T and κ.
Figure 11 shows the typical behavior of the smectic
order parameter extracted from our simulations, reveal-
ing a seemingly continuous transition from the nematic
phase. (Because of equilibration problems and finite size
effects we did not attempt to characterize the transition
more precisely.) Theoretically, it is well accepted that
true solid-like long range order in only one dimension is
not possible [41, 42]. As these systems are at their lower
critical dimension, fluctuations prevent true long range
translational order [43]. Also in experiments, however,
the observed behavior is hardly distinguishable from a
second order transition [44].
As the density is increased further, the chains need
to pack more tightly and eventually crystalline order
emerges in the lateral direction. We quantify this struc-
turing by considering the transverse order of the center
of mass positions rCM = (rCM⊥,α, z
CM
α ) of the chains in the
individual smectic layers (α labels the chains in a selected
smectic layer). We ask whether these coordinates {rCM⊥,α}
form a triangular lattice order, and therefore record the
bond order parameter
Ψ6α =
1
nβ
nβ∑
β=1
exp(i6φαβ), (10)
where the sum over β runs over the nβ nearest neighbors
of α (nβ = 6 in the case of a perfect lattice) and φαβ is
the angle between the vector rCM⊥,β − rCM⊥,α and the x-axis.
9FIG. 9. Snapshot pictures of the configuration of a system with N = 12, N = 89600, κ = 64, kBT = 1.0, and P = 2.225 at
time (a) t = 1.6× 104, (b) t = 1.8× 104, (c) t = 2× 104, and (d) 2.2× 104, as indicated. Chain ends are shown in yellow while
the remaining monomers of the chains are shown in green. The simulation box is indicated by blue lines. Note that in cases (a)
and (b) a spiral dislocation defect is present, but has disappeared in panels (c) and (d). Comparing the frames (c) and (d), one
detects a slight difference in the phase of the periodic ordering, ϕ, Eq. (8). Due to the random diffusive motion of the chains
the phase is not fixed in space in the laboratory system, as it should be, since the smectic phase is still a fluid and not a solid.
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We average Ψ6α over all chains {α} in a layer and over
all layers.
The Ψ6 analysis can also be extended to densities in
the nematic phase where the system is arbitrarily divided
into layers of thickness L. However, already in the smec-
tic phase the average Ψ6 = M
−1|∑αΨ6α| vanishes in
the limit when the number of chains per (smectic) layer,
M , tends to infinity, whereas in the crystal phase the av-
erage Ψ6 is clearly nonzero. In the smectic A phase, the
correlation function of Ψ6 is expected to decay exponen-
tially with distance r⊥. If a quasi-two-dimensional hex-
atic phase occurs, where the lateral order of subsequent
smectic layers is decoupled, a power-law decay with r⊥
is expected. However, due to finite size effects and large
statistical fluctuations, these correlations are difficult to
study, and this calculation has not been attempted here
yet.
In Fig. 11 we have plotted Ψ6 vs pressure for selected
systems. In the smectic and nematic phase, Ψ6 is es-
sentially zero. At the transition pressure of the crys-
talline phase, Ψ6 abruptly jumps to values in the range
0.7 ≤ Ψ6 ≤ 0.9 and increases with P for the cases con-
sidered. The small finite values of Ψ6 that we find in the
smectic phase are clearly a fluctuation effect because we
expect then a distribution P (Ψ6) ∝ Ψ6 exp(−Ψ26M/2χ6)
in the smectic phase with χ6 being an appropriate re-
sponse function. The strong positional correlation be-
tween the center of mass positions in the transverse di-
rection (Figs.5 and 6) in these rather dense fluid phases
imply also rather strong bond-orientational correlations.
These correlations lead to large values of χ6, reflected
in the fluctuations seen in Ψ6 in the smectic phase, but
absent in the nematic phase.
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C. The scattering function S(qz) in the smectic-A
phase
We have already mentioned that the quasi-one-
dimensional periodic order of smectic layers is not a true
long range order like in a crystal, since the system is
somewhat unstable against thermal fluctuations [42–46].
This conclusion is drawn by analogy to the well known
problem that one-dimensional “crystals” are always dis-
ordered at nonzero temperature [41]. Here, we explore
this analogy in more detail.
Figure 12 shows S(q) vs q for a typical case. (Note
that we orient the wave vector q parallel to the nematic
director along the z-axis and omit the index z from qz
for simplicity). If the system were infinite and perfectly
ordered, we would expect a series of δ-functions at the
Bragg positions qν = ν2π/Λ, ν = 1, 2, . . . . However, we
deal here with a finite system, which in this example con-
sists of n = 14 smectic layers in total (and unlike exper-
iments on smectic membranes where also finite numbers
of smectic layers occur, we have periodic boundary con-
ditions rather than free surfaces [46]). Instead of a series
of δ-functions at T = 0, the structure factor then exhibits
rather sharp peaks of finite height (Fig. 12b), described
by [47]
S(q) =
sin (nqΛ/2)
2
n2 sin (qΛ/2)
2
(11)
Note that Eq. (11) has minima at nqΛ/2 = µπ, µ =
1, 2 . . . , n − 1, and maxima at nqΛ/2 = (2µ + 1)π/2,
µ = 1, 2, . . . . Further, S(q) is periodic with a period
of ∆q = 2π/Λ, since sin (π − x) = sin (x) = sin (2π + x).
The main maxima of Eq. (11) simply are Smax(qν) = 1,
while the heights of the side maxima near the main peaks
decrease with the distance ∆q = (2µ + 1)π/(nΛ) from
the main peaks like 4/(∆qΛ)2 = 4/[(2µ + 1)π]2. This
oscillatory “fine structure” of the peaks near the Bragg
positions clearly is a finite size effect, and indeed it car-
ries over to a large extent to the actual structure factor,
Fig. 12a. The main difference is that the intensity of
the quasi-Bragg peaks at qν strongly decreases with in-
creasing order ν. This decrease of intensity can be at-
tributed to the effect of thermal fluctuations, which for
a one-dimensional system also would destroy long range
order altogether at nonzero temperatures. Hence, even
for n → ∞ the structure factor can have only peaks of
finite height and nonzero width. Assuming a harmonic
one-dimensional crystal, one obtains [48]
S(q) =
sinh
(
δ2q2/2
)
cosh (δ2q2/2)− cos (qΛ) (12)
where the parameter δ (with δ2 ∝ T ) controls the width
of the peaks. For comparison, we show Eq. (12) for
δ2 = 0.3 in Fig. 12c. We recognize a typical fluid-like
structure factor, the higher order peaks show not only
a decrease in intensity with increasing order ν, but also
an increasing broadening. Comparing Figs. 12a and 12c
suggests that the main source of broadening for the first
quasi-Bragg peak at q1 = 2π/Λ are not thermal fluctua-
tions, but finite size effects. We have chosen here δ such
that the decrease in intensity of the quasi-Bragg peaks
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FIG. 12. (a) Structure factor S(q) for the system with N =
12, κ = 64, kBT = 1.0 and pressure P = 2.225 plotted vs
q ≡ qz. The inset shows the same data on a logarithmic
ordinate scale. (b) Plot of S(q) vs q, computed from Eq. (11),
taking n = 14 and Λ = 11.97 from panel (a). (c) Plot of S(q)
vs q, according to Eq. (12) [normalized by S(q1)], taking the
same Λ as in panels (a) and (b), and the choice δ2 = 0.3
in Figs. 12a and 12c with increasing ν is comparable for
the first few peaks. Expanding Eq. (12) for small δ and
q ≈ qν , one sees that the peak shape of S(q) is Lorentzian,
S(q ≈ qν) ≈
[
δ2q2ν/4 + (Λ/δ)
2(q − qν)2/q2ν
]−1
. The peak
height decreases like S(qν) ∝ q−2ν , whereas the inset of
Fig. 12a would rather suggest an exponential decrease
lnS(qν) ∝ −q. However, the finite number of layers n
(together with the periodic boundary condition) prevent
us from a meaningful discussion of the asymptotic behav-
ior of S(q) for large q. But it is gratifying to note that
the inset of Fig. 12a has a remarkable similarity to corre-
sponding specular X-ray reflectivity measurements from
smectic membranes with a comparable number of smec-
tic layers (see, e.g., Fig. 22 of Ref. 46). Those measure-
ments were done for membranes consisting of small and
rather rigid liquid crystal molecules, whose Frank elastic
constants will certainly differ from those of our lyotropic
semiflexible polymers. Experimental results for smectic
phases of polymeric systems are only rarely available, e.g.
for rod-like viruses etc. [14] and for side-group polymeric
liquid crystals [49]. The latter work observes both the
first and second quasi-Bragg peak and analyzes the shape
of these peaks in terms of the Landau-de Gennes har-
monic theory [39, 41, 43], pointing out the significance
of anharmonic effects. Such anharmonic effects may also
be relevant here, and the harmonic model [Eq. (12) and
Fig. 12c] should only be taken as a qualitative illustra-
tion.
IV. CONCLUSIONS
The smectic phase of semiflexible monodisperse macro-
molecules in concentrated lyotropic solutions or melts has
been investigated by molecular dynamics simulation of
a coarse-grained bead-spring type model that was aug-
mented by a bond-angle potential to account for chain
stiffness. While this model is useful to study the isotropic
and nematic phases for arbitrary ratios of the persistence
length ℓp and the contour length L, a smectic phase is
possible only when ℓp ≫ L, so that the typical macro-
molecular conformation is that of a flexible rod. We have
restricted our attention to rather short chains, since the
periodicity of the smectic modulation, Λ, is close to L
and a large number of smectic layers must fit into the
simulation box in order to keep finite-size effects at the
nematic-smectic phase transition at a reasonably small
level.
Theory predicts that the nematic-smectic transition
can be continuous. Then, in the nematic phase both the
correlation lengths of smectic fluctuations parallel, ξ‖,
and perpendicular, ξ⊥, to the director are expected to
diverge. To investigate this behavior, we have simulated
systems containing in the order of 105 macromolecules,
almost two orders of magnitude larger than previous re-
lated simulation studies. Indeed, our work suggests that
the nematic-smectic transition is continuous, while a sec-
ond transition at still higher density from the smectic
phase to a more ordered (presumably crystalline) phase
is found to be unambiguously of first order, Fig. 7. While
rigorous theorems have been argued to imply that in the
smectic A phase there is no perfect one-dimensional long-
range order in the direction of density modulation, our
systems still are by far not large enough to yield clear ev-
idence for this phenomenon. However, despite the high
density of the effective monomeric units, we observe con-
siderable chain inclination (both of the bonds and of the
whole chains) relative to the nematic director, leading
to considerable deviations from perfect nematic order,
Fig. 8. Thus, it is clear that the correlation lengths ξ‖
and ξ⊥ of these orientational fluctuations are large. Even
in the crystalline phase, the alignment of the rod-like
polymers along the nematic director is not yet perfect.
The crystalline phase can be detected by the pres-
ence of two-dimensional hexagonal long-range order of
the center-of-mass positions of the chains in the smectic
layers perpendicular to the director, Figs. 11. In con-
trast, in the smectic phase both bond orientational cor-
relations and positional correlations exhibit only short-
range order, Figs. 5b, 6b. In the simulations, we find that
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smectic order is often perturbed by the presence of topo-
logical defects, which are difficult to anneal out, Fig. 9. It
would be interesting to search for such defects also in cor-
responding experiments. While the nematic-smectic A
transition has been studied extensively for small molecule
systems [44], we are aware only of the observation of a
smectic phase in solutions of the tobacco mosaic virus
[14]. In that case, the smectic layer spacing was found
to exceed the contour length by about 10% although the
nematic order parameter S was of the order S ≈ 0.95. In
our model, we typically find smectic order already when
S ≈ 0.9 but Λ exceeds the contour length also by approx-
imately 10%. Such values are expected for short chain
lengths, since Λ ≈ L+ σ and thus Λ/L = 1 + σ/L. Cer-
tainly, our model is simplified in comparison to any real
material; for instance, synthetic molecules are typically
rather polydisperse, and hence smectic order should be
suppressed in comparison with nematic order. It is a
challenging problem for the future how much polydisper-
sity could be permissible to still allow the formation of a
smectic phase.
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