Though detection systems have been developed to identify obscene content such as pornography and violence, artificial intelligence is simply not good enough to fully automate this task yet. Due to the need for manual verification, social media companies may hire internal reviewers, contract specialized workers from third parties, or outsource to online labor markets for the purpose of commercial content moderation. These content moderators are often fully exposed to extreme content and may suffer lasting psychological and emotional damage. In this work, we aim to alleviate this problem by investigating the following question: How can we reveal the minimum amount of information to a human reviewer such that an objectionable image can still be correctly identified? We design and conduct experiments in which blurred graphic and non-graphic images are filtered by human moderators on Amazon Mechanical Turk (AMT). We observe how obfuscation affects the moderation experience with respect to image classification accuracy, interface usability, and worker emotional well-being.
Introduction
While most user-generated content posted on social media platforms is benign, some image, video, and text posts violate terms of service and/or platform norms (e.g., due to nudity or obscenity). At the extreme, such content can include child pornography and violent acts, such as murder, suicide, and animal abuse (Chen 2014; Krause and Grassegger 2016; Roe 2017) . Ideally, algorithms would automatically detect and filter out such content, and machine learning approaches toward this end are certainly being pursued. Unfortunately, algorithmic performance remains today unequal to the task in large part due to the subjectivity and ambiguity of the moderation task, thus making it necessary to fall back on human labor (Roberts 2018a; Roberts 2018b) . While social platforms could ask their own users to help police such content, such exposure is typically considered untenable since these platforms typically want to guarantee their users a protected Internet experience, safe from such exposure, within the confines of their curated platforms.
Consequently, the task of filtering out such content often falls today to a global workforce of paid human laborers who are agreeing to undertake the job of commercial content moderation (Roberts 2014; Roberts 2016) to flag userposted images which do not comply with platform rules. To more reliably moderate user content, social media companies hire internal reviewers, contract specialized workers from third parties, or outsource to online labor markets (Gillespie 2018b; Roberts 2016) . While this work might be expected to be unpleasant, there is increasing awareness and recognition that long-term or extensive viewing of such disturbing content can incur significant health consequences for those engaged in such labor (Chen 2012b; Ghoshal 2017) . This is somewhat akin to working as a 911 operator in the USA, albeit with potentially less institutional recognition and/or support for the detrimental mental health effects of the work. It is unfortunate that precisely the sort of task one would most wish to automate (since algorithms could not be "upset" by viewing such content) is what the "technological advance" of Internet crowdsourcing is now shifting away from automated algorithms to more capable human workers (Barr and Cabrera 2006) . While all potentially problematic content flagged by users or algorithms could be removed, this would also remove some acceptable content and could be further manipulated (Crawford and Gillespie 2016; Rojas-Galeano 2017) .
In a court case scheduled to be heard at the King County Superior Court in Seattle, Washington in October 2018 (Roe 2017) , Microsoft is being sued by two content moderators who said they developed post-traumatic stress disorder (Ghoshal 2017) . Recently, there has been an influx in academic and industry attention to these issues, as manifest in conferences organized on content moderation at the University of California Los Angeles (2018), as well as at Santa Clara University (2018), and at the University of Southern California (Civeris 2018; Tow Center for Digital Journalism & Annenberg Innovation Lab 2018) . A recent controversy surrounding YouTube star Logan Paul's publishing of a video in which he showed a dead body hanging from a tree in the Japanese Aokigahara "suicide forest", joking about it with his friends, has cast into new light the discussion surrounding content moderation and the roles that platforms have in securing a safe space for their users (Gillespie 2018a; Matsakis 2018). Meanwhile, initiatives such as Figure 1 : Images will be shown to workers at varying levels of obfuscation. Exemplified from left to right, we blur images using a Gaussian filter with σ ∈ {0, 7, 14} for different iterations of the experiment.
onlinecensorship.org are working on strategies of holding platforms accountable, and allow users to report takedowns of their content (Suzor, Van Geelen, and West 2018) . While this attention suggests increasing awareness and recognition of professional and research interest in the work of content moderators, few empirical studies have been conducted to date.
In this work, we aim to investigate the following research question: How can we reveal the minimum amount of information to a human reviewer such that an objectionable image can still be correctly identified? Assuming such human labor will continue to be employed in order to meet platform requirements, we seek to preserve the accuracy of human moderation while making it safer for workers who engage in this. Specifically, we experiment with blurring entire images to different extents such that low-level pixel details are eliminated but the image remains sufficiently recognizable to accurately moderate. We further implement tools for workers to partially reveal blurred regions in order to help them successfully moderate images that have been too heavily blurred. Beyond merely reducing exposure, putting finergrained tools in the hands of the workers provides them with a higher-degree of control in limiting their exposure: how much they see, when they see it, and for how long.
Preliminary Results. Pilot data collection and analysis on Amazon Mechanical Turk (AMT), conducted as part of a class project to test early interface and survey designs, asked workers to moderate a set of "safe" images, collected judgment confidence, and queried workers regarding their expected emotional exhaustion or discomfort were this their full time job. We have since further refined our approach based on these early findings and next plan to proceed to primary data collection, which will measure how degree of blur and provided controls for partial unblurring affect the moderation experience with respect to classification accuracy and emotional wellbeing. This study has been approved by the university IRB (case No. 2018-01-0004).
Related Work
Content-based pornography and nudity detection via computer vision approaches is a well-studied problem (Ries and Lienhart 2012; Shayan, Abdullah, and Karamizadeh 2015) . Violence detection in images and videos using computer vision is another active area of research (Deniz et al. 2014; Gao et al. 2016) . Hate speech detection and text civility is another common moderation task for humans and machines (Rojas-Galeano 2017; Schmidt and Wiegand 2017) .
Additionally . Computer vision research has also investigated crowdsourcing of obfuscated images to annotate object locations and salient regions (von Ahn, Liu, and Blum 2006; Deng, Krause, and Fei-Fei 2013; Das et al. 2016) .
Our experimental process and designs are inspired by Das et al. (2016) , in which crowd workers are shown blurred images and click regions to sharpen (i.e., unblur) them, incrementally revealing information until a visual question can be accurately answered. In this work, the visual question to be answered is whether an image is obscene or not. However, unlike Das et al. (2016) , we blur/unblur images in the context of content moderation rather than for salient region annotation.
Method

Dataset
We collected images from Google Images depicting realistic and synthetic (e.g., cartoons) pornography, violence/gore, as well as "safe" content which we do not believe would be offensive to general audiences (i.e., images that do not contain "adult" content). We manually filtered out duplicates, as well as anything categorically ambiguous, too small or low quality, etc., resulting in a dataset of 785 images. Adopting category names from Facebook moderation guidelines for crowd workers on oDesk (Chen 2012a; Chen 2012b), we label pornographic images as sex and nudity and violent/gory images as graphic content. Table 1 shows the final distribution of images across each category and type (i.e., realistic, synthetic). We collected such a diverse dataset to emulate a real-world dataset of user-generated content and alleviate 
AMT Human Intelligence Task (HIT) Design
Rather than only having workers indicate whether an image is acceptable or not, we task them with identifying additional information which could be useful for training automatic detection systems. Aside from producing richer labeled data, moderators may also be required to report and escalate content depicting specific categories of abuse, such as child pornography. However, we wish to protect our moderators from such exposure. We design our task as follows.
Moderation Our HIT is divided into two parts. The first part is the moderation portion, in which we present an image to the worker accompanied with the following questions:
1. Which category best describes this image? This question tasks workers with classifying the image as sex and nudity, graphic content, or safe for general audiences (i.e., safe content). We additionally present an other option in the case that a worker does not believe any of the previous categories adequately describe the given image.
2. Does this image look like a photograph of a real person or animal? This question tasks workers with determining if the image is realistic (e.g., a photograph) or synthetic (e.g., a cartoon or video game screenshot).
3. Imagine you are a professional moderator for Facebook. Would you approve this image to be posted on the platform in the U.S. unblurred? This question serves to decouple the objectiveness of classifying the image based on its contents from the subjectiveness of determining whether or not it would be acceptable to post on a platform such as Facebook. 4. Please explain your answers. This question gives workers the opportunity to explain their selected answers. Rationales have been shown to increase answer quality and richness (McDonnell et al. 2016 ), though we do not require workers to answer this question.
We use this set-up for six stages of the experiment with minor variations. Stage 1: we do not obfuscate the images at all; the results from this iteration serve as the baseline. Stage 2: we blur the images using a Gaussian filter 1 with standard deviation σ = 7. Stage 3: we increase the level of blur to σ = 14. Figure 1 shows examples of images blurred at σ ∈ {0, 7, 14}. Stage 4: we again use σ = 14 but additionally allow workers to click regions of images to reveal them them (see Figure 2 ). Stage 5: similarly, we use σ = 14 but additionally allow workers to mouse-over regions of images to temporarily unblur them. Stage 6: workers are shown images at σ = 14 but can decrease the level of blur using a sliding bar.
By gradually increasing the level of blur, we reveal less and less information to the worker. While this may better protect workers from harmful images, we anticipate that this will also make it harder to properly evaluate the content of images. By providing unblurring features in later stages, we allow workers to reveal more information, if necessary, to complete the task.
Survey We also ask workers to take a survey about their subjective experience completing the task. We discuss the questions used in the survey:
1. Demographics. We are not aware of studies that discuss effects of sociodemographics on moderation practice. To potentially assess the effects of gender, race, and age, we include sociodemographic questions in our survey. 2. Positive and negative experience and feelings. We use the Scale of Positive and Negative Experience (SPANE) (Diener et al. 2010 ), a questionnaire constructed with the aim to assess positive and negative feelings. The question asks workers to think about what they have been experiencing during the moderation task, and then to rate on a 5-point Likert scale how often they experience the following emotions: positive, negative, good, bad, pleasant, unpleasant, etc. 3. Positive and negative affect. We base our measurements of positive and negative affect on the shortened version of the Positive and Negative Affect Schedule (PANAS) (Watson, Clark, and Tellegen 1988 4. Emotional exhaustion. Regarding the occupational component of content moderation, we use a popular scale used in research on emotional labor: a version of the emotional exhaustion scale by (Wharton 1993) as adapted by (Coates and Howe 2015) with slight changes to wording.
5. Perceived ease of use and usefulness. We use an extension of the Technology Acceptance Model (TAM) (Davis 1989; Davis, Bagozzi, and Warshaw 1989; Venkatesh and Davis 2000) to measure worker perceived ease of use (PEOU) and usefulness (PU) of our blurring. Though the effect of obfuscating images can be objectively evaluated from worker accuracy, it is equally important to investigate worker sentiment towards the interfaces as well as determine potential areas for improvement.
Conclusion
By designing a system to help content moderators better complete their work, we seek to minimize possible risks associated with content moderation, while still ensuring accuracy in human judgments. Our experiment will mix blurred and unblurred adult content and safe images for moderation by human participants on AMT. This will enable us to observe the impact of obfuscation of images on participants' content moderation experience with respect to moderation accuracy, usability measures, and worker comfort/wellness. Our overall goal is to develop methods to alleviate potentially negative psychological impact of content moderation and ameliorate content moderator working conditions.
