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Abstract
We introduce a constrained nonlinear least-squares algorithm to be used in
estimating the parameters in the H,G1,G2 phase function. As the algorithm
works directly in the magnitude space, it will surpass the possible bias problem
that may be present in the existing H,G1,G2 fit procedure when applied to low-
accuracy observations with large magnitude variations. With constraints on the
photometric phase-curve shape parametersG1 andG2, it guarantees a physically
reasonable phase-curve estimate. With a new data set of 93 asteroids, we re-
assess the two-parameter version of the H,G1,G2 function. Finally, we introduce
a one-parameter version of the phase function that can give a suggestion of
the asteroids taxonomic group based only on its phase curve. A statistical
model selection procedure is presented that can automatically select between
the different versions of the photometric phase functions. An online tool that
implements these algorithms is introduced.
Keywords: photometry, magnitude, asteroids
1. Introduction
The reliable estimation of the absolute magnitude H for an asteroid from
the photometric observations is extremely important. The absolute magnitude
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(the apparent magnitude at 1 au from the Sun and the Earth, observed in the
backscattering direction) relates the brightness of the asteroid to its size, if the
albedo of the target is known. Furthermore, the shape of the photometric phase
curve (i.e., magnitude as a function of the phase angle) can serve as a proxy
for the taxonomic type of the asteroid in cases when spectral information is not
available [see, e.g., 1, 2, and Sec. 3.5 below].
The International Astronomical Union (IAU) adopted the so-calledH,G pho-
tometric phase function[3] in 1985 to be used when estimating the shape of the
photometric phase curve and the absolute magnitude H. In 2012, the IAU
adopted the so-called H,G1,G2 function [4]. The H,G1,G2 function improved
especially the backscattering behavior of the curve with high- and low-albedo
asteroids.
Both the H,G and the H,G1,G2 phase functions can be applied to targets
with multiple high-quality observations. If the number of observations is small,
or their accuracy is low, problems may arise. The most apparent problem
is that, especially, the parameter G or the parameters G1, G2 might be poorly
estimated. The solution with the H,G has been to fix to value of G to a constant
value and estimate only the H. The H,G1,G2 offers an improved solution with
a two-parameter H,G12 function. Nevertheless, even the H,G12 function fit can
be nonreliable with very small data sets, and procedures of using a fixed G12
values have been applied.
We offer a solution that we believe to improve the current situation with
the photometric fits with a small number of low-accuracy observations. After
a short definition of the H,G1,G2 phase function in Sec. 2, we present a con-
strained nonlinear least-squares method for fitting the H,G1,G2 function that
can improve the possible bias with low-accuracy data (Sec. 3). Then, we revisit
the two-parameter phase function with new data in Sec. 3.4 and offer a new
version of that, the H,G∗12 phase function. In Sec. 3.5 we asses the problem
with fixed G or G1, G2 parameters by introducing one-parameter models that
relate to five taxonomic asteroid groups. We tie all the models with three, two
or one parameter together in Sec. 3.6 by introducing a statistical model selec-
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Table 1: H,G1,G2 basis functions Φ1,2,3(α). For details about the splines ξ1,2,3(α), see
Appendix A, and for the tabulated basis function values, Appendix B.
range Φ1(α) range Φ2(α) range Φ3(α)
0–7.5◦ 1− 6pi α 0–7.5◦ 1− 95pi α 0–30◦ ξ3(α)
7.5–150◦ ξ1(α) 7.5–150◦ ξ2(α) 30–150◦ 0
tion procedure to select the best version to be used with a particular data set.
We have developed an online tool that implements the algorithms (Sec. 4), and
show one application example with the near-Earth asteroid (144411) 2004 EW9
in Sec. 4.1.
2. The H,G1,G2 phase function
The H,G1,G2 photometric phase function is already extensively presented
in Muinonen et al.[4], thus we recall here only a short summary of the key
concepts. The data to be modeled consists of triplets (αi, V (αi), σi), where α
is the phase angle between the Sun and the observer, as seen from the target.
V (α) is the reduced observed magnitude at phase angle α, and σ is the error
(standard deviation) of the observation. Note that σ is always included in the
H,G1,G2. If it is not given in the data, an implicit value of 0.03 mag is used.
There is also an implicit assumption in the model that the error distribution in
the reduced magnitude value is symmetric.
In the (reduced) magnitude value space, the H,G1,G2 model is of form
V (α) = H − 2.5 log10 [G1Φ1(α) +G2Φ2(α) + (1−G1 −G2)Φ3(α)] , (1)
where H, G1, and G2 are the parameters of the model, and Φi are the basis
functions. The basis functions are composite functions consisting of linear parts
(in Φ1,2), constant part (in Φ3), and parts defined by cubic splines ξ(α) (see
Appendix A for details of the spline implementation). The model is valid from
α = 0◦ to 150◦, and the basis functions are given in Table 1. For convenience,
we also give the tabulated values of the basis functions in Appendix B.
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In the original H,G1,G2, the fit between the data and the model is not done
in the magnitude values, but in flux values. The magnitudes V are converted to
flux F with a nonlinear relation F = 10−0.4V . After the conversion, the model
in Eq. (1) can be written as
F (α) = a1Φ1(α) + a2Φ2(α) + (1− a1 − a2)Φ3(α) (2)
with relations
H = −2.5 log10(a1 + a2 + a3), G1 =
a1
a1 + a2 + a3
, G2 =
a2
a1 + a2 + a3
. (3)
The error in the magnitude space, σ, converts into the flux space, σF , depending
also on the corresponding magnitude value V , by
σF = 10
−0.4V (100.4σ − 1) . (4)
Finally, the H,G1,G2 function in the flux space (Eq. (2)) is fitted to data (αi, Fi)
using the linear least-squares method with the weights 1/σ2F,i, and the parameter
values in the magnitude space are received by applying Eq. (3) to the estimates
(â1, â2, â3).
The error for the parameter estimates (Ĥ, Ĝ1, Ĝ2), as well as other quantities
derived from the fit, such as the photometric phase coefficient k = − 15pi 30G1+9G2G1+G2 ,
are estimated using Monte Carlo simulation with the H,G1,G2 function. It
is assumed that the linear estimates (â1, â2, â3) follow the three-dimensional
normal distribution. The covariance matrix of the distribution is Σ = (X′X)−1,
where X is the model matrix with the weighted values of the base functions at
observed phase angles, [X]ij = Φj(αi)/σ
2
F,i.
As m values (a
(k)
1 , a
(k)
2 , a
(k)
3 ), k = 1, . . . ,m are simulated, Eq. (3) can be
used to receive simulated sample (H(k), G
(k)
1 , G
(k)
2 ). The error for (Ĥ, Ĝ1, Ĝ2)
can then be assessed by computing standard deviation or quantiles from that
simulated sample. Using quantiles for error estimation is preferred since the
distribution for the nonlinear parameters can be non-symmetric.
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3. H,G1,G2 fits with low-accuracy data
First of all, we like to stress that the original H,G1,G2 photometric phase
function described in Sec. 2 works perfectly well in most cases. Usually, if we
have ’enough’ data (say, more than 5 to 10 observations) with modest variation
(σ . 0.05 mag) and with enough spread in the phase angles, there are no
problems. However, there are issues related to sparse data with large variations
where an alternative approach in the way the H,G1,G2 function is fitted to the
data can be fruitful. In what follows, we improve the usability of the H,G1,G2
model in these problematic cases, revisit the simplified versions of the model
with fewer parameters, and suggest an automated method of selecting between
the full model and models with fewer parameters.
3.1. Constraining the fit
In its original form the parameter values, either the flux space parameters
(a1, a2, a3) or the magnitude space parameters (H,G1, G2), are not constrained
in any way. However, there are physical arguments to do so. Firstly, it is gen-
erally clear that the flux from the object should decrease when the phase angle
increases, since the projected illuminated area of the object, as seen by the ob-
server, is decreasing. Secondly, all the scattering processes that we can identify
(i.e., coherent backscattering, shadow-hiding) are amplifying the decrease of flux
when moving from exact backscattering. So, we can safely state that the flux
space model F (α) in Eq. (2) should have a negative first derivative with all α.
Thus, the magnitude space model V (α) in Eq. (1) should always have a positive
first derivative.
The requirement of F ′(α) ≤ 0 is possible to fulfill by searching (numerically
in the case of splines) conditions for (a1, a2, a3). Unfortunately, since there
are three composite basis functions, the conditions become quite complicated.
To simplify the situation, we can take into account a mathematical or semi-
physical requirement that the basis functions Φ1,2,3 in the flux space should
have positive coefficients a1,2,3. The functions Φ1 and Φ2 should bracket the
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photometric slope behavior of an asteroid [4, Sec. 3.2], thus it is natural that 0 ≤
a1, a2. The basis function Φ3 is used to introduce backscattering enhancement
to the phase function, and therefore is natural to assume that 0 ≤ a3. With
the abovementioned conditions, the first derivative of the flux model is always
negative.
If we think about the magnitude space parameters (H,G1, G2), we can derive
conditions for G1 and G2 based on the ones for the flux space parameters. From
relations in Eq. (3), we can directly see that we can require
0 ≤ G1, G2, 1−G1 −G2 ≤ 1. (5)
Introducing these conditions will require changing the linear least-squares method
for fitting the model with the data into a general (nonlinear) constrained least-
squares method.
3.2. Bias in the magnitude space with the linear fit in the flux space
The parameter of the greatest importance with the H,G1,G2 model is the
predicted absolute magnitude H of the target. Observations are generally given
in magnitudes and not in flux, and data is visualized in phase-magnitude plots.
As mentioned earlier, the original H,G1,G2 model implicitly assumes symmetric
distribution of errors in magnitude values. All these support the general idea
that the fit should be unbiased in the magnitude space. Therefore, there is
some controversy, at least in theory, in the fact that the function is defined to
be fitted in the flux space. Since the transformation between the magnitude and
the flux, F = 10−0.4V , is nonlinear, the fit cannot be (strictly) unbiased in both
spaces, and the error distribution cannot be (strictly) symmetric in both spaces.
As the least-squares fit is done in the flux space, the model cannot be unbiased
in the magnitude space. As the error distribution is assumed symmetric in
the magnitude space, it cannot be symmetric in the flux space. However, the
least-squares fit assumes the errors to be symmetric.
The predecessor of the H,G1,G2 phase function, the H,G from 1989 [3],
was also defined so that the fit is done linearly in flux space. It is probably
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quite safe to assume that at that time, the nonlinear fit would not have been
practical due to the limited computing power of the computers. While the
H,G1,G2 functionn revised the basis functions and added the backscattering
enhancement, the linear fit in the flux space was kept. Again, in cases with
good data the difference between the linear and the nonlinear fit is negligible.
In what follows we try to assess the amount of the bias.
We limit ourselves to the simple case with two observations V1, V2 that are
done with the same phase angle, and have the same error σ. The estimate for V
is simply the (weighted) mean of the magnitudes, V = (V1/σ
2+V2/σ
2)/(2/σ2) =
(V1 + V2)/2. When we move to the flux space, and convert the magnitudes and
errors to flux, the weighted mean in flux is
F =
F1/σ
2
F,1 + F2/σ
2
F,2
1/σ2F,1 + 1/σ
2
F,2
. (6)
Plugging in Fi = 10
−0.4Vi and σF,i = 10−0.4Vi
(
100.4σ − 1), and moving back to
magnitude space VF = −2.5 log10(F ), we get
VF = −5 log100
(
100.4V1 + 100.4V2
100.8V1 + 100.8V2
)
. (7)
Let us consider the bias b = V −VF when the two observations are δ magnitude
apart from each other, i.e., V2 = V1 + δ. In that case,
b =
δ
2
+ 5 log100
(
1 + 100.4δ
)− 5 log100 (1 + 100.8δ) . (8)
The bias, as a function of the difference δ between the two observations, is
plotted in Fig. 1. We can see, for example, that the bias for two observations
with the same phase angle and the same error when operating in the flux space,
is 0.03 mag when the difference between the observations is about 0.3 mag, and
0.3 mag when the difference is about 1 mag. Since 0.03 mag is the default error
in the H,G1,G2 model, it could be reasonable to require that the bias should not
exceed this. Even though Eq. (8) holds only for two observations, the limit of
about 0.3 mag variation in the data could act as the limit when we should start
to operate in the magnitude space with nonlinear least-squares (see Sec. 3.3)
instead of the linear least-squares in the flux space. The limit of ’0.3 mag in
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Figure 1: The bias between magnitude- and flux-space weighted mean for two observations
with the same phase angle and magnitude error, as a function of the separation δ between the
observations.
variation’ means variation between observations with similar phase angles (say,
∼2◦ apart), and not the complete variation over all the phase angles. With high-
quality observations of large/bright targets, the bias should not be a problem.
With small near-Earth objects, for example, one can easily find targets where
the local variation in the observations exceeds 0.3 mag.
3.3. Implementation of the nonlinear fit
In the previous sections 3.1–2, we gave two reasons for using the constrained
nonlinear least-squares method to fit the observations and the model, namely
the need to constrain the possible values of the model parameters, and to reduce
the bias. The nonlinear least-squares method is quite straightforward to imple-
ment in a computing environment, where a constrained nonlinear optimization
algorithm is available. The target function g to be minimized is
g(H,G1, G2) =
n∑
i=1
(V (αi;H,G1, G2)− Vi)2
σ2i
, (9)
where (αi, Vi, σi) are the ith phase angle, observed magnitude, and error in
the data, and V (α) is from Eq. (1). The constraints, as given in Sec. 3.1, are
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implemented so that there is an additional penalty factor if the parameter values
do not meet the constraints. In our example implementation (see Sec. 4), we
are using the derivative-free simplex optimization code COBYLA for finding
the best constrained estimate for the parameters (H,G1, G2) [5]. The estimates
(HL, GL1 , G
L
2 ) from the linear fit in the flux space can be used as the starting
values for the optimization.
The method to assess the error estimate for the nonlinear fit needs to differ
from the one for the linear fit (see Sec. 2). We cannot assume anymore that
the linear parameters would be normally distributed. If there would not be any
parameter constraints, we could approximate the error in nonlinear parameters
by the normally distribution. However, this approximation is poor if the esti-
mated parameter values are close to the limits set by the parameter constraints
0 ≤ G1, G2, 1−G1 −G2 ≤ 1.
To estimate the parameter errors correctly, we can use the so-called boot-
strapping method. With the regression problem, the choice is to bootstrap the
residuals [6]. In practice, this means that we will form new bootstrap samples
(with replacement) from the fitted model and its residuals. Using the estimated
parameter values (Ĥ, Ĝ1, Ĝ2) we can compute the estimated model value at
the original phase angles, V̂i = V (αi; Ĥ, Ĝ1, Ĝ2), and the residuals of the fit,
ei = Vi − V̂i, where Vi’s (i = 1, . . . , n) are the original observed values.
The k bootstrap samples have the same size n as the original data. In
the bootstrap sample j, the ith phase-magnitude pair (α
(j)
i , V
(j)
i ) is formed by
randomly selecting a number η ∈ [1, n], and then adding the ηth residual to the
ith phase angle - magnitude estimate pair
(α
(j)
i , V
(j)
i ) = (αi, V̂i + eη). (10)
Actually, note that the errors σi in the observations need to be taken into
account if all the observations do not share the same error value. We do this
by using standardized residuals in Eq. (10). So, in fact, we will use sη =
Vη−V̂η
ση
instead of the eη’s. As the weights are already included in the bootstrapped
magnitudes, a non-weighted nonlinear least-squares fit is used in computing the
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bootstrapped best-fit parameters.
All the k bootstrap samples {(α(j)i , V (j)i ) | i = 1, . . . , n} should have the same
statistical properties as the original one. By fitting the nonlinear model to the
bootstrap samples, we receive a sample of k parameter vectors {(H(j), G(j)1 , G(j)2 ) | j =
1, . . . , k}, and can assess the error in the parameters by computing standard er-
rors or quantiles from these.
One can easily notice that the abovementioned method of estimating the
errors in the parameters is far more computing-intensive than the method with
the linear fit. Both methods will require simulation, but with the linear fit one
needs only to draw random numbers from a three-dimensional normal distribu-
tion. With the bootstrap method one needs to iterate the nonlinear optimization
for every bootstrap sample, i.e., k times. The number of all the different boot-
strap samples for a target with n observations is
(
2n−1
n
)
. For n = 8 this number
could still be feasible, 6,435 combinations. The next case of n = 9 gives already
24,310 combinations, so in practice one has to accept a reasonably large k for
the error limits to converge, preferably several hundreds or thousands.
3.4. Revisiting the H,G12 model
Muinonen et al.[4] noticed that there is a strong correlation between the
G1 and G2 parameters with the collection of 22 objects that were analyzed in
the article. They decided to benefit from this by introducing a two-parameter
model, the so-called H,G12 model. The ’metaparameter’ G12 was related to
the G1 and G2 by a piecewise linear function that modeled the correlation
between G1 and G2. The relation was piecewise because the E-type asteroids
were behaving differently from the others, and needed a distinct treatment.
The H,G12 function can be estimated with linear least squares in flux space
separately for the two parts of the piecewise relation, but a nonlinear method
is needed for the error analysis.
Recently, Shevchenko et al.[2] gathered data of phase-magnitude observa-
tions at small phase angles for 93 asteroids. We were able to collaborate so that
the H,G1,G2 function was fitted to their data using the constrained nonlinear
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method described in Secs. 3.1–3. The complete list of the targets and the esti-
mated H,G1,G2 parameter values are found in Table 3 in [2]. This set of data
gave us an excellent opportunity to revisit the G12 relation with over 4 times
more objects.
The larger data set continues to support the previous result that the E-
types behave differently in the (G1, G2)-space, see Fig. 2. Furthermore, also
the D-types seem to be off from the general trend. In [4], the E-types were
separated from the rest of the asteroids both in G1 and in G2. With the recent
data, however, we start to see S- and M-type asteroids that have similar G1
values than the E-types. It seems that the piecewise linear model in [4] is not
the best approach. We propose to supersede the previous H,G12 model with a
new H,G∗12 model where one linear function of first degree is used to model the
G1, G2 correlation for the asteroids excluding the E- and D-types, and the E-
and D-types will be handled separately. This separate modeling is described in
Sec. 3.5.
Our suggestion for the two-parameter H,G∗12 phase function is to model the
G1, G2 correlation for all the taxonomic types except the E- and D-types with a
first degree linear model y = β0 +β1x. Since we can estimate the error for both
the G1 and G2 parameters, we will fit the model to the data using the (weighted)
total least squares (TLS, i.e., orthogonal regression) method [7]. The TLS fit
gives us a line from (G1, G2)1 = (0, 0.53513350) to (G1, G2)2 = (0.84293649, 0).
As we constrain the H,G1,G2 model to 0 ≤ G1, G2 ≤ 1, we will construct a
parametric relation u as
(G1, G2) := u(G
∗
12) = (0, 0.53513350) +G
∗
12(0.84293649,−0.53513350), (11)
where 0 ≤ G∗12 ≤ 1. This H,G∗12 function can be fitted similarly to the con-
strained nonlinear H,G1,G2 function by rewriting Eq. (9) as
g∗12(H,G
∗
12) := g(H, 0.84293649G
∗
12, 0.53513350− 0.53513350G∗12). (12)
Please note that the values fitted for G12 as described in [4] and the values for
G∗12 as described here are not commensurable.
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Figure 2: The fitted G1 and G2 values for the 93 asteroids in [2]. The letter indicates
the asteroid type, and more complex types are simplified into general types (B,CP,CB→C;
V,Q→S; T→D; X,Xc→P). The grey solid line shows the (G1, G2) = u(G∗12) relation.
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3.5. One-parameter H phase function for targets with small numbers of obser-
vations
We have introduced constraints for the parameter values in the H,G1,G2
function, and revised the two-parameter simplification, the H,G∗12 function.
However, there are still cases where the number of observations is small and
we have difficulties in fitting both the three- and the two-parameter models.
Still, we could benefit from an estimate of the absolute magnitude H of the
object, even though the uncertainty of this estimate would be large. For this
purpose, we introduce the one-parameter version of the H,G1,G2 function, the
H function that can be applied even to targets having only one observation.
Shevchenko et al.[2] constructed the average values for the G1, G2 param-
eters that can be applied to the one-parameter model. By fitting only the H
parameter we are only changing the level of the magnitude model, and not the
shape. Therefore it suits well to have a small set of possible model shapes, and
then select the best based on the goodness of the fit.
The average values for the G1, G2 parameters for asteroid classes E, S, M,
C, P, and D were given in [2]. The values were computed by minimizing the
combined model g(Hi, G1, G2) (see Eq. (9)) for all the targets in a specific
asteroid class at the same time. The absolute magnitude Hi was left to vary from
one asteroid to another, but all the asteroids shared the G1, G2 values, i.e., the
shape of the photometric phase curve. It can be seen from [2, Table 4] that the
S- and M-type asteroids have very similar G1, G2 parameters. That is why we
choose to build our one-parameter H model as a set of 5 one-parameter models
that correspond to E-, S/M-, C-, P-, and D-type asteroids. Figs. 3(a)–(e) show
the model, observations, and the values of the fitted G1, G2 for these five types.
The additional value in this kind of an approach is that we can directly suggest
a best-fit asteroid class for an object. The H model is based in minimizing
Eq. (9) but with constant values of G1, G2, so gH(H) := g(H,G
t
1, G
t
2), where
the pair (Gt1, G
t
2) is one of the five value pairs shown in Figs. 3(a)–(e).
It can easily be seen from Eq. (1) that, once the parameters G1, G2 are taken
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as constants, the estimate for H is just the weighted mean as
Ĥ =
∑n
i=1 (Vi + Li) /σ
2
i∑n
i=1 1/σ
2
i
, where (13)
Li = 2.5 log10
(
Gt1Φ1(αi) +G
t
2Φ2(αi) + (1−Gt1 −Gt2)Φ3(αi)
)
.
3.6. Automatic selection between three-, two- and one-parameter models
To summarize Secs. 3.1–5, we have now altogether seven alternative models
for the asteroid magnitude-phase relation, one three- and one two-parameter
model, and five one-parameter models. There is an evident question of which
model to use? In fact, this problem has been around already with the previous
H,G function, where constant values for G were often used in cases where data
did not allow fitting G reliably. With the H,G1,G2, this problem continued
with the full and the two-parameter models. To this date, we are not aware of
any systematic and quantitatively justified approach on selecting between the
models. We are now offering such an automatic selection procedure, based on
a statistical model selection.
The (weighted) sum-of-squared-errors (SSE) and the (weighted) root-mean-
square (RMS) are generally measures of the goodness of the fit. On the other
hand, adding more free parameters to the model improves the fit automatically.
To compare models with different numbers of parameters, we need to penalize
the SSE with the number of parameters p. In statistics this is done using
the adjusted R2, Mallows’s Cp, Akaike information criterion, or the Bayesian
information criterion (BIC). We prefer to use the last one. The BIC for our
models is
BIC = n log

∑n
i=1
(
Vi − V̂i
)2
/σ2i∑n
i=1 1/σ
2
i
+ p log(n), (14)
where p is the number of parameters in the model. The smaller the value of
BIC, the more preferred the model.
Using BIC, we can fit all the seven models to data, and sort the models
from the best to the worst fit. With this automated procedure, the user should
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Figure 3: Observations and average fits for the asteroid classes E, S/M, C, P, and D. The
numbers of asteroids and the numbers of observations in the classes are, respectively: E-class,
6 and 82; S- and M-classes together, 40 and 514; C-class, 34 and 371; P-class, 7 and 109;
D-class, 6 and 78. The magnitudes of the observations within an asteroid class are shifted so
that the joint absolute magnitude for the class is the mean of the absolute magnitudes over
the asteroids in that class.
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not need to decide herself if, e.g., the H,G∗12 function should be used or if there
is enough data for applying the full H,G1,G2 function. In addition, the five
one-parameter models corresponding to main asteroid taxonomic types are also
ordered, and we receive a suggestion of the most probable taxonomic class for
our object.
4. Online implementation
The new functionality in the H,G1,G2 phase function that we propose in
Sec. 3 is fully implemented in a web-based online tool [8]. Tools for photometric
phase curve fitting with the H,G1,G2 function as it was accepted by the IAU
are already available1. The existing implementation is available in Fortran 77,
Fortran 2003, Mathematica, Java, and Python programming languages. For this
latest development, we wanted to offer a platform-independent implementation
that does not require any specific computing environment. Therefore we decided
to implement the functionality as a web-based application that will run in a
web-browser.
Our online H,G1,G2 tool (Online Calculator for Photometric phase-curves,
OCP) is implemented using the standard languages in the WWW pages, HTML5
and CSS for describing the layout of the page, and JavaScript for implementing
the algorithms. The JavaScript runs completely on the client side, i.e., using the
resources on the user’s computer. The OCP uses two third-party JavaScript li-
braries, JSCobyla2[10] and Flotr2[11] which are both included in the OCP, and
their use requires no action from the user. The JSCobyla2 implements the
Cobyla-algorithm[5] for the constrained nonlinear derivative-free optimization,
and the Flotr2 is used to create the figures of the fitted H,G1,G2 function.
The view of the OCP user interface is shown in Fig. 4. First, the user can
upload the input file that contains the phase angles and the observed reduced
magnitudes of the target. The loaded value pairs are shown on the page. Second,
1HG1G2 TOOLS, http://wiki.helsinki.fi/display/PSR/HG1G2+tools, and an online Java
tool, see [9]
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the user can choose to compute either the linear or the nonlinear H,G1,G2 fit
to the data. The OCP will report the best model, based on the BIC statistics
(see Sec. 3.6). Also the taxonomic class that fits the best with the observations
among the five single-parameter H models is reported. Finally, a complete list
of all the seven fitted models is reported.
Once the fits are ready, the user can choose the model to which the er-
ror estimates are simulated and the figure with the fit and the observations is
plotted. The errors are reported as −σ and σ-limits for the parameters, but
to be exact, the limits are the 68.3 % confidence interval limits. For normally
distributed data, the one-σ interval holds the 68.3 % of the data around the
best-fit estimate. For non-symmetric distributions (e.g., error distribution for
G1 or G2 close to zero or one) the interval is not symmetric around the best-fit
estimate and cannot be described with a single σ-value. The simulation of the
error bounds is usually very fast for linear fits, typically it takes a few seconds.
For nonlinear fits the error simulation will take longer, typically some tens of
seconds.
Finally, an ASCII-text report of the results can be generated for exporting to
other programs. The observations and the best fit are reported, and tabulated
values of the fitted model are given.
4.1. Application to one near-Earth asteroid
We will show, as an example, the performance of the linear and nonlinear
H,G1,G2 models for the near-Earth asteroid (144411) 2004 EW9. In particu-
lar, we choose to fit the H,G1,G2 function using the observations by the Pan-
STARRS 1 telescope in Haleakala (observatory code F51), and then see how
this fit agrees with the 2004 EW9 observations by all available observatories.
We have 30 observations by Pan-STARRS, ranging from 1.45◦ to 42.8◦. We
decided to drop one outlier, which had ∼ 2 mag larger magnitude than the
other observations around that phase angle. Including all the observatories, the
data has 1379 observations from 0.25◦ to 125.7◦. The data is publicly available
from the IAU Minor Planet Center, but the magnitudes have been corrected to
17
Figure 4: Screenshot of the OCP user interface. In the example, 23 observations of the asteroid
(44) Nysa are used.
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correspond to the V-filter2.
Both the linear and nonlinear fits are shown with the Pan-STARRS data
in Fig. 5a. These observations present a typical case where the nonlinear fit
is beneficial. The variation in the data is very large, for example there is a
difference of 0.69 mag for observations only 1.84◦ apart. It should be noted
that, in [4], the recommendation is to use the H,G12 function and not the full
three-parameter version with this kind of low-accuracy data. The linear fit gives
H = 16.24, G1 = 1.6478, G2 = −0.5759, so the conditions mentioned in Sec. 3.1
are clearly violated with the values estimated for G1 and G2. The nonlinear
fit gives H = 15.77, G1 = 0.4438, G2 = 0. The model selection suggest that
the C-type phase curve is the most suitable model among the one-parameter
models. Interestingly, Birlan et al. recently presented spectral observations of
this target, and classified it as a Cb-, Xk-, or Cg-type asteroid [13].
The estimates for the H vary quite a lot between the linear and nonlinear fits.
It is hard to say which one is more ’correct’ — the backscattering enhancements
within the last two degrees are quite different between the fits, but there is no
data. In any case, the linear fit is clearly biased towards larger magnitudes with
larger phase angles. This is due to the nonlinear transformation when moving
to the flux space where the linear fit is done and then back to the magnitude
space (see Sec. 3.2).
If we plot the fits for the Pan-STARRS observations with all the data points
(Fig. 5b), we can see how the linear fit will turn and start to have decreasing
magnitude as the phase angle increases after about 85◦. Also, the fit is clearly
too biased to large magnitudes before that. The nonlinear fit is quite reasonable
over the whole data range, even though only the Pan-STARRS observations
were used in the fit. This example shows the danger of applying linear fit in the
flux space with near-Earth asteroid data, or with any other data that has large
variations in magnitudes.
2magnitude reduction by M. Granvik, see [12]
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Figure 5: The linear (dashed line) and nonlinear (solid line) fits to observations of asteroid
(144411) 2004 EW9: a) only the observations by the Pan-STARRS 1 telescope are shown; b)
all the available data are shown. In both cases, the H,G1,G2 fits have been carried out using
only the Pan-STARRS data.
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5. Conclusions
We offer updated versions of the algorithms that are used to fit the photo-
metric H,G1,G2 phase function. These algorithms are based on the constrained
nonlinear least-squares fit and the automatic model selection using the Bayesian
information criterion. With these updates, the H,G1,G2 function can be better
applied to observations with large magnitude variations, and to targets with
only a few observations.
The proposed two-parameter function H,G∗12 is estimated using a much
larger set of targets that was possible with the original H,G12 model. We are
able to simplify the G1, G2 relation from the composite linear relation with two
functions into a single linear relation. In addition, we recognize five distinct
shapes for the photometric phase curve that are related to the asteroid taxo-
nomic types E, S/M, C, P, and D. The automatic model selection criterion both
gives the best-fit taxonomic type for the target, and also helps to decide which
model to choose among the three-, two-, and one-parameter functions.
We provide these updated methods, together with the original linear fit
H,G1,G2 model, as an open online tool requiring only a JavaScript-enabled
web-browser. This will help the transition from the H,G function into the IAU-
adopted H,G1,G2 function.
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Appendix A. Cubic spline basis
The basis functions ξ1,2,3 in the H,G1,G2 function are implemented as cubic
splines. The spline system is defined by its knots (i.e., (x, y)-value pairs that
the spline should pass), and its derivatives d at the knots. We give the complete
list of knot and derivative values in Tables A.2 and A.3.
Let us have the triplets (xi, yi, di) ordered according to the knot xi values
so that x(1) < . . . < x(k), and a value x so that x(j) ≤ x < x(j+1). Then, the
cubic spline value ξ(x) is
ξ(x) = (1− t) y(j) + t y(j+1) + t (1− t) ((1− t) a+ b t) , where (A.1)
t =
x− x(j)
x(j+1) − x(j) , a = d
(j) (x(j+1) − x(j))− (y(j+1) − y(j)),
b = −d(j+1) (x(j+1) − x(j)) + (y(j+1) − y(j)).
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Table A.2: Spline knots and derivatives for ξ1 (y1, d1) and for ξ2 (y2, d2).
x y1 d1 y2 d2
7.5◦ 7.5×10−1 −1.9098593 9.25×10−1 −5.7295780×10−1
30◦ 3.3486016×10−1 −5.5463432×10−1 6.2884169×10−1 −7.6705367×10−1
60◦ 1.3410560×10−1 −2.4404599×10−1 3.1755495×10−1 −4.5665789×10−1
90◦ 5.1104756×10−2 −9.4980438×10−2 1.2716367×10−1 −2.8071809×10−1
120◦ 2.1465687×10−2 −2.1411424×10−2 2.2373903×10−2 −1.1173257×10−1
150◦ 3.6396989×10−3 −9.1328612×10−2 1.6505689×10−4 −8.6573138×10−8
Table A.3: Spline knots and derivatives for ξ3
x y3 d3
0◦ 1 −1.0630097×10−1
0.3◦ 8.3381185×10−1 −4.1180439×101
1◦ 5.7735424×10−1 −1.0366915×101
2◦ 4.2144772×10−1 −7.5784615
4◦ 2.3174230×10−1 −3.6960950
8◦ 1.0348178×10−1 −7.8605652×10−1
12◦ 6.1733473×10−2 −4.6527012×10−1
20◦ 1.6107006×10−2 −2.0459545×10−1
30◦ 0 0
Appendix B. Tabulated values of the H,G1,G2 basis functions
For convenience, we give here in Table B.4 the tabulated basis function values
for the H,G1,G2 function. These can be used to implement the basis functions
with a linear approximation.
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