Given a sequencing of jobs on a single machine, each one with a weight, processing time, and a due date, the tardiness of a job is the time needed for its completion beyond its due date. We present an FPTAS for the basic scheduling problem of minimizing the total weighted tardiness when the number of distinct due dates is fixed. Previously, an FPTAS was known only for the case where all jobs have a common due date.
INTRODUCTION
The minimum total weighted tardiness problem for a single machine is defined as follows. We are given n jobs, each with a weight w j > 0, processing time p j , and due date D j . When these jobs are sequenced on a single machine, each job j will have a completion time C j . The tardiness T j of job j is defined as follows:
T j := 0, if j is early, i.e., C j ≤ D j C j − D j , if j is tardy, i.e., C j > D j .
The objective is to minimize the total weighted tardiness, that is, find a schedule that minimizes n j=1 w j T j . In the 3-field notation common in scheduling, the problem is denoted 1| | j w j T j .
This formulation is very basic in scheduling with an extensive body of published work mainly on computational and structural aspects (see surveys [Abdul-Razaq et al. 1990; Sen et al. 2003 ] and the references in Kellerer and Strusevich [2006] and Kolliopoulos and Steiner [2006] ). It is known to be NP-hard [Lenstra et al. 1977] even in the case of unit weights [Du and Leung 1990] . Despite the attention it has received, frustratingly little is known on its approximability. The nonlinear dependence of the objective function on the job completion times sets the problem apart from many of the well-understood scheduling problems. The best known approximation algorithm has a performance guarantee of n − 1 [Cheng et al. 2005] . For the unit weight case, Lawler [1982] gave early on a fully polynomial-time approximation scheme (FPTAS), which is a modification of his pseudopolynomial dynamic programming algorithm in Lawler [1977] . Lawler's algorithm works also when the jobs have agreeable weights, that is, when p i > p j implies w i ≤ w j .
For general weight values, the problem remains NP-hard even when all jobs have a common due date [Yuan 1992 ]. Kolliopoulos and Steiner [2006] gave a pseudopolynomial dynamic programming algorithm for the case of a fixed number of distinct due dates. Using essentially Lawler's rounding scheme Lawler [1982] , an FPTAS was obtained in Kolliopoulos and Steiner [2006] for the case of polynomially bounded weights. Kellerer and Strusevich [2006] gave an FPTAS for general weights in the case where all jobs have a common due date. We note that for a general number of distinct due dates the problem becomes strongly NP-hard [Lawler 1977] . In this work, we settle the case of a fixed number of distinct due dates by giving an FPTAS. Kolliopoulos and Steiner [2006] and Kellerer and Strusevich [2006] , which can be traced back to the work of [Lawler and Moore 1969] , is an emphasis on the packing nature of the problem. Roughly speaking, consecutive due dates define intervals and as the jobs arrive in a predetermined order the cost incurred by each job depends on the interval in which the algorithm decides to pack it. In our algorithm we relax significantly the properties of the job packing maintained. We now elaborate on the ideas involved.
Ideas and Techniques. A common aspect of the algorithms in
We design a pseudopolynomial algorithm and then apply the rounding scheme of Kellerer and Strusevich [2006] to obtain the desired approximation scheme. We exploit two crucial properties of the algorithms in Kellerer and Strusevich [2006] . The first is that the optimal choice is feasible at every job placement the FPTAS performs (cf. Lemma 5.2). This step-by-step mimicking of the optimal chain of computation is crucial for bounding the approximation error. Of course, the schedule we output may be suboptimal due to our approximate ("rounded") estimation of tardiness. The second property is that the rounding scheme of Kellerer and Strusevich [2006] produces state-space values that correspond to actual schedules; therefore by rounding up the processing time of tardy jobs with due date d, one rounds down the processing time of early jobs with the same due date by the same amount. Since the total time needed for these jobs remains the same, this means that there is empty space that allows our algorithm to push back the extra tardy processing time, which results from the rounding, towards the past. This need for preemption, that is, allowing the processing of a job to be interrupted and later restarted, did not arise in Kellerer and Strusevich [2006] where the extra tardy processing time past the common due date D could always be accommodated in the time interval [D, ∞).
Our pseudopolynomial algorithm works in two stages. First, via dynamic programming it computes an assignment of the job completion times to the time horizon, where only a subset of the jobs is explicitly packed and the rest are left "floating" from their completion time backwards. This is what we call an abstract schedule. In the second stage, a greedy procedure allocates the actual job lengths, possibly also with preemption. As in previous algorithms, the jobs that straddle a due date in a schedule, the so-called straddlers, play an important role. We observe that only the placement of the tardy straddlers is critical. The time intervals, called superintervals, between consecutive tardy straddlers, form the basic time unit on our time horizon. The scheduling of a job j as early can then be localized within only one of these superintervals, depending on the actual d j value (cf. The Bracketing Lemma 2.3). This helps to shrink the state space of the dynamic program.
It is well known that the preemptive and non-preemptive optima coincide when minimizing tardiness on a single machine [McNaughton 1959 ]. This powerful fact has found only limited use in approximation algorithms so far, for example through the preemptive scheduling of early jobs in Kolliopoulos and Steiner [2006] . We take the opposite view from Kolliopoulos and Steiner [2006] and insist on the nonpreemptive scheduling of early jobs. Moreover, all early jobs are packed explicitly in the abstract schedule. This is necessary since early jobs are particularly difficult to handle: enumerating their total length is prohibitive computationally and distorting their placement even by a tiny amount might result in a severely suboptimal schedule. We allow instead preemptive scheduling of the tardy jobs. As explained previously, preemption will allow us to flexibly push back the extra tardy processing time, introduced by the rounding, towards the past. In addition, we use preemption in the optimal schedule produced by the pseudopolynomial algorithm. Following this idea to its natural conclusion, we allow even straddlers to be preempted. In the final schedule, it could be that only the completion time of a tardy job happens in the interval in which it was originally assigned by the dynamic program, while all the processing happens earlier. The algebraic device we introduce that allows the abstract schedule to keep some of the jobs "floating", without pinning down anything but their completion time, is the potential empty space within a prefix of a schedule (cf. Eq. (3)). To ensure that preemptions can be implemented into actual empty space is perhaps the largest technical difficulty in our proof.
The remainder of this article is organized as follows. In Section 2, we provide some structural properties of an optimal schedule. In Section 3, the algorithm to compute an abstract schedule is given. In Section 4, we show how to convert an abstract schedule into an optimal one. In Section 5, we show how an FPTAS can be designed out of the pseudopolynomial algorithm. We conclude in Section 6 with open problems. An extended abstract of this work appeared in Karakostas et al. [2009] .
STRUCTURAL PROPERTIES OF AN OPTIMAL SCHEDULE
We are given n jobs j = 1, . . . , n, each with its own processing time p j and weight w j and a due date D j . We assume, without loss of generality, that for every job j, D j < j=1,...,n p j , since any job that violates this, can be discarded from the input. For all j = 1, . . . , n, the D j value comes from a set of K possible distinct due dates {d 1 , d 2 , . . . , d K }, where K will be assumed to be a constant for the rest of this article. For convenience, we are also going to define the artificial due date d 0 = 0.
In any schedule of the n jobs, a job that finishes before or on its due date will be an early job, otherwise it will be tardy. We also call any job that starts before or on a due date but finishes after it a straddler. It is well known [McNaughton 1959 ] that the optimal values of the preemptive and the nonpreemptive version of the problem are the same. Assuming that the optimal schedule is a nonpreemptive one, the straddlers will appear in it as contiguous blocks, crossing one or more due dates. For easiness of exposition, we will assume that there is an optimal schedule with distinct straddlers for every due date, that is, there are K distinct straddlers S 1 , . . . , S K corresponding to the due dates d 1 , . . . , d K . After the description of the algorithms, it should be clear how to modify them in order to deal with the special case of some straddlers crossing more than 40:4 G. Karakostas et al. one due dates. For notational convenience, we introduce a job S 0 with w S 0 = p S 0 = 0 which we designate as the artificial tardy straddler for d 0 .
The due dates partition the time horizon into K + 1 intervals We will assume that we have guessed the number M ≤ K of tardy straddlers and these tardy straddlers S i 1 , . . . , S i M of the optimal schedule (also S i 0 = S 0 ). By guessing, we mean that, for each of the K M choices of an M-set M of due dates, we enumerate all 1 − 1 mappings from M to the set of jobs. This produces a a polynomial number of possibilities, since K is constant. Let m = n − M be the number of the remaining jobs, which are ordered according to their weighted shortest processing times (WSPT), that is,
. With some abuse of terminology, we will call these jobs non-straddling, although some of them are the early straddlers. We will also assume that we have guessed a bound Z ub such that for the optimal value OPT we have
The total processing time of those (tardy) jobs among the first k (in WSPT order) jobs, that belong to class C t and are processed in
The total weight of the jobs in the previous item.
The total processing time of the class C t jobs among the first k jobs. Notice that these quantities can be calculated in advance.
The total processing time of those (early) jobs among the first k (in WSPT order) jobs, that belong to class C t and are in I i .
The following lemmas state important properties of an optimal schedule. LEMMA 2.1. In the optimal schedule and for any 1 ≤ i ≤ K, if S i is tardy, then for any 1 ≤ l ≤ i and any i + 1 ≤ u ≤ K, we have e lu k = 0. PROOF. Suppose that for some 1 ≤l ≤ i and K ≤û ≤ i + 1, eˆlû k > 0. This implies that there are some Cû jobs which are early in interval Iˆl. Therefore, by exchanging some of the tardy part of S i with some part of these Cû jobs will reduce the total tardiness, since the tardiness of S i is reduced and the Cû jobs used in the exchange are still early. This is a contradiction of optimality. LEMMA 2.2. In the optimal schedule and for any 2 ≤ i ≤ K, if S i−1 is early, then y 
Then there are some C u jobs (1 ≤ u ≤ i − 1) that are tardy in I i . Then exchanging part of S i−1 with some or part of these C u jobs will reduce their total tardiness, and S i−1 is still early. This is a contradiction of optimality.
Lemma 2.2 implies that the only nonzero y's are the ones that correspond to the first interval of each superinterval. Therefore, from now on, we will use only the values y
Lemmas 2.1 and 2.2 imply that for every 1 ≤ k ≤ m and for every 1 ≤ t ≤ K such that i s−1 < t ≤ i s for some 1 ≤ s ≤ M we have
( 1) A direct consequence of Lemma 2.1 and the definition of a superinterval is the following.
LEMMA 2.3 (BRACKETING LEMMA FOR EARLY JOBS). Let u ≤ M. In an optimal schedule only jobs from classes C t , with i u−1 < t ≤ i u can be assigned as early in the superinterval
G i u−1 i u .
A DYNAMIC PROGRAMMING ALGORITHM TO FIND AN ABSTRACT SCHEDULE
An abstract schedule is an assignment of the m nonstraddling jobs to superintervals so that (i) early jobs are feasibly and nonpreemptively packed within their assigned superinterval (ii) there is enough empty space so that tardy jobs that complete in their assigned superinterval can be preemptively packed and (iii) there is enough empty space so that the M tardy straddlers can be preemptively packed. An abstract k-schedule, k ≤ m, is an abstract schedule for the first k nonstraddling jobs. In this section, we describe a pseudopolynomial dynamic programming algorithm (DP) that computes a suitable abstract schedule. In the next section, we show how to pin down the actual processing of the tardy jobs and the straddlers, so that the abstract schedule is converted to an actual schedule of the n jobs with minimum total tardiness.
The DP algorithm "guesses" the M tardy straddlers. Extending the dynamic programming of Kellerer and Strusevich [2006] , the states of DP store the following values for a (partial) schedule of the k first (in WSPT order) of the m non-straddling jobs 2 :
where Z k is the total weighted tardiness of the k scheduled jobs. Note that some of the y
As in Kellerer and Strusevich [2006] , the weight values W i u j k will be needed when the tardy straddlers will be re-inserted at the end. The initial state will be (0, 0, . . . , 0). A state-to-state transition from state (2) corresponds to the insertion of the (k + 1)th job in a super-interval of the (partial) abstract schedule of the previous k jobs. Such a transition corresponds to the choice of inserting this job in a superinterval, and must be feasible, that is, satisfies the feasibility Conditions (1), (2), and (3). The latter conditions require that there is enough empty space to insert the new job in the selected superinterval, and there is still enough empty space for the re-insertion of the straddlers. Note that the combination of the class C t of the inserted job and the superinterval G i u−1 i u chosen for it by the transition determines whether this job is early or tardy: if 1 ≤ t ≤ i u−1 , then the job is tardy, otherwise it is early (Lemmas 3.3 and 3.4 show that this packing can be done when the feasibility conditions are satisfied).
In order to be able to check the feasibility of the transitions, we would like to be able to calculate the empty space in every superinterval from the information stored in states (2). Unfortunately, this is not possible, because essentially there are many possibilities for the placement of early jobs that yield the same state and keeping track of all these possibilities would blow up the state space. As a result of this limited information, some of the space that looks empty will be actually needed to accommodate preempted parts of tardy jobs from later superintervals. Nevertheless, we can calculate the potential empty space for prefixes of the schedule that start from time t = 0. The processing time for a tardy job is just slated for the prefix that ends at its assigned completion time by the first (dynamic programming) stage of the algorithm, without pinning down its exact placement. This placement is fixed only during the second stage of the algorithm. We introduce the following set of prefix values, which can be calculated given a state (2):
the total space from d 0 to d l minus the space taken by the jobs whose class indices are less than or equal to l.
k can be computed from the information at hand as follows:
Recall that there are M tardy straddlers
overall. We assume that the (k+1)th job J k+1 belongs to class C t , and that we want to schedule it in superinterval G i u−1 i u . Note that Lemma 2.3 implies that, to even consider such a placement, t ≤ i u must hold. The three feasibility conditions that must be satisfied by a DP transition from state (2) follow. From Eq. (3), given the state information, all three can be effectively checked.
Condition. (1). If t
2b. If 2a doesn't hold, check the following according to which case applies: 2b.1.
Condition (3) will ensure that there is always enough empty space to fit the straddlers in the final schedule (Lemma 4.1). Conditions (1a) (and (2a)) are satisfied when there is enough space to fit J k+1 as tardy (or early) in a non-preemptive schedule. Since we will prove (Lemma 3.3) that Conditions (2b) and (2c) are enough to guarantee (with a some shuffling around) that early jobs can always be inserted nonpreemptively in a preemptive schedule, and Lemma 3.4 will show that even if Condition (1a) is not satisfied, we are able to insert tardy jobs preemptively in a preemptive schedule if Conditions (1b) and (1c) hold, Conditions (1a) and (2a) are redundant if we are looking for a preemptive schedule. But we will use the fact that Conditions (1a), (2a), and (3) are enough for the construction of an optimal DP algorithm which produces an optimal nonpreemptive schedule in the analysis of our FPTAS (Sections 4 and 5).
There is a more concise way of expressing Condition (2), as shown in the following:
LEMMA 3.1. Condition (2b) can be replaced by the following:
PROOF. We give the proof of deriving 2b.2 (the rest of the proof is obvious): if
. By exchanging the positions of the terms, we have L
An interpretation of these inequalities is that for all the class l jobs which are early in the superinterval G i u−1 i u are still early after inserting the new early job J k+1 .
The new state (k + 1, Z k+1 , . . .) after the (feasible) insertion of the (k + 1)th job J k+1 of class C t in superinterval G i u−1 i u is computed as follows:
Note that we reject the insertion if Z k+1 > Z ub , and if at some point we determine that this inequality is true for all possible insertions of J k+1 then we reject Z ub , we replace it with a new Z ub := 2Z ub and start the algorithm from scratch.
We need to show that the assignment of jobs to the superintervals meets the definition of the abstract schedule. First, we elucidate the relation of the L values with the actual empty space. PROOF. Note that these tardy jobs must each be scheduled so that they complete in their respective superinterval. Their processing can take place anywhere before their completion time. For a superinterval 
. Each of the terms in the sum can be negative or nonnegative. A negative term corresponds to a superinterval with an excess portion of tardy jobs which needs to be moved (preempted) towards the past. A nonnegative term corresponds to a superinterval with an excess of space which can be used to accommodate preempted parts of jobs that complete in future superintervals. Therefore, if L PROOF. If Condition (2a) holds, there is at least p k+1 empty space in the superinterval G i u−1 i u although (i) it may not be contiguous (ii) it may not occur in its entirety before d t (iii) part of it may be earmarked to accommodate preemptions from tardy jobs assigned after d i u . If Condition (2b) holds, one has in addition to move parts of tardy jobs from G i u−1 i u towards the past in order to create the empty space of (2a). If neither of them holds, it is impossible to pack J k+1 as early within this superinterval. We establish that assigning J k+1 under Conditions (2a) or (2b) has no ill effect on the first k jobs. Then, we consider how the possibly fragmented empty space can be used to feasibly pack J k+1 .
After assigning J k+1 to
. By Lemma 3.2, the feasible assignment of jobs to intervals before d i u−1 is not affected. Space for straddlers is preserved because of Condition (3). Early jobs assigned after d i u are not affected either. We only have to worry about tardy jobs assigned after d i u−1 and early jobs in the superinterval G i u−1 i u . The former can afford to lose some of their coveted space because of Lemma 3.2 and Conditions (2a) (or (2b)) and (2c). The latter are packed according to the scheme that follows. Since our reasoning applies regardless of whether Condition (2a) or (2b) holds letL
, 0}) in the latter (from Lemma 3.1).
Recall that i u−1 < t ≤ i u . We haveL PROOF. The proof is very similar to the proof of Lemma 3.3. We argue first that Conditions (1a) (or (1b)), (1c) and (3) do not affect the assignment of the first k jobs. If Condition (1a) holds, there is at least p k+1 empty space in the superinterval G i u−1 i u although (i) it may not be contiguous (ii) part of it may be earmarked to accommodate preemptions from tardy jobs assigned after d i u . Condition (1b) corresponds to the assignment of job J k+1 as "floating" in the prefix [d 0 , d i u ). In both cases, we may need to shift the early jobs of the superinterval as in the previous proof.
PRODUCING AN OPTIMAL SCHEDULE
The abstract schedule produced so far by the dynamic programming algorithm has placed the early jobs in their superintervals non preemptively and as close to their due date as possible (as shown by Lemma 3.3). It has also placed the completion times of the tardy jobs in their superintervals.
3 But we have not specified how the (preempted) tardy jobs are arranged, since Condition (1) only ensures that there is enough empty space to fit each tardy job, possibly broken in pieces. Now we describe the procedure that allocates the tardy jobs on the time horizon:
(1) The (tardy) jobs in the last interval I K,K+1 are scheduled in that interval nonpreemptively in WSPT order. We note that this process does not change the quantities L 0 j m , j = 1, 2, . . . , K, and therefore Condition (3) continues to hold.
The placement of the tardy straddlers will complete the schedule the algorithm will output. The following lemma shows how we will place the straddlers preemptively so that two properties are maintained: (a) straddler S i u completes at or after d i u and before d i u+1 , for all u = 1, 2, . . . , M −1, and (b) the prefix of the schedule that contains all straddlers' processing time is contiguous, that is, there are no "holes" of empty space in it. We will need property (b) in the calculation of the total tardiness of the final schedule below and in our FPTAS. We emphasize that (b) may force us to preempt straddlers: for example, suppose that the empty space in [d 0 , d 1 ) is much bigger than Given that Z ub is large enough, the dynamic programming will ultimately produce a set of states with their first coordinate equal to m, that is, states that correspond to partial schedules of all m nonstraddling jobs. Since these states satisfy Condition (3), Lemma 4.1 implies that we can re-insert the straddlers at their correct position without affecting the earliness of the early or the placement in intervals of the tardy non-straddling jobs, thus creating a number of candidate full schedules. Let {T i u }
M u=1
be the tardiness of the M tardy straddlers. Also, note that due to property (b) in Lemma 4.1,
is the part of S i u beyond due date d i u . Then, if S i u ∈ C t (with t ≤ i u ), we have
and the total weighted tardiness of a candidate schedule is
The algorithm outputs a schedule with minimum Z by tracing back the feasible transitions, starting from the state that has the Z m which produced the minimum Z. It should be obvious how to extend the description of the algorithm above to include the case of a straddler being the same for more than one (consecutive) due dates. The following is also fairly easy to prove: THEOREM 4.2. The dynamic programming algorithm above produces an optimal schedule.
PROOF. Take any optimal non-preemptive schedule (which we already know that exists) and remove the straddlers. Consider also the sequence of partial schedules that result by removing jobs {J 2 , J 3 , . . . , J m }, {J 3 , . . . , J m }, . . . , {J m }, respectively. We will show that these partial schedules can be produced by the algorithm, that is, Conditions (1)-(3) hold for every placement of a job in the superinterval prescribed by the optimal schedule.
It is clear that Condition (3) is true for the whole sequence (since the straddlers were correctly placed in the schedule). Conditions (1a) and (2a) (depending on whether the (k+1)-th job is tardy or early in its superinterval in the optimal schedule) also hold. For example, for Condition (2a) (the argument is the same for Condition (1a)), assume that job J k+1 ∈ C t is inserted early in G i u−1 i u and is the first for which Condition (2a) is not true, i.e., it holds that
is not enough to fit all tardy jobs and early jobs with due dates v ≤ l among {J 1 , J 2 , . . . , J k } that have been assigned to G i u−1 i u by the optimal schedule. This contradicts the fact that all these jobs could be fitted there, as the optimal schedule shows. Similarly, we can show that Conditions (1c), (2c) also hold.
Therefore, there is a path in the DP transition diagram that corresponds to the placement of jobs according to the given optimal non preemptive schedule; hence, the final schedule produced by the algorithm has optimal tardiness. Note that, in the proof of Theorem 4.2, we didn't need to check Conditions (1b) and (2b). If, in addition, we require that the algorithm is non-preemptive, then the proof goes through without checking for Conditions (1c) and (2c), since they are satisfied trivially by the optimal nonpreemptive schedule. Hence, we have the following COROLLARY 4.3. The nonpreemptive DP algorithm with feasible transitions restricted to only those that satisfy Conditions (1a), (2a) , and (3) still produces an optimal (nonpreemptive) schedule. Corollary 4.3 will be important for the proof of the approximation ratio guarantee below, since we will compare the solution produced by our FPTAS to the optimal schedule of the corollary.
THE FPTAS
The transformation of the pseudopolynomial algorithm described in Sections 3 and 4 into an FPTAS follows closely the FPTAS (Algorithm Eps) in Kellerer and Strusevich [2006] . Since the running time of the dynamic programming part dominates the total running time, in what follows we use the term, DP, to refer to the entire process.
Let ε > 0. Recall that we have guessed Z ub such that Z ub /2 ≤ OPT ≤ Z ub , and let
. Consider a state
of the exact dynamic programming. From this state, we will deduce the states
used by the FPTAS dynamic programming as follows:
We round variable Z * k to the next multiple of δ (hence Z k takes at most ] into subintervals
for all 1 ≤ k ≤ m and 1 ≤ i ≤ K, where
is the number of such subintervals (note that the length of the last subinterval may be less than δ i ). For each state (k, Z k , y 
) combinations of subintervals. When the combination of subintervals is fixed, we have 2
combinations of possible values for the y i u j k+1 's, since there are two choices for each of them. Therefore, for the same values of ), k = 0, 1, . . . , m that are the sequence of transitions in the DP of Corollary 4.3 that produces an optimal non-preemptive schedule. The following lemma shows that despite the rounding used after every transition in our algorithm, there is a sequence of states (k, Z k , y
. . , m whose transitions from one state to the next match exactly the job placement decisions of the optimal DP step-for-step. The key idea is that when our algorithm overestimates the space needed by tardy jobs (i.e., the y's are rounded up), the space needed by the corresponding early jobs is decreased (rounded down), since the total space needed remains the same, as (1) shows. The preemption of the tardy jobs allows us to treat the total space taken by the jobs in a class C t as a unified entity, because the overestimated processing time of tardy jobs in this class can be placed (preempted) in the place of early jobs, whose processing time is reduced by an equal amount. This is the basic motivation behind our introduction of tardy job preemption. PROOF. We use induction. Obviously the lemma is true for k = 1, since both DPs start from the same initial state (0, 0, 0, . . . , 0). Assuming that it is true up to the placement of job J k , that is, the optimal and our partial schedules have identical placements of jobs J 1 , J 2 , . . . , J k in superintervals, we look at the placement of job J k+1 . In what follows, starred quantities refer to the optimal schedule, and non-starred ones to ours. Let J k+1 ∈ C t , and suppose that the optimal placement is in superinterval G i u−1 i u . Throughout the proof, we will use the fact that L 0l k ≥ L 0l * k ∀l, s.t. 1 ≤ l ≤ K, due to the identical placement of the first k jobs, Eq. (3), and the fact that the y's are always rounded up. We distinguish two cases, according to the optimal placement of J k+1 : (2a) is satisfied. Otherwise, we examine the two cases of Condition (2b):
(1)
l v=q e qv k has always been rounded down, we have
, and J k+1 can be placed (early) in superinterval G i u−1 i u by our algorithm.
Case 2. J k+1 is tardy. Since J k+1 is tardy,
, and J k+1 can be placed (tardy) in superinterval G i u−1 i u by our algorithm.
In the rest of this article, we work with these two special sequences and their transitions. We observe that L (3) is satisfied by the last state produced by our algorithm in the sequence of transitions we study, and therefore we can feasibly complete the schedule produced in this way with the insertion of the tardy straddlers.
We prove the approximation ratio guarantee for the schedule produced by our algorithm, by proving this guarantee when the special transition sequence above is followed. We emphasize that our algorithm may not output the schedule corresponding to that sequence, since its approximate estimation of the total tardiness may lead it to picking another one, with a smaller estimate of the total tardiness. 
PROOF. The proof by induction is essentially the same as the proof of Lemma 1 in Kellerer and Strusevich [2006] , but we include it here for completeness. Assume that J k+1 is from C t where 1 ≤ t ≤ K, and to be inserted in superinterval G i u i u+1 . Then For k = 1, recall that the initial state is (0, 0, . . . , 0) . It is easy to verify (6) and (7) by the definition of the rounding. Now assume that these conditions hold for k = s, where s < m. We prove the lemma for k = s + 1.
If, in the optimal sequence, y are either in the same subinterval or in two consecutive subintervals. If the first case is true, the largest value in that interval is picked as the rounded value y i u t s+1 ; if the second is true, the smallest value in the next subinterval is picked as the rounded value. Thus, we have (7).
General Straddler Placement.
Recall that till now we have assumed that each one of the (guessed) tardy straddlers straddles only one due date. In the general case, the same straddler s can be guessed to straddle a number of consecutive distinct due dates d t , d t+1 , . . . , d t+k . In such a case, and before we run the dynamic programming algorithm above, we consider the intervals I t+1 , I t+2 , . . . , I t+k (i.e., all intervals straddled by s except the intervals I t and I t+k+1 where the straddler begins and ends respectively) filled by the straddler. After that, their space cannot be used by the dynamic programming, they are not involved in the computation of a feasible schedule, and the algorithm runs exactly as described previously.
OPEN PROBLEMS
The approximability of total weighted tardiness problem with an arbitrary number of distinct due dates remains as the main open problem. Bansal and Pruhs [2010] gave significantly improved results on this and a host of other problems.
In another recent development, Kacem [2010] obtained an FPTAS for the common due date case which improves upon the running time of the FPTAS in Kellerer and Strusevich [2006] . It would be interesting to explore whether the ideas in Kacem [2010] can be extended to the case we studied in this article.
