To win fierce competition, a manufacturer would produce multi-series products to meet the diverse needs of customers. These products shall comply with the same test standard to estimate reliability before being launched into market. Extensive research has been conducted on the optimal design of accelerated life test (ALT) for a single type of product. However, these methods only utilize the information of a certain type of product and hence might not obtain an optimal plan for other products. This motivates us to study the planning of ALT for a manufacturer making multi-series products. Two criteria, i.e., the minimum sum and the minimum maximum of the asymptotic variance (Avar) of the life at a given percentile, are proposed to design the ALT plan optimally. The analytical solutions are derived for some special cases and numerical methods are provided for more general cases. We further explore the difference between test plans obtained by the two criteria in the cases of small and large number of product categories. Two numerical examples are presented to illustrate the application of the proposed method. The methodology proposed in this paper would be vital for a manufacturer to design its test standard.
I. INTRODUCTION
Accelerated life testing (ALT) has been wildly applied in engineering practice to predict the reliability of products at normal conditions within durable testing time [1] , e.g. the reliability assessment of the smart electricity meter [2] and High-Power LED [3] . To obtain a more accurate reliability estimates, it is of great importance to design a ''good'' ALT plan involving stress loadings, stress levels, allocation of test units at each stress level, test duration and so on [4] . A common approach is to use large-sample properties of maximum likelihood (ML) estimators [5] . The optimization criterion is usually chosen to be the asymptotic variance (Avar) of an estimator of a reliability measure at normal operating conditions to quantify the statistical estimation precision of an ALT plan [6] .
To date, a commonly seen phenomenon is that a large manufacturer produces multi-series products to meet the diverse needs of customers. For instance, Amperex Technology
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Limited (ATL), the world's leading producer and innovator of mobile-phone batteries, produces different series of Liion Battery and supplies them to different series of mobile phone of various manufacturers including Samsung, Apple, Huawei, OPPO, Vivo, Mi and etc. These multi-series batteries may differ in the technology, function, material and size, but have similar structures, share parts of components and probably have similar main failure modes and mission profiles. To conduct the ALT for these multi-series products, the manufacturer would establish its own test standard and all the tests should follow the standard. In other words, there is a common ALT plan in test standard for these multi-series products. However, little attention, if any, has been paid to collectively optimizing the common ALT plan for multiseries products produced by a manufacturer.
Planning ALT for single type of product has been extensively explored in the literature. A comprehensive guideline regarding early ALT design, which covers statistical models, statistical methods, test planning and restrictions on sample size, is referred to two excellent literature reviews from Nelson [7] and Meeker and Escobar [8] . Much care of later research has been given to the optimal design in following cases: multilevel (multistep) ALT [9] - [11] , multiple stress ALT [1] , [12] , competing risks in ALT [5] , [13] , [14] , progressive censored ALT [15] - [17] , Bayesian method in ALT design [18] , [19] , Equivalent ALT plans, [6] , [20] among others. For more details on the state of the art of the optimal design of ALT plans, readers are referred to the recent review articles [4] , [21] , [22] .
It is obvious that these methods are inappropriate to be applied directly to multi-series products as them only utilize the information of a certain type of product and hence might not obtain an optimal plan for other products. Hence, this paper aims to design an optimal ALT plan for multi-series products utilizing all the accessible information to establish test standard for the manufacturer. An illustrative example could be seen in Fig.1 , which shows that a manufacturer produces ω types of products and only the information of types of products θ θ θ I , θ θ θ II , . . . , θ θ θ in multi-series products are known ( ≤ ω). In traditional methods, we utilize the information of a single type of product (e.g. product I), and apply the obtained optimal test plan to all ω types of products, whereas all the known information are used in the proposed method.
To support a better decision-making for the manager, this paper propose two new optimization criteria with respective to real scenarios in practice. The first one considers that the manager would like to have the most accurate assessment with regard to all products, that is, to make the sum of Avar of estimator minimal. The other one is that the decision maker would like to control the Avar of every type of product under a certain level; that is, to keep the worst estimator among multi-series products as accurate as possible. In this case, we choose the minimum of maximum of Avar as the optimization criterion. Based on such an idea, this paper investigates computational algorithms and statistical inference methods, and then gives the analytic expression of the optimization problem for the special situations and numerical methods to solve the optimization problem for more general cases. Examples are given to illustrate the applications of the two criteria, and their differences and relations are further explored. The proposed method can provide an important reference for the manufacturer to design its test standard.
The rest of this paper is organized as follows. The basic assumptions of this paper are listed in Section II. Section III describes the ML estimates and Fisher information matrix, presents two criteria to get the optimal test plan for multiseries products and addresses some special cases. Moreover, we explore the difference and connection between the two criteria. Section IV presents applications of the methodology. Finally, some conclusions are provided in Section V.
II. ASSUMPTIONS

1)
Suppose that there are ω types of products in multiseries products and we have the information of ( ≤ ω) types of products before the test, which are characterized by similar life models and mission profiles. The failure time T i (i = 1, 2, . . . , ω) of each type of product follows the log-location-scale distribution but with different parameters. The corresponding cumulative distribution (CDF) and probability density function (PDF) are given, respectively, as
where σ i and µ i are the scale parameter and the location parameter of the i th type of product, (x) and φ (x) = d (x)/dx are the CDF and PDF of the standardized location-scale distribution with µ i = 0 and σ i = 1, respectively. 2) The ALT is carried out under constant stresses conditions with κ (κ ≥ 1) kinds of stresses.
3) The scale parameter σ i does not depend on the stress, while the relationship between µ i and the vector of stresses S, possibly transformed, can be described by a linear life-stress relationship.
4) The tests are terminated after censoring time t c (Type I censoring) and every single unit in ALT is independent. 5) The manufacturer has a test standard, and ALT plan in test standard is established on the information of types of products. 6) The ALT of every single type of product is designed base on the standard, that is, all ω types of products share a common ALT plan. The first four assumptions are common in existing literature, e.g., [7] , [8] , [21] , the assumption 5) guarantees that the test plan is optimal based on the all available information, and the last assumption, as discussed in the introduction, is consistent with the practical scenario. It should be noted that this paper focuses on the case of the CSATL, and this is why we have assumption 2). However, the method proposed in this paper can be easily extended to other situations, including step stress accelerated life test and ramp stress accelerated life test. Generally, to facilitate mathematical derivations in planning ALT, stress level S k is normalized to [0, 1], which is given by
where S D,k , S H ,k are the normal operating stress level and the highest testing stress level for the k th accelerated stress respectively. Then µ i can be rewritten as:
where β β β T is a vector of unknown parameters, and
III. OPTIMAL DESIGN OF ALT PLAN FOR MULTI-SERIES PRODUCTS A. LIKELIHOOD FUNCTION AND FISHER INFORMATION MATRIX FOR SINGLE TYPE OF PRODUCT
Based on the assumptions, we derive the likelihood function for ML estimate and the corresponding Fisher information matrix of the i th type of product.
Let t i,j be the failure time of the j th unit, then the loglikelihood function of ALT data can be expressed as:
where N i is the total sample size, and χ i,j is the indicator function defined as follows:
Consider a test plan that has n experiments and in experiment ς , for ς = 1, . . . , n, π ς proportion of test units with π 1 + . . . + π n i = 1 are tested under κ (κ ≥ 1) stresses simultaneously. In the test with single stress (κ = 1), x T ς ς ς represents the ς th stress level, but for the test with multiple stresses (κ > 1), x T ς ς ς = x ς,1 , x ς,2 , . . . , x ς,κ is the stresslevel combination of experiment ς. One effective method to determine the stress-level combinations is Latin hypercube design (LHD) which is more efficient than full factorical design [1] . Let θ θ θ i represent the unknown parameters β i,0 , β i,1 , . . . , β i,κ , σ i T of the failure time distribution. The
Fisher information matrix associated with experiment ς is
As the test units are s-independent, then the total Fisher information matrix for ALT data under the test plan is:
B. OPTIMIZATION CRITERION I: THE MINIMUM OF THE SUM OF AVAR If g (θ θ θ i ) is a quantity of interest of every single type of product (e.g. life quantiles at use level, hazard function, parameter values [5] ), then its ML estimator is g θ θ θ i . Regarding the multi-series products, we can choose the total large-sample approximate variance of the g θ θ θ i as the objective function to optimize the test plans, as given by Equation (10) . Then we can obtain the optimal test plan which is deemed efficient, and hence desirable.
where c is the vector of partial derivatives of g (θ θ θ i ) with respect to θ θ θ i .
The decision variables include x x x ς , π π π ς , t c , but in practice, some of the test plan parameters are preset to satisfy the constraints of time, cost, the equipment capacity and availability.
Lemma 1: If h i (x) is a convex function defined in a convex set , and a i ≥ 0 then i=1 a i h i (x) is also the convex function defined in the convex set [23] . Proposition 1: If the Avar for every single type of product is a convex function, then the optimal test plan for multi-series products exists.
The Proposition Proposition Proposition 1 can be easily proved by the lemma lemma lemma 1 and it provides a line of thinking to find the minimum value of the objective function. For example, if the single stress CSALT has two stress levels with the decision variable π 1 and the failure time of every single type of product follows an independent exponential distribution, then the optimal solution exists.
C. OPTIMIZATION CRITERION II: THE MINIMUM OF MAXIMAL AVAR OPTIMIZATION
On the other hand, we consider the case of outliers, where the optimal solution of certain type of product might be different from the rest of the products. We aim to minimize the largest value of a set of Avars of multi-series products, which may keep the largest value of Avars at a lower level. The corresponding optimization problem is shown in the following equation:
The decision variables are the same as the criterion I. Since the objective function here is no longer a smooth one, traditional optimization algorithms might not be suitable here. Therefore, we can translate the minimax problem into solving an equivalent nonlinear linear programming problem by appending additional (reformulation) constraints of the form F i (x) ≤ γ to the constraints given in the optimization problem. The transformation of Equation (11) can be expressed as Equation (12) and we can obtain the numerical solution by minimizing over the practical search space. min
D. SPECIAL CASE Many widely used failure time distributions belong to the loglocation-scale distribution family. For example, the CDF of a two-parameter Weibull distribution with location parameter η and shape parameter α can be expressed as:
is the CDF of the standard smallest extreme value distribution [6] . Other distributions like exponential distribution and lognormal distribution also belong to this family.
In following contents, we further investigate the optimization problem based on the assumption of Weibull distribution, and it should be noted that the results for other distributions can be obtained similarly.
The random variable T i follows an independent Weibull distribution, so the log failure time Y i = log (T i ) follows a smallest extreme-value distribution, whose PDF is given by
Therefore, the log-likelihood function for experiment ς is
By calculating the expectations of the second order derivatives of the likelihood function with respect to the model parameters, the Fisher information matrix associated with experiment ς for the i th type of product can be expressed by
Since we have µ i x ς ς ς = β i,0 + β i,1 x ς,1 + · · · + β i,κ x ς,κ , by the chain rule we can obtain:
where A ς,i , B ς,i , C ς,i are given by
Then we can obtain the total Fisher information matrix of test plan by Equation (9).
In ALT, and life testing in general, the engineers are often concerned about the lower life quantile at use level. If t i,p is the p quantile of the failure time of the i th type of product, then the log form of t i,p is y i,p and its ML estimator at use level x D isŷ i,p (x D ). The corresponding optimization problem for criterion I and criterion II are listed by Equations (19) and (20), respectively.
Furthermore, consider a simplified case, that is, the single stress CSALT has two stress levels, and the failure times follow an exponential distribution (a special case of Weibull distribution when α = 1 and η = 1/λ). When we estimate the mean of the failure time at use level, we assume that the normalized stress levels x 1 , x 2 are specified and consider the π 1 (the corresponding allocation of x 1 ) as the decision variable. It can be proved that the Avar for every single type of product is a convex function (the second derivative of the Avar is always greater than 0), then we can prove the global optimal solution for criterion I exists by Proposition Proposition Proposition 1.
The analytic expression of optimal solution of the π 1 for criterion I is given as follows:
denotes the CDF of the exponential distribution under the low testing stress level x 1 , and F i,2 represents the CDF under the highest stress level x 2 .The proof of Equation (21) can be found in Appendix A.
As for the other situations, it's hard to give the analytic solutions of the optimization problem in the complex applications, especially for criterion II. Therefore, we need to explore numerical methods, such as interior-point algorithm and quasi-Newton method for criterion I and sequential quadratic programming (SQP) method for criterion II. It is noteworthy that the computation will significantly increase along with the number of types increasing, especially when the computing involves integral. Therefore, we transform the integrand or the bounds into vectorization to improve the computational efficiency. The method of the vectorization is given in Appendix B. More details about the algorithm and the result about the numerical solution will be further discussed in Section IV.
E. DISCUSSION
For the multi-series products produced by a manufacturer, most of them may have similar lifetime distributions and failure mechanisms, hence the optimal test plans for each product are similar. However, it is possible that the optimal test plans of a few products is different from the rest. In this subsection, we take the single stress CSALT with two stress levels as an example to discuss the difference between the optimal test plans obtained by the two criteria from standpoint of outlier qualitatively.
If there is no outliers, it is obvious that the optimal plans obtained by criterion I and II would be similar and the value of has little impact on the optimal plans no matter for criterion I or II.
In the other situation, we suppose that the optimal test plans of each type of product are known and indicated by 'o' in Fig.2 , and there is an outlier (product j) whose minimal Avar is far larger than the ones abtained from other types in right-lower area of both figures. A comparison between Fig.2(a) and (b) clearly shows the effect of on the optimal test plans. For criterion II, since the objective function is to minimize the largest Avar, the optimal plans are exactly the same, as denoted by ''x'' in both figures. However, for criterion I, the optimal plans for different have huge difference. When is small, since Avar t j,p (x D )
Hence the optimal plan (indicated by '+' in Fig.2) would be close to the one obtained by the criterion II, as shown in Fig.2(a) . The weight of other products increases as increases. If is large enough, the outlier has little effect on the optimal test plan since
IV. APPLICATIONS
In this section, we present two numerical examples to demonstrate the application of the proposed approach of ALT optimal design when the outliers exist.
A. EXAMPLE I: OPTIMAL TEST PLAN FOR FIVE TYPES OF PRODUCTS 1) DESCRIPTION OF THE ALT
A large manufacturer plans to conduct a drop test to estimate the life of their multi-series mobile phones under the mechanism of die crack. In order to obtain valuable failure observations subject to the limited time and cost, ALT are conducted under single stress V which is the dropping height of the mobile phones. The life of the mobile phones are characterized by the dropping times to failure at given conditions which is assumed to follow a Weibull distribution, wherein the location parameter is written as a linear function of the applied stresses, or an appropriate transformation thereof. The life-stress relationship for the accelerated stress V can be described by inverse power law (IPL) model and the model is given as follow:
where K , q are the parameters of the IPL model. We use log dropping height (V ) as covariate S and get the parameter
The manufacturer wants to design a two stress levels CSALT plan for their multi-series products with the decision variables π 1 and x 1 . The initial estimates of the parameters are given aŝ As for the other test plan parameters, limited by the equipment capabilities, the testing height cannot exceed 2.5m to keep the failure mechanism unchanged, namely the highest accelerate stress level is S H = log 2.5m. The normal operating condition for these multi-series phones provided by the manufacturer is 0.5m, that is, the use level of the stress for this multi-series products is S D = log 0.5m. The sample size of every type of product is set as 20 and the censoring time is set as 100 times. For estimating low quantile life of the products, the quantile p is set as 0.1.
2) THE OPTIMAL TEST PLANS FOR MULTI-SERIES PRODUCTS
We aim to find the optimal test plans with the proposed criteria, and the optimization models are constructed as follows. where z 0.1 equals −2.2503. By substituting the Fisher information matrix I i for every type of product and the value of the quantile z 0.1 , the numerical optimization algorithm is performed to obtain the optimal solution. The relationship among x 1 , π 1 and the log base 10 of Fig.3 (Fig.4 ). Fig.3(a) shows that the objective function is smooth, whereas Fig.4(a) presents that the objective function in second model is not smooth, as is also shown by a detailed plot in Fig.4(b) . Therefore, to apply the traditional optimization algorithms, a transformation given in Equation (12) is necessary. The contour plots in Fig.3(b) and Fig.4(c) also present the optimal test plans (the point indicated by '+'), that is, (0.4849, 0.7464) and (0.5173, 0.7448) respectively.
In the design of ALT plans, the initial estimates are necessary, usually provided by the engineers, to obtain an optimal test plan. In order to investigate the impact of the optimal test plan under different amount of these initial information, we further optimize the test plan under following situations. The results of previous analysis are listed in Table 1 , namely case 1. Then we further suppose that we have initial estimates of three types of products and apply the optimal test plan to other two types. We take Type I, Type III and Type V as an example (namely case 2) and Type I, Type II and Type III as another example (namely case 3). The reason we consider these two special cases is that the type V can be regarded as the outlier and we want to compare the performance under the situations of we do/don't know its information. Furthermore, assume that we only know the initial estimates of single type of product, i.e, = 1, and also apply the test plan to the rest products. It should be noted that such a situation is common in engineering practice. We take Type I as an example and name it as case 4.
Then we calculate the corresponding Avar (the sum for criterion I and the maximum for the criterion II) of all types of products in the last column of the Table 1 and denote it as Val. If we define a relative improvement factor I F 1 as:
Then for different criteria the relative improvement factors of case 3, case 2 and case 1 are: 0.4717, 0.4687, 0.1555 respectively for criterion I and 0.6200, 0.6200, 0.2689 respectively for criterion II. The corresponding plot is given in Fig.5 . According to Table 1 and Fig.5 , we have following findings. 1) The last column and Fig.5 show that, no matter for criterion I or II, the estimation tends to be more accurate as the amount of initial information grows larger regrading to the sum of Avar (largest Avar). Therefore, it is reasonable to conclude that we can have more accurate estimation as get larger. 2) As is small in these cases, the optimal test plans obtained by two criteria are similar, which is consistent with the discussion in subsection III-E. 3) A comparison between case 2 and case 3 implies that we can obtain a better test plan if we know the information of the outlier. 4) To obtain the optimal test plan, a higher fraction of the test units should be allocated to the low testing stress level, so as to avoid the small proportion failing in low testing stress level.
3) COMPARATION WITH THE TRADITIONAL METHOD
The traditional method is to design the optimal test plan based on the initial information from a certain type of product, and then apply to all products. If we take Type I as an example, the traditional method is the case 4 defined in previous section. With regard to the proposed method, the case 1, case 2 and case 3 are three examples when we consider all or part of initial information from all multi-series products are accessible. The result are shown in Table 1 .
One can see that the optimal test plans obtained by the proposed method (no matter criterion I or II in case 1-3) all have smaller values of Val than case 4. Therefore, it is reasonable to conclude that the optimal test plan obtained by proposed method could conducted as the common ALT plan for test standard of multi-series products more suitably than traditional method.
4) SENSITIVITY ANALYSIS
In the design of ALT plans, poor initial estimates of unknown model parameters might lead to poor test plans and result in failing to meet the requirement of statistical precision. Therefore, we perform a sensitivity study to identify the sensitive parameters to which should be paid particular attention. We increase and decrease the values of the parameters β i,0 , β i,1 , σ i by 5% for every type of product sequentially and investigate corresponding effect on optimal test plans both for criterion I and criterion II, which are given in Table 2 . We further assume that only part of the initial estimates of the parameters are poor and the rest parameters are exact. Table 3 presents the result of cases when the initiates of type I and type V are poor. For the comparison with traditional optimal test plan, we also give the sensitivity analysis result of single type scenario in Table 4 .
By observing the result of the Table 2 -4, we can find that low testing stress level is more sensitive to the parameters β i,0 than β i,1 , and x 1 is more sensitive compared with π 1 in all cases. Table 3 shows that, in the case of optimal test plan designed for the multi-series products, only part of initial estimates of the parameters being poor might not affect the optimal test plan (see left side of the Table 3 ). A comparison between Table 3 (or Table 2 ) and Table 4 implies that the proposed method would be more robust in certain cases.
B. EXAMPLE II: OPTIMAL TEST PLAN FOR A LARGE NUMBE OF TYPES OF PRODUCTS
In this subsection, we further investigate the effect of on the test plan. For a better comparison with section IV-A, we assume there are 200 types of products, among which two of them are similar to type V described in section IV-A, and the others are similar to type I. Therefore, β i,0 , β i,1 , σ i (i = 1, 2, . . . , 198) can be modeled by the normal random variable with small variance. Specially, we assume that β i,0 ∼ N 10.3304, 0. Optimization models are constructed under criterion I and criterion II, and we can obtain the numerical optimization respectively using the methods described in section III-B and III-C. With the increasing of the number of types , the time of computation is quite long since many integrations are involved. Hence, the method of the vectorization described in Appendix B is utilized to simplify the calculation. The contour plots in Fig.6(a) and Fig.6(b) present the optimal test plans (the point indicated by '+'), that is, (0.3661, 0.7584) and (0.5217,0.7442) respectively. It shows that, the optimal test plans obtained by two criteria are different, which is consistent with the discussion in subsection III-E. Similar to the section IV-A.2, we also consider the situation that the engineers may not know all the information of multiseries products ( ≤ 200). Then we further suppose that we have initial estimates of 150, 100, 50 types of products and apply the optimal test plan to all products. We randomly select 150, 100, 50 types of products from the original products.
To reduce the uncertainty caused by the random production selection, we repeat the selection process for 200 times and obtain the corresponding optimal test plans. This creates 200 initial product combinations with product size = 150, 100, 50, respectively. We calculate the corresponding Avars (the sum for criterion I and the maximum for the criterion II) when the optimal test plan is applied on all 200 types of products listed in Table 5 , which are shown in Fig.7 . Their averages and standard deviations (the values within the brackets) are listed in Table 5 . Table 5 and Fig.7 show that the estimation tends to be more accurate and stable as the grows larger.
Similar to section IV-B, we define the relative improvement factor I F 2 as:
Then for different criteria the relative improvement factor I F 2 of = 150, 100, 50 are: 0.0286, 0.0218, 0.0175 respectively for criterion I and 0.4146 0.3580, 0.2726 respectively for criterion II. Fig.8 presents the average Val of 200 times and corresponding IF 2 . It shows that as the increases, the estimations would be more accurate. Increasing has significant improvement effect on estimation accuracy for criterion II, while has little effect for criterion I. The reason is that the optimal test plan for criterion II is sensitive to the outlier. When is small, the probability of containing the outlier is small, and it grows as increases. However, in the case of large , criterion I is not sensitive to the outliers, as discussed in subsection III-E. Therefore, increasing from 50 to 200 would not affect the result significantly.
V. CONCLUSION
This article presents the first attempt to design the optimum test plan for multi-series products produced by a manufacturer. We propose two criteria, i.e. the minimun sum of Avar and the minimum maximum of Avar, for designing the ALT plan of multi-series products, corresponding to two different scenarios in practice. Analytical solutions are derived for some special cases and numerical methods are provided for the more general cases. Based on the presented results and discussions, the following conclusions can be drawn from our investigation:
• The optimal test plans obtained by two different criteria are similar when there are no outliers.
• Once there are some certain outliers, the optimal test plans by two different criteria are still similar in the case of small , but would vary greatly in the case of large .
• From the perspective of the improvement factor, increasing would improve estimation accuracy significantly for both criteria under the case of small . However, in the case of large , increasing would only improve the assessment dramatically for criterion II, whereas have little effect for criterion I. It suggests that it would be vital to gain more information of products when the amount of available information is limited. However, in the case of large , the importance of increasing depends on the optimization criterion. The proposed methodology and above findings are of great importance for a manufacturer to establish its test standard.
Our future work aims to optimally design the common ALT plan of multi-series products with competing risks, which is more realistic in practice.
APPENDIXES APPENDIX A PROOF OF (21)
All products are allocated to n experiments (n = 2) with the stress levels x 1 , x 2 , and the corresponding allocations are π 1 and π 2 . Let m i,ς represent the value of the failure units for i th type of product in experiment ς , then the total test time for experiment ς for the exponential case is:
Since the CDF of the exponential distribution is F i (t) = 1 − exp (−t/η i ) and log η i x ς = log 1/λ i x ς = β i,0 + β i,1 x ς , ς = 1, 2, then we can simplify (6) and obtain the likelihood function for i th type of product as follows:
As the test units are s-independent, expectation of the second-order derivative of (30) is given by
Then the Fisher information matrix for i th type of product is:
The Avar of logarithmic mean of the failure time at use level is shown as follows:
where ε = x 1 −x D x 2 −x 1 = x 1 1−x 1 . The first order derivative of the V (π 1 ) is given by
Let dV (π 1 ) dπ 1 = 0, and we have the minimum of V (π 1 ) given by (21) , which completes the proof.
APPENDIX B VECTORIZATION OF THE INTEGRAL
It is common to calculate the numerical integration in practical problems. However, if there are variables belonging to a set in the bounds or the integrand, a large series of numerical integration need to be calculated simultaneously. Therefore, in this section, we introduce a vectored method to improve the computational efficiency.
Usually there may be three forms which are shown as follows:
Scenario I: There is a variable t in the integrand of the definite integration which have M different values.
Scenario II: There are N bounds in the definite integral I (n) = b n a n f (x) dx, n = 1, 2, . . . , N
Scenario III: There are N bounds in the definite integral and a variable t in the integrand which have M different values.
I (t, n) = a n b n f (x, t) dx, t = t 1 , t 2 , . . . t M , n = 1, 2, . . . , N (39) VOLUME 7, 2019 For scenario I, we can obtain the result of the numerical integration directly with the aid of function 'integral' in Matlab by setting the 'ArrayValued' to 'ture' and the scenario I is the basic form of the vectored integration.
For scenario II and III, we need transform them into the form of scenario I. The key of the derivation process is to transform the integration in different bounds to a bound by substitution, we let y = (x − a n ) / (b n − a n ) and take it into the Scenario II and III, then we can obtain the (40) and (41): Scenario II: I (n) = b n a n f (x) dx = (b n − a n ) 1 0 f ((b n − a n ) y + a n ) dy (40) Scenario III:
b n a n f (x, t) dx = (b n − a n ) 1 0 f ((b n − a n ) y + a n t) dy (41)
In this paper, because the Fisher information matrix needs the expectations of the second order derivatives, we need to calculate the numerical integration of which form is similar to scenario II. By the application of the vectorization, we can improve the computational efficiency especially for the large value of .
