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Abstract
A generalisation of a recent work of M. Aguiar and J.-L. Loday on quadrialgebras called t-ennea-
algebras constructed over dendriform trialgebras is proposed. Such algebras allow the construction
of nested dendriform trialgebras and are related to pre-Lie algebras, t-infinitesimal bialgebras and
t-Baxter operators. We also show that the augmented free t-ennea-algebra has a structure of con-
nected Hopf algebra. In the last part, we use Baxter operators to produce formal deformations of
dendriform algebras, quadrialgebras and ennea-algebras. Examples and relations of this work to
combinatorial objects are given.
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1. Introduction
In this paper, k denotes a ground field. Let (X,∗) be a k-algebra and (∗i )1iN :X⊗2 →
X be a family of binary operations on X. The notation, ∗ →∑i ∗i , will mean x ∗ y =∑
i x ∗i y , for all x, y ∈ X. We say that the operation, ∗, splits into the N operations∗1, . . . ,∗N, or that the operation, ∗, is a cluster of N (binary) operations. If ∗ is associa-
tive, then such a cluster will be said associative. Motivated by K-theory, J.-L. Loday first
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products and verifying some conditions [12]. The operad Dias associated with associa-
tive dialgebras is then Koszul dual to the operad DiDend associated with dendriform
dialgebras [12]. Similarly, to propose a “non-commutative version” of Poisson algebras,
J.-L. Loday and M. Ronco [14] introduced associative trialgebras. It turns out that Trias,
the operad associated with this type of algebras, is Koszul dual to TriDend, the operad
associated with dendriform trialgebras.
Definition 1.1. A dendriform trialgebra is a k-vector space T equipped with three binary
operations: ≺,,• :T⊗2 → T , satisfying the following relations for all x, y, z ∈ T :
(x ≺ y) ≺ z = x ≺ (y  z), (x  y)≺ z = x  (y ≺ z), (x  y) z = x  (y  z),
(x  y) • z = x  (y • z), (x ≺ y) • z = x • (y  z), (x • y) ≺ z = x • (y ≺ z),
(x • y) • z = x • (y • z),
where by definition x  y := x ≺ y + x  y + x • y , for all x, y ∈ T . The k-vector space
(T , ) is then an associative algebra such that  →≺ +  +•.
As the product • is associative so is the product t• defined by x(t•)y := tx • y , where
t ∈ k and x, y ∈ T . For t = 0, the dendriform trialgebra (T ,≺,,0•) is a dendriform dial-
gebra. In [1], M. Aguiar showed important relations between Baxter operators and infini-
tesimal bialgebras, which gave birth to quadrialgebras in [2]. A quadrialgebra is a k-vector
space Q equipped with four binary operations ↖,↗,↙,↘ :Q⊗2 → Q and obeying com-
patibility axioms. One of the interests of such algebras is to produce an associative algebra
(Q,) such that  is the following associative cluster  →↖ + ↗ + ↙ + ↘. The second
and main interest is to produce two dendriform dialgebras by combining these four opera-
tions, the two dendriform dialgebras (Q,≺,) and (Q,∧,∨) being such that  →≺ + 
and  → ∧ + ∨. Quadri-algebras can be constructed via Baxter operators and infinitesi-
mal bialgebras. What has been done for dendriform dialgebras and quadrialgebras can be
also realised for dendriform trialgebras and what are called t-ennea-algebras,1 t ∈ k. Let
(T , ) be an associative algebra, such that  is an associative cluster,  →≺ +  +•, of
three operations ≺,  and • obeying the axioms of Definition 1.1. We construct another
type of algebra, called t-ennea-algebra, via t-Baxter operators, t ∈ k. Such an algebra,
constructed over the dendriform trialgebra (T , (),≺,,•) is equipped with six binary op-
erations: ↖,↗,↑,↘,↙,↓ :T⊗2 → T , verifying compatibility axioms. Combining these
nine operations in a suitable way gives an associative algebra whose associative product ¯
splits into three laws in two ways: ¯ → ++ •¯ and ¯ → ∨+∧+ t, the algebraic struc-
tures (T ,,, •¯) and (T ,∧,∨, t) being both dendriform trialgebras. The novelty is that
the associative product •¯ and t are both clusters of three operations verifying the axioms
of Definition 1.1. A dendriform trialgebra (T ,≺,,•) is said to be nested if the associative
product • is itself a cluster of three laws verifying dendriform trialgebra axioms. A way
1 In Greek, ennea means nine.
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constructed via t-infinitesimal bialgebras and t-Baxter operators. For the case t = 0, the
framework of Aguiar and Loday is recovered. Section 2 gives the definition of t-Baxter
operators as well as the axioms of t-ennea-algebras. These new structures give rise to
(left) pre-Lie algebras. Section 3 relates t-ennea-algebras to t-infinitesimal bialgebras and
to (left) pre-Lie algebras. Examples from weighted graph theory are given in Section 4.
In Section 5, we show that the augmented free t-ennea-algebra on a k-vector space V
has a connected Hopf algebra structure and discuss possible relations with combinatorics.
This work ends with formal deformations in Section 6. We show the usefulness of Bax-
ter operators to produce formal deformations of dendriform algebras, quadrialgebras and
ennea-algebras and relate them to possible formal deformations of combinatorial objects
in Section 7. Explicit examples are given.
2. On t-Baxter operators
2.1. t-Baxter operators and t-ennea-algebras
Let t ∈ k. Let (A, ·) be an associative algebra. A t-Baxter operator is a linear map
β :A → A verifying: β(x) ·β(y)= β(x ·β(y)+β(x) ·y+ tx ·y), for all x, y ∈ A. For t = 0,
this map is called a Baxter operator. It appears originally in a work of G. Baxter [3] see also
G.-C. Rota [15]. For t = −1, such a map is used in the renormalisation in quantum field the-
ory in the work of A. Connes and D. Kreimer [4,11]. Here are some examples. By a change
of scale, if t, t ′ ∈ k, then β → β ′ := t ′β is a t t ′-Baxter operator. Denote by Mn(k) the al-
gebra of n by n matrices and fix t ∈ k. Let T be the set of upper triangular matrices T :=
{X ∈ Mn(k);X = ( · ∗0 · )}. Then, the linear map β :T → T such that (β(X))ii := t
∑
j Xij
and (β(X))ij = 0 for i = j , is a −t-Baxter operator. Similarly, the linear map β1 :T → T
such that (β1(X))jj := t∑i Xij and (β(X))ji = 0 for i = j , is a −t-Baxter operator. Be-
fore going ahead, let us observe that the concept of t-Baxter operator has a straightforward
dualisation. Let (C,∆) be a coassociative coalgebra. A t-coBaxter operator is a linear map
ψ :C → C such that: (ψ ⊗ ψ)∆ = t∆ψ + (id ⊗ ψ)∆ψ + (ψ ⊗ id)∆ψ . For instance, de-
fine the coassociative coalgebra C spanned by a basis (Xij )1ijn as a k-vector space
and equipped with a coassociative coproduct ∆ defined by ∆Xij :=∑k Xik ⊗ Xkj , for
all 1 i, j  n and a counit ε defined by ε(Xij ) := 0, if i = j and equals to 1 otherwise.
Define the linear map ψ :C → C such that ψ(Xij ) = 0, if i = j and ψ(Xii ) = t∑j Xij
otherwise, then ψ is a −t-coBaxter operator.
If (A, ·) is an associative algebra and β :A → A, a t-Baxter operator, then the opera-
tions x ≺β y := x · β(y), x β y := β(x) · y , x •β y = tx · y , for all x, y ∈ A, determine
a dendriform trialgebra structure on A. The map β : (A, β) → (A, ·), where β is defined
such that x β y := x ≺β y + x β y + x •β y , for all x, y ∈ A, is a morphism of asso-
ciative algebras. We will give a process, inspired from [2], to split the three products of a
dendriform trialgebra giving birth to t-ennea-algebras. They first appeared in our study of
commuting t-Baxter operators and turned out to be a common structure shared by many
objects such as weighted directed graphs, regular representations of permutations k[Sn],
planar rooted trees and so on.
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binary operations ≺,,•,↑,↓,↘,↗,↙,↖ :T⊗2 → T satisfying 49 relations. To ease
notation, consider the following sums defined for all x, y ∈ T by
x  y := x ↗ y + x ↘ y + tx  y, x  y := x ↖ y + x ↙ y + tx ≺ y,
x •¯ y := x ↑ y + x ↓ y + tx • y,
x ∨ y := x ↘ y + x ↙ y + x ↓ y, x ∧ y := x ↗ y + x ↖ y + x ↑ y,
x  y := x  y + x ≺ y + x • y,
and x ¯ y := x  y + x  y + x •¯ y = x ∧ y + x ∨ y + tx  y . The compatibility axioms are
now presented in the following 7 × 7 matrix.
(1) (x ↖ y) ↖ z = x ↖ (y ¯ z), (x ↗ y) ↖ z = x ↗ (y  z), (x ∧ y) ↗ z = x ↗ (y  z),
(x ↗ y) ↑ z = x ↗ (y •¯ z), (x ↖ y) ↑ z = x ↑ (y  z), (x ↑ y) ↖ z = x ↑ (y  z),
(x ↑ y) ↑ z = x ↑ (y •¯ z).
(2) (x ↙ y) ↖ z = x ↙ (y ∧ z), (x ↘ y) ↖ z = x ↘ (y ↖ z), (x ∨ y) ↗ z = x ↘
(y ↗ z), (x ↘ y) ↑ z = x ↘ (y ↑ z), (x ↙ y) ↑ z = x ↓ (y ↗ z), (x ↓ y) ↖ z =
x ↓ (y ↖ z), (x ↓ y) ↑ z = x ↓ (y ↑ z).
(3) (x  y) ↙ z = x ↙ (y ∨ z), (x  y) ↙ z = x ↘ (y ↙ z), (x ¯ y) ↘ z = x ↘ (y ↘ z),
(x  y) ↓ z = x ↘ (y ↓ z), (x  y) ↓ z = x ↓ (y ↘ z), (x •¯ y) ↙ z = x ↓ (y ↙ z),
(x •¯ y) ↓ z = x ↓ (y ↓ z).
(4) t (x ↙ y) ≺ z = tx ↙ (y  z), t (x ↘ y) ≺ z = tx ↘ (y ≺ z), t (x ∨ y)  z = tx ↘
(y  z), t (x ↘ y)• z = tx ↘ (y • z), t (x ↙ y)• z = tx ↓ (y  z), t (x ↓ y) ≺ z = tx ↓
(y ≺ z), t (x ↓ y) • z = tx ↓ (y • z).
(5) t (x ↖ y) ≺ z = tx ≺ (y ∨ z), t (x ↗ y) ≺ z = tx  (y ↙ z), t (x ∧ y)  z = tx 
(y ↘ z), t (x ↗ y) • z = tx  (y ↓ z), t (x ↖ y) • z = tx • (y ↘ z), t (x ↑ y) ≺ z =
tx • (y ↙ z), t (x ↑ y) • z = tx • (y ↓ z).
(6) t (x ≺ y) ↖ z = tx ≺ (y ∧ z), t (x  y) ↖ z = tx  (y ↖ z), t (x  y) ↗ z = tx 
(y ↗ z), t (x  y) ↑ z = tx  (y ↑ z), t (x ≺ y) ↑ z = tx • (y ↗ z), t (x • y) ↖ z =
tx • (y ↖ z), t (x • y) ↑ z = tx • (y ↑ z).
(7) t2(x ≺ y) ≺ z := t2x ≺ (y  z), t2(x  y) ≺ z := t2x  (y ≺ z), t2(x  y)  z := t2x 
(y  z), t2(x  y) • z := t2x  (y • z), t2(x ≺ y) • z := t2x • (y  z), t2(x • y) ≺ z :=
t2x • (y ≺ z), t2(x • y) • z := t2x • (y • z).
Observe the last seven ones implies that (T ,≺,,•) is a dendriform trialgebra. If the
dendriform trialgebra (T ,≺,,•) can be “augmented” in this way, then we shall say that
the dendriform trialgebra T admits a t-ennea-algebra structure or that (T ,≺,,•,↑,
↓,↘,↗,↙,↖) is a t-ennea-algebra over the dendriform trialgebra (T ,≺,,•). Ob-
serve also the existence of some symmetries. The matrix remains globally invariant by
interchanging ↙ and ↗; t and ↓; ↑ and t≺; •¯ and t. Indeed the operations  and ∨;
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ous t-ennea-algebra, as in [2]. More generally, if (T ,≺1,1,•1) and (T ,≺2,2,•2) are
two dendriform trialgebras admitting a t-ennea-algebra structures, then we will say that
(T ,≺2,2,•2,↑2,↓2,↘2,↗2,↙2,↖2) is the transpose of (T ,≺1,1,•1,↑1,↓1,↘1,
↗1,↙1,↖1) if ↙1=↗2; ↗1=↙2; t 1=↓2; t 2=↓1; ↑1= t ≺2; ↑2= t ≺1; •¯1 = t2;
•¯2 = t1 and •1 = •2; ↖1=↖2; ↘1=↘2. Similarly, we define the opposite of the t-ennea-
algebra over a dendriform trialgebra as follows:
x ↘op y = y ↖ x, x ↗op y = y ↙ x, x ↖op y = y ↘ x,
x ↙op y = y ↗ x, x ↑op y = y ↓ x,
x ↓op y = y ↑ x, x op y = y ≺ x, x •op y = y • x, x ≺op y = y  x.
Therefore, x op y = y  x , x op y = y  x , x ∨op y = y ∧ x , x ∧op y = y ∨ x . A t-ennea-
algebra is said to be commutative when it coincides with its opposite. Indeed, observe that
for any x, y ∈ T , x ¯ y := y ¯ x . For t = 0, the binary operations t ≺, t , t•, ↓ and ↑
vanish. The definition of quadrialgebras made out with four binary operations obeying 9
relations is then recovered.
Proposition 2.2. Let T be a t-ennea-algebra. By using notation of Definition 2.1, the seven
column sums of the matrix yield a dendriform trialgebra (Th,,, •¯) called the horizontal
dendriform trialgebra associated with T . Similarly, the seven row sums of the matrix yield a
dendriform trialgebra (Tv,∧,∨, t) called2 the vertical dendriform trialgebra associated
with T .
Proof. Axioms of dendriform trialgebras are easily verified, for instance (x ∧ y) ∧ z =
x ∧ (y ¯ z) and so forth. 
The following diagrams of categories and functors
Ennea Quadri
TriDend DiDend
As
Ennea
Fv
Fh
f
TriDend
F
TriDend
F
As
are commutative, where Fv (respectively Fh) is the functor giving the vertical structure
(respectively the horizontal structure) of an ennea-algebra. We now give a way, inspired
from [2], to construct such t-ennea-algebras over dendriform trialgebras. First of all, let us
define the notion of a t-Baxter operator over a dendriform trialgebra.
2 Here, the law t reads x(t)y := tx  y, for all x,y ∈ T .
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map γ :T → T such that for all x, y ∈ T and  :=,≺, and •, γ (x)γ (y)= γ (xγ (y)+
γ (x)  y + tx  y).
Observe that γ is a t-Baxter operator in the associative algebra (T , ) and that γ is a
t-Baxter operator over the associative algebra (T ,•). Therefore, requiring the last axiom
means that γ : (T , •γ ) → (T ,•) is3 a morphism of associative algebras and that •γ is also
a cluster of three operations verifying dendriform trialgebra axioms. For all x, y ∈ (T ,≺,
,•), define new binary operations on T by: x ↘γ y = γ (x)  y , x ↗γ y = x  γ (y),
x ↙γ y = γ (x)≺ y , x ↖γ y = x ≺ γ (y), x ↑γ y = x • γ (y), x ↓γ y = γ (x) • y , and set
x γ y := x ↘γ y + x ↗γ y + tx  y := γ (x)  y + x  γ (y)+ tx  y,
x ≺γ y := x ↖γ y + x ↙γ y + tx ≺ y := γ (x) ≺ y + x ≺ γ (y)+ tx ≺ y,
x •¯γ y := x ↑γ y + x ↓γ y + tx • y := x • γ (y)+ γ (x) • y + tx • y,
x ∨γ y := x ↘γ y + x ↙γ y + x ↓γ y, x ∧γ y := x ↗γ y + x ↖γ y + x ↑γ y.
Proposition 2.4. With these operations, the dendriform trialgebra T has a t-ennea-algebra
structure. As a consequence, the k-vector spaces (T ,≺γ ,γ ,•γ ) and (T ,∧γ ,∨γ , t) are
dendriform trialgebras.
Proof. This is a consequence of Proposition 2.2. Let x, y ∈ T . Observe that γ (x) 
γ (y) = γ (x γ y), γ (x) ≺ γ (y) = γ (x ≺γ y) and γ (x) • γ (y) = γ (x •γ y), i.e., the map
γ is a morphism of dendriform trialgebras (T ,≺γ ,γ ,•γ ) → (T ,≺,,•). Moreover ob-
serve that x ∨γ y := x ↘γ y + x ↙γ y + x ↓γ y := γ (x)  y + γ (x) ≺ y + γ (x) • y :=
γ (x)  y and x ∧γ y := x ↗γ y +x ↖γ y +x ↑γ y := x  γ (y)+x ≺ γ (y)+x •γ (y) :=
x  γ (y), which can be helpful in computations. For instance, (x ↖γ y) ↖γ z := (x ≺
γ (y)) ≺ γ (z) = x ≺ (γ (y)  γ (z)) = x ≺ γ (y  γ (z) + γ (y)  z + tx • z) = x ↖γ
(y ¯γ z). 
The dendriform trialgebra (T ,≺,,•) is said to be a nested if the associative product
• is a cluster of three operations verifying dendriform trialgebra axioms. Such k-vector
spaces can be constructed according to Proposition 2.4. Let (A, ·) be an associative algebra.
To construct such t-ennea-algebras on A, we will consider two t-Baxter operators on A, β
and γ , which commute, i.e., βγ = γβ .
Proposition 2.5. Let β and γ be a pair of commuting t-Baxter operators on an associa-
tive algebra (A, ·). Then, γ is a t-Baxter operator on the dendriform trialgebra (A,≺β,
β,•β).
3 We have placed • in exponent to indicate that the associative product • comes from the associative prod-
uct •.
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β(γ (x)) · γ (y) = γ (β(x)) · γ (y) := γ (β(x) · γ (y)+ γ (β(x)) · y + tβ(x) · y) = γ (β(x) ·
γ (y)+ β(γ (x)) · y + tβ(x) · y) = γ (x β γ (y)+ γ (x) β y + tx β y). 
Corollary 2.6. Let β and γ be a pair of commuting t-Baxter operators on an associative
algebra (A, ·). Then, there is a t-ennea-algebra structure over the dendriform trialgebra
(A,≺β,β,•β), with operations defined on (A, ·) by: x ↘ y = β(γ (x)) · y = γ (β(x)) · y ,
x ↗ y = β(x) · γ (y), x ↙ y = γ (x) · β(y), x ↖ y = x · β(γ (y)) = x · γ (β(y)), x ↑ y =
tx · γ (y), x ↓ y = tγ (x) · y .
Proof. Apply Proposition 2.4 to the t-Baxter operator on the dendriform trialgebra
(A,≺β, β,•β). 
If we start with applying first the t-Baxter operator γ and then β , we will obtain another
t-ennea-algebra over the dendriform trialgebra (A,≺γ ,γ ,•γ ), which is the transpose of
the first one established in Corollary 2.6.
Remark. A (left) pre-Lie algebra is a k-vector space P equipped with a binary operation
 :P ⊗ P → P such that for all x, y ∈ P : x  (y  z) − (x  y)  z = y  (x  z) −
(y  x)  z. The new binary operation P ⊗ P → P defined by [x, y] := x  y − y 
x turns (P, [· , ·]) into a Lie algebra [7]. Fix t ∈ k. Let (T ,≺,, t•) be a dendriform
trialgebra with  →≺ +  +t•. Consider the following operation: x  y := x  y − y ≺
x + tx • y , constructed on the dendriform trialgebra (T ,≺,, t•). Observe that (T ,) is
pre-Lie algebra and that the two pre-Lie algebras (T ,) and (T , ) give same Lie brackets,
i.e., [x, y] = [x, y], for all x, y ∈ T . We deduce the existence of at least two pre-Lie
structures on a t-ennea-algebra. That given by the following binary operation x  y :=
x  y − y  x + x •¯ y and that given by x ˆ y := x ∨ y − y ∧ x + tx  y . Moreover these
two pre-Lie algebras (T ,), (T , ˆ) and (T , ¯) give the same Lie brackets, i.e., for all
x, y ∈ T , [x, y] = [x, y]ˆ = [x, y]¯.
3. t-Ennea-algebras from t-infinitesimal bialgebras
If (A,µ) is a k-algebra, then the following operations a(x ⊗ y) := ax ⊗ y and (x ⊗
y)a := x ⊗ ya defined for all a, x, y ∈ A turn A ⊗ A into a A-bimodule. Let us now yield
a process, inspired from [1,2] to produce commuting pair of t-Baxter operators.
Definition 3.1. A t-infinitesimal bialgebra (abbreviated ε(t)-bialgebra) is a triple (A,µ,∆)
where (A,µ) is an associative k-algebra and (A, ∆) is a coassociative coalgebra such
that ∆µ := (µ ⊗ id)(id ⊗ ∆) + (id ⊗ µ)(∆ ⊗ id) + t id ⊗ id. Therefore, for all a, b ∈ A,
∆(ab)= a(1) ⊗ a(2)b + ab(1) ⊗ b(2) + ta ⊗ b. If t = 0, a t-infinitesimal bialgebra is called
an infinitesimal bialgebra or a ε-bialgebra. Such bialgebras appeared for the first time in
the work of Joni and Rota in [10], see also Aguiar [1], for the case t = 0 and Loday [13],
for the case t = −1.
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algebra under composition denoted simply by concatenation T S, for T ,S ∈ End(A). In
addition, equip End(A) with the convolution product ∗, defined by T ∗ S := µ(T ⊗ S)∆,
for all T ,S ∈ End(A).
Proposition 3.2. Let (A,µ,∆) be a ε(t)-bialgebra and consider End(A) as an asso-
ciative algebra under composition, equipped with the convolution product. There exist
two commuting t-Baxter operators β and γ on End(A), defined for all T ∈ End(A) by:
β(T ) := id ∗ T and γ (T ) := T ∗ id.
Proof. Let a ∈ A. Using Sweedler’s notation, set ∆(a) := a(1) ⊗ a(2). Let us check
that the map β is a t-Baxter operator; the verification for γ is similar. We have
β(S)(a) = a(1)S(a(2)). Therefore, ∆(β(S)(a)) = a(1)S(a(2))(1) ⊗ S(a(2))(2) + a(1) ⊗
a(2)(1)S(a(2)(2)) + ta(1) ⊗ S(a(2)), thus β(T )β(S)(a) := a(1)S(a(2))(1)T (S(a(2))(2)) +
a(1)T (a(2)(1)S(a(2)(2)))+ ta(1)T S(a(2)) = β(β(T )S + Tβ(S)+ tT S)(a). 
Corollary 3.3. Let (A,µ,∆) be a ε(t)-bialgebra. There is a t-ennea-algebra structure
over the dendriform trialgebra (End(A),≺β,β,•β ) defined by:
T ↘ S = (id ∗ T ∗ id)S, T ↗ S = (id ∗ T )(S ∗ id),
T ↙ S = (T ∗ id)(id ∗ S), T ↖ S = T (id ∗ S ∗ id),
T ↓ S = t (T ∗ id)S, T ↑ S = tT (S ∗ id).
Proof. Apply the Corollary 2.6 to the pair of commuting t-Baxter operators β and γ . 
Recall there exists also a t-ennea-algebra structure over the dendriform trialgebra
(End(A),≺γ ,γ ,•γ ) which is the transpose of that established in Corollary 3.3.
Remark. Here is a relation between t-infinitesimal bialgebras and pre-Lie algebras, rela-
tion already established in [1] for t = 0. Fix t ∈ k. Let (A,µ,∆) be a ε(t)-bialgebra and
a, b ∈ A. Using Sweedler notation, set ∆(b) := b(1) ⊗ b(2). Then, the new operation on A
defined by: a  b := b(1)ab(2), turns A into a (left)-pre-Lie algebra. Therefore (A, [·, ·]),
where [x, y] := x  y − y  x , for all x, y ∈ A, is a Lie algebra.
4. Examples
Let G be a weighted directed graph and Gn be the set of path of length n, in particular
G0 is the vertex set and G1 the arrow set. A directed arrow ei → ej , with ei, ej ∈ G0,
will be denoted by a(i,j). A directed graph is said to be weighted if it is equipped with a
weight map, i.e., with a map w from G1 to k. Consider the associative operation which
is given by the concatenation of paths whenever possible. This turns the k-vector space
kG :=⊕∞n=0 kGn into an associative algebra called the path algebra. Define the following
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w(a(i,j))ei ⊗ ej and for any weighted path α := a(i1,i2)a(i2,i3) . . . a(in−1,in) by
∆(α) := ∆(a(i1,i2))a(i2,i3) . . . a(in−1,in) + · · · + a(i1,i2)a(i2,i3) . . . a(in−2,in−1)∆a(in−1,in).
Equipped with this co-operation, any weighted directed graph carries a ε-bialgebra struc-
ture. Consider w1, . . . ,wn be n weight maps, giving thus n ε-bialgebras. Then, for all
p,q = 1, . . .n, (id ⊗∆p)∆q = (∆q ⊗ id)∆p . Let α := a(i1,i2)a(i2,i3) . . . a(in−1,in) be a path.
Define the co-operation ∆ˆ for any path as follows:
∆ˆα := s(α) ⊗ α + a(i1,i2) ⊗ a(i2,i3) . . . a(in−1,in) + · · · + α ⊗ t (α),
where s is the source map and t , the target map and for any vertices ei ∈ G0, ∆ˆei := ei ⊗ei .
Equipped with the co-operation ∆ˆ, the path algebra of G is a ε(−1)-bialgebra.
A t-ennea-algebra can be constructed from any tensor product of two dendriform tri-
algebras. Fix t ∈ k. Let (A,≺,,•) and (B,≺′,′, t•′) be two dendriform trialgebras.
Set  →≺ +  +• and ′ →≺′ + ′ +t•′. Define for all a1, a2 ∈ A and b1, b2 ∈ B the
following operations:
(a1 ⊗ a2) ↖ (b1 ⊗ b2) := (a1 ≺ a2)⊗
(
b1 ≺′ b2
)
,
(a1 ⊗ a2) ↙ (b1 ⊗ b2) := (a1 ≺ a2)⊗
(
b1 ′ b2
)
,
(a1 ⊗ a2) ↗ (b1 ⊗ b2) := (a1  a2)⊗
(
b1 ≺′ b2
)
,
(a1 ⊗ a2) ↘ (b1 ⊗ b2) := (a1  a2)⊗
(
b1 ′ b2
)
,
(a1 ⊗ a2) ↑ (b1 ⊗ b2) := (a1 • a2) ⊗
(
b1 ≺′ b2
)
,
(a1 ⊗ a2) ↓ (b1 ⊗ b2) := (a1 • a2) ⊗
(
b1 ′ b2
)
,
(a1 ⊗ a2) [•] (b1 ⊗ b2) := (a1 • a2)⊗
(
b1 •′ b2
)
,
(a1 ⊗ a2) [≺] (b1 ⊗ b2) := (a1 ≺ a2) ⊗
(
b1 •′ b2
)
,
(a1 ⊗ a2) [] (b1 ⊗ b2) := (a1  a2)⊗
(
b1 •′ b2
)
.
Then, the k-vector space A ⊗ B equipped with these operations is a t-ennea-algebra.
5. Free t-ennea-algebra
In Section 5, we discuss some properties of the free t-ennea-algebra, relations with
combinatorics and connected Hopf algebras. For the definition of an operad, see [9] for
instance. Let V be a k-vector space. The free t-ennea-algebra E(V ) on V is by definition, a
t-ennea-algebra equipped with a map i :V → E(V ) which satisfies the following universal
property: for any linear map f :V → A, where A is a t-ennea-algebra, there exists a unique
t-ennea-algebra morphism f¯ :E(V ) → A such that f¯ ◦ i = f . Since the operad of t-ennea-
algebras is binary, quadratic and regular, the free t-ennea-algebra is of the form: E(V ) :=
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n1 En ⊗ V⊗n. In particular, the free t-ennea-algebra on one generator x is E(k) :=⊕
n1 En, where E1 := kx , E2 := k(x ↑ x)⊕ k(x ↓ x)⊕ k(x ↘ x)⊕ k(x ↗ x)⊕ k(x ↙ x)
⊕ k(x ↖ x) ⊕ k(x ≺ x) ⊕ k(x  x) ⊕ k(x • x). The space of three variables made out
of nine operations is of dimension 2 × 92 = 162. As we have 7 × 7 relations, the space
E3 has a dimension equal to 162 − 49 = 113. Therefore, the sequence associated with the
dimensions of (En)n∈N starts with 1,9,113 . . . Finding the free t-ennea-algebra on one
generator is an open problem. For t = 0, this object is called the free quadrialgebra [2].
The free quadrialgebraQ(V ) on a k-vector space V is of the form,Q(V ) :=⊕n1Qn ⊗
V ⊗n. On one generator, one finds the dimension of Q1 is equal to 1, of Q2 is equal to
4 and of Q3 is equal to 23. Quadri-algebras give dendriform dialgebras. It is known that
the free dendriform dialgebra on one generator is related to planar binary trees [12]. It is
conjectured in [2] that the degree n part of the free quadrialgebra on one generator can be
indexed by the non-crossing connected graphs with (n + 1) vertices. A hint is to observe
that the sequence 1,4,23, . . . starts like the sequence d1 = 1, d2 = 4, d3 = 23, d4 = 156,
d5 = 1162, . . . , where dn counts the number of non-crossing connected graphs made with
n+ 1 vertices [5,6]. Similarly, ennea-algebras give dendriform trialgebras. It is known that
the free dendriform trialgebra on one generator is related to planar rooted trees [14]. We
do not know which object could play the rôle of non-crossing connected graphs in the
case of the free ennea-algebra on one generator since unfortunately, for the time being, no
sequence starting with 1,9,113, . . . seems to be related to known combinatorics. However,
a little bit more on the free t-ennea-algebra, for all t ∈ k, can be said. Let P be a binary
quadratic operad. By a unit action [13], we mean the choice of two linear applications:
υ :P(2) → P(1) and 	 :P(2) → P(1), giving sense, when possible, to x  1 and 1  x ,
for all operations  ∈ P(2) and for all x in the P-algebra A, i.e., x  1 = υ()(x) and
1  x = 	()(x). If P(2) contains an associative operation, say ¯, then we require that
x ¯ 1 := x := 1 ¯ x , i.e., υ(¯) := Id := 	(¯). We say that the unit action, or the couple
(υ,	) is compatible with the relations of the P-algebra A if they still hold on A+ :=
k1 ⊕A as far as the terms as defined. Let A, B be two P-algebras such that P(2) contains
an associative operation ¯. Using the couple (υ,	), we extend binary operations  ∈ P(2)
to the k-vector space A⊗ 1.k ⊕ k.1 ⊗ B ⊕ A⊗ B by requiring:
(a ⊗ b)  (a′ ⊗ b′) := (a ¯ a′)⊗ (b  b′) if b ⊗ b′ = 1 ⊗ 1, (1)
(a ⊗ 1)  (a′ ⊗ 1) := (a  a′)⊗ 1, otherwise. (2)
The unit action or the couple (υ,	) is said to be coherent with the relations of P if
A ⊗ 1.k ⊕ k.1 ⊗ B ⊕ A ⊗ B , equipped with these operations is still a P-algebra. Observe
that a necessary condition for having coherence is compatibility.
Theorem 5.1 (Loday [13]). Let P be a binary quadratic operad. Suppose there exists
an associative operation in P(2). Then, any unit action coherent with the relations of P
equips the augmented free P-algebra P(V )+ on a k-vector space V with a coassociative
coproduct ∆ :P(V )+ → P(V )+ ⊗ P(V )+, which is a P-algebra morphism. Moreover,
P(V )+ is a connected Hopf algebra.
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binary operations ↖ and ↘ to E(V )+ as follows: e ↖ 1 := e, 1 ↖ e := 0, 1 ↘ e := e,
e ↘ 1 := 0, ∀e ∈ E(V ). In addition, for all operations  ∈ E(2) different from ↖ and ↘
choose: e  1 := 0, 1  e := 0, ∀e ∈ E(V ). Then, for all e ∈ E(V ), e  1 = e, 1  e = e,
1 ∨ e := e, e ∧ 1 := e, e ¯ 1 = e = 1 ¯ e. Moreover, this choice is coherent. (We cannot
extend the operations ↘ and ↖ to k, i.e.,1 ↘ 1 and 1 ↖ 1 are not defined.) Therefore,
there exists a connected Hopf algebra structure on the augmented free t-ennea-algebra as
well as on the augmented free commutative t-ennea-algebra, for all t ∈ k.
Proof. Keep notation introduced in that section. Firstly, let us show that this choice is
compatible. Let x, y, z ∈ E(V )+. We have to show for instance that the relation (x ↖ y) ↖
z = x ↖ (y ¯ z) holds in E(V )+. Indeed, for x = 1 we get 0 = 0. For y = 1 we get x ↖ z =
x ↖ z and for z = 1 we get x ↖ y = x ↖ y . We do the same thing with the 48 others and
quickly found that the augmented free t-ennea-algebra E(V )+ is still a t-ennea-algebra,
t ∈ k. Secondly, let us show that this choice is coherent. Let x1, x2, x3, y1, y2, y3 ∈ E(V )+.
We have to show that, for instance:
(
(x1 ⊗ y1) ↖ (x2 ⊗ y2)
)↖ (x3 ⊗ y3) = (x1 ⊗ y1) ↖ ((x2 ⊗ y2) ¯ (x3 ⊗ y3)). (11)
Indeed, if there exists a unique yi = 1, the other belonging to E(V ), then, by definition
we get: (x1 ¯ x2 ¯ x3) ⊗ (y1 ↖ y2) ↖ y3 = (x1 ¯ x2 ¯ x3) ⊗ y1 ↖ (y2 ¯ y3), which always
holds since our choice of the unit action is compatible. Similarly if y1 = y2 = y3 = 1. If
y1 = y2 = 1 and y3 ∈ E(V ), we get: 0 = 0, similarly if y1 = 1 = y3 and y2 ∈ E(V ). If
y1 ∈ E(V ) and y2 = 1 = y3, the two hand sides of Eq. (11) are equal to (x1 ¯ x2 ¯ x3)⊗ y1.
Therefore, Eq. (11) holds in E(V ) ⊗ 1.k ⊕ k.1 ⊗ E(V ) ⊕ E(V ) ⊗ E(V ). Checking the
48 other relations shows that our choice of the unit action is coherent. As our choice is
coherent and from Theorem 5.1, we recover a connected Hopf algebra structure on the
augmented free t-ennea-algebra. For the last claim, observe that our choice is in agreement
with the symmetry relations defining a commutative t-ennea-algebra since for instance
e ↖op 1 := 1 ↘ e := e and 1 ↘op e := e ↖ 1 := e, for all e ∈ E(V ). 
Remark. Such structures were found by Loday for quadrialgebras [13].
6. Baxter operators and formal deformations
We end this article by using Baxter operators for producing formal deformations of
dendriform di- and trialgebras. We let formal deformations of quadrialgebras and ennea-
algebras aside to avoid repetitions.
6.1. 1-parameter formal deformations
Recall [8] that a formal deformation of a k-algebra (A,∗) is a 1-parameter family of
binary operations (∗i )i0 obtained by perturbing that of A, i.e., ∗(h) → ∗0 +∗1h+∗2h2 +
∗3h3 + · · ·, with ∗0 := ∗. For this to make sense, we have to extend the coefficients to
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A[[h]]. In the category of associative algebras, it is required that ∗(h) has to be associative
which entails conditions on the operations ∗i . By a trivial formal deformation of an algebra
of type P , say A, we mean the algebra of type P , A[[h]], such that x (h) y := x ˜ y ,
for all  ∈ P(2) where ˜ :A[[h]] ⊗k[[h]] A[[h]] → A[[h]] extends the operation . In the
sequel, we will be interested in deforming dendriform di- and tri-algebras. Let A and B
be two small categories such that A is the category of k-algebras of type PA and B the
category of k-algebras of type PB . Suppose A ⊂ B. Therefore, algebras of type PA are
also algebras of type PB . A 1-parameter formal deformation of a k-algebra A of type PA is
the data of a formal deformation of A, i.e., (A[[h]], {i(h)}i∈I ) and a family of k-algebras
of type PB denoted by (Bτ [[h]] := (A[[h]], {τi (h)}i∈J )τ∈k with I ⊆ J and B0[[h]] :=
(A[[h]], {0i (h)}i∈J ) equals to (A[[h]], {i(h)}i∈I ). In the sequel, via Baxter operators, we
will produce explicit formal deformations at order one of dendriform di- or tri-algebras.
With each order of these formal deformations, a regular operad P can be associated. We
will prove that, at least at order one, the augmented free P-algebra has a connected P-
Hopf algebra structure. To avoid tedious repetitions, we will focus on formal deformations
of dendriform dialgebras by dendriform trialgebras. The other possible combinations are
similar and can be deduced from this framework.
6.2. Formal deformations of a dendriform dialgebra by a dendriform trialgebra
Let (D,≺,) be a dendriform dialgebra. Consider the dendriform dialgebra (D[[h]],
≺˜, ˜) where the operations ≺˜, ˜ :D[[h]] ⊗k[[h]] D[[h]] → D[[h]] are defined for all
x :=
∑
n1
xnh
n and y :=
∑
n1
ynh
n
belonging to D[[h]] by
x ˜ y :=
∑
n1
( ∑
i+j :=n
xi  yj
)
hn,
where  ∈ {≺,}. Deform them by introducing three binary operations ≺˜1, ˜1, •˜1 :
D[[h]] ⊗k[[h]] D[[h]] → D[[h]] as follows:
x ≺(h) y := x ≺˜ y + hx ≺˜1 y, x (h) y := x ˜ y + hx ˜1 y,
x •(h) y := 0 + hx •˜1 y,
for all x, y ∈ D[[h]] and where ˜1 ∈ {≺˜1, ˜1, •˜1} extends the operation 1 :D⊗2 → D to
D[[h]]. Obviously, if ˜ → ˜ + ≺˜, then set (t) → ˜ + t ˜1, where ˜1 → ˜1 + ≺˜1 + •˜1.
We require that (D[[h]],≺(h),(h),•(h)) is a dendriform trialgebra and suppose that ≺1,
1, •1 obey dendriform trialgebra axioms. We get
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x ≺˜1 y
) ≺˜ z + (x ≺˜ y) ≺˜1 z = x ≺˜ (y ˜1 z)+ x ≺˜1 (y ˜ z),(
x ˜ y) •˜1 z = x ˜ (y •˜1 z),(
x ˜1 y
) ≺˜ z + (x ˜ y) ≺˜1 z = x ˜1 (y ≺˜ z)+ x ˜ (y ≺˜1 z),(
x ≺˜ y) •˜1 z = x •˜1 (y ˜ z),(
x ˜1 y
) ˜ z + (x ˜ y) ˜1 z = x ˜1 (y ˜ z)+ x ˜ (y ˜1 z),(
x •˜1 y
) ≺˜ z = x •˜1 (y ≺˜ z),
for all x, y, z ∈ D[[h]]. This system of equations will be denoted by (˜S1). By (S1), we
just mean the same system of equations written without the notation tilde and thus with
variables x , y and z belonging to D. In general, (˜S1) is difficult to solve but can be
addressed in the very important case where operations come from Baxter operators. Sup-
pose β :D → D is a Baxter operator and β1 :D → D is a r1-Baxter operator with r1 ∈ k.
Then, for all x, y, z ∈ D, set as usual: x ≺ y := xβ(y), x  y := β(x)y , x ≺ y := xβ1(y),
x  y := β1(x)y and x • y := r1xy and extend these operations to D[[h]]. Then, our sys-
tem of equations (˜S1) is reduced to the following equation: β˜(x ˜1 y) + β˜1(x ˜ y) :=
β˜1(x)β˜(y)+ β˜(x)β˜1(y), for all x, y ∈ D[[h]], which is equivalent to
β˜
(
xβ˜1(y)
)+ β˜(β˜1(x)y)+ r1β˜(xy)+ β˜1(xβ˜(y))+ β˜1(β˜(x)y)
:= β˜1(x)β˜(y)+ β˜(x)β˜1(y), ∀x, y ∈ D[[h]], (˜1)
where Baxter operators β and β1 are respectively extended to D[[h]] via the linear maps
β˜, β˜1 :D[[h]] → D[[h]] defined by
x :=
∑
n0
xnh
n → β˜(x) :=
∑
n0
β(xn)h
n and
x :=
∑
n0
xnh
n → β˜1(x) :=
∑
n0
β1(xn)h
n.
Observe that the linear map β˜ is a Baxter operator and β˜1 is a r1-Baxter operator. Moreover,
for all x, y ∈ D[[h]], we get x ≺˜y := xβ˜(y), x ˜y := β˜(x)y , x ≺˜1 y := xβ˜1(y), x ˜1 y :=
β˜1(x)y and x •˜1 y := r1xy .
Theorem 6.1. Let (A,µ,∆,∆1) be a k-vector space such that the k-vector space
(A,µ,∆) (respectively (A,µ,∆1)) is a ε-bialgebra (respectively a ε(r1)-bialgebra) and
such that (∆1 ⊗ id)∆ = (id ⊗ ∆)∆1 and (∆ ⊗ id)∆1 = (id ⊗ ∆1)∆. Then, the maps β ,
β1 : (End(A),∗,∗1) → (End(A),∗,∗1), where ∗ and ∗1 are the so-called convolution prod-
ucts associated with ∆ and ∆1, respectively, defined by β(T ) := id ∗ T and β1(T ) :=
id ∗1 T , for any T ∈ End(A) are respectively a Baxter operator and a r1-Baxter operator.
Moreover,
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(
Tβ1(S)
)+ β(β1(T )S)+ r1β(T S)+ β1(Tβ(S))+ β1(β(T )S)
:= β1(T )β(S)+ β(T )β1(S), (1)
holds for all T ,S ∈ End(A).
Proof. Keep notation of Theorem 6.1. The map β is a Baxter operator since the k-vector
space (A,µ,∆1) is a ε-bialgebra. Similarly, as the k-vector space (A,µ,∆1) is a ε(r1)-
bialgebra, the map β1 is a r1-Baxter operator. Fix T ,S ∈ End(A) and observe that condition
3 implies, β1(T )β(S) := β1(Tβ(S))+β(β1(T )S)+ r1β(T S) and that condition 4 implies,
β(T )β1(S) := β(Tβ1(S)) + β1(β(T )S). 
Remark. Theorem 6.1 also holds if we replace the operators β and β1 by γ and γ1, re-
spectively.
Example 6.2. Let us give an example related to weighted directed graphs. Keep notation
of Section 4. Recall that (kG,∆) is a ε-bialgebra and (kG, ∆ˆ) is a ε(−1)-bialgebra and
observe that, (∆⊗ id)∆ˆ = (id ⊗ ∆ˆ)∆ and (∆ˆ⊗ id)∆ = (id ⊗ ∆)∆ˆ hold.
Keep notation of Theorem 6.1. The operators β and β1 solutions of Eq. (1) give
five operations on End(A) defined for all T ,S ∈ End(A) by, T ≺ S := Tβ(S), T 
S := β(T )S and T ≺1 S := Tβ1(S), T 1 S := β1(T )S, T •1 S := r1T S which are so-
lutions of (S1). Extended to End(A)[[h]], they give five binary operations defined for
all T ,S ∈ End(A)[[t]] by, T ≺˜ S := T β˜(S), T ˜ S := β˜(T )S and T ≺˜1 S := T β˜1(S),
T ˜1 S := β˜1(T )S, T •˜1 S := r1T S which are solutions of (˜S1). This formal deforma-
tion is denoted by TD1[[h]] := (End(A)[[h]],≺1(h),1(h),•1(h)) where T≺1(h)S :=
T ≺˜ S + hT ≺˜1 S, T1(h) S := T ˜ S + hT ˜1 S, T •1(h) S := 0 + hT •˜1 S. From
Section 4, the k-vector space (End(A),≺β,β)⊗2 can be turn into a quadrialgebra
and (TD1[[h]] := (D[[h]],≺1(h),1(h),•1(h)))⊗k[[h]]2 into a 1-ennea-algebra denoted by
ETD1[[h]]. (This still holds if ⊗ is replaced by ⊗k[[h]] since if A and B are two k-vector
spaces, (A ⊗B)[[h]] = A[[h]] ⊗k[[h]] B[[h]].) By applying scale changes to the r1-Baxter
operator β1, a family (βτ := τβ1) of τr1-Baxter operators is obtained as well as a family
of ennea-algebras ETDτ [[h]] := (D[[h]],≺τ (h),τ (h),•τ (h))⊗k[[h]]2. For τ = 0, all the
operations labelled by 1 vanish and ETD0[[h]] := (D[[h]],≺0(h),0(h),•0(h))⊗k[[h]]2 is
isomorphic, as quadrialgebra, to the trivial formal deformation of (End(A),≺β,β)⊗2.
Remark. A binary, quadratic and regular operad can be associated with this formal de-
formation. It has 5 binary operations which are ≺, , ≺1, 1, •1 and has 16 relations.
Indeed, 3 relations are needed for ≺,  verify dendriform dialgebras axioms, 7 are needed
for ≺1, 1, •1 verify dendriform trialgebras axioms and 6 relations describing (S1) are
required to establish the formal deformation. The sequence of the dimensions associated
with this operad starts with 1,5,34. The case r1 := 0 is easily obtained. Here again, a bi-
nary, quadratic and regular operad can also be associated with this formal deformation.
It has 4 binary operations which are ≺, , ≺1, 1 and has 9 relations. The sequence of
the dimensions associated with this operad starts with 1,4,23, like the operad of quadri-
algebras. There exists a commutative version of these two types of algebras given by the
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x op1 y := y ≺1 x , x •op1 y := y •1 x . These algebras are said to be commutative when they
coincide with their opposite structures.
Theorem 6.3. With the following choice of the unit action: x ≺ 1 = x and 1  x = x (and
all the other actions equal to zero) the augmented free algebras associated with the two
operads just defined, as well as their commutative versions, have a structure of connected
Hopf algebra. Similarly for the choice of the unit action: x ≺1 1 = x and 1 1 x = x (and
all the other actions equal to zero).
Proof. It suffices to prove that this choice is compatible and coherent with the axioms
defining the operads just described, which does not present any difficulties once this choice
found. As regards their commutative versions, observe that x ≺op 1 := 1  x := x and
1 op x := x ≺ 1 := x , the choice of the unit action is in agreement with the opposite
structure. Observe now that the non-null equations are symmetric when the operations
labelled by 1 are replaced by the same operations with no labels and conversely, obtaining
thus the second claim. 
7. Conclusion: formal deformations of combinatorial objects
In this paper, many binary quadratic and regular operads appear. Most of them come
from formal perturbations of certain types of algebras. The free algebras associated with
these operads might be described by combinatorial objects. As an example, it is known
that the free dendriform dialgebra on one generator is described by rooted planar binary
trees. The formal deformation of dendriform dialgebras by operations verifying dendriform
dialgebra axioms leads to an operad characterized by a sequence starting with 1, 4, 23.
The combinatorial object describing the free algebra associated with this operad could
then be viewed as a formal deformation of planar binary trees considered as dendriform
dialgebra. What is at stake is a classification and a deformation of known combinatorial
objects viewed as free algebras of certain types of algebras.
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