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Axons are often guided to their targets in the developing nervous system
by attractive or repulsive molecular concentration gradients. We propose
a computational model for gradient sensing and directed movement of
the growth cone mediated by filopodia. We show that relatively simple
mechanisms are sufficient to generate realistic trajectories for both the
short-term response of axons to steep gradients and the long-term re-
sponse of axons to shallow gradients. The model makes testable predic-
tions for axonal response to attractive and repulsive gradients of different
concentrations and steepness, the size of the intracellular amplification of
the gradient signal, and the differences in intracellular signaling required
for repulsive versus attractive turning.
1 Introduction
A key method used by developing axons to navigate to appropriate tar-
gets in the embryonic nervous system is guidance by molecular gradients
(Mueller, 1999; Song & Poo, 2001; Yu & Bargmann, 2001; Dickson, 2002, Hu-
ber, Kolodkin, Ginty, & Cloutier 2003; Guan & Rao, 2003). Both gradient sens-
ing and directed movement are primarily mediated by the growth cone, a
highly specialized structure at the axonal tip (Gordon-Weeks, 2000). Growth
cones typically consist of a central zone surrounded by web-like veils,
the lamellipodia, and highly dynamic spike-like protrusions, the filopo-
dia, which usually have an average lifetime of just a few minutes (Rehder
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& Kater, 1996). Growth cones can display turning responses in a few min-
utes when exposed to a steep gradient in a two-dimensional culture system
(e.g. Gundersen & Barrett, 1979; Zheng, Felder, Conner, & Poo, 1994; Zheng,
Wan, & Poo, 1996; Ming et al., 1997; Song, Ming, & Poo, 1997; de la Torre,
Ho¨pker, Ming, & Poo, 1997; Song et al., 1998; Hong, Hinck, Nishiyama,
Poo, & Tessier-Lavigne, 1999; Hong, Nishiyama, Henley, Tessier-Lavigna,
& Poo, 2000; Zheng, 2000; Ming et al., 2002; Nishiyama et al., 2003). When
exposed to a shallow gradient generated by diffusion from nearby tissue in a
three-dimensional culture, system growth cones display quite variable tra-
jectories, but with a tendency for smooth turning up (or down for repulsive
factors) the gradient on a timescale of several hours (e.g. Lumsden & Davies,
1983, 1986; Tessier-Lavigne, Placzek, Lumsden, Dodd, & Jessell, 1988; Cola-
marino & Tessier-Lavigne, 1995; Keynes et al., 1997; Richards, Koester, Tut-
tle, & O’Leary, 1997; Varela-Echavarria, Tucker, Pu¨schel, & Guthrie, 1997;
Brose et al., 1999; Braisted et al., 2000; Caton et al., 2000; Patel et al., 2001;
Nguyen Ba-Charvet et al., 2001; Shu & Richards, 2001; Anderson et al., 2003,
Charron, Stein, Jeong, McMahon, & Tessier-Lavigne, 2003). Attraction can
sometimes be converted to repulsion, and vice versa, by methods including
manipulation of the levels of cyclic nucleotides in the growth cone (Song
et al., 1997, 1998; Song & Poo, 2001; Nishiyama et al., 2003), by growing
on alternative substrates (Ho¨pker, Shewan, Tessier-Lavigne, Poo, & Holt,
1999), and electrical activity (Ming, Henley, Tessier-Lavigne, Song, & Poo,
2001). The axonal trajectories generated by repulsion roughly mirror those
generated by attraction. Several lines of evidence suggest that filopodia of-
ten make a critical contribution to the sensing and movement capabilities
of the growth cone both in vitro and in vivo (Argiro, Bunge, & Johnson,
1985; O’Connor, Duerr, & Bentley, 1990; Myers & Bastiani, 1993; Davenport,
Dou, Rehder, & Kater, 1993; Zheng et al., 1996; Steketee & Tosney, 1999;
but see also Wang, Liu, Diefenbach, & Jay, 2003). When the filopodia are
eliminated, growth cones cannot navigate their environment and do not
respond to either substrate bound or diffusible guidance cues (Bentley &
Toroian-Raymond, 1986; Chien, Rosenthal, Harris, & Holt, 1993). In a steep
gradient, in vitro filopodia become asymmetrically distributed toward the
source of an attractive factor and away from the source of a repulsive factor
on the timescale of a few minutes (Zheng et al., 1996; Zheng, 2000).
The general issue of chemotaxis by small sensing devices has been exten-
sively studied experimentally in systems such as bacteria, leukocytes, and
slime molds (e.g., Devreotes & Zigmond, 1988; Eisenbach, 1996; Parent & De-
vreotes, 1999). In addition, chemotaxis in these systems has been subjected
to a variety of theoretical analyses (Tranquillo, 1990), including predictions
of the minimum detectable gradient steepness (Berg & Purcell, 1977), mod-
els of the trajectories generated (Tranquillo & Lauffenburger, 1987), and
models of the intracellular transduction pathways that mediate response
to gradients (Moghe & Tranquillo, 1995; Barkai & Leibler, 1997). However,
such quantitative analyses are much less well developed for growth cones
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(Buettner, 1995; Robert & Sweeney, 1997; Hely & Willshaw, 1998; Goodhill,
1998; Goodhill & Urbach, 1999; Meinhardt, 1999). In particular, the theoreti-
cal consequences for growth cone gradient sensing of the unique dynamical
properties of filopodia remain unexplored, and the precise requirements for
generating similar trajectories to those seen experimentally in both attrac-
tive and repulsive gradients have not been investigated.
Here, we present the first quantitative model for how filopodia mediate
both attractive and repulsive gradient-sensing and -directed movement by
growth cones. Our basic hypothesis is that new filopodia tend to be gener-
ated in the direction where ligand binding is highest, in the case of attraction,
and lowest, in the case of repulsion, and that the growth cone takes a turn
toward the average direction of the filopodia. We show that this hypothesis
is sufficient to account for the trajectories generated by growth cones in both
attractive and repulsive gradients on both short and long timescales. The
model is expressed at the level of filopodial dynamics and does not address
in detail the sequence of intracellular signaling events leading from receptor
binding to the spatially anisotropic polymerization and bundling of actin
that actually causes filopodial extension (Song & Poo, 2001; Tanaka & Sabry,
1995; Suter & Forscher, 2000; Steketee, Balazovich, & Tosney, 2001; Zhou,
Waterman-Storer, & Cohan, 2002). However, the model makes a number
of predictions about the mathematical constraints that these intracellular
transformations should satisfy to reproduce trajectories seen experimen-
tally. In particular, it predicts the degree of amplification required from the
binding signal to the turning signal and how the signal transduction path-
ways mediating attraction may differ from those mediating repulsion. The
model also suggests that the response to attractive and repulsive gradients
may not be entirely symmetric.
2 The Model
We consider an idealized growth cone consisting of a two-dimensional semi-
circular body from which several one-dimensional filopodia extend (see
Figure 1A). Both the (one-dimensional) surface of the growth cone body
and the filopodia are covered with receptors at random locations. The prob-
ability pi for receptor i to be bound is given by pi = Ci/(Ci + KD), where
Ci is the external ligand concentration at the position of receptor i and KD
is the dissociation constant for the receptor-ligand complex. At each time
step, the state of each receptor (bound or unbound) is updated by random
assignment with this probability. Receptor binding is averaged within a lo-
cal region (hereafter referred to as a bin), with bins equally spaced around
the growth cone. Receptor binding is then divided by the total number of
receptors in that bin to give the fraction of bound receptors per bin, b(θ).
This binding signal is assumed to establish a shallow internal gradient of an
intracellular signaling molecule. This shallow gradient by itself is insuffi-
cient to generate the degree of turning shown by real axons in gradients (see
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Figure 1: The model. (A) Model growth cone. The small circles represent recep-
tors, which are distributed randomly on the surface of both the growth cone
and the filopodia. (B) Schematic example of the internal signaling gradient gen-
erated after amplification. An attractive external ligand gradient points to the
right of the growth cone, and the concentration at the center of the growth cone
is KD. Solid line: no amplification (i.e., b(θ)). Dashed line: amplification= 5 (i.e.,
b5(θ)). Dash-dotted line: amplification= 10 (i.e., b10(θ)). Note that the larger the
amplification, the higher the probability is that a new filopodium will be gener-
ated on the right rather than the left of the growth cone (though there is always
a nonzero probability of a filopodium appearing at any angle). For clarity, a
fractional change in concentration of 50% across the growth cone is shown; the
gradients actually used in the model are much shallower than this.
section 3). We therefore further assume that there is an amplification step
between this gradient and the probability of generating a new filopodium.
In reality, this amplification arises from a complex network of intracellular
signalling (Parent & Devreotes, 1999; Song & Poo, 2001; Guan & Rao, 2003).
The precise details of this network are not yet well understood for growth
cones; we simply assume that its ultimate effect is to raise the shallow in-
ternal gradient to a power n (see Figure 1B; this is somewhat analogous
to the standard assumption in many neural network models that the out-
put of a neuron is simply a sigmoid function of its input (Haykin, 1999)).
This amplified gradient then gives the probability P(θ) of generating a new
filopodium in each bin, that is, P(θ) ∝ bn(θ) in the attractive case. For re-
pulsive ligand gradients, an inversion step is required. We consider three
forms: P(θ) ∝ (1 − b(θ))n, P(θ) ∝ 1 − bn(θ), and P(θ) ∝ b−n (see section 5).
The bin from which a new filopodium will extend is then chosen from this
probability distribution, and a new filopodium is extended from a position
chosen from a uniform distribution within this bin. At the same time, the
oldest filopodium is retracted, maintaining a constant number of filopodia
on the growth cone. The growth cone then moves a constant small distance,
mostly in the forward direction but with a slight deviation to one side or
the other (a rate of growth that depends on the concentration of factor could
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be added as appropriate). This deviation is in the direction defined by the
net pull of the filopodia. The entire cycle of receptor binding, internal gra-
dient establishment, amplification, bin selection, filopodia generation, and
directed movement is then repeated. We have investigated two versions of
the model. In the angle version, the distance the growth cone moves for-
ward at each time step is constant, and the deviation is toward the mean
angle of the filopodia. In the force version, the distance moved and devia-
tion are proportional to the force exerted by the filopodia, assuming each
pulls equally along its length. The results generated by these two versions
of the model are very similar, and we therefore present results only for the
simpler angle model (see also section 4).
2.1 Parameters. Unless otherwise stated, the parameter values used to
generate the data shown in section 3 were those listed below and in Ta-
ble 1, which also lists some typical values from the experimental literature.
This list represents a small fraction of the quantitative data in the literature,
and in some axon guidance contexts, different parameter values would be
appropriate. Additional parameter values were as follows. The number of
receptors on the growth cone was 3000 in total, with 100 each per filopodium
(1500 total on filopodia) and the remaining 1500 distributed on the body of
Table 1: Parameters Used in the Model.
Parameter Model Experimental Axon Type Substrate References
Value Values
Growth cone 20 18 DRG Glass, PLL Bray & Chapman, 1985
width (microns) 10 Xenopus spinal Glass Zheng et al., 1996
Growth cone 20 20±2, 18±4 PC12, SCG Collagen Aletta & Greene, 1988
speed 18–24 Xenopus spinal Glass Zheng, 2000
(microns/hour) 35–45 Zebrafish retinal In vivo Hutson & Chien, 2002
11–18 (turning) Xenopus spinal Glass Zheng et al., 1996
40 (not turning)
Number of 15 4–6 Zebrafish retinal In vivo Hutson & Chien, 2002
filopodia per 6 LBD, SND In vivo Kim, Kolodziej, &
Chiba, 2002
growth cone 8–20 Xenopus spinal Glass Zheng et al., 1996
Filopodium 10 10–25 PC12, SCG Collagen Aletta & Greene, 1988
length (microns) 6.9±0.4 DRG Glass, PLL Bray & Chapman, 1985
5–15 Aplysia PLL Goldberg &
Burmeister, 1986
3–4 Zebrafish retinal in vivo Hutson & Chien, 2002
4–7 LBD, SND in vivo Kim, Kolodziej, &
Chiba, 2002
9 Xenopus spinal Glass Zheng et al., 1996
Filopodium 7.5 6 LBD, SND in vivo Kim et al., 2002
lifetime (min) 7.5 Xenopus spinal Glass Gomez, Robles, Poo,
& Spitzer, 2001
Notes: Parameter values used in the simulations reported here and some representative values from the
literature. Note that since the number of filopodia is assumed fixed, the filopodium lifetime determines
the size of each time step: for the parameters here, the time step is 30 seconds. DRG, dorsal root
ganglion; PLL, poly-L lysine; SCG, superior cervical ganglion.
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the growth cone. The number of angle bins was 25 (an average of 120 re-
ceptors per bin). The ligand concentration was equal to KD at the starting
point of each growth cone trajectory. The concentrations of diffusible attrac-
tants encountered by axons in vivo are generally unknown, but KD is the
concentration at which growth cones are expected to be maximally sensi-
tive to gradients (Tranquillo, 1990). The gradient was exponential, with a
steepness (expressed as percentage change in ligand concentration across
10µm) varying from 0.1% to 10%. The new orientation of the growth cone
is equal to 0.97 times the previous orientation, plus 0.03 times the average
angle of the filopodia. This value controls how quickly the axon reorients in
response to changes in filopodia distribution. Values much lower than 0.97
produced trajectories for long-term responses that were more convoluted
than those observed experimentally. The length of each time step was 30
seconds, and the distance moved forward in this time was 1/6 µm (equiv-
alent to 20 µm/hour). At successive time steps, the growth cone makes a
statistically independent measurement of the concentration in each bin. For
diffusion-limited receptor-binding kinetics, the minimum time between sta-
tistically independent concentration measurements can be estimated to be
the radius of the sensing device squared divided by the diffusion constant
(Berg & Purcell, 1977). For diffusion constants in the range 10−6 to 10−7
cm2/sec, this time is between 1 and 10 seconds, which as required is less
than the time step used in the model. Each individual axon was initialized
with a different random seed and a different initial distribution of filopodia.
The total time simulated was 2 hours for “short” trajectories and 40 hours
for “long” trajectories.
3 Results
Our model represents the main steps that may occur inside the growth cone
to convert a shallow external ligand gradient to directed movement (see
Figure 1). The gradient of receptor binding over the surface of the growth
cone produces a difference in the likelihood that filopodia will be gener-
ated on one side of the growth cone compared to the other. This difference
could arise, for example, from an internal gradient in actin polymerization
or bundling triggered by a gradient of an intracellular signaling molecule.
In each time step, the growth cone moves forward and turns slightly to-
ward the net direction of the filopodia, due either to the forces generated
by filopodial adhesions or the asymmetric effects of the filopodia on micro-
tubule dynamics. Two crucial components in the conversion from the initial
shallow gradient to the gradient of probability in filopodium generation are
amplification and inversion. Amplification is the process that steepens the
initial gradient so that it is effective for guidance (illustrated in Figure 1B).
Inversion is required for repulsive ligand gradients: besides being ampli-
fied, the direction of the initial shallow gradient must now be reversed so
Axonal Response to Gradients 2227
that filopodia are more likely to be generated on the down-gradient side of
the growth cone than the up-gradient side.
Growth cones can display a wide variety of behaviors in different con-
texts. For instance, a single filopodial contact can sometimes cause a com-
plete redirection of the growth cone (O’Connor et al., 1990). Our concern
was to model two specific well-characterized behaviors of axons growing
in or on a uniform substrate: a rapid turn in response to a steep external
ligand gradient and a slow turn in response to a shallow external ligand
gradient. Experimental data for the first case come primarily from Poo and
colleagues (Zheng et al., 1994, 1996; Ming et al., 1997, 2002; de la Torre et al.,
1997; Song et al., 1997, 1998; Hong et al., 1999, 2000; Zheng, 2000; Nishiyama
et al, 2003). By slowly ejecting a chemotropic factor from a pipette near to
a growth cone growing on a two-dimensional substrate covered in fluid
medium, gradients are established of steepness 5% to 10% over 10 µm at
the growth cone (Zheng et al., 1994). Under appropriate conditions, the ax-
ons turn toward (or away from) the pipette on a timescale of the order of 1
hour. Experimental data regarding the long-term response of axons to shal-
low gradients come from the 3D collagen gel assay (e.g., Lumsden & Davies,
1983, 1986; Tessier-Lavigne et al., 1988; Colamarino & Tessier-Lavigne, 1995;
Keynes et al., 1997; Richards et al., 1997; Varela-Echavarria et al., 1997; Brose
et al., 1999; Braisted et al., 2000; Caton et al., 2000; Patel et al., 2001; Nguyen
Ba-Charvet et al., 2001; Shu & Richards, 2001; Anderson et al., 2003; Charron
et al., 2003). Here, a target explant of factor-secreting tissue or a block of, for
example, 293T cells transfected with the factor is placed close to an explant
containing the neurons under investigation. Under appropriate conditions,
axons emerge from the latter explant and grow preferentially toward (or
away from) the target on a timescale of the order of 1 day. This is generally
interpreted to mean that the factor has diffused from the target into the
collagen, creating a gradient (Goodhill, 1997, 1998), though such gradients
have not been directly measured.
To investigate the behavior of the model for short trajectories in a steep
attractive gradient, we simulated 100 axons, each starting from the origin
and initially moving in the positive y direction (see Figure 2). An exponen-
tial gradient with a fractional change of either 0% or 5% per 10 µm was
present directed along the x-axis, at an angle of 90 degrees to the initial
trajectory. Parameter values are given in section 2, and the relationship be-
tween filopodial initiation probability P and receptor binding b was given
by P ∝ bn. Figures 2A and 2B show a typical set of trajectories for an am-
plification factor n = 10 for zero gradient and a 5% gradient, respectively
(Zheng et al., 1994, 1996; Ming et al., 1997, 2002; de la Torre et al., 1997;
Song et al., 1997, 1998; Hong et al., 1999, 2000; Zheng, 2000) Analysis of the
model below shows that any combination of amplification and steepness
with the same product (e.g., n = 5, steepness = 10%) would produce ap-
proximately the same effect. Figure 2C shows the cumulative distribution
of final turning angles for zero gradient, amplification = 10, and for a 5%
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Figure 2: Short axon trajectories generated by the model. An attractive gradient
of steepness 0% (A) or 5% (B) points to the right. One hundred simulated axons
are shown, each starting from a different random seed. Amplification = 10 in
both cases. Growth cones themselves are not drawn. (C) Cumulative distribution
of final axon turning angles. The left-most curve is for zero gradient; the other
three curves moving from left to right are for a 5% gradient with amplification
= 1,5,10. (D) Mean x displacement of each population of 100 axons as a function
of time. The four curves from bottom to top correspond to the four curves from
left to right in C.
gradient, amplification = 1,5,10. An alternative measure of the response to
the cumulative distribution is the mean distance each population of axons
has moved in the x direction as a function of time (see Figure 2D). For am-
plification = 1, only a modest degree of turning up the gradient is seen, and
there is a wide spread in trajectories, while for amplification = 10, there is
more robust turning and a smaller spread of trajectories. It is thus clear that
amplification in the range 5 to 10 in the model is necessary to reproduce the
behavior of axons seen experimentally. We also investigated the sensitivity
of the model to the number of filopodia used in the range 5 to 25 (data not
shown); there were no significant changes in the observed behavior. The
model is somewhat sensitive to the total number of receptors on the growth
cone. The mean x displacement after 2 hours increased slightly as recep-
Axonal Response to Gradients 2229
A B
0 2 4 6 8 10
0
5
10
15
20
25
30
Gradient steepness (%)
M
ea
n 
x 
di
sp
la
ce
m
en
t (
m
ic
ro
ns
)
0.001 0.01 0.1 1 10 100 1000
0
5
10
15
20
Concentration/Kd
M
ea
n 
x 
di
sp
la
ce
m
en
t (
m
ic
ro
ns
)
M
ea
n 
x 
di
sp
la
ce
m
en
t (
m
ic
ro
ns
)
M
ea
n 
x 
di
sp
la
ce
m
en
t (
m
ic
ro
ns
)
M
ea
n 
x 
di
sp
la
ce
m
en
t (
m
ic
ro
ns
)
C
0 10 20 30 40 50 60
0.1
0.5
1
2
3
4
5
6
7
8
9
10
Turning time (mins)
G
ra
di
en
t s
te
ep
ne
ss
 (%
)
Figure 3: Statistics of short axon trajectories. (A) Mean × displacement after 2
hours as a function of gradient steepness. Error bars are standard error in the
mean (SEMs) averaged over 100 axons per run. The three curves are amplifi-
cation = 1,5,10 from bottom to top. (B) Mean x displacement as a function of
concentration at the growth cone, for amplification = 1,5,10. Error bars are SEMs
averaged over five runs of 100 axons per run. (C) Gradient steepness versus turn-
ing time. Solid lines are amplification = 1 to 10 moving from right to left. Dashed
line: amplification = 100. Dotted line: theoretical prediction based on thermal
noise from Berg and Purcell (1977). Dot-dash line: theoretical prediction based
on receptor noise from Tranquillo (1990).
tor numbers increased above 3000 and decreased significantly as receptor
numbers decreased below 1000 (data not shown).
The model produces specific predictions for how the axonal response
to gradients varies with gradient steepness and with absolute concentra-
tion (Goodhill, 1998; Goodhill & Urbach, 1999). Figure 3A plots the mean
x displacement after 2 hours as a function of (attractive) gradient steep-
ness for amplification = 1,5,10. As expected, the mean x displacement in-
creases with increasing gradient steepness. Figure 3B plots x displacement
as a function of the concentration at the starting position of the growth
cones for amplification = 1,5,10. It can be seen that the response drops off
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away from C = Kd. For high concentrations, most receptors are bound
most of the time, whereas for low concentrations, hardly any receptors
are bound, and in neither case is it possible to detect a small difference
in average binding between the two sides of the growth cone. This roughly
matches data for leukocyte chemotaxis (Zigmond, 1977), and for growth
cones using a new experimental assay we have recently developed (Rosoff
et al., 2004).
In order to compare the behavior of the model with theoretical predic-
tions regarding gradient detection by small sensing devices, we simulated
gradient steepness versus turning time, defined as the first time at which
the mean x displacement exceeds the standard deviation of x displacement
(see Figure 3C). As expected, the greater the amplification, the shorter is
the turning time for a given gradient steepness. Also shown in Figure 3C is
the theoretical prediction of Berg and Purcell (1977), as applied to growth
cones (Goodhill & Urbach, 1999). This model calculates the unavoidable
thermal fluctuations in the local concentration of chemoattractant, and thus
the minimum possible detectable gradient steepness. Here, turning time is
taken to be the time over which the sensing device averages concentration
measurements before making a decision about the direction of the gradient.
There are at least three effects that reduce the senstivity of our model be-
low the theoretical maximum. One effect is the randomness arising from the
generation of new filopodia (see section 2), which is included to model intra-
cellular noise. This effect can be effectively elimated by using an extremely
high value of the amplification, such as that used to generate the dashed line
(amplification = 100). A second effect is the noise arising from the inherently
stochastic receptor binding. Another curve in Figure 3C shows the maxi-
mum possible turning time after allowing for receptor noise (Tranquillo,
1990). Finally, at short times, the turning time is limited by the fact that the
growth cone can reorient a relatively small amount in each time step (see
section 2; without this inertia, the trajectories are highly irregular and do
not match those seen in experiments).
Besides being attracted by molecular gradients, axons can often also
be repelled by these gradients (Song et al., 1997, 1998; Song & Poo, 2001;
Nishiyama et al., 2003). We used the same model parameters for repulsion
as for attraction, except that now filopodia are preferentially generated on
the side of the growth cone facing down the gradient. Figure 4A shows re-
pulsive turning when the the probability of generating a new filopodium
is given by P(θ) ∝ (1 − b(θ))n (5% gradient to the right, amplification =
10). Figure 4B shows response as a function of concentration. This curve is
similar to that for attractive turning shown in Figure 3B, except reversed:
in the repulsive case, sensitivity drops off faster at low concentration than
high concentration, whereas the opposite is true for attraction. We also in-
vestigated P(θ) ∝ b−n and P(θ) ∝ (1− bn(θ)) (data not shown). The former
case produced a response as a function of concentration very similar to the
attractive case, while the latter case produced very little turning. The bio-
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Figure 4: Short trajectories in a repulsive gradient. (A) As before, the gradient
increases to the right (steepness = 5%, amplification = 10). (B) The repulsive
response as a function of concentration for amplification = 1,5,10. Note the mirror
symmetry between B and Figure 3B.
logical implementation of these different forms for P(θ) is considered in the
section 5, and their mathematical properties are analyzed below.
Although simulating the short-term response of axons in a steep gra-
dient allows comparison with experiments using the pipette assay, more
relevant to understanding the behavior of axons in vivo are simulations of
the long-term response of axons to shallow gradients, as in 3D collagen gels
(Lumsden & Davies, 1983, 1986; Tessier-Lavigne et al., 1988; Colamarino
& Tessier-Lavigne, 1995; Keynes et al., 1997; Richards et al., 1997; Varela-
Echavarria et al., 1997; Brose et al., 1999; Braisted et al., 2000; Caton et al.,
2000; Patel et al., 2001; Nguyen Ba-Charvet et al., 2001; Shu & Richards, 2001;
Anderson et al., 2003). Figure 5 shows results of the model after 40 hours of
simulated growth from an “explant,” giving axons of length 800 µm. One
hundred axons were initially distributed uniformly in a disk (explant) of ra-
dius 300µm, with random initial directions. The disks drawn in Figure 5 are
added simply to show the extent of the explant; as in the experimental case,
it obscures the initial trajectories of the axons until they leave the explant.
The trajectories are generated with the gradient increasing in the positive
y direction (upward in the figure: the actual gradient steepness present in
standard 3D collagen gel experiments is unknown). All other parameters
were as for the short trajectories above, with amplification = 10. The explants
generated by the model in this case resemble (at least qualitatively) explants
seen experimentally (Lumsden & Davies, 1983, 1986; Tessier-Lavigne et al.,
1988; Colamarino & Tessier-Lavigne, 1995; Keynes et al., 1997; Richards et
al., 1997; Varela-Echavarria et al., 1997; Brose et al., 1999; Braisted et al.,
2000; Caton et al., 2000; Patel et al., 2001; Nguyen Ba-Charvet et al., 2001;
Shu & Richards, 2001; Anderson et al., 2003). Figure 6A shows the mean y
displacement as a function of the concentration at the center of the explant.
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Figure 5: Long axon trajectories from an explant. Amplification = 10, time simu-
lated = 40 hours. Gradient points upward, with the steepness indicated for each
row. Each column represents a different random seed (the same within each
column).
Again, sensitivity decays faster at high concentrations than low concentra-
tions. Figure 6B shows the analogous result in a repulsive gradient with the
same parameters, using the P(θ) ∝ (1 − b(θ))n form. Again, sensitivity de-
cays faster at low concentrations than high concentrations. Figure 6C shows
mean y displacement as a function of gradient steepness.
4 Analysis of the Model
Here we analyze certain aspects of the behavior of our model mathemati-
cally: the trajectory of the initial turn up the gradient and the concentration
dependence of the sensitivity.
4.1 Calculation of Trajectories. The model is fundamentally stochastic:
receptor binding is probabilistic, as is the position at which a new filopodium
is generated (biased by the direction of maximum binding). However, for a
simplified and deterministic version, a closed-form solution for the initial
turn can be derived. Consider the “bare” (no filopodia) growth cone shown
in Figure 7A, being attracted by an exponential gradient along the x axis
of form C = C0eαx. (Refer to Table 2 for terminology.) The average binding
b(θ) at each position on the growth cone is given by
b(θ) = C0e
α(x+r sin(θ+φ))
KD + C0eα(x+r sin(θ+φ)) .
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Figure 6: Analysis of long axon trajectories from an explant. Amplification =
10, time simulated = 40 hours. (A,B) Mean y displacement as a function of
concentration at the center of the explant (A = attraction, B = repulsion). The
three curves in each case are (from top to bottom) for steepness = 1%, 0.5%, and
0.1%. (C) Mean y displacement as a function of gradient steepness (top line,
amplification = 10; bottom line, amplification = 5).
For shallow gradients, small α, bn(θ) is approximately
bn(θ) =
[
C¯eαx
1+ C¯eαx
]n [
1+ nαr
1+ C¯eαx sin(θ + φ)
]
.
Define a normalized and amplified probability distribution:
B(θ) = b
n(θ)∫ +π/2
−π/2 bn(ψ)dψ
.
Then
B(θ) =
1+ nαr
1+C¯eαx sin(θ + φ)
π + 2nαr sinφ
1+C¯eαx
≈ 1
π
[(
1− 2nαr sinφ
π(C¯eαx + 1)
)
+ nαr sin(θ + φ)
C¯eαx + 1
]
.
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Table 2: Terminology for the Analysis of the Model.
Parameter Definition
r Growth cone radius
φ Angle of growth cone relative to coordinate frame
θ Angle over the growth cone surface ∈ [−π/2, π/2]
C¯ Ligand concentration normalized by KD (dimensionless)
C0 Ligand concentration at the origin
α Gradient steepness, where concentration = C0eαx
b(θ) Receptor binding as a function of θ
B(θ) Normalized and amplified binding density
n Amplification parameter
η Time step in differential equation for φ
 Time step in differential equation for x, y
k 2ηnαr
π(1+C¯)
The binding-weighted direction 〈θ〉 specified by this distribution is first to
order in α and assuming nα is still small:
〈θ〉 =
∫ +π/2
−π/2
ψB(ψ)dψ ≈ 2nαr
π(C¯eαx + 1) cosφ. (4.1)
We now regard this as a small increment in the angle φ of the growth cone
at each time step, that is, φ˙ ∝ 〈θ〉. This leads to the set of coupled differential
equations
φ˙ = η 2nαr
π(C¯eαx + 1) cosφ, x˙ =  sinφ, y˙ = cosφ,
where η and  are small. These equations are analytically intractable. How-
ever, for this deterministic version of the model, it is reasonable to assume
that the background concentration does not change significantly over the
length of the initial turn. That is, we can assume eαx ≈ 1 for the initial turn.
The equation for φ˙ then becomes simply
φ˙ = η 2nαr
π(C¯+ 1)cosφ.
Assuming φ(0) = 0, that is, the initial direction of the growth cone is per-
pendicular to the gradient as in our simulations, this has the solution
φ = arcsin [tanh(kt)] ,
where k = 2ηnαr
π(1+C¯) . Solving the equations for x˙ and y˙ using this expression
yields the following parametric trajectory:
x(t) = 
k
ln(cosh(kt)),
y(t) = 2
k
arctan(tanh(kt/2))cosh(kt)
√
1− tanh2(kt).
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Figure 7: Analysis of the model. (A) Schematic of the terminology used in the
analysis. (B) Comparison of simulated trajectories (black lines; mean trajectory
is solid white line) with the prediction of the analysis (dashed white line).
Figure 7 compares this predicted trajectory for typical parameters with the
actual trajectories produced by simulations of the full stochastic model. The
solid white line in Figure 7B is the mean of the set of trajectories simulated
with the full model, while the dashed white line is the trajectory generated
by the closed-form solution above: there is a good match.
This analysis reveals that k ∝ nαr
1+C¯ is a key determinant of the rate of
turning. Any combination of n, α, and r that has the same product will have
the same rate of turning. Thus, doubling the gradient steepness is equivalent
to doubling the amplification, or doubling the width of the growth cone,
and so on.
In the force version of the model, the total pull is the vector sum of
the forces exerted by the filopodia. The total filopodial force can then be
decomposed into a forwards (in the current direction of the growth cone)
and turning (orthogonal to the current direction) force. The expected values
of these forces are given by 〈B(θ)cos(θ)〉 and 〈B(θ) sin(θ)〉, respectively. For
the turning force, we have
〈B(θ) sin(θ)〉 =
∫ π/2
−π/2
B(ψ) sin(ψ)dψ = nαr
2(C¯eαx + 1)cosφ.
This is exactly the same as the equivalent equation for the “angle” version
of the model (see equation 4.1), except for the replacement of 2/π by 1/2.
This demonstrates analytically that the force and angle models generate
very similar trajectories.
4.2 Gradient Sensitivity. The concentration dependence of the gradi-
ent sensitivity can be understood from a first-order approximation of the
concentration dependence of the filopodia initiation probability, B(C), near
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the average concentration at the growth cone, Co. By Taylor expansion,
B(C) ≈ B(Co)+ (C− Co) dB(C)dC
∣∣∣∣
C=Co
= B(Co)
(
1+ (C− Co)
Co
Co
B(Co)
dB(C)
dC
∣∣∣∣
C=Co
)
.
We have studied the concentration dependence of the sensitivity for gradi-
ents with constant fractional change across the growth cone, so the variation
in the quantity C−CoCo across the growth cone is comparable at all concentra-
tions. In addition, the normalization condition requires that
∫ θmax
θmin
B(Co) = 1,
so the dependence on concentration and amplification of the effective gain
Gef f is determined by Gef f ≡ CoB(Co)
dB(C)
dC
∣∣∣
C=Co
. By the chain rule,
Gef f = CoB(Co)
dB
db
∣∣∣∣
b(Co)
db
dC
∣∣∣∣
Co
.
For brevity, we now drop the subscript from Co. The last term in the expres-
sion above comes from the variation of the receptor binding with concen-
tration and is independent of the form of the amplification:
db
dC
= Kd
(C+ Kd)2
= b2 Kd
C2
.
Note that this function is approximately constant for C  Kd and falls off
rapidly when C is larger than Kd, as a consequence of the receptor saturation.
For the first form of amplification considered, B(b) = A ∗ bn, where A is the
normalization constant,
Gef f =
(
C
Abn
)(
nAb(n−1)
)(
b2
Kd
C2
)
= nKd
C+ Kd
. (4.2)
For C  Kd, Gef f ≈ n, while for C  Kd, Gef f ≈ nKd/C. Thus, the ampli-
fication is effective at low concentrations, although the overall sensitivity
drops, presumably because of statistical noise. At high concentrations, the
amplification is ineffective because of the receptor saturation mentioned
above.
For the first type of repulsion, B(b) = A ∗ (1− b)n, we find
Gef f = −n ∗ (Kd/C) ∗ b
2
(1− b) = −n
C
C+ Kd
.
This looks just like equation 4.2, with C/Kd substituted for Kd/C and a change
of sign. This relationship is a consequence of the fact that changing from b to
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1− b is formally equivalent to switching from amplifying bound receptors
to amplifying unbound receptors.
Finally, for B(b) = A ∗ (1− bn),
Gef f = −n ∗ (Kd/C) ∗ b
(n+1)
(1− bn) = −n
(
Kd
C+ Kd
)(
Cn
(C+ Kd)n − Cn
)
.
For C  Kd, Gef f ≈ −n(C/Kd)n, while for C  Kd, Gef f ≈ −1.
5 Discussion
Our model demonstrates that both the short-term response of axons to steep
gradients and the long-term response of axons to shallow gradients can be
reproduced from a set of relatively simple assumptions. The model makes
specific and quantitative predictions for the amount and type of ampli-
fication of the binding signal required, the way the response varies with
gradient steepness and with ligand concentration, how the turning in at-
tractive gradients may differ from turning in repulsive gradients, and how
intracellular signaling may vary between these two cases. The model also
captures surprisingly well the degree of variability of axonal responses seen
experimentally. While the majority of axons appear to be influenced by the
gradient, some do not, even in the case of long trajectories. In experimen-
tal assays, a heterogeneous response is usually attributed to the presence
of a heterogeneous population of axons. An alternative explanation sug-
gested by our simulation data is that, at least in some cases, the stochastic
nature of filopodium generation sometimes directs axons on an apparently
unresponsive trajectory.
How might the sequence of events that leads to growth cone turning
in the model be implemented biologically? As long as the products of the
signaling cascade (Mueller, 1999; Song & Poo, 2001; Yu & Bargmann, 2001;
Guan & Rao, 2003) do not diffuse too rapidly, a shallow internal gradient
(e.g., of G-protein signaling) will follow directly from the gradient in recep-
tor binding. Amplification of this gradient can come from the cooperativity
of receptor binding and from autocatalytic behavior, for instance, involv-
ing Ca2+ (Zheng, 2000; Gomez & Spitzer, 2000; Hong et al., 2000; Gomez,
Robles, Poo, & Spitzer, 2001), and activator-inhibitor dynamics (Meinhardt,
1999; Song & Poo, 2001). A gradient of activation of small GTPases of the
Rho family (Hall, 1998), perhaps acting via Cdc42, could then produce a
gradient of actin polymerization, with new filopodia more likely to sprout
where the polymerization is enhanced. The positions of the filopodia are
coupled to the direction of growth cone advance through adhesions be-
tween the filopodia and the substrate, and coupling between retrograde
F-actin flow and microtubule extension (Suter & Forscher, 2000; Zhou et al.,
2002). Our model assumes that the overall rate at which new filopodia form
is independent of the receptor binding (see Zheng, 2000). Since the outputs
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of the signaling cascade enhance or depress actin polymerization locally,
some other process must be utilized to keep the overall level of polymeriza-
tion constant. Such global effects could come from competition for limited
resources for actin polymerization or from activator-inhibitor dynamics.
Experimental data suggest that the same pathways may be involved in
both attractive and repulsive responses (Song & Poo, 2001; Yu & Bargmann,
2001). The most straightforward way to generate a repulsive response in
our model is to effectively switch the roles of bound and unbound recep-
tors by replacing P(b) ∝ bn with P(b) ∝ (1 − b)n. A possibly more realistic
way of implementing this involves the silencing of an attractive response by
heteromeric receptor complexes, such as the interaction of DCC and UNC-5
in netrin signaling (Yu & Bargmann, 2001), where the attractive function
of DCC is silenced by interaction with the UNC-5/netrin complex. If an
attractive signaling complex (e.g., netrin/DCC) is saturated, the amount of
intracellular signaling will decrease as the proportion of silencing receptors-
ligand complexes (UNC-5/netrin) increases. Alternatively, the products of
the amplified cascade could depress rather than enhance polymerization
activity. As shown in section 4.2, the chemotactic response is primarily de-
termined by the first derivative of the amplification function, and thus the
form P(b) ∝ b−n produces a repulsive response approximately equal and
opposite to the attractive response produced by bn. This could arise from a
Ca2+ set point (Gomez & Spitzer, 2000; Petersen & Cancela, 2000) for opti-
mum axon outgrowth: the polymerization gradient is in the same direction
as the Ca2+ gradient when the Ca2+ level is below the set point, and in the
opposite direction when the level is above the setpoint (see Zheng, 2000;
Hong et al., 2000).
Experimental measurements of the concentration dependence of attrac-
tive and repulsive chemotactic sensitivities should be able to distinguish
between the different types of attractive and repulsive amplification con-
sidered here. This could be done with both the pipette assay and the collagen
gel assay we have recently developed (Rosoff et al., 2004). Given the number
of systems where the switch has been observed (Song & Poo, 2001; Yu &
Bargmann, 2001; Guan & Rao, 2003), it is quite possible that more than one
type of behavior will be observed. We have chosen mathematical models for
intracellular amplification that are relatively simple and realistic. As the sig-
nal transduction pathways become more fully elucidated, it will be possible
to directly calculate from chemical kinetics the transformation between re-
ceptor binding and filopodia initiation probability. This transformation will
undoubtedly depend on a variety of factors, but is likely to share the basic
characteristics of one or more of the general forms we have considered here.
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