The central limit theorem for Markov chains generated by iterated function systems consisting of orientation-preserving homeomorphisms of the interval is proved. We study also ergodicity of such systems.
Introduction
Random dynamical systems in general and iterated function systems in particular have been extensively studied for many years (see [2, 10, 19] and the references given there). This note is concerned with iterated function systems generated by orientation-preserving homeomorphisms on the interval [0, 1]. It contains a simple proof of unique ergodicity on the open interval (0, 1) for a wide class of iterated function systems. At first this phenomena was proved by L. Alsedá and M. Misiurewicz for some function systems consisting of piecewise linear homeomorphisms (see [1] ). More general iterated function systems were considered by M. Gharaei and A. I. Homburg in [15] . Recently D. Malicet obtained unique ergodicity as a consequence of the contraction principle for time homogeneous random walks on the topological group of homeomorphisms defined on the circle and interval (see [26] ). His proof, in turn, is based upon an invariance principle of A. Avila and M. Viana (see [3] ).
The second main objective of this note is to establish a quenched central limit theorem for random interval homeomorphisms. The proof is based on the Maxwell-Woodroofe approach for ergodic stationary Markov chains (see [27] ) which generalises the martingale approximation method due to M.D. Gordin and B.A. Lifšhits (see [16] ). Their result allows us to prove the central limit theorem for the stationary Markov chain (the annealed central limit theorem). On the other hand, using some coupling techniques we are able to evaluate the distance between the Fourier transform of the stationary and an arbitrary non-stationary Markov chain. Hence the quenched central limit theorems follows. Lately quenched central limit theorems have been proved for various non-stationary Markov processes in [22, 17, 24 ] (see also [11] ). For more information we refer the readers to the book by T. Komorowski et al. [21] , where a more detailed description of recent results is provided. Many results were formulated for Markov processes with transition probabilities satisfying the spectral gap property in the total variation norm or, at least, in the Kantorovich-Rubinstein norm. Since such processes are asymptotically stable and, in particular, have a unique invariant measure, our system does not satisfy this property. Indeed, δ 0 and δ 1 are its invariant measures too.
The paper is organised as follows. In Section 2 we introduce notation. Section 3 is devoted to the proof of the unique ergodicity and stability of iterated function systems on (0, 1). Section 4 provides some auxiliary lemmas which are used in the proof of the main result (the quenched central limit theorem) in Section 5.
Notation
Let (S, d) be a metric space. By M(S) we denote the set of all finite measures on the σ-algebra B(S) of all Borel subsets of S and by M 1 (S) ⊆ M(S) we denote the subset of all probability measures on S. By C(S) we denote the family of all bounded continuous functions equipped with the supremum norm · . We shall write µ, f for S f dµ. An operator P : M(S) → M(S) is called a Markov operator if it satisfies the following two conditions:
A Markov operator P is called a Feller operator if there is a linear operator U : C(S) → C(S) such that U * = P , i.e.,
A measure µ * is called invariant for a Markov operator P if P µ * = µ * . If S is a compact metric space, then every Feller operator P has an invariant probability measure. For example, let µ ∈ M 1 (S) and define ν ∈ C(S) * by ν(f ) = LIM( 1 n n k=1 P k µ, f ), where LIM denotes a Banach limit. By the Riesz Representation Theorem ν(f ) = ν, f , where ν ∈ M 1 (S) is invariant.
An operator P is called asymptotically stable if it has a unique invariant measure µ * ∈ M 1 (S) such that the sequence (P n µ) converges in the weak- * topology to µ * for any µ ∈ M 1 (S), i.e., lim n→∞ P n µ, f = µ * , f for any f ∈ C(S).
In this paper we shall consider a special type of Feller operators. Assume that f i : [0, 1] → [0, 1] for i = 1, . . . , N are continuous transformations and let (p 1 , . . . , p N ) be a probability vector, i.e., p i ≥ 0 for all i = 1, .., N and
This Markov operator is a Feller operator and its predual operator U : C([0, 1]) → C([0, 1]) is given by the formula 1] ) and x ∈ [0, 1].
By induction we check that
Markov operators corresponding to random transformations have been intensively studied for many years. In particular, W. Doeblin and R. Fortet in [12] considered the case when the maps f i were strict contractions but the probabilities p i were dependent on position, but Lipschitz functions. S.R. Foguel and B. Weiss in [13] considered convex combinations of commuting contractions in Banach spaces. R. Sine in [29] studied random rotations of the unit circle with position dependent probabilities p i . In turn, the connections of random transformations to fractals have been discovered by J. Hutchinson in [18] . M. Barnsley and R. Demko coined the term iterated function systems for systems with contractions (see [5] ). In [6] the authors considered functions systems contractive on the average in the case where the state space S is locally compact (see also [25] ). Their result on asymptotic stability was extended to Polish spaces in [30] . Random transformations, more general than iterated function systems have been also studied, but for more details we refer the reader to Kifer's book (see [19] ).
We start with the following definitions. Definition 1. Let H + be the space of homeomorphisms f : [0, 1] → [0, 1] satisfying the following properties:
(i) f is increasing, (ii) f is a C 1 -function in the neighbourhood of 0 and 1.
Definition 2. Let {f 1 , . . . , f N } ⊆ H + be a finite collection of homeomorphisms and let (p 1 , . . . , p N ) be a probability vector such that p i > 0 for all i = 1, . . . , N .
The family (f 1 , . . . , f N ; p 1 , . . . , p N ) is called an admissible iterated function system if (i) for any x ∈ (0, 1) there exist i, j ∈ {1, . . . , N } such that f i (x) < x < f j (x), (ii) f ′ i (0) > 0 and f ′ i (1) > 0 and the Lyapunov exponents at both points 0, 1 are positive, i.e.,
We set Σ = {1, ..., N } N and Σ n = {1, . . . , N } n for n ∈ N. Put Σ * = ∞ n=1 Σ n . Clearly, a probability vector (p 1 , . . . , p N ) on {1, . . . , N } defines the product measures P, P n on Σ and Σ n for n ∈ N, respectively. The expected value with respect to P is denoted by E. For any n ∈ N and i = (i 1 , i 2 , . . .) ∈ Σ we set i |n = (i 1 , i 2 , . . . , i n ). In the same way we define i |n for i = (i 1 , . . . , i k ) ∈ Σ k with k ≥ n. Additionally, we assume that i |0 is the empty sequence for any i ∈ Σ ∪ Σ * . For a sequence i ∈ Σ * , i = (i 1 , . . . , i n ), we denote by |i| its length (equal to n). We shall write
Let σ : Σ → Σ denote the shift transformation, i.e., σ((i 1 , i 2 , . . . .)) = (i 2 , i 3 . . .) for (i 1 , i 2 , . . .) ∈ Σ. If i = (i 1 , . . . , i n ) ∈ Σ * and j = (j 1 , . . . , j k ) ∈ Σ * , then by ij we denote the concatenation of i and j, i.e., the sequence (i 1 , . . . , i n , j 1 , . . . , j k ) ∈ Σ * .
If i ∈ Σ * and j ∈ Σ, then we can define concatenation ij of sequences i and j in the same way, obtaining the sequence from the space Σ. We write i ≺ j for
Let an admissible iterated function system (f 1 , . . . , f N ; p 1 , . . . , p N ) be given and let P be the corresponding Markov operator defined by formula (2.1). For every measure ν ∈ M 1 the law of the Markov chain (X n ) with transition probability π(x, A) = P δ x (A) for x ∈ [0, 1], A ∈ B([0, 1]) and initial distribution ν, is the probability measure P ν on ([0, 1] N , B([0, 1]) ⊗N ) such that: 1] ). The existence of P ν follows from the Kolmogorov Extension Theorem. The expectation with respect to P ν is denoted by E ν . For ν = δ x , the Dirac measure at x ∈ [0, 1], we write just P x and E x . Obviously P ν (·) = [0,1] P x (·)ν(dx) and E ν (·) = [0,1] E x (·)ν(dx). Observe that for n ∈ N and A 0 , . . . , A n ∈ B([0, 1]) we have
Consequently,
. . , f (in,...,i1) (x))P(di) and
for an arbitrary bounded Borel-measurable function H : [0, 1] n → C.
For α ∈ (0, 1) and M ≥ 1 we define the sets P − M,α , P + M,α , P M,α as follows:
Invariant measures
Let an admissible iterated function system (f 1 , . . . , f N ; p 1 , . . . , p N ) be given and let P be the corresponding Markov operator. The Markov operator P clearly admits two trivial invariant measures: δ 0 and δ 1 . In this section we prove the existence of a unique invariant measure µ ∈ M 1 ((0, 1)). Let us stress that this fact was already shown in [15] and our proof of existence of an invariant measure is just a repetition of the argument. However, the proof of uniqueness is new, more general and elementary. Similarly the proof of stability on the interval (0, 1). We start with the following lemma.
. . , f N ; p 1 , . . . , p N ) be an admissible iterated function system and let P be the corresponding Markov operator. Then there exist constants ε ∈ (0, 1 2 ), α, δ ∈ (0, 1) and M ≥ 1 such that P (P ± M,α ) ⊆ P ± M,α and
Proof. By the definition of an admissible iterated function system we can find positive numbers
Using the definition of derivative at points 0 and 1 we can choose ε < 1 2 such that (3.5)
for i = 1, . . . , N and x ≤ ε. Now we use the definition of derivative for functions f −1 1 , . . . , f −1 N at points 0 and 1 and correct the choice of ε to satisfy the conditions:
Writing the Taylor expansion of the function λ −α at 0 with respect to α we obtain λ −α = 1 − α log λ + o(α). Therefore, using (3.4) we can fix α ∈ (0, 1) and δ > 0 such that we have
Finally, put M = ε −α . This immediately implies condition (3.1). Now we are showing the invariance of P M,α . Let µ ∈ P − M,α and x ∈ (0, 1). We are going to show that
Analogous computations for P + M,α complete this part of the proof. We set λ k
for any n ∈ N.
By Chebyshev's inequality and (3.
Estimate (3.3) may be proved in the same way.
is an admissible iterated function system, then the corresponding Markov operator P has a unique invariant measure µ * ∈ M 1 ((0, 1)). Moreover µ * is atomless.
Proof. Existence. Let ε, α, δ, M be the positive constants given in Lemma 1. Then δ 1 2 ∈ P M,α and, by Lemma 1,
Since the family of measures P M,α is tight, there exists an accumulation point µ ∈ M 1 ([0, 1]) of the sequence (µ n ) in the weak- * topology. It is easy to check that µ ∈ P M,α , which obviously implies that µ({0, 1}) = 0. Moreover, the operator P is a Feller operator and henceforth the measure µ is invariant for P . This completes the proof of existence.
Uniqueness. Since for any x ∈ (0, 1) there exist i, j ∈ {1, . . . , N } such that f i (x) < x < f j (x), 0 and 1 belong to the support of every invariant measure µ ∈ M 1 ((0, 1)).
Assume, contrary to our claim, that there exist at least two different ergodic invariant measures µ 1 , µ 2 ∈ M 1 ((0, 1)). Then we may choose ξ ∈ (0, 1) such that, say, µ 2 ((0, ξ)) > µ 1 ((0, ξ)). Since µ 1 is ergodic, by the Birkhoff Ergodic Theorem we may choose x 1 ∈ (0, 1) such that
On the other hand, since µ 2 ((x 1 , 1)) > 0 (1 belongs to the support of µ 2 ), we can also choose
again by the Birkhoff Ergodic Theorem. But the functions f 1 , . . . , f N are increasing,
From this we conclude that µ 1 ((0, ξ)) ≥ µ 2 ((0, ξ)), which contradicts our assumption.
Finally assume, contrary to our claim, that µ * has an atom. Let a ∈ (0, 1) be such that µ * ({a}) = sup x∈(0,1) µ * ({x}) > 0. Since
i ∈ Σ * } for admissible iterated function systems is infinite. This, in turn, would imply that µ * ((0, 1)) = ∞. The proof is complete.
. . , p N ) be an admissible iterated function system and let P be the corresponding Markov operator. Let µ * ∈ M 1 ((0, 1)) be its unique invariant measure. Then for any measure µ ∈ M 1 ((0, 1)) we have
Proof. We follow [14] in defining some martingale. Namely, for ϕ ∈ C([0, 1]) we consider the sequence of random variables (ξ ϕ n ) defined on the probability space (Σ, P) by the formula
Since µ * is an invariant measure for P , we easily check that (ξ ϕ n ) is a bounded martingale and from the Martingale Convergence Theorem it follows that (ξ ϕ n ) is convergent P-a.s. Since the space C([0, 1]) is separable, there exists a subset Σ 0 ⊂ Σ with P(Σ 0 ) = 1 such that (ξ ϕ n (i)) is convergent for any ϕ ∈ C([0, 1]) and i ∈ Σ 0 . By the Riesz Representation Theorem for any i ∈ Σ 0 there exists a measure µ i ∈ M 1 ([0, 1]) such that Now we are going to show that µ i is supported at some point υ(i) ∈ [0, 1] for P-a.e. i ∈ Σ. To do this it is enough to show that for any ε > 0 there exists Σ ε ⊂ Σ 0 with P(Σ ε ) = 1 satisfying the following property: for every i ∈ Σ ε there exists an interval I of length |I| ≤ ε such that µ i (I) ≥ 1 − ε. Hence we obtain that µ i = δ υ(i) for all i from the setΣ 0 = ∞ n=1 Σ 1/n . Obviously P(Σ 0 ) = 1.
Fix ε > 0 and let a, b ∈ (0, 1) be such that µ * ([a, b]) > 1 − ε. Let l ∈ N be such that 1/l < ε/2. Since for any x ∈ (0, 1) there exists i ∈ {1, . . . , k} such that f i (x) < x, we may find a sequence (j n ), j n ∈ Σ * , such that f jn (b) → 0 as n → ∞. Therefore, there exist
for m ∈ {1, . . . , l}. Now observe that for any sequence u = (u 1 , . . . , u n ) ∈ Σ * there exists m ∈ {1, . . . , l} such that |f u (J m )| < 1/l < ε/2. This shows that for any cylinder in Σ, defined by fixing the first initial n entries (u 1 , . . . , u n ), the conditional probability that (u 1 , . . . , u n , . . . , u n+k ) are such that |f (u1,...,un,...,u n+k ) ([a, b])| ≥ ε for all k = 1, . . . , n * is less than 1 − q for some q > 0. Hence there exists Σ ε ⊂ Σ with P(Σ ε ) = 1 such that for all (u 1 , u 2 , . . .) ∈ Σ ε we have |f (u1,...,un) ([a, b])| < ε/2 for infinitely many n. Since [0, 1] is compact, we may additionally assume that for infinitely many n's the set f (u1,...,un) ([a, b]) is contained in some set I with |I| ≤ ε. Since µ * is an invariant probability measure and a, b ∈ (0, 1) are chosen in such a way that µ * ([a, b]) > 1 − ε, we obtain that µ i (I) ≥ 1 − ε. The proof of our assertion that µ i is supported at some point υ(i) ∈ [0, 1] for P-a.e. i ∈ Σ is finished.
To show that the sequence (P n µ) for µ ∈ M 1 ((0, 1)) converges weakly to µ * it is enough to prove, since the Lipschitz functions are dense in C([0, 1]), that for any Lipschitz function ϕ and arbitrary two points x, y ∈ (0, 1) we have lim n→∞ | P n δ x , ϕ − P n δ y , ϕ | = 0.
In fact, we would obtain then that
Fix x, y ∈ (0, 1) and let x < y. Fix ε > 0. Since µ * is invariant, by the proof of uniqueness in Theorem 1, 0 and 1 belong to its support and consequently µ * ((0, x)) > 0 and µ * ((y, 1)) > 0. We know by (3.8) that for P almost every i = (i 1 , i 2 , . . .) ∈ Σ the measures µ * • f −1 (i1,i2,...,in) , n ∈ N, converge weakly to δ υ(i) . Consequently, for every ε > 0, µ * • f −1 (i1,i2,...,in) ((υ(i) − ε/2, υ(i) + ε/2) ∩ (0, 1)) → 1 as n → ∞. Since µ * ((0, x)) > 0 and µ * ((y, 1)) > 0, there exist u n ∈ (0, x) and v n ∈ (y, 1) such that u n , v n ∈ f −1 (i1,...,in) ((υ(i) − ε/2, υ(i) + ε/2) ∩ (0, 1)) for all n sufficiently large. Hence f (i1,...,in) (u n ), f (i1,...,in) (v n ) ∈ (υ(i) − ε/2, υ(i) + ε/2) and consequently f (i1,...,in) (x), f (i1,...,in) (y) ∈ (υ(i) − ε/2, υ(i) + ε/2) for all n sufficiently large. Since ε > 0 was arbitrary, we obtain that for P-a.e. i = (i 1 , i 2 , . . .) ∈ Σ the following convergence holds:
By (2.2) and the fact that P n δ z , ϕ = U n ϕ(z) for z ∈ [0, 1] we have
where L is the Lipschitz constant of ϕ. We are going to show that the right hand side of the above inequality converges to 0 as n → ∞. To do this for i = (i 1 , . . . , i n , . . .) put g n (i) := |f in (x) − f in (y)|, where i n = (i 1 , . . . , i n ). Then g n (i) → 0 as n → ∞ for P almost every i ∈ Σ. By the construction of the probability measures P and P n , n ∈ N, we have
Since g n (i) depends only on the first n coordinates, we have Σ g n (i)dP(i) = Σn g n (i)dP n (i) = (i1,...,in)∈Σn
Therefore, by the Lebesgue theorem we obtain lim n→∞ (i1,...,in)∈Σn
..,in) (y)|p i1 · · · p in = 0 and inequality (3.9) completes the proof. On the other hand, the asymptotic stability in Theorem 2 raises the question whether we have then U n f → 0 as n → ∞. Unfortunately, we have not been able to answer the question, neither affirmatively nor negatively.
Corollary 1.
Under the assumptions of Theorem 2 we have:
(i) for every f ∈ C([0, 1]) we have the convergence of (U n f (x)) for every x ∈ [0, 1], (ii) for every f ∈ L 2 (µ * ) we have U n f − [0,1] f dµ * 2 → 0 as n → ∞.
Proof. (i) For x ∈ (0, 1) we have U n f (x) → [0,1] f dµ * by applying Theorem 2 to δ x . Since U n f (0) = f (0) and U n f (1) = f (1), we have the required convergence (not uniform since the limit may not be continuous).
(ii) Since µ * ({0, 1}) = 0, we have U n f − [0,1] f dµ * 2 → 0 as n → ∞ for every f ∈ C([0, 1]), by (i). Since U is a contraction of L 2 (µ * ), this implies (ii).
Auxiliary results
For abbreviation we set, for ε and δ of Lemma 1, 
Proof. Let α, δ, ε, M be the constants given in Lemma 1. Fix n ∈ N and x ∈ [ε n , 1], and let k ≥ ⌊ 4 √ n⌋. If x ≥ ε, then we have
where the last inequality follows from the fact that δ x ∈ P − M,α and P (P − M,α ) ⊆ P − M,α , by Lemma 1.
Assume now that x ∈ [ε n , ε). Set
Then we have
By the definition of E we see that δ f (i 1 ,...,im ) (x) ∈ P − M,α for (i 1 , . . . , i m ) ∈ E and from this also P k−m δ f (i 1 ,...,is ) (x) ∈ P − M,α for (i 1 , . . . , i m ) ∈ E. On the other hand, from Lemma 1 it follows that
Consequently, we have
. This and condition (4.1) completes the estimate for x ∈ [ε n , 1]. The estimate for y ∈ [0, 1 − ε n ] is proved in the same way. The proof is complete.
Observe that if (f 1 , . . . , f N ; p 1 , . . . , p N ) is admissible, then there are no nontrivial closed subintervals of (0, 1) invariant by {f 1 , . . . , f N }. We are now in a position to recall the contracting result obtained by D. Malicet in [26] . This theorem is crucial in the proof and in our setting may be stated as follows.
Theorem 3 (cf. Corollary 2.13 in [26] ). If (f 1 , . . . , f N ; p 1 , . . . , p N ) is an admissible iterated function system, then there exists q ∈ (0, 1) such that for every x ∈ (0, 1) and P-a.e. i ∈ Σ we have a neighbourhood I of x in (0, 1) satisfying
|f n i (I)| ≤ q n for every n ∈ N. Lemma 3. Let (f 1 , . . . , f N ; p 1 , . . . , p N ) be an admissible iterated function system and let a ∈ (0, 1 2 ). Then there exists r ∈ N and Ω ⊆ Σ with P(Ω) > 0 such that for
where q is the constant given in Theorem 3.
Proof. Fix a ∈ (0, 1/2) and choose x ∈ supp µ * ∩ (0, 1). From Theorem 3 we have q ∈ (0, 1), a neighbourhood I of x and Ω ⊆ Σ with P( Ω) > 0 such that |f n i (I)| ≤ q n for i ∈ Ω and n ∈ N.
Set b = inf I. We claim that there exists r ∈ N and a sequence (i 1 , . . . , i r ) ∈ Σ r such that f (i1,...,ir) ([a, 1 − a]) ⊆ I. Suppose, contrary to our claim, that for every r ∈ N and (i 1 , . .
for every r ∈ N. Since the iterated function system (f 1 , . . . , f N ; p 1 , . . . , p N ) is asymptotically stable and µ * is atomless, we have
, P r δ 1−a (I) → µ * (I) as r → ∞, by Alexandrov's theorem. This is a contradiction with the above inequality, for µ * (I) > 0. Now choose (i 1 , . . . , i r ) ∈ Σ r such that f (i1,...,ir ) ([a, 1 − a]) ⊆ I and define
We see at once that Ω satisfies the desired condition. The proof is complete. . . . , f N ; p 1 , . . . , p N ) be an admissible iterated function system and let α, δ, ε, M be the positive constants given in Lemma 1. Assume that J = [a, 1 − a] for some a ∈ (0, 1 2 ) such that M = ε −α < a −α 6 . Then there exist n 0 ∈ N such that for every integer n ≥ n 0
Proof. Let α, δ, ε, M be the positive constants given in Lemma 1. From Lemma 1 it follows that there exists n 0 ∈ N such that for n ≥ n 0 we have
From (3.1) and the fact that M = ε −α < a −α 6 we obtain
In the same way we may prove that for n 0 sufficiently large we have
for n ≥ n 0 .
Combining these two estimates we obtain that there exists n 0 ∈ N such that
The proof is complete.
Definition 3. Let A ⊂ Σ ∪ Σ * . We say that a sequence i ∈ Σ * is dominated by A if there exists j ∈ A such that i ≺ j. Additionally, we shall assume that the empty sequence is dominated by any A.
Lemma 5. Let A ⊂ Σ be such that P(A) ≥ β for some β > 0 and let k, n ∈ N with k < n. Then there exists a set A ⊂ Σ n such that P n (Σ n \ A) ≤ (1 − β) k and for any i ∈ A there exist i 1 , i 2 , . . . , i k ∈ Σ * such that i = i 1 i 2 · · · i k and for j = 1, . . . , k at least one of the sequences i j , σi j . . . , σ k−1 i j , is dominated by A.
Proof. Let k, n ∈ N, k < n and A ⊂ Σ with P(A) > 0 be given. Let β > 0 be such that P(A) ≥ β. Define B 1 := {i ∈ Σ n : i is dominated by A} and observe that P n (Σ n \ B 1 ) ≤ 1 − β. By C 2 denote the set of all i ∈ Σ * such that i is not dominated by B 1 but i ||i|−1 is dominated. If C 2 is empty, then putting i m to be the empty sequences for m = 2, . . . , k will finish the proof. In the other case define
where ij |n denotes the natural projection on Σ n of the concatenation of i and j.
Obviously, if i ∈ B 2 , then i = i 1 i 2 and for j = 1, 2 either i j or σi j is dominated by A.
Further, if B 1 , . . . , B l−1 are given for some l ≤ k, P n (Σ n \ (B 1 ∪ · · · ∪ B l−1 )) ≤ (1−β) l−1 and if i ∈ B m for m = 1, . . . , l−1, then i = i 1 · · · i m and at least one of the sequences i j , σi j , . . . , σ l−2 i j is dominated by A for j = 1, . . . , m. Define now the set C l of all i ∈ Σ * such that for some m = 1, . . . , l the sequences i, i ||i|−1 , . . . , i ||i|−m+1 are not dominated by B l−1 , but i ||i|−m is dominated. If C l is empty, then putting i m to be the empty sequence for m = l, . . . , k will finish the proof. In the other case define B l := {ij |n : i ∈ C l , j is dominated byA}. Observe that P n (Σ n \ (B 1 ∪ · · · ∪ B l ))
Moreover, from the definition of B l it follows that if i ∈ B l , then i = i 1 · · · i l and at least one of the sequences i m , σi m , . . . , σ l−1 i m for m = 1, . . . , l is dominated by A.
Taking l = k and setting A = B 1 ∪ · · · ∪ B k we finish the proof. Indeed, if i ∈ A there exist i 1 , i 2 , . . . , i k ∈ Σ * , some of them possibly empty sequences, such that i = i 1 i 2 · · · i k and for j = 1, 2, . . . , k at least one of the sequences i j , σi j , . . . , σ k−1 i j is dominated by A. The proof is complete.
The proof of the Central Limit Theorem
Let (f 1 , . . . , f N ; p 1 , . . . , p N ) be an admissible iterated function system and let P be the corresponding Markov operator. Let (X n ) be the Markov chain corresponding to P . This part of the paper is devoted to the proof of the quenched central limit theorem for the random process (ϕ(X n )), where ϕ is a Lipschitz function. The question of the quenched central limit theorem was raised, for reversible Markov chains, by C. Kipnis and S.R.S. Varadhan in [20] . M.D. Gordin and B.A. Lifšhits proved that if µ * is an ergodic invariant measure for a Markov operator P and ϕ is an L 2 (µ * ) coboundary, i.e., ϕ ∈ (I − U )L 2 (µ * ), then the quenched central limit theorem holds for µ * -a.e. x (see [8] ). It is worth mentioning here that in our case the support of µ * could be a nontrivial subset of the interval [0, 1]. In fact, for some admissible iterated function systems the unique invariant measure µ * is distributed on a Cantor set (see [4] ). Recently it was proved that reversible chains satisfy a quenched invariance principle for ϕ ∈ (I − U )L q (µ * ) ∩ L p (µ * ), where 1 ≤ q ≤ 2 and p = q/(q − 1) (see [7] ). Since ϕ in our considerations is a bounded function to prove the quenched central limit theorem it is enough to check that ϕ ∈ (I − U )L q (µ * ) for some 1 ≤ q ≤ 2. Unfortunately, we have failed to do it. Indeed, we are unable to verify that ∞ n=1 U n ϕ(x) is convergent µ * -a.s for ϕ such that µ * , ϕ = 0. This holds true when the Markov operator P satisfies the spectral gap property in the Wasserstein-Kantorovich metric. Although our system is asymptotically stable on (0, 1), its rate of convergence has not been yet determined. Our proof is therefore based on the Maxwell-Woodroofe theorem (see [27] ). In fact, this theorem allows us to prove the annealed central limit theorem. On the other hand, to prove the quenched central limit theorem for every x ∈ (0, 1) we construct some coupling between trajectories and evaluate the distance between Fourier transforms for Markov processes starting at different initial points.
We are now in a position to formulate and prove the main results of our paper.
Theorem 4. [Central Limit
Theorem] Let (f 1 , . . . , f N ; p 1 , . . . , p N ) be an admissible iterated function system, and let (X n ) be the corresponding stationary Markov chain with the initial distribution µ * . If ϕ : [0, 1] → R is a Lipschitz function with [0,1] ϕdµ * = 0, then the random process (ϕ(X n )) satisfies the central limit theorem, i.e., the limit
ϕ(X 0 ) + · · · + ϕ(X n ) √ n 2 exists and ϕ(X 0 ) + · · · + ϕ(X n ) √ n ⇒ N (0, σ) as n → ∞,
where ⇒ denotes convergence in distribution. Moreover, the same is true for the process (ϕ(X x n )), where (X x n ) is the corresponding Markov chain starting from an arbitrary point x ∈ (0, 1).
Proof. Since µ * is ergodic for P by the uniqueness in Theorem 1, the chain is ergodic. Therefore to prove the first part of our theorem it is sufficient to show the following condition (see Theorem 1 in [27] ):
where · L 2 (µ * ) denotes the L 2 −norm with respect to the invariant measure µ * .
Let α, δ, ε, M be the constants given in Lemma 1 and let a be such that M = ε −α < a −α 6 . Choose n 0 ∈ N according to Lemma 4. Put J = [a, 1 − a] and define
From Lemma 4 we have P E n ≥ 1 5 for n ≥ n 0 .
Let Ω ⊆ Σ be the set given in Lemma 3 and define
It is easily seen that P n (A) ≥ β > 0 for a certain β independent of n. We apply Lemma 5 to the set A, k = ⌊ 8 √ n⌋ for n ≥ n 0 and obtain some sequence of sets A n ⊆ Σ n with P n (Σ n \ A n ) ≤ (1 − δ) ⌊ 8 √ n⌋ such that if i ∈ A n , then i = i 1 · · · i k and for every m = 1, . . . , k at least one of the sequences i m , σi m , . . . , σ k−1 i m is dominated by A. Hence for i m , m = 1, . . . , k and for x, y ∈ [ε n , 1 − ε n ] we have
where r is the constant given in Lemma 3. Further, set
< ε n or f m i (y) > 1 − ε n } and notice that for any sequence i ∈ A n \ D n and every x, y ∈ [ε n , 1 − ε n ] we have
for some positive constant C 1 . Furthermore, P n (D n ) ≤ 2M γ n , by Lemma 2. Let B n := Σ n \ A n . From Lemma 5 we obtain that
Denote by L the Lipschitz constant of ϕ. Since [0,1] ϕdµ * = [0,1] U j ϕdµ * = 0 for j ∈ N, we have Since ε n = (1 − δ) By the fact that P n (B n ) ≤ (1−β) ⌊ 8 √ n⌋ and P n (D n ) ≤ 2M γ n , the last two sequences above are bounded and therefore there exists a positive constant C 3 such that n j=1 |U j ϕ(x) − U j ϕ(y)| ≤ C 3 n 3 8 for x, y ∈ [ε n , 1 − ε n ].
Combining the above estimates we finally obtain This proves (5.1). Application of Theorem 1 in [27] finishes the proof for the stationary sequence (X n ).
To derive the central limit theorem for (X x n ), x ∈ (0, 1), observe that by conditions (2.3) and (2.4) the characteristic functions of the processes 1 √ n (ϕ X 0 ) + · · · + ϕ(X n ) and 1 √ n (ϕ X x 0 ) + · · · + ϕ(X x n ) are of the form, respectively, Φ n (t) = [0,1] Σn exp it ϕ(f 1 i (y)) + · · · + ϕ(f n i (y)) √ n P n (di)µ * (dy) for t ∈ R and Φ x n (t) = Σn exp it ϕ(f 1 i (x)) + · · · + ϕ(f n i (x)) √ n P n (di) for t ∈ R.
From the first part of the proof we know that there exists σ ≥ 0 such that for every t ∈ R Φ n (t) → exp −t 2 σ 2 2 as n → ∞.
Therefore, to finish the proof it is sufficient to show for every t ∈ R the convergence Φ x n (t) − Φ n (t) → 0 as n → ∞.
Since |e itx1 − e itx2 | ≤ |t||x 1 − x 2 |, for every t ∈ R, for sufficiently large n ∈ N and x ∈ [ε n , 1 − ε n ] using µ * ∈ P M,α we have Φ x n (t) − Φ n (t) ≤ |t| √ n · (ϕ(f j i (x)) − ϕ(f j i (y)) P n (di)µ * (dy) + |t| √ n · 2n ϕ M ε α n + |t| √ n · 2n ϕ (P n (Σ n \ A n ) + P n (D n )).
Since ε n → 0 as n → ∞, for every x ∈ (0, 1) and t ∈ R, by (5.2) and using the estimates P n (B n ) ≤ (1 − β) ⌊ 8 √ n⌋ and P n (D n ) ≤ 2M γ n , we finally obtain lim n→∞ |Φ x n (t) − Φ n (t)| ≤ lim n→∞ 2|t| √ n C 1 Ln k=0 ϕ(X k )) converges in distribution to σW (t), where W (t), 0 ≤ t ≤ 1 is a Brownian motion. Moreover, for µ * -a.e. x ∈ (0, 1) the sequence
k=0 ϕ(X x k )) also converges in distribution to σW (t), 0 ≤ t ≤ 1.
Proof. From the proof of Theorem 4 it follows that the Maxwell-Woodroofe condition ∞ n=1 n − 3 2 n j=1 U j ϕ L 2 (µ * ) < ∞ is satisfied. Applying Theorem 1.1 in [28] we obtain the first assertion. On the other hand, the second assertion follows from Theorem 2.7 in [9] .
