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Abstract
This paper investigates the problem of robust H∞ filtering for uncertain stochastic time-delay systems with Markovian jump
parameters. Both the state dynamics and measurement of the system are corrupted by Wiener processes. The time delay varies in an
interval and depends on the mode of operation. A Markovian jump linear filter is designed to guarantee robust exponential mean-
square stability and a prescribed disturbance attenuation level of the resulting filter error system. A novel approach is employed
in showing the robust exponential mean-square stability. The exponential decay rate can be directly estimated using matrices of
the Lyapunov–Krasovskii functional and its derivative. A delay-range-dependent condition in the form of LMIs is derived for
the solvability of this H∞ filtering problem, and the desired filter can be constructed with solutions of the LMIs. An illustrative
numerical example is provided to demonstrate the effectiveness of the proposed approach.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Since H∞ filter admits not only the noise to be arbitrary signals with bounded energy but also the system model
to have uncertainty, it has received great attention over the last ten years. A great number of results on this topic
were reported in the literature; see e.g. [1–3,5] and references therein. Time delays are frequently encountered in
many practical engineering systems, so there has been an increasing interest in H∞ filtering for time-delay systems.
A Riccatti equation approach was used in [15] to construct filters, while an LMI technique was employed in [5,6] to
obtain solvability conditions. When parameters uncertainties appear in systems, the robust H∞ filtering results can be
found in [11] and [2]. As for the H∞ filtering problem in discrete context, we refer readers to [4,6] etc.
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governed by a Markov chain taking values in a finite set. They have the character of stochastic hybrid systems with
two components in the state. The first refers to the mode governed by a continuous-time finite-state, and the second to
the state described by systems of differential equations. These systems are widely used in modeling those which are
subject to abrupt variation in their structure and parameters, such as sudden environmental disturbance, component
failures or repairs, changing subsystem interconnections, operating in different point of a nonlinear plant. Recently
filtering, stability, optimization and control issues concerning the system have been studied [7,9,20,21]. For example,
the sliding-mode control was studied in [20], while the sampling control was developed in [21]. Some of these results
were further extended to the system with delays; see [8,19,22] and [10]. Stability problems were considered for the
cases of invariant delay and mode-dependent delay in [22] and [8], respectively, while H∞ control problems were
investigated in [19]. As far as robust H∞ filtering problems concerned, sufficient conditions for the solvability of the
problem were obtained via LMI approach in [10], and the desired filter was constructed ensuring robust exponential
mean-square stability and a prescribed disturbance attenuation level of the resulting filter error system. It is noted that
the lower bound of the delay in [10] is zero.
It should be pointed out that the delay systems in [10] as well as [8,19,22] were described by deterministic equa-
tions except for sudden mode transitions governed by a Markov chain. That is, they were deterministic ones with
Markovian jump parameters. In practice, these systems are often corrupted by the noises being approximate to Wiener
processes, which are conveniently used in engineering applications. Common examples are the solar thermal receiver
and the evasive target tracker. In the former an important measurement is the metal temperature channel which is
implemented with a thermocouple sensor which delivers a value close to the true value plus a fluctuating corruption
signal adequately modeled as “nose.” Also in the latter the environment affects both target and tracker trajectories
in random fashion. Therefore it is of significance to study stochastic delay systems with Markovian jump parame-
ters. Note that the concept of stochastic delay systems with Markovian jump parameters has appeared in [16,17]
and [18].
In this paper, we deal with the problem of robust H∞ filtering for uncertain stochastic systems with delays and
Markovian jump parameters. Wiener processes affect both the state dynamics and observations of the systems. The
time delays are assumed to depend on the system mode and vary in an interval of which the lower bound is not
restricted to zero. The parameter uncertainties are time varying but norm bounded. The objective is the design of
Markovian jump filters such that for all admissible uncertainties, the resulting filtering error system is exponential
mean-square stable and the L2 induced gain from the disturbance signal to the estimation error remains bounded by
a prescribed value. Sufficient conditions are derived in a form of LMIs for the solvability of the robust H∞ filtering
problem, and a desired filter is constructed by the solution of the LMIs.
Notation. The notations in this paper are standard. For real symmetric matrices X and Y , the notation X  Y (re-
spectively X > Y) means that the matrix X − Y is positive semi-definite (respectively positive definite). I is the
identity matrix with appropriate dimension, and the superscript “T” represents the transpose, and the asterisk ∗ is
used to denote a matrix that can be inferred by symmetry. We use λmin(·) to denote the minimum eigenvalue of a real
symmetric matrix. E{·} stands for the mathematical expectation. The notation | · | refers to the Euclidean norm for
vectors. ‖ · ‖2 represents the usual L2(0,∞) norm. Matrices, if not explicitly stated, are assumed to have compatible
dimensions.
2. Problem formulation
Given a probability space(Ω,F,P), where Ω is the sample space, F is the σ algebra of subsets of the sample space
and P is the probability measure on F. Over this probability space (Ω,F,P), we consider the following uncertain
linear stochastic systems with Markovian jump parameters and mode-dependent time delays
(Σ): dη(t)= [A(rt , t)η(t)+Ad(rt , t)η(t − τrt (t))+B(rt , t)v(t)]dt
+ [G(rt )η(t)+Gd(rt )η(t − τrt (t))]dω(t), (1)
dy(t)= [C(rt , t)η(t)+Cd(rt , t)η(t − τrt (t))+D(rt , t)v(t)]dt
+ [H(rt )η(t)+Hd(rt )η(t − τrt (t))]dω(t), (2)
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η(t)= ϕ(t), t ∈ [−d2,0], (4)
where η(t) ∈ Rn is the state; v(t) ∈ Rp is the disturbance input which belongs to L2(0,∞); y(t) ∈ Rp is the mea-
surement; z(t) ∈Rq is the signal to be estimated; and ω(t), independent of the Markov process, is a one-dimensional
standard Wiener process. {rt } is a continuous-time Markovian process with right continuous trajectories and taking
values in a finite set S = {1,2, . . . ,N} with transition probability matrix M = {πij } given by
Pr{rt+δ = j | rt = i} =
{
πij δ + o(δ), i = j,
1 + πiiδ + o(δ), i = j, (5)
where δ > 0, limδ→0 o(δ)δ = 0; πij  0 for i = j , is the transition rate from mode i at time t to mode j at t + δ and
πii = −
N∑
j=1, j =i
πij . (6)
In system (Σ), τrt (t) is the time-varying delay when the mode is in rt and satisfies
0 d1i  τi(t) d2i , τ˙i (t) hi < 1, ∀rt = i, i ∈ S, (7)
where d1i , d2i and hi are known real constant scalars for any i ∈ S. In (4), d2 = max{d2i , i ∈ S}, and ϕ(t) denotes a
vector-valued initial continuous function defined on the interval [−d2,0]. A(rt , t),Ad(rt , t),B(rt , t),G(rt ),Gd(rt ),
C(rt , t),Cd(rt , t),D(rt , t),H(rt ),Hd(rt ) and L(rt ) are governed by the Markov process rt , and for each rt ∈ S
A(rt , t)=A(rt )+A(rt , t),
Ad(rt , t)=Ad(rt )+Ad(rt , t),
B(rt , t)= B(rt )+B(rt , t),
C(rt , t)= C(rt )+C(rt , t),
Cd(rt , t)= Cd(rt )+Cd(rt , t),
D(rt , t)=D(rt )+Cd(rt , t)
where A(rt ),Ad(rt ),B(rt ),C(rt ),Cd(rt ),D(rt ),G(rt ),H(rt ),Gd(rt ),Hd(rt ) and L(rt ) are known real constant
matrices describing the nominal system for each rt ∈ S; A(rt , t),Ad(rt , t),B(rt , t),C(rt , t),Cd(rt , t)
and D(rt , t) are unknown matrices representing time-varying parameter uncertainties, and the admissible uncer-
tainties are assumed to be modeled in the form[
A(rt , t) Ad(rt , t) B(rt , t)
C(rt , t) Cd(rt , t) Cd(rt , t)
]
=
[
M1(rt )
M2(rt )
]
(rt , t)
[
N1(rt ) N2(rt ) N3(rt )
]
, ∀rt ∈ S, (8)
where M1(rt ),M2(rt ),N1(rt ),N2(rt ) and N3(rt ) are known real constant matrices for all rt ∈ S, and (rt , t) is the
uncertain time-varying matrix satisfying
(rt , t)
T(rt , t) I, ∀rt ∈ S. (9)
For the sake of notation simplification, in the following, for each possible rt = i, i ∈ S, we simply write M(rt , t)
as Mi(t); for instance, A(rt , t) is denoted by Ai(t), and B(rt ) by Bi , and so on.
Remark 2.1. In some papers, the time delay is assumed to vary from zero to an upper bound. But in practice, the
range of delay may be an interval, the lower bound of which is not zero in general. In this paper, we will take into
account the lower bound of the delay and present a delay-range-dependent H∞ filtering result in terms of LMIs.
In this paper, we consider a full order filter with the following form
(Σf ): dηˆ(t)=Af iηˆ(t) dt +Bf i dy(t),
zˆ(t)= Liηˆ(t) (10)
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are to be determined. Applying this filter to system (Σ), we obtain the following filtering error system
(Σ˜f ): dx(t)=
[
A˜i(t)x(t)+ A˜di(t)Hx
(
t − τi(t)
)+ B˜i(t)v(t)]dt
+ [G˜iHx(t)+ G˜diHx(t − τi(t))]dω(t),
z˜(t)= L˜ix(t)
where
x(t)= [η(t)T (η(t)− ηˆ(t))T]T, z˜(t)= z(t)− zˆ(t),
A˜i(t)= A˜i +A˜i(t),
A˜di(t)= A˜di +A˜di(t), B˜i(t)= B˜i +B˜i(t),
A˜i =
[
Ai 0
Ai −Af i −Bf iCi Af i
]
, A˜i(t)=
[
Ai(t) 0
Ai(t)−Bf iCi(t) 0
]
,
A˜di =
[
Adi
Adi −Bf iCdi
]
, A˜di(t)=
[
Adi(t)
Adi(t)−Bf iCdi(t)
]
,
B˜i =
[
Bi
Bi −Bf iDi
]
, B˜i(t)=
[
Bi(t)
Bi(t)−Bf iDi(t)
]
,
G˜i =
[
Gi
Gi −Bf iHi
]
, G˜di =
[
Gdi
Gdi −Bf iHdi
]
, H = [ I 0 ] , L˜i = [ 0 Li ] .
Then, the robust filtering problem addressed in this paper can be formulated as follows: given the uncertain sto-
chastic delay system (Σ) and a prescribed level of noise attenuation γ > 0, determine a filter (Σf ) in the form of (10)
such that the filtering error system (Σ˜f ) achieves robust exponential mean-square stability, and under zero-initial
conditions for any nonzero v(t) ∈ L2(0,∞) the following inequality holds
‖z˜‖E2  γ ‖v‖2 (11)
where ‖z˜(t)‖E2 denotes (E{
∫∞
0 |z˜(t)|2 dt})1/2.
3. Main results
In this section, a sufficient condition will be given for the solvability of the robust H∞ filter problem. To this end,
we first give a lemma that will play an essential role in the derivation of our main results.
Lemma 3.1. The uncertain Markovian jump system (Σ˜f ) is robust exponential mean-square stable, and under zero
conditions for nonzero v(t) ∈ L2(0,∞) the inequality (11) holds, if there exist P1 > 0,P2 > 0, . . . ,PN > 0 and Q> 0
such that the following LMI holds for each i ∈ S
Θ =
⎡
⎢⎢⎢⎣
Ωi(t) PiA˜di(t) PiB˜i(t) H
TG˜Ti Pi
∗ −(1 − hi)Q 0 G˜TdiPi
∗ ∗ −γ 2I 0
∗ ∗ ∗ −Pi
⎤
⎥⎥⎥⎦< 0 (12)
where
Ωi(t)=
N∑
j=1
πijPj + PiA˜i(t)+ A˜i(t)TPi +
[
1 +m(d2 − d1)
]
HTQH + L˜Ti L˜i , (13)
d1 = min{d1i , i ∈ S}, (14)
m= max{|πii |, i ∈ S}. (15)
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t ∈ [−d2,0] and r0 [13]. Now choose a stochastic Lyapunov–Krasovskii functional candidate for system (Σ˜f ) as
V (xt , rt )= V1(xt , rt )+ V2(xt , rt )+ V3(xt , rt ) (16)
where
V1(xt , rt )= x(t)TP(rt )x(t),
V2(xt , rt )=
t∫
t−τrt (t)
x(s)THTQHx(s) ds,
V3(xt , rt )=m
−d1∫
−d2
t∫
t+θ
x(s)THTQHx(s) ds dθ.
Let w be the weak infinite generator of the random process {(xt , rt ), t  0}. Then for each rt = i, i ∈ S, along a
solution of system (Σ˜f ) with v(t)= 0, it can be verified that
w
[
V1(xt , i)
]= x(t)T
(
N∑
j=1
πijPj
)
x(t)+ 2x(t)TPi
[
A˜i(t)x(t)+ A˜di(t)Hx
(
t − τi(t)
)]
+ [G˜iHx(t)+ G˜diHx(t − τrt (t))]TPi[G˜iHx(t)+ G˜diHx(t − τrt (t))], (17)
w
[
V2(xt , i)
]= N∑
j=1
πij
t∫
t−τj (t)
x(s)THTQHx(s) ds + x(t)THTQHx(t)
− (1 − τ˙i )x
(
t − τi(t)
)T
HTQHx
(
t − τi(t)
)
, (18)
w
[
V3(xt , i)
]=m(d2 − d1)x(t)THTQHx(t)−m
t−d1∫
t−d2
x(s)THTQHx(s) ds. (19)
Noting πij  0 for j = i and πii  0, we have
N∑
j=1
πij
t∫
t−τj (t)
x(s)THTQHx(s) ds =
∑
j =i
πij
t∫
t−τj (t)
x(s)THTQHx(s) ds + πii
t∫
t−τi (t)
x(s)THTQHx(s) ds

∑
j =i
πij
t∫
t−d2
x(s)THTQHx(s) ds + πii
t∫
t−d1
x(s)THTQHx(s) ds
= −πii
t∫
t−d2
x(s)THTQHx(s) ds + πii
t∫
t−d1
x(s)THTQHx(s) ds
= −πii
t−d1∫
t−d2
x(s)THTQHx(s) ds
m
t−d1∫
t−d2
x(s)THTQHx(s) ds.
This, together with (17)–(19), results in that for each rt = i, i ∈ S,
w
[
V (xt , i)
]
 ζ(t)TΥiζ(t)
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ζ(t)= [x(t)T η(t − τi(t))T ]T,
Υi =
[
Ωi(t)− L˜Ti L˜i +HTG˜Ti PiG˜iH PiAdi(t)+HTG˜Ti PiG˜di
∗ −(1 − hi)Q+ G˜TdiPiG˜di
]
.
From (12), it follows that⎡
⎣Ωi(t)− L˜
T
i L˜i PiA˜di(t) H
TG˜Ti Pi
∗ −(1 − hi)Q G˜TdiPi
∗ ∗ −Pi
⎤
⎦< 0.
By the Schur complement formula, it is readily seen that
Υi < 0.
Therefore
w
[
V (xt , i)
]
−ax(t)Tx(t) (20)
where a = mini∈s(λmin(−Υi)) > 0. By Dynkin’s formula, we have for each rt = i, i ∈ S, and T > 0
E
{
V (xT , i)
}− V (x0, r0)=E
{ T∫
0
w
[
V (xt , i)
]
dt
}
−a
T∫
0
E
{
x(t)Tx(t)
}
dt.
On the other hand, it follows from (16) that
E
{
V (xt , i)
}
 bE
{
x(t)Tx(t)
}
where b = mini∈s(λmin(Pi)) > 0. Hence
E
{
x(T )Tx(T )
}
 b−1V (x0, r0)− ab−1
T∫
0
E
{
x(t)Tx(t)
}
dt.
Applying Gronwall–Bellman lemma to this inequality yields
E
{
x(T )Tx(T )
}
 b−1V (x0, r0) exp
(−ab−1T ).
Noting that there exists a scalar c > 0 such that
b−1V (x0, r0) c sup
−d2θ0
∣∣x(θ)∣∣2,
it follows immediately that the system (Σ˜f ) achieves exponential mean-square stability [10].
Next, we will show the system (Σ˜f ) satisfies (11). Set
J (T )=E
{ T∫
0
(
z˜(t)Tz˜(t)− γ 2v(t)Tv(t))dt
}
.
Applying (16) to system (Σ˜f ) we have for each rt = i, i ∈ S,
J (T )=E
{ T∫
0
(
z˜(t)Tz˜(t)− γ 2v(t)Tv(t)+w[V (xt , i)])dt
}
E
{ T∫
0
ξ(t)TΘ˜ξ(t) dt
}
where
1090 H. Shao / J. Math. Anal. Appl. 342 (2008) 1084–1095ξ(t)= [x(t)T η(t − τi(t))T v(t)T ]T,
Θ˜ =
⎡
⎣Ωi(t)+H
TG˜Ti PiG˜iH PiA˜di(t)+HTG˜Ti PiG˜di PiB˜i(t)
∗ −(1 − hi)Q+ G˜TdiPiG˜di 0
∗ ∗ −γ 2I
⎤
⎦ .
By (12), it can be deduced that Θ˜ < 0. It immediately follows that J (T ) < 0 for any nonzero v(t) ∈ L2(0,∞). Under
zero conditions and for any nonzero v(t) ∈ L2(0,∞), letting T → ∞, we obtain ‖z‖E2  γ ‖v‖2. This completes the
proof. 
Remark 3.1. In the proof of Lemma 3.1, the Lyapunov–Krasovskii functional candidate chosen makes use of
information of both the upper and lower bounds of the varying delay, thus having the robust filtering result delay-
range-dependent.
Remark 3.2. To derive the exponential stability of delayed systems, many researchers multiplied the standard
Lyapunov–Krasovskii functional by an exponential factor ebt , where b > 0 can only be obtained by solving a tran-
scendental equation [10,12,22]. Here, without the exponential factor being introduced, the proof is simple, and the
decay rate can be directly estimated using the matrices of the Lyapunov–Krasovskii functional and its derivative.
These matrices may serve as free parameters in an optimization of the estimation, when tight estimations are to be
made.
Lemma 3.2. (See [14].) Given matrices Γ and Ξ of appropriate dimensions, then Γ FΞ + (Γ FΞ)T < 0 for all F
satisfying FFT  I , if and only if there exists a scalar ε > 0 such that εΓ Γ T + ε−1ΞTΞ < 0.
Now we are in a position to give the solvability conditions of the robust H∞ filtering problem.
Theorem 3.1. Consider the uncertain Markovian jump system (Σ) and a prescribed disturbance attenuation level
γ > 0. Then there exists a Markovian jump linear filter (Σf ) in the form of (10) such that, for all admissible
uncertainties, the filtering error system is robust exponential mean-square stable and (11) holds for any nonzero
v(t) ∈ L2(0,∞), if for each i ∈ S there exist matrices Q> 0, Xi > 0, Yi > 0, Wi,Zi and scalars εi > 0 such that the
following LMI holds⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Ωi A
T
i Yi −WTi −CTi ZTi XiAdi + εiNT1iN2i XiBi + εiNT1iN3i XiM1i Ψi
∗ Φi YiAdi −ZiCdi YiBi −ZiDi YiM1i −ZiM2i 0
∗ ∗ εiNT2iN2i − (1 − hi)Q εiNT2iN3i 0 Γi
∗ ∗ ∗ εiNT3iN3i − γ 2I 0 0
∗ ∗ ∗ ∗ −εiI 0
∗ ∗ ∗ ∗ ∗ −P˜i
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
< 0 (21)
where
Ωi =
N∑
j=1
πijXj +XiAi +ATi Xi +
[
1 +m(d2 − d1)
]
Q+ εiNT1iN1i , (22)
Φi =
N∑
j=1
πijYj +Wi +WTi +LTi Li, (23)
Ψi =
[
GTi Xi G
T
i Yi −HTi ZTi
]
, (24)
Γi =
[
GTdiXi G
T
diYi −HTdiZTi
]
, (25)
P˜i =
[
Xi 0
0 Y
]
. (26)i
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Af i = Y−1i Wi, Bf i = Y−1i Zi, i ∈ S. (27)
Proof. With the parameters in (27) and using (22)–(26), we have that from (21)⎡
⎢⎢⎢⎣
Ω˜i P˜i A˜di P˜i B˜i H
TG˜Ti P˜i
∗ −(1 − hi)Q 0 G˜Tdi P˜i
∗ ∗ −γ 2I 0
∗ ∗ ∗ −P˜i
⎤
⎥⎥⎥⎦+ ε−1i
⎡
⎢⎣
P˜iM˜1i
0
0
0
⎤
⎥⎦
⎡
⎢⎣
P˜iM˜1i
0
0
0
⎤
⎥⎦
T
+ εi
⎡
⎢⎢⎣
N˜T1i
N˜T2i
N˜T3i
0
⎤
⎥⎥⎦
⎡
⎢⎢⎣
N˜T1i
N˜T2i
N˜T3i
0
⎤
⎥⎥⎦
T
< 0
where
Ω˜i =
N∑
j=1
πij P˜j + P˜i A˜i + A˜Ti P˜i +
[
1 +m(d2 − d1)
]
HTQH + L˜Ti L˜i ,
M˜1i =
[
M1i
M1i −Bf iM2i
]
,
N˜1i = [N1i 0 ] , N˜2i =N2i , N˜3i =N3i .
On the other hand, observing[
A˜i(t) A˜di(t) B˜i(t)
]= M˜1ii(t) [ N˜1i N˜2i N˜3i ] ,
by Lemma 3.2 we have⎡
⎢⎢⎣
Ω˜i(t) P˜iA˜di(t) P˜i B˜i(t) H
TG˜Ti P˜i
∗ −(1 − hi)Q 0 G˜Tdi P˜i
∗ ∗ −γ 2I 0
∗ ∗ ∗ −P˜i
⎤
⎥⎥⎦
<
⎡
⎢⎢⎣
Ω˜i P˜iA˜di P˜i B˜i H
TG˜Ti P˜i
∗ −(1 − hi)Q 0 G˜Tdi P˜i
∗ ∗ −γ 2I 0
∗ ∗ ∗ −P˜i
⎤
⎥⎥⎦+ ε−1i
⎡
⎢⎣
P˜iM˜1i
0
0
0
⎤
⎥⎦
⎡
⎢⎣
P˜iM˜1i
0
0
0
⎤
⎥⎦
T
+ εi
⎡
⎢⎢⎣
N˜T1i
N˜T2i
N˜T3i
0
⎤
⎥⎥⎦
⎡
⎢⎢⎣
N˜T1i
N˜T2i
N˜T3i
0
⎤
⎥⎥⎦
T
< 0
where
Ω˜i(t)=
N∑
j=1
πij P˜j + P˜i A˜i(t)+ A˜i(t)TP˜i +
[
1 +m(d2 − d1)
]
HTQH + L˜Ti L˜i .
By Lemma 3.1, it can be established that the filtering error system (Σ˜f ) is robust exponential mean-square stable
and (11) is satisfied for any nonzero v(t) ∈ L2(0,∞). 
Remark 3.3. In a form of a set of LMIs, Theorem 3.1 provides sufficient conditions for solvability of the robust H∞
filtering problem formulated above; when the LMIs are feasible, a desired filter can be constructed with the feasible
solutions.
Remark 3.4. When the Wiener process disappears, that is, ω(t)= 0, and for each i ∈ S,d1i = 0, system (Σ) reduces
to the uncertain systems with Markovian jump parameters addressed in [10]. Therefore, the robust H∞ filtering result
in [10] has been extended to Theorem 3.1 in this paper.
Remark 3.5. Note that the range of time-varying delay considered in [10] is from 0 to an upper bound. In practice,
the delay may vary in an interval of which the lower bound is not restricted to be 0. In this situation the H∞ filtering
result in [10] does not apply while Theorem 3.1 does.
1092 H. Shao / J. Math. Anal. Appl. 342 (2008) 1084–1095Remark 3.6. In the case when S = {1}, that is, there is only one mode in operation, the system (Σ) is simplified as
the following uncertain stochastic delay system without Markovian jump parameters
(Σ2): dη(t)=
{[
A+A(t)]η(t)+ [Ad +Ad(t)]η(t − τ(t))+ [B +B(t)]v(t)}dt
+ [Gη(t)+Gdη(t − τ(t))]dω(t),
dy(t)= {[C +C(t)]η(t)+ [Cd +Cd(t)]η(t − τ(t))+ [B +B(t)]v(t)}dt
+ [Hη(t)+Hdη(t − τ(t))]dω(t),
z(t) = Lη(t),
η(t)= ϕ(t), t ∈ [−d2,0],
where A(t),Ad(t),B(t),C(t),Cd(t) and D(t) are unknown matrices representing time-varying parame-
ter uncertainties, and are assumed to be of the form[
A(t) Ad(t) B(t)
C(t) Cd(t) Cd(t)
]
=
[
M1
M2
]
(t) [N1 N2 N3 ] ,
where M1,M2,N1,N2 and N3 are known real constant matrices, and (t) is the uncertain time-varying matrix satis-
fying (t)T(t) I . The time-varying delay τ(t) satisfies 0 d1  τ(t) d2 and τ˙ (t) h < 1.
In this case, applying Theorem 3.1 to system (Σ2) we can obtain a robust H∞ filtering result for uncertain stochastic
systems with time-varying delays.
Corollary 3.1. Consider the uncertain time-delay system (Σ2) and let γ > 0 be a given scalar. Then, there exists a
causal linear filter such that, for all admissible uncertainties, the filtering error system is exponential mean-square
stable and ‖z − zˆ‖E2  γ ‖v‖2 holds for any nonzero v(t) ∈ L2(0,∞) under zero initial conditions, if there exist
matrices Q> 0, X > 0, Y > 0,W,Z and a scalar ε > 0 such that the following LMI holds⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Ω ATY −WT −CTZT XAd + εNT1 N2 XB + εNT1 N3 XM1 Ψ
∗ Φ YAd −ZCd YB −ZD YM1 −ZM2 0
∗ ∗ εNT2 N2 − (1 − h)Q εNT2 N3 0 Γ
∗ ∗ ∗ εNT3 N3 − γ 2I 0 0
∗ ∗ ∗ ∗ −εI 0
∗ ∗ ∗ ∗ ∗ −P˜
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
< 0
where
Ω =XA+ATX +Q+ εNT1 N1,
Φ =W +WT +LTL,
Ψ = [GTX GTY −HTZT ],
Γ = [GTdX GTdY −HTd ZT ],
P˜ =
[
X 0
0 Y
]
.
In this case, a suitable robust H∞ filter in the form of
dηˆ(t)=Af ηˆ(t) dt +Bf dy(t),
zˆ(t)= Lηˆ(t)
is given with parameters as follows
Af = Y−1W, Bf = Y−1Z.
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Next, a numerical example will be given to illustrate the effectiveness of the proposed approach. Consider a stochas-
tic delay system with Markovian jump parameters in the form of (1)–(3) with two modes. For mode 1, the dynamics
of the system are described as
A1 =
[ −3 1 0
0.3 −3.5 1
−0.1 0.3 −3.8
]
, Ad1 =
[−0.2 0.1 0.6
0.5 −1 −0.8
0 1 −2.5
]
, B1 =
[1
0
1
]
,
G1 =
[0.1 −0.1 0.2
0.3 0.3 −0.4
0.1 0.1 −0.3
]
, Gd1 =
[0.1 −0.1 0.2
0.3 0.3 −0.4
0.1 0.1 −0.3
]
,
H1 = [ 0.2 −0.1 0.3 ] , Hd1 = [ 0.2 −0.1 0.3 ] ,
C1 = [ 0.8 0.3 0 ] , Cd1 = [ 0.2 −0.3 −0.6 ] , D1 = 0.2,
L1 = [ 0.5 −0.1 1 ] , MT11 = [ 0.1 0 0.2 ] ,
M21 = 0.2, N11 = [ 0.2 0 0.1 ] ,
N21 = [ 0.1 0.2 0 ] , N31 = 0.2
and the time-varying delay τ1(t) satisfies (7) with d11 = 0.2, d21 = 1.3, h1 = 0.2. For mode 2, the dynamics of the
system are described as
A2 =
[−4.5 0.5 −0.1
0.1 −3.5 0.3
−0.1 1 −2
]
, Ad2 =
[ 0 −0.3 0.6
0.1 0.5 0
−0.6 1 −0.8
]
, B2 =
[−0.6
0.5
0
]
,
G2 =
[0.1 −1 0.2
0.3 0.3 −0.4
1 0.1 0.3
]
, Gd2 =
[0.1 −0.1 0.2
0.3 0.3 −0.4
0.1 0.1 0.3
]
,
H2 = [ 0.2 −1 0.3 ] , Hd2 = [ 0.2 −0.1 0.3 ] ,
C2 = [−0.5 0.2 0.3 ] , Cd2 = [ 0 −0.6 0.2 ] , D2 = 0.5,
L2 = [ 0 1 0.6 ] , MT12 = [ 0.1 0.1 0 ] ,
M22 = 0.1, N12 = [ 0.1 0.1 0 ] ,
N22 = [ 0 −0.1 0.2 ] , N32 = 0.1
and the time-varying delay τ2(t) satisfies (7) with d12 = 0.1, d22 = 1.1, h2 = 0.3. The transition probability matrix is
supposed to be
M =
[−0.5 0.5
0.3 −0.3
]
.
The objective is to design a robust H∞ filter in the form of (10), which guarantees that the filter error system
is exponential mean-square stable and (11) holds for all admissible uncertainties. Here we assume the disturbance
attenuation level γ = 1.2.
Taking the advantage of the Matlab LMI Control Toolbox to solve the LMIs in (27), we obtain a feasible solution
as follows
X1 =
[ 1.8857 −0.0626 −0.2223
−0.0626 1.6026 −0.8223
−0.2223 −0.8223 1.7776
]
,
X2 =
[ 1.9038 0.1537 −0.1110
0.1537 1.6741 −0.6351
]
,−0.1110 −0.6351 2.6805
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[ 1.5094 0.6531 −0.3365
0.6351 1.2535 −0.4589
−0.3365 −0.4589 1.6547
]
,
Y2 =
[1.6180 0.3858 0.1672
0.3858 1.5525 0.2693
0.1672 0.2693 0.9931
]
,
W1 =
[−2.5711 −1.1047 1.9034
−1.5058 −2.6394 2.8115
−0.8270 −0.5304 −3.3193
]
,
W2 =
[−3.8225 −0.4931 −0.4104
−0.1239 −3.8075 0.0043
−0.3552 0.2361 −1.1846
]
,
Z1 =
[−0.1589
−0.1845
2.4413
]
, Z2 =
[1.2906
0.4238
0.3291
]
,
Q=
[ 3.1918 −0.9663 −0.0913
−0.9663 4.6010 −3.0630
−0.0913 −3.0630 4.6009
]
,
ε1 = 1.0143, ε2 = 3.8405.
By Theorem 3.1, the robust Markovian jump H∞ filter parameters are obtained as follows:
Af 1 =
[−1.6141 0.1481 0.2482
−0.7385 −2.5477 1.5556
−1.0328 −0.9970 −1.5240
]
, Bf 1 =
[0.0798
0.3977
1.6019
]
,
Af 2 =
[−2.4851 0.2368 −0.1891
0.5532 −2.6713 0.2635
−0.0893 0.9221 −1.2324
]
, Bf 2 =
[0.7662
0.0498
0.1888
]
.
5. Conclusion
In this paper, the problem of robust H∞ filtering for stochastic systems with Markovian jump parameters and mode-
dependent time-varying delays has been developed. An LMI approach has been employed to design the Markovian
jump linear filter, which guarantees that the estimation error system is robust exponential mean-square stable and
the disturbance attenuation level below a given value, irrespective of the parameter uncertainties. The desired filter
parameters can be computed using standard numerical algorithms.
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