Abstract. In this paper, we consider the problem of fixed-priority partitioned scheduling of sporadic real-time tasks for homogeneous processors. We propose a partitioning heuristic that takes into account possible Worst Case Execution Time (WCET) overruns. Our goal is to maximize the duration a task can be allowed to exceed its WCET without compromising the timeliness constraints of all the tasks. This duration is denoted in the paper the allowance of the task and is computed with a sensitivity analysis. The partitioning heuristic we propose, assigns the tasks to the processors in order (i) to maximize the allowance of the tasks and (ii) to tolerate bounded execution duration overruns. Property (ii) is important as real-time applications are often prone to be subject to OS approximations or software faults that might result in execution duration overruns. We show with performance evaluations that Allowance-Fit-Decreasing partitioning improves the temporal robustness of real-time systems w.r.t. classical {First-Fit/Best-Fit/Next-Fit}-Decreasing partitioning.
Introduction
Fixed-priority scheduling of recurring real-time tasks has been largely studied for uniprocessors. In such a scheduling, a Priority Assignment (PA) assigns a fixed priority to each job of the task. For instance, Rate-Monotonic (RM) is an optimal PA for periodic tasks with implicit-deadlines (deadlines equal to periods) [1] . Optimality implies that if a feasible PA over a taskset exists, then the optimal PA is also feasible. A feasible taskset is a taskset such that a scheduling algorithm exists which can schedule this taskset. We focus on the more general model of tasks with constrained-deadlines (deadlines less than or equal to periods) for which Deadline-Monotonic (DM) is an optimal PA [2] . Recently, the optimal Robust Priority Assignment (RPA) [3] has been proposed to find the PA which maximizes the interference that a tasks system can support. These interferences can be handled by the tasks by allowing WCETs overruns while the timeliness constraints of all the tasks are respected. These tolerated WCETs overruns are denoted allowance of the tasks. In the same way, our motivation is to propose a robust multiprocessor scheduling which maximizes the allowance.
The two most studied approaches to schedule real-time tasks on a multiprocessor are partitioned and global scheduling. The first one does not allow tasks to migrate whereas the second one allows unrestricted migrations. Recent architecture have reduced the cost of migration. Nevertheless, taking into account the cost of migration in the feasibility conditions of global scheduling is still an open issue. A recent performance evaluation of partitioned and global schedulings show that partitioned scheduling outperform global scheduling, in the current state-of-the-art of feasibility conditions [4] . We therefore focus on the partitioned approach. Several algorithms for fixed-priority partitioned scheduling have been proposed [5] [6] [7] [8] [9] . The aim of the authors is to propose algorithms which improve the worst-case utilization bound. The worst-case utilization bound for a scheduling algorithm A is defined as the minimum utilization for which any implicit-deadline taskset is schedulable according to algorithm A. The utilization of an implicit-deadline taskset is the sum of the processor utilization (formally defined in Sect.2) of each task composing this taskset.
In this paper, our motivation is slightly different since we want to design a partitioned scheduling which improves the temporal robustness of a system i.e. to improve its capability to support variations on the system parameters at run time (WCET overruns for e.g.). Such events should not lead to a deadline violation in a hard real-time application. We focus on the WCET parameter and we propose an algorithm which allocates the tasks on the processor having the greatest capability to support WCETs overrun by maximizing the minimum allowance of all the tasks.
The rest of this paper is organized as follows. In Section 2, we introduce the terminology used in the rest of this paper. In Section 3, we give a definition of robustness in context of this paper. In Section 4, we discuss two manners to compute the allowance of the execution duration which is the criterion of our partitioning algorithm for the assignment of real-time tasks on the processors. In Section 5, we present our heuristic and describe how it works. In Section 6, we compare on some simulations the performance of the partitioning schedulings and we explain the benefits of our approach. We summarize the contributions of this paper in Section 7 and we give direction for our future work.
Terminology
In this paper, we consider an application built from a set τ = {τ 1 , τ 2 , . . . , τ n } of n sporadic real-time tasks. A sporadic task is a recurring task for which only a upper bound on the separation between release times of the jobs is known. Each task τ i is characterized by a minimum interarrival time T i (also denoted period), a worst-case execution time C i and a relative deadline D i . This application runs on a platform Π = {π 1 , π 2 , . . . , π m } of m identical processors (homogeneous case). We consider a fixed-priority scheduling on each processor. A fixed-priority scheduler assigns a priority to each task and all jobs of a task is released with the fixed priority of this task. We assume that tasks are indexed by decreasing priority: ∀i = 1, . . . , n − 1, task τ i has a higher priority than task τ i+1 . A partitioning algorithm produces a partition P art(τ ) = {τ 1 , τ 2 , . . . , τ m } of m disjointed subsets where each subset τ j of real-time tasks is executed on processor π j . The subset τ j composed by n j tasks is also denoted by τ j = {τ
In the rest of this paper, we refer to τ i when the considered task is taken independently and to τ j i when it is considered assigned on processor π j . We define u i as the utilization of task τ i : u i ≡ Ci Ti and U j as the utilization of the taskset τ
On the processor π j , we denote lp
the subset of real-time tasks assigned to π j which have a priority lower than (respectively higher than or equal to) τ i . The response time of the task τ i is denoted R i . We denote R k i the k th iteration in the response time computation of the task τ i .
Robustness
We consider the robustness in the real-time systems as the capacity of the system to handle WCET overruns faults when the WCET are estimated. If the WCET of all the tasks of the system has been well defined, a feasibility analysis shows wheter the system is feasible. But in pratice, it may possible that a task makes a fault or that the time constraints has been miscalculated. Some real-time specifications -such as Real-Time Specification for Java [10] -provide mechanism to handle cost overruns and deadline misses in the case of estimated WCET.
In this work, we consider the robustness as the capacity of a system to meet all the deadlines. We can guarantee that the system stay feasible if and only if we know the execution duration during which a task can exceed its WCET without any deadline is missed. This duration is denoted allowance and the more each task allowance has, the more robust the system regarding to our definition is.
Allowance concept
The allowance of a task is used as a criterion for allocating a task on a processor by our heuristic. We define the allowance A We identified in the literature two approaches to compute the allowance: one based on a (Worst Case Response Time) WCRT computation and one based on a sensitivity analysis on the WCETs. The response time of a task is the duration between the time this task has been released and the time it has been finished. The WCRT of a task is the response time of this task in the worst activation scheme. We use the taskset given in Tab.1 to describe the two allowance computation methods in the following subsections. 
Allowance Computed from WCRT
One of the available approach to compute the allowance of the execution duration has been proposed by Bougueroua et al. [11] . For a given value of allowance A j i , this method consists in checking that the system remains schedulable when the execution duration of a task τ i is equal to C i = C i + A j i . In other words, this method consists in checking that the WCRT of all the tasks remains less than or equal to their deadline when their WCET is extended to C i +A j i . The 3 following equations perform this check for the task τ j i on a processor π j if τ j i was assigned on τ j .
The value of allowance of a real-time task τ i is found by a binary search. Equation (1) on the allowance of the task τ i can be found from (1):
Equation (4) 
The complexity of this approach is pseudo-polynomial due to the Response Time Analysis (RTA) in (2) and in (3). This complexity is in O(n 2 ) where n is the number of tasks. Indeed, for a task τ i , a RTA is performed in O(n) and for each task of lower priority than τ i , a RTA is performed in O(n). In the worst case, there is n − 1 tasks of lower priority than τ 1 , thus the complexity is O(n 2 ).
Allowance Computed from Sensitivity Analysis
Another approach to compute the allowance of the execution duration is the sensitivity analysis. This approach has been introduced by Bini et al. [12] . This approach is attractive compared to the previous one because no iterative computation (such as WCRT computation) is needed. The authors propose to consider the system only at time corresponding to the activation time of the highest priority tasks in [0,
on the processor π j is computed by the following equations:
where schedP k is the set of scheduling points defined by schedP k = P i−1 (D k ) and P k (t) is defined by :
For the task τ 1 of our example, schedP 1 = D 1 = {60}. In the same way, (5) and (6) . The complexity of this approach is exponential because |schedP n |, denoted as the size of the scheduling points set computed by (7) is 2 n−1 in the worst-case. But in practice, the size of schedP n << 2 n−1 for a great value of n. We notice that the size of schedP n is highly sensitive to the range of task periods as seen in appendix of [13] .
Task Partitioning Problem
The task partitioning problem consists of finding a partition of a taskset τ in m subsets τ j , 1 ≤ j ≤ m such that each subset is feasible on processor π j . Since it has been proved that bin-packing problem (NP-hard in the strong sense) can be reduced in polynomial-time to a task partitioning problem [14] , no optimal algorithm exists to decide in polynomial-time if a given taskset is feasible. Fortunately, approximation algorithms and heuristics exist to find solutions for the task partitioning problem in polynomial-time. Heuristics for the tasks partitioning problem exist and are versions of the heuristics proposed for the bin-packing problem. The more cited in the literature are First-Fit [8] (FF), Best-Fit [6] (BF) and Next-Fit (NF) [7] . These heuristics have been initially designed to minimize the number of bins (respectively the number of processors) for the bin-packing problem (respectively the tasks partitioning problem). Another heuristic Worst-Fit [15] , is rarely used because it provides poor performance to solve the bin-packing problem. On the problem of task partitioning, this heuristic allocates tasks to processors where utilization is the lowest. This approach is relevant because we want the best allocation of tasks to maximize the allowance of tasks. We propose in the next subsection a heuristic which allocates tasks to processors that has the greatest allowance rather than processors that has the lowest utilization.
Allowance-Fit-Decreasing
We propose a heuristic, denoted Allowance-Fit-Decreasing, to solve the task partitioning problem. We want to tolerate bounded WCET overruns, a property not considered in classical heuristics. WCETs overruns can be due to OS approximations, faults of the task or WCET under-estimation. By definition, the allowance of a processor is the minimum allowance for all task allocated to the processor. Our goal is to propose a partitioning scheme that assigns a task to the processor whose allowance is maximum.
We describe the Allowance-Fit-Decreasing heuristic with the pseudo-code given in Alg.1. The tasks are first sorted according to their utilization by function sort task by decreasing utilization() (line 1). For each task τ i of the taskset τ (iteration loop at lines 2-17), the proc parameter, denoting the processor on which τ i is allocated (at line 3), is initialized with a null value. The minimum value of allowance for the entire system (variable A min at line 4) is first initialized to minus infinity. We then consider all processors in Π and find the processor that maximizes the processor allowance. For each processor π j (iteration loop at lines 5-11), our heuristic finds the minimum value of processor allowance A j min computed by function compute allowance(π j , τ j i ) when τ i is allocated to π j with the method described in Sect.4.2. If after the iteration loop, A min is greater than or equal to 0 then, τ i can be assigned to a processor, the one that maximizes the processor allowance, by construction. We then proceed with the other tasks until all the tasks until either all tasks have been assigned to a processor (we then return that the task set is schedulable in line 18) or one task is declared not schedulable (line 15).
Partitioned Scheduling Algorithm
A partitioned scheduling algorithm is the combination of a task partitioning algorithm with a schedulability condition. We build two partitioned scheduling algorithms, one from Worst-Fit and one from Allowance-Fit-Decreasing. For the first one, the schedulability condition is a necessary and sufficient condition implicitly given by Allowance-Fit-Decreasing. Indeed, our heuristic computes with the function compute allowance(π j ,τ i ) the value of A j min , the minimum allowance for all the tasks assigned to processor π j , including τ i . If this function returns a negative value, then τ i cannot be assigned on the processor π j . A j min is computed from the sensitivity analysis given in Sect.4.2. For the second one, we combine Worst-Fit with the necessary and sufficient schedulability condition RTA [16] . During the allocation, the tasks are taken in order of their decreasing utilization. In other words, the tasks with the greater utilization are allocated first. We consider a fixed-priority assignment and we use DM priority assignment since this PA is an optimal one when the considered tasks have constrained-deadlines (∀i, D i ≤ T i ) [2] .
Methodology
Our simulations is based on randomly generated tasksets. Because we focus on tasks with constrained-deadlines, we consider tasksets such that for any task τ i , α = Di Ti ). We randomly generate 10 sets for α ∈ [0.1, 0.2, . . . , 1.0]. Each set is built from 100,000 randomly generated tasksets. Each taskset is composed by 24 tasks. A taskset is generated using the UUniFast algorithm [17] which produces a uniformly distributed set of task utilizations and which avoids bias in the generated tasksets. For a given task τ i , the period T i is generated with a uniform distribution between 100 and 100,000 ms. The deadline D i is given by D i = α · T i and the WCET C i is given by C i = u i · T i . We consider an homogeneous processor composed by 8 identical processors.
Simulation Results
We show in Fig.1 the average number of iterations during the computation of allowance.
We implement a function iteration() which computes the value given by (8) .
The computation of the allowance based on the WCRT computation calls this function in (2) and in (3) . The computation of the allowance based on the sensitivity analysis calls this function in (5) . For the two implementations of the allowance computation, we count the number of calls to the function iteration() for each randomly generated taskset and we keep the average of the allowance over all the taskset. We notice that despite the fact of the complexity of the sensitivity analysis seems greater than the complexity of the allowance computation based on the WCRT, the number of iterations for sensitivity analysis is well below the number of iterations for computation based on the WCRT. We therefore choose to compute allowance by sensitivity analysis [12] . We show in Fig.2, 3 and 5 the comparison between First-Fit-Decreasing (FFD), Worst-Fit-Decreasing (WFD) and Allowance-Fit-Decreasing (AFD). Decreasing means that these heuristics assign the tasks in order of their decreasing utilization. We voluntarily omit to show results concerning BF and NF because their behavior are very similar to FF. AFD and WFD use a necessary and sufficient condition of schedulability. Therefore we used the necessary and sufficient condition RTA [16] for the heuristics FFD.
We show in Fig.2 the number of partition found by the heuristics FFD, WFD and AFD. We notice that FFD provides a slightly better schedulability for α ≥ 0.4. This result is explained by the fact that FFD is one of the best heuristic for the task partitioning problem in terms schedulability. But the gap between FFD and the other two heuristics is not very large and may be acceptable if we want more robustness to WCETs overruns. We compare in Fig.3 the minimum allowance obtained by the three heuristics on 4 processors and in Fig.4 on 8 processors. Minimum allowance A min guarantees that any task of the system can bear an interference during A min without any deadline is missed. We show that AFD and WFD outperforms largely FFD.
Indeed, AFD and WFD distributes the tasks among the processors instead of fills up all the first processors. We note that AFD is slightly better than WFD. We show in Fig.5 the comparison between the computational time of the three heuristics. AFD offers better results than WFD in terms of minimum allowance. But the computation time of AFD is 6 to 10 greater than the computation time of WFD. For a robust allocation to the WCETs overruns, it is interesting to use AFD. But when tasks must be accepted online, WFD is a preferable choice.
Conclusion
We have proposed a fixed-priority partitioned scheduling for homogeneous processors which maximizes the allowance of the execution duration. This scheduling is more robust than the others based on FF, BF or NF because during allocation of the tasks, the processor offering the greatest value of allowance is chosen. In terms of maximization of allowance, Allowance-Fit is slighty efficient than Worst-Fit. But in terms of computation time, Worst-Fit is largelly better than Allowance-Fit. Thus Worst-Fit is a good heuristic to maximize the robustness of a partitioned system of real-time tasks. In a future work, we will extend this approach to the class of restricted migration scheduling to improve the schedulability of our solution. In such a scheduling, the different jobs of a recurring task can migrate from a processor to another, but no migration is allowed during the execution of the job. 
