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Abstract. Motivated by the interest in models of the early universe where statistical
isotropy is broken and can be revealed in cosmological observations, we consider an
SU(2) theory of gauge interactions in a single scalar field inflationary scenario. We
calculate the trispectrum of curvature perturbations, as a natural follow up to a previ-
ous paper of ours, where we studied the bispectrum in the same kind of models. The
choice of a non-Abelian set-up turns out to be very convenient: on one hand, gauge
boson self-interactions can be very interesting being responsible for extra non-trivial
terms (naturally absent in the Abelian case) appearing in the cosmological correlation
functions; on the other hand, its results can be easily reduced to the U(1) case. As
expected from the presence of the vector bosons, preferred spatial directions arise and
the trispectrum reveals anisotropic signatures. We evaluate its amplitude τNL, which
receives contributions both from scalar and vector fields, and verify that, in a large
subset of its parameter space, the latter contributions can be larger than the former.
We carry out a shape analysis of the trispectrum; in particular we discuss, with some
examples, how the anisotropy parameters appearing in the analytic expression of the
trispectrum can modulate its profile and we show that the amplitude of the anisotropic
part of the trispectrum can be of the same order of magnitude as the isotropic part.
DFPD 09-A-18 / CERN-PH-TH/2009-179
1. Introduction
The Cosmic Microwave Background (CMB) radiation is a window on the early universe
physics [1] and represents a major object of the WMAP [2, 3, 4] and Planck mission [5]
searches and of other future cosmological investigations.
A powerful feature of the CMB is its degree of non-Gaussianity [6, 7]. A signal is con-
sidered Gaussian if the information it carries is completely encoded in the two-point
correlation function, all higher order connected correlators being zero. Present mea-
surements have already allowed to put interesting limits on the level of non-Gaussianity
of the CMB, and the recently launched Planck satellite and future experiments are
expected to provide either tighter constraints or possibly a detection of a primordial
non-Gaussian signal. Many of the existing inflationary models are in excellent agree-
ment with the CMB observations but differ from each other in terms of predicted amount
of non-Gaussianity [8, 9, 10, 11, 12, 16, 17, 19, 20, 21, 22]. If we want to be prepared for
an accurate comparison with the data in the near future, it is therefore crucial to under-
stand what the different models forecast in terms of non-Gaussianity. This translates
into calculating three, four and higher-order correlation functions for the cosmological
fluctuations.
In this paper, we focus on the trispectrum of curvature perturbations [23, 24, 25].
This has been calculated in several models, such as multifield slow-roll inflation
[26, 27, 28, 29], in the curvaton mechanism [30], in theories with non-canonical ki-
netic terms both in single field [31, 32, 33, 34] and in the multifield case [36, 37]. ‡
We consider here another class of models, specifically those including primordial vector
fields [13, 41, 42, 43, 44, 45, 46, 47, 48, 49]. The interest in these models finds its mo-
tivations, besides in the search for a strong non-Gaussian signature, also in the study
of statistical anisotropy. In fact, several anomalies in the CMB data suggest signatures
of statistical anisotropy breaking [50, 51, 52, 53, 54]. This unexpected feature could,
among other ways, be explained with the existence of preferred spatial directions de-
fined by some primordial vector fields, in models where they can somehow leave their
imprints on the cosmological fluctuations.
Recent works where two and three point functions of the curvature perturbation are
computed in the presence of primordial vector fields include Refs. [46, 47, 48], which
consider a U(1) gauge theory and different specific models (vector inflation, vector cur-
vaton, time-dependent gauge coupling models); Ref. [45], which works in the Abelian
case and for a model of hybrid inflation; a previous paper of us, [55], where an SU(2)
gauge theory is explored. The interest in extending the existing work to a non-Abelian
case, was for us mostly driven by the possibility of new contributions to the correlation
‡ At present there are no constraints on the non-linearity parameters characterizing the trispectrum
from CMB analyses [38, 39]. The only constraint available on the parameter gNL of “local” cubic non-
linearities has been obtained from Large-Scale-Strucuture (LSS) data yielding |gNL| < 106, and future
CMB and LSS observations could probe |gNL| ≥ 104 [40].
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functions arising from self-interactions of the gauge fields in the Lagrangian. These new
contributions are naturally absent in the Abelian case. For the bispectrum, we proved
that they are potentially comparable and, in some case, even larger than the Abelian
contributions. The same motivation leads us to study, in this paper, the trispectrum for
the same kind of theories. In fact one of the reasons why the study of the trispectrum
is important is that in most cases the three and four-point correlation functions are
correlated to each other, being underlined by the same coupling constant.
Throughout the paper, we will employ the δN formula [56, 57, 58, 59], in order
to express the fluctuations in the e-folding number in terms of the fluctuations of all
of the quantum fields on the initial temporal slice. In addition to that, the Schwinger-
Keldysh formalism [60, 61, 62] will be used for calculating the non-Abelian contributions.
The organization of the paper goes as follows: in Section 2 we introduce and briefly
discuss the Lagrangian of the model; in Section 3 we list all the terms contributing
to the trispectrum of the curvature perturbation, classifying them in three separate
categories, scalar, vector and mixed (depending whether they originate from scalar,
vector or both fields); in Section 4 we calculate the mixed terms; in Section 5 we are
faced with the vector terms, particularly with the non-Abelian contributions from the
gauge field trispectrum, represented by vector-exchange and point-interaction diagrams;
in Section 6 we provide an estimate of the τNL parameter; in Section 7 we study the
shape of the trispectrum; in Section 8 we discuss how the anisotropic features modulate
the trispectrum and show that the amplitude of the anisotropic part can be of the
same order of magnitude as the isotropic one; in Section 9 we extend our calculations
to models of gauge interactions where the kinetic term is multiplied by a function of
time; in Section 10 we present our conclusions. The Appendices provide more details
about some lengthy calculations and expressions shortened in the rest of the paper for
the mixed contributions (Appendix A), for vector-exchange (Appendix B) and point-
interation diagrams (Appendix C).
2. The model
Several models have been proposed which include primordial vector fields. We want
to consider a scenario of a scalar-field driven inflation, where the inflaton field coexists
with an SU(2) gauge multiplet. The latter can play a non-negligible role in determining
the amount of curvature perturbations through mechanisms that will be later discussed
in the paper. A possible choice for the Lagrangian is
S =
∫
d4x
√−g
m2PR
2
− f
2(φ)
4
gµαgνβ
∑
a=1,2,3
F aµνF
a
αβ −
(
m20 + ξR
2
)
gµν
∑
a=1,2,3
BaµB
a
ν + Lφ
 ,
(1)
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Lφ being the scalar field Lagrangian and F
a
µν ≡ ∂µBaν−∂νBaµ+gcεabcBbµBcν . The physical
fields are defined as Aaµ ≡
(
Ba0 ,
~Ba/a(t)
)
and ξ is a numerical factor. The kinetic term
for the gauge fields is multiplied by a generic function f that can be viewed as a function
of time.
The gauge field quantum fluctuations are expanded as follows
δAai (~x, η) =
∫
d3q
(2π)3
ei~q·~x
∑
λ=L,R,l
[
eλi (qˆ)a
a,λ
~q δA
a
λ(q, η) + e
∗λ
i (−qˆ)
(
aa,λ−~q
)†
δA∗aλ (q, η)
]
, (2)
where a and a† are creation and annihilation operators and the index λ runs over left,
right and longitudinal polarizations.
Depending on the functional form of f , on the value of the bare mass m0 and of ξ,
different models arise. In the special case f = 1, it was proven in [13] that, for a small
gauge field mass m0 ≪ H and choosing ξ = 1/6, the transverse components of the
gauge field perturbations satisfy equations of motion similar to the one of a minimally
coupled light scalar field which, therefore, has a an almost scale-invariant spectrum on
large scales. In this case, the gauge fields acquire an effective massM2 ≡ m20−2H2 (it is
correct to use the approximation R ≃ −12H2 during inflation). The reader can refer to
Appendix A of [55] for all the details of the equations of motion for the background and
for the gauge field perturbations and their solutions. On the other hand, the longitudinal
wave function in this model has been shown to behave like a ghost, its kinetic energy
being negative, and it is still debated whether or not it has a well-defined quantum field
theory, also because it is governed by an equation of motion suffering from singularities.
In spite of this, a regular solution was proposed in [46]. The physical validity of this
model was questioned in [65, 66, 67, 68]. However these instabilities do not represent
an issue in some models with a varying kinetic function where f (and eventually the
effective mass) is instead not a constant [45, 63, 64].
In view of these different possibilities, we will employ for the longitudinal mode the
parametrization in terms of the transverse mode δB|| = n(x)δBT we introduced in [55],
motivated by the intent of keeping our calculations as general as possible, in spite of
having to make a specific choice for the Lagrangian. Our calculations can indeed be
easily specified for different models. We are going to first consider the Lagrangian with
m0 ≪ H and ξ = 1/6, keeping f = 1. In the last section of the paper, we show how to
extend our calculations to f(t) models.
3. Trispectrum from δN formula
We want to calculate the trispectrum of the curvature perturbation
〈ζ~k1ζ~k2ζ~k3ζ~k4〉 = (2π)3δ3(~k1 + ~k2 + ~k3 + ~k4)Tζ(~k1, ~k2, ~k3, ~k4) (3)
using the δN expansion. In the presence of primordial vector fields [46, 55]
ζ(~x, t) = Nφδφ+N
µ
a δA
a
µ +
1
2
Nφφ (δφ)
2 +
1
2
Nµνab δA
a
µδA
b
ν +N
µ
φaδφδA
a
µ
+
1
3!
Nφφφ(δφ)
3 +
1
3!
Nµνλabc δA
a
µδA
b
νδA
c
λ +
1
2
Nµφφa(δφ)
2δAaµ +
1
2
NµνφabδφδA
a
µδA
b
ν
4
+
1
3!
Nφφφφ(δφ)
4 +
1
3!
Nµνληabcd δA
a
µδA
b
νδA
c
λδA
d
η + ..., (4)
where N is the number of e-foldings between an initial time t∗, which is often
conveniently fixed at the horizon crossing era of the given wave number, and the final
time t, labeling the slice of observation for ζ . The partial derivatives of N have been
thus defined
Nφ ≡
(
∂N
∂φ
)
t∗
, Nµa ≡
(
∂N
∂Aaµ
)
t∗
, Nµφa ≡
(
∂2N
∂φ∂Aaµ
)
t∗
(5)
and so on for higher order derivatives.
Once Eq.(4) is plugged in Eq. (3), several terms will arise. It is convenient to collect
them in three categories: (purely) scalar (S), mixed (M) and vector (V)
Tζ ≡ T Sζ + TMζ + T Vζ . (6)
We anticipate here that TMζ and T
V
ζ can be written as the sum of an Abelian, T
M,V
ζ (A) ,
and a non-Abelian, TM,Vζ (NA) , contributions. This will help stress what the origin of the
different terms is and help derive the non-Abelian limit of our results.
Calculations of the purely scalar contributions already exist in the literature,
whereas the mixed and the vector terms have not been computed so far. We report
here the tree-level result [27, 28]
T Sζ = N
4
φTφ(
~k1, ~k2, ~k3, ~k4)
+ N3φNφφ
[
Pφ(k1)Bφ(|~k1 + ~k2|, k3, k4) + perms.
]
+ N2φN
2
φφ
[
Pφ(k1)Pφ(k2)Pφ(|~k1 + ~k3|) + perms.
]
+ N3φNφφφ [Pφ(k1)Pφ(k2)Pφ(k3) + perms.] . (7)
We defined
〈δφ~k1δφ~k2〉 = (2π)3δ(3)(~k1 + ~k2)Pφ(k), (8)
〈δφ~k1δφ~k2δφ~k3〉 = (2π)3δ(3)(~k1 + ~k2 + ~k3)Bφ(k1, k2, k3), (9)
〈δφ~k1δφ~k2δφ~k3δφ~k4〉 = (2π)3δ(3)(~k1 + ~k2 + ~k3 + ~k4)Tφ(~k1, ~k2, ~k3, ~k4), (10)
where, in single-field slow-roll inflation, to leading order we have: Pφ = H
2
∗/(2k
3) (H∗
being the Hubble parameter evalutated at horizon exit k = aH); from [12, 9] we learn
the result
Bφ ≃
√
ǫH4∗M(ki)
mP
, (11)
M being a function of the momenta moduli ki of dimension (mass)
−6; finally from
[26, 29] we have
Tφ ≃ H6∗M˜(~ki), (12)
5
where M˜ is a function of dimension (mass)−11.
The new contributions from vectors will be evaluated in the next sections.
4. Calculation of mixed contributions
We list the total (connected) Tζ contribution from the mixed (scalar-vector) terms
TMζ = N
2
φN
µ
φaN
ν
φb
[
P abµν(
~k1 + ~k3)Pφ(k1)Pφ(k2) + perms.
]
+ NµaN
ν
b N
ρ
φcN
σ
φd
[
P acµρ(
~k1)P
bd
νσ(
~k2)Pφ(|~k1 + ~k3|) + perms.
]
+ N2φN
µ
aN
ν
φφb
[
Pφ(k1)Pφ(k2)P
ab
µν(
~k3) + perms.
]
+ NφN
µ
aN
ν
b N
ρσ
φcd
[
P acµρ(
~k1)P
bd
νσ(
~k2)Pφ(k3) + perms.
]
+ NφφNφN
µ
φaN
ν
b
[
Pφ(k2)Pφ(|~k1 + ~k2|)P abµν(~k4) + perms.
]
+ Nµνab N
ρ
cN
σ
φdNφ
[
P µρac (
~k2)P
νσ
bd (
~k1 + ~k2)Pφ(k4) + perms.
]
+ N2φN
µ
aN
ν
φb
[
P abµν(
~k3)Bφ(k1, k2, |~k3 + ~k4|) + perms.
]
+ NµaN
ν
b NφN
ρ
φc
[
Pφ(k3)B
abc
µνρ(
~k1, ~k2, ~k3 + ~k4) + perms.
]
+ [higher order terms], (13)
where we defined as usual
〈δAa
µ,~k1
δAb
ν,~k2
〉 = (2π)3δ(3)(~k1 + ~k2)P abµν(~k), (14)
〈δAa
µ,~k1
δAb
ν,~k2
δAc
ρ,~k3
〉 = (2π)3δ(3)(~k1 + ~k2 + ~k3)Babcµνρ(~k1, ~k2, ~k3). (15)
In Eq. (13), we avoided including terms that involve mixed scalar-vector bispectra, the
reason being that in the chosen Lagrangian no direct coupling exists between scalar
(inflaton) and vector degrees of freedom. Before proceeding with the calculations, one
more remark should be made which will hold for the rest of the paper: the partial
derivatives of the e-folding number w.r.t. the temporal components of the gauge fields
will be set to zero, the reason being that the Aa0 are equal to zero (see Appendix A of
[55]).
The power spectrum of the gauge fields was previously calculated in [55] and it reads
P abij (
~k) ≡ T evenij (~k)P ab+ + iT oddij (~k)P ab− + T longij (~k)P ablong (16)
where
T evenij (
~k) = δij − kˆikˆj , (17)
T oddij (
~k) = ǫijkkˆk, (18)
T longij (~k) = kˆikˆj. (19)
and
P abR ≡ δabδAaR(k, t∗)δAb∗R (k, t∗), (20)
P abL ≡ δabδAaL(k, t∗)δAb∗L (k, t∗), (21)
P ablong ≡ δabδAalong(k, t∗)δAb∗long(k, t∗), (22)
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P ab± ≡ (1/2)(P abR ± P abL ), δAaR,L,long indicating the eigenfunctions for the gauge fields.
The total power spectrum of ζ then becomes [55]
Pζ(~k) = P
iso(k)
[
1 + gab
(
kˆ · ~Na
) (
kˆ · ~Nb
)
+ isabkˆ ·
(
~Na × ~Nb
)]
, (23)
where gab ≡ (P ablong−P ab+ )/[N2φPφ+
(
~Nc · ~Nd
)
P cd+ ] and s
ab ≡ P ab− /[N2φPφ+
(
~Nc · ~Nd
)
P cd+ ]
and the isotropic part of the power spectrum is
P iso(k) ≡ N2φPφ(k) +
(
~Nc · ~Nd
)
P cd+ . (24)
As to the vector modes bispectrum (in the last line of Eq. (13)), this was also introduced
and computed in [55] using the Schwinger-Keldysh formalism (see Eq. (50) therein) and
it turns out to be
Babcijk (
~k1, ~k2, ~k3) = g
2
cH
2
∗
(
x∗
k
)3
εa
′
acεa
′
beAel
∑
α,β,γ
(∫
dx
)
αβγ
T αipT
β
jpT
γ
kl + perms.+ c.c. (25)
We define x ≡ −kη, where k ≡ k1+ k2+ k3+ k4. As a reminder, (
∫
dx)αβγ indicates the
time integral over the wavefunctions of the internal legs multiplied by the wavefunctions
of the external legs of the diagrams, the indices α, β and γ runnig over longitudinal
and transverse polarization states only. In the model we adopted, no violation of parity
occurs, therefore P ab− = 0 and P
ab
+ = P
ab
R .
The next step is to calculate the time integrals in Eq (25). It is well-known that, for
the Lagrangian (1) with f = 1 and an effective mass M2 = m20 − 2H2 ≃ −2H2 the
transverse mode behaves as a light scalar field during inflation [13]
δBT = −
√
πx
2
√
k
[
J3/2(x) + iJ−3/2(x)
]
. (26)
Throughout the paper, we find it convenient to adopt the parametrization introduced
in [55] for the wavefunctions of the longitudinal mode in terms of the transverse mode,
i.e.
δB|| = n(x)δBT , (27)
where n is un unknown function of x ≡ −kη. Like in [55], the choice of this
parametrization is motivated by the convenience of a more general approach when
handling longitudinal modes, in view of their still debated nature and of the possibility
of making our analysis adaptable to more than one physical model.
When performing the time integrals, we should remind ourselves that, for the kind
of wavefunctions we are dealing with, the major contribution comes from the region
of integration around the horizon H ≃ k/a [9]. Also, let us assume that n(x) is a
smooth function: this is reasonable, based on requirement that the longitudinal mode
asymptotically scales as the transverse mode at late times so as to produce a scale
invariant spectrum. For example this happens in the models with the transverse mode
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given by (26) with m0 ≃ 0 [13] , or in models with varying kinetic function and mass
[63, 64]. § It then appears to be a good approximation evaluating n(x) at the horizon
crossing time x∗ and taking it out of the integrals in Eq. (25), which leads to(∫
dx
)
EEE
= − 1
24k3k21k
2
2k
2
3x
∗5
[AEEE + (BEEE cos x
∗ + CEEE sin x
∗)Eix
∗] ,(∫
dx
)
EEl
=
(∫
dx
)
ElE
=
(∫
dx
)
lEE
= n2(x∗)
(∫
dx
)
EEE
,(∫
dx
)
llE
=
(∫
dx
)
lEl
=
(∫
dx
)
Ell
= n4(x∗)
(∫
dx
)
EEE
,(∫
dx
)
lll
= n6(x∗)
(∫
dx
)
EEE
. (28)
The letter ‘E’ is an abbreviation for ‘even’, whereas ‘l’ stands for ‘longitudinal’ and the
definition of the functions AEEE, BEEE and CEEE can be found in Appendix C of [55].
The final expression for line 8 of Eq. (13) becomes
TM |line 8 = NφPφ(k3)g2cH2∗
(
x∗
k
)3 (∫
dx
)
EEE
[I
(8)
EEE + n
2(x∗)
(
I
(8)
EEl + I
(8)
ElE + I
(8)
lEE
)
+ n4(x∗)
(
I
(8)
llE + I
(8)
lEl + I
(8)
Ell
)
+ n6(x∗)I
(8)
lll ] (29)
where the expressions of the anisotropy coefficients I
(8)
αβγ can be found in Appendix A
(Eqs. (A.1) through (A.4)). This is the only non-Abelian contributions to TMζ , the re-
maining terms are also present in the Abelian limit gc → 0.
In some vector field scenarios, the mixed scalar-vector derivatives Nµ...φa... vanish, so
Eq. (13) does not contribute to the trispectrum. This can certainly happen in those
models where a direct coupling between scalar and vector fields is missing, but the
latter condition is not sufficient for concluding that the mixed derivatives are null. As
an example, it is useful to refer to [69], which, among other things, includes an analytic
study for the case of a set of slowly rolling fields with a separable quadratic potential.
The number of e-folding is written as a sum of integrals over the different fields, to be
evaluated between their values at an initial (generally set at around horizon crossing)
and a final times. For each field, the value at the final time depends on the total
field configuration at the initial time, so the mixed derivative of N can in principle be
non-zero. Anyway, if the final time approaches the end of inflation, it is reasonable
to assume that, by then, the fields have stabilized to their equilibrium value and no
longer carry the memory of their evolution. If this happens, the sum of integrals which
defines N becomes independent of the final field configuration and its mixed derivatives
can therefore be shown to be zero. It turns out that we are allowed the same kind of
analytic study, if we work with the Lagrangian in Eq. (1) and if we introduce some
slow-roll assumptions for the vector fields (see [55] for details, in particular Appendix
§ The assumption that m0 ≃ 0 is crucial if by “late time” we mean a epoch within the end of inflation
and well-after horizon crossing, since in the opposite case, i.e. for non-negligible m0, the solution (26)
for the transverse mode would no longer apply and it would become harder to produce a scale-invariant
power spectrum.
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A for a discussion about what these assumptions imply and Appendix B for the actual
calculation of N and its derivatives).
5. Calculation of purely vector contributions
Let us now turn to the vector trispectrum contributions: they are quite similar to the
scalar ones (Eq. (7))
T Vζ = N
µ
aN
ν
bN
ρ
cN
σ
d T
abcd
µνρσ(
~k1, ~k2, ~k3, ~k4)
+ NµaN
ν
bN
ρ
cN
σδ
de
[
P adµσ(
~k1)B
bce
νρδ(
~k1 + ~k2, ~k3, ~k4) + perms.
]
+ NµaN
ν
bN
ρσ
cd N
δη
ef
[
P acµρ(
~k1)P
be
νδ(
~k2)P
df
ση(
~k1 + ~k3) + perms.
]
+ NµaN
ν
bN
ρ
cN
σδη
def
[
P adµσ(
~k1)P
be
νδ(
~k2)P
cf
ρη (
~k3) + perms.
]
(30)
where
〈δAa
µ,~k1
δAb
ν,~k2
δAc
ρ,~k3
δAd
σ,~k4
〉 = (2π)3δ(3)(~k1 + ~k2 + ~k3 + ~k4)T abcdµνρσ(~k1, ~k2, ~k3, ~k4) . (31)
The power spectra and the bispectrum appearing in Eq. (30) were provided in the
previous section (Eqs.(16) and (25)). All we are left with is then calculating the
trispectrum of the gauge fields, i.e. T abcdµνρσ in the first line of Eq. (30). However, in
the next pages, we are also going to rewrite the other lines of the expression above for
completeness and for the computation of the non-Gaussianity parameter τNL in Sec. 6.
Like in [55], the terms that are proportional to Na0 will not be taken into account since
Aa0 = 0 for all a = 1, 2, 3.
5.1. Abelian terms in T Vζ
They include the third and fourth lines of Eq.(30). Let us rewrite them in such a way
that their anisotropy coefficients are easily readable.
Let us first introduce the following quantity (we use the same notation as in [55])
M ck(
~k) ≡ N iaP acik (~k) = P ac+ (k)
[
δikN
i
a + p
ac(k)kˆk
(
kˆ · ~Na
)
+ iqac(k)
(
kˆ × ~Na
)
k
]
(32)
where pac(k) ≡
(
P aclong − P ac+
)
/(P ac+ ), q
ac(k) ≡ P ac− /P ac+ and ~Na ≡ (N1a , N2a , N3a ).
Also, let us define
Ljlce(
~k) ≡ N jicdP dfik (~k)Nklfe
= P df+ (~k)[ ~N
j
cd · ~N lef + pdf (k)
(
kˆ · ~N jcd
) (
kˆ · ~N lef
)
+ iqdf (k)kˆ · ~N jcd × ~N lef ] (33)
where ~N jcd ≡ (N j1cd , N j2cd , N j3cd ).
Using the equations above, the third and the fourth lines of (30) become
T Vζ(A) = M
c
i L
ij
ceM
e
j +M
f
i M
e
jM
d
kN
ijk
fed (34)
where the subscript A always stands for “Abelian” and N ijkfed is the third derivative of
N w.r.t. the vector fields. Notice that the anisotropy coefficients pac and qac become
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zero respectively for theories in which transverse and longitudinal modes evolve exactly
in the same way and P ab− = 0.
In the situation where the vectors ~Na are all aligned along a unique spatial direction,
some more considerations can be made about the level of statistical anisotropy in
Eq. (34). In particular, for theories where qab = 0 applies, T Vζ(A) isotropizes if the
four wave vectors ~ki lie in a plane perpendicular to the direction of the gauge vectors;
otherwise, for theories where pab = 0, T Vζ(A) will appear isotropic when considering wave
vectors parallel to the gauge vectors.
5.2. Non-Abelian terms in T Vζ
The non-Abelian contributions to T Vζ are given by the first and second line of Eq.(30).
The bispectrum Bbceνρδ was reported in Eq.(25). If we define N˜
k
c ≡ Mdi N ikdc (where Mdi
was introduced in Eq. (32)), then the second line of (30) can be rewritten as
T Vζ |line 2 = N iaN jb N˜kc Babcijk (~k1 + ~k2, ~k3, ~k4) (35)
which is formally similar to Eq.(50) of [55], with one of the N ia replaced by N˜
i
a. The
result is therefore given by
T Vζ |line 2 = g2cH2∗
(
x∗
k
)3 (∫
dx
)
EEE
[I˜EEE + n
2(x∗)
(
I˜EEl + I˜ElE + I˜lEE
)
+ n4(x∗)
(
I˜llE + I˜lEl + I˜Ell
)
+ n6(x∗)I˜lll] + perms. (36)
where the I˜αβγ are provided in Appendix A after Eqs. (A.1)-(A.4). It is interesting
to notice that, in those models where the longitudinal and the transverse modes have
the same time-evolution (i.e. n(x) = 1) and parity is preserved (i.e. P ab− = 0), the
contribution from Eq. (36) becomes isotropic
T Vζ |line 2 = g2cH2∗
(
x∗
k
)3
εa
′
abεa
′
ce ~Na · ~Nc ~˜N b · ~Ae (37)
×
[
− 1
24k3k21k
2
2k
2
3x
∗5
(AEEE + (BEEE cosx
∗ + CEEE sin x
∗)Eix
∗) + perms
]
.
Another observation worth to be made is that the I˜αβγ become all equal to zero in the
case where the three gauge vectors point in the same spatial direction. In order to
prove this, one should employ, besides their definitions in (A.1)-(A.4), also the explicit
expressions for the derivatives of N (which can be found in [46] or also in [55] and that
will be used in Section 6 in the evaluation of τNL).
We are now left with one last term to be analysed, i.e. the first line of Eq.(30).
Like for the other non-Abelian contributions, this will be calculated using the Schwinger-
Keldysh formula
〈Ω|Θ(t)|Ω〉 =
〈
0
∣∣∣∣[T¯ (ei∫ t0HI (t′)dt′)]ΘI(t) [T (e−i∫ t0HI(t′)dt′)]∣∣∣∣ 0〉 , (38)
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Figure 1. Diagrammatic representations of vector-enchange (on the left)
and contact-interaction (on the right) contributions to the trispectrum.
where |Ω〉 and |0〉 are the vacua respectively of the interaction and of the free theories.
Both time-ordering, T , and anti-time-ordering operators, T¯ , are needed to account for
the fact that the quantity on the left-hand side is not a scattering amplitude between
an initial and a final state, it is instead an expectation value of a given cosmological
observable at a given time. The subscript I reminds the reader that we are working in
interaction picture, so all the fields can be treated as free and thus expanded in terms
of creation and annihilation operators in the usual way.
To leading order in the SU(2) coupling and in the perturbative expansion of the gauge
fields, there are two types of diagrams, the vector-exchange and the point interaction
diagrams (see Fig. 1), which arise respectively from third and fourth-order interactions
in the Hamiltonian
H
(3)
int = gcε
abcgikgjl∂iδB
a
j δB
b
kδB
c
l (39)
H
(4)
int = g
2
cε
eabεecdgijgklδBai δB
b
kδB
c
jδB
d
l . (40)
Both of these contributions to T Vζ are expected to be of order ∼ g2cH4∗ .
5.2.1. Vector-exchange diagrams
Let us begin with the two vertex diagram. Using the language of Eq. (38), it can
be put in the form
〈Θ(η∗)〉 ⊃ (−i)
2
2
〈T
[
Θ
∫ η∗
−∞
dη
′
(
H+(η
′
)−H−(η′)
) ∫ η∗
−∞
dη
′′
(
H+(η
′′
)−H−(η′′)
) ]
〉 (41)
where now H ≡ H(3)int , Θ ≡ δAaµδAbνδAcρδAdσ and the inclusion symbol as usual points
out that what stands on the right-hand side is only one of the contributions to 〈Θ(η∗)〉.
The superscripts + and − refer to different rules of field-operator contractions, i.e.
̂
δBa,+i (η
′)δBb,+j (η
′′) = Π˜abij (η
′
, η
′′
)Θ(η
′ − η′′) + Π¯abij (η
′
, η
′′
)Θ(η
′′ − η′),̂
δBa,+i (η
′)δBb,−j (η
′′) = Π¯abij (η
′
, η
′′
),̂
δBa,−i (η
′)δBb,+j (η
′′) = Π˜abij (η
′
, η
′′
),̂
δBa,−i (η
′)δBb,−j (η
′′) = Π¯abij (η
′
, η
′′
)Θ(η
′ − η′′) + Π˜abij (η
′
, η
′′
)Θ(η
′′ − η′).
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In Fourier space we have
Π˜abij (
~k) ≡ T evenij (kˆ)P˜ ab+ + iT oddij (kˆ)P˜ abij + T longij (kˆ)P˜ abij (42)
Π¯abij (
~k) ≡ T evenij (kˆ)P¯ ab+ + iT oddij (kˆ)P¯ abij + T longij (kˆ)P¯ abij (43)
where P˜ ab± ≡ (1/2)(P˜ abR ± P˜ abL ), P˜ abR being equal to the product of the two eigenfunctions
δabδB
ab
R (k, η)δB
∗ab
R (k, η
′
) and P¯ ab± =
(
P˜ ab±
)∗
(similar definitions hold for P˜ abL and P˜
ab
long).
We remind the reader that in our model T oddij = 0.
Eq. (41) can be rewritten as follows
〈Θ(η∗)〉 ⊃ (−i)
2
2
〈T [Θ (A+ B+ C+ D)]〉 (44)
where
A ≡
∫ η∗
−∞
dη
′
H+(η
′
)
∫ η∗
−∞
dη
′′
H+(η
′′
)
B ≡
∫ η∗
−∞
dη
′
H−(η
′
)
∫ η∗
−∞
dη
′′
H−(η
′′
)
C ≡ −
∫ η∗
−∞
dη
′
H+(η
′
)
∫ η∗
−∞
dη
′′
H−(η
′′
)
D ≡ −
∫ η∗
−∞
dη
′
H−(η
′
)
∫ η∗
−∞
dη
′′
H+(η
′′
)
For each one of the integrals listed above, due to the presence of both the fields and their
spatial derivatives in H
(3)
int , there are three different sets of contractions of the external
with the vertex field-operators: for the first set, the field-operators with derivatives in
the vertices are both contracted with external fields; for the second one, only one of the
two field-operators with derivatives contracts with an external field (the other contracts
with another internal field); for the third set, the field-operators with derivatives contract
with each other.
A sample set of contractions of the first type is provided in the following equation
T abcdijkl ⊃
g2c
2a4(η∗)
εa
′
b
′
c
′
εa
′′
b
′′
c
′′
kmkm′
×
∫
dη
′
a4(η
′
)
∫
dη
′′
a4(η
′′
)gmpgm
′
p
′
gnqgn
′
q
′
Π˜aa
′
in Π˜
bb
′
jp Π˜
ca
′′
kn′ Π˜
db
′′
lp′ Π˜
c
′
c
′′
qq′ (45)
where the first four Π˜s correspond to contractions between external and internal fields
whereas the last one indicates the contraction between the two remaining internal
fields. The a−4 factor comes from expressing the external (physical) fields in terms
of the comoving ones. As a reminder, we define (2π)3δ(3)(~k1 + ~k2 + ~k3 + ~k4)T
abcd
ijkl ≡
〈δAai δAbjδAckδAdl 〉. The expression in (45) can be rewritten as follows
T abcdijkl ⊃
g2c
2a4(η∗)
εa
′
b
′
c
′
εa
′′
b
′′
c
′′
kmkm′δ
aa
′
δbb
′
δca
′′
δdb
′′
δc
′
c
′′
× ∑
α,β,γ,δ,σ
(∫
dη
′
∫
dη
′′
)
αβγδσ
T αinT
β
jmT
γ
kn′
T δlm′T
σ
nn′ (46)
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where, again, the greek indices of the sum indicate either the transverse (E) or
longitudinal (l) modes, the
(∫
dη
′ ∫
dη
′′
)
stand for the integrals over the wave functions,
the chosen time variable being x ≡ −kη (k ≡ ∑i=1,...,4 ki, ki ≡ |~ki|).
Let us define the coefficients T αβγδσijkl ≡ kmkm′T αinT βjmT γkn′T δlm′T σnn′ . They should be
calculated for each one of the three different sets of contractions and for each permutation
within the specific set. This is a straghtforward but rather lengthy and not particularly
interesting calculation. A convenient way to proceed could be the following: we first
compute the time integrals in order to find out which one among the combinations
of longitudinal and transverse mode functions in the string [α, β, γ, δ, σ] provides the
highest amplitude for the trispectrum (in order to be able to perform this comparison
we work, as it is usually done when trying to quantify the amplitude of a three or
of a four-point function, in the so called “equilateral configuration”, which for the
trispectrum means taking k1 = k2 = k3 = k4 = k1ˆ2 = k1ˆ4); for the combination with the
highest amplitude, we then calculate the coefficients T αβγδσijkl for all the different sets of
contractions and sum over all the permutations.‖
Let us now perform our calculations. The wavefunctions we are going to adopt were
introduced in Sec.4 (see Eqs. (26) and (27)). It is possible to verify that B = A∗ and
D = C∗ and that integrals of type A are consistently smaller in amplitude than integrals
of type C. We therefore report the combined contribution C + D = 2Re[C] for one of
the permutations
(∫
dη
′
∫
dη
′′
)
EEEEE
=
1
8k31k
3
2k
3
3k
3
4k
3
1ˆ2
(k1ˆ2 + k1 + k2)(k1ˆ2 + k3 + k4)x
∗8
× [(M − 2E)[(N − 2F )(AB + CD) + (2H + L)(CB − AD)]
+ (2G+ P )[(N − 2F )(AD − CB) + (2H + L)(AB + CD)]] (47)(∫
dη
′
∫
dη
′′
)
EEEEl
= n2(x∗)
(∫
dη
′
∫
dη
′′
)
EEEEE
(48)(∫
dη
′
∫
dη
′′
)
EEEll
= n4(x∗)
(∫
dη
′
∫
dη
′′
)
EEEEE
(49)(∫
dη
′
∫
dη
′′
)
EElll
= n6(x∗)
(∫
dη
′
∫
dη
′′
)
EEEEE
(50)(∫
dη
′
∫
dη
′′
)
Ellll
= n8(x∗)
(∫
dη
′
∫
dη
′′
)
EEEEE
(51)(∫
dη
′
∫
dη
′′
)
lllll
= n10(x∗)
(∫
dη
′
∫
dη
′′
)
EEEEE
(52)
where A, B, C, D, E, F , G, H , L, M , N and P are functions of x∗ and of the momenta
moduli to be provided in Appendix B (Eqs. (B.1) through (B.9)). Obviously the value of
the integrals does not change when permuting its labels αβγδσ, besides having a different
‖ Notice that this procedure provides an approximate result, but it is certainly allowed since, when
working in the equilateral configuration (as we do when we evaluate the amplitude of the trispectrum),
it is easy to realize that the integrals
(∫
dη
′
∫
dη
′′
)
are independent of the specific set of operator
contractions, which only differ by the Tαβγδσijkl and by the Levi-Civita coefficients.
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power of the coefficient n(x∗) multiplying them. We need now to find out if there is
one, among the integrals in Eqs. (47) through (52), that has the largest amplitude,
i.e. understand if something can be said about the order of magnitude of n(x∗). We
could try to extrapolate some information about n(x∗) from what happens at very late
times. In the models discussed in Ref. [13, 46] it turns out that the longitudinal mode is
δB|| =
√
2δBT .¶If this is the correct asymptotic behaviour and we find it reasonable to
extrapolate back until the horizon crossing epoch, it is then correct to conclude that in
this case the amplitude is the largest for the integral among the ones listed in Eqs. (47)
through (52) containing the highest powers of n, i.e. for
(∫
dη
′ ∫
dη
′′
)
lllll
. The coefficients
we intend to calculate are then of the kind T lllllijkl only. We list them below for the three
different sets of contractions we introduced above and for one particular permutation
T
lllll(1)
ijkl = k1k3k1234
(
kˆ1 · kˆ1ˆ2
) (
kˆ1 · kˆ2
) (
kˆ3 · kˆ4
) (
kˆ3 · kˆ1ˆ2
)
, (53)
T
lllll(2)
ijkl = k3k1ˆ2k1234
(
kˆ1 · kˆ1ˆ2
) (
kˆ2 · kˆ1ˆ2
) (
kˆ3 · kˆ4
) (
kˆ3 · kˆ1ˆ2
)
, (54)
T
lllll(3)
ijkl = k1ˆ2k1ˆ2k1234
(
kˆ1 · kˆ1ˆ2
) (
kˆ2 · kˆ1ˆ2
) (
kˆ3 · kˆ1ˆ2
) (
kˆ4 · kˆ1ˆ2
)
. (55)
We adopted the following notation: ks ≡ |~ks|, kˆs ≡ ~ks/ks, the index s running over
the four external momenta; kss′s′′s′′′ ≡ kˆsikˆs′j kˆs′′kkˆs′′′l, with s, s′, s′′, s′′′ = 1, 2, 3, 4 and
with the indices i, j, k, l indicating the spatial components of the vectors; ~ksˆs′ ≡ ~ks+~ks′,
ksˆs′ ≡ |~ks + ~ks′| and so kˆsˆs′ ≡ ~ksˆs′/ksˆs′.
It is possible to prove that, once the Levi-Civita coefficients and the sum over the
permutations are taken into account, only the first set of contractions is left (see again
Appendix A for detailed calculations). The final result after these cancellations can be
written in the following form
〈δAai δAbjδAckδAdl 〉∗ ⊃ (2π)3δ(3)(~k1 + ~k2 + ~k3 + ~k4)g2c
(
H∗x
∗
k
)4
εabc
′′
εcdc
′′ [
I × k1234 ×
(
4∑
i=1
ti
)
+ II × k1324 ×
(
8∑
i=5
ti
)
+ III × k1432 ×
(
12∑
i=9
ti
) ]
. (56)
All the possible permutations have been included in the previous equation and, as a
reminder, the indices i, j, k, l are hidden in kss′s′′s′′′ on the right-hand side. We define
I ≡ n10 ×
(
1
8k31k
3
2k
3
3k
3
4k
3
1ˆ2
(k1ˆ2 + k1 + k2)(k1ˆ2 + k3 + k4)x
∗8
)
× [(M − 2E)[(N − 2F )(AB + CD) + (2H + L)(CB −AD)]
+ (2G+ P )[(N − 2F )(AD − CB) + (2H + L)(AB + CD)]] (57)
(from Eqs. (47)-(52)). The function II is defined from I by exchanging k2 with k3 and
k1ˆ2 with k1ˆ3; similarly, III is defined from I by exchanging k2 with k4 and k1ˆ2 with k1ˆ4,
¶ As another example, in models with varying kinetic function and mass [63, 64], we have verified that
n(x)≫ 1 at late times and for a vector field that is light until the end of inflation.
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so they are all functions of the horizon crossing time x∗ ≡ −kη∗ and of the moduli of
the external momenta and of their sums. This amounts to seven independent variables,
x∗, k1, k2, k3, k4, k1ˆ2 and k1ˆ4. The coefficients ti (i = 1, ..., 12) come from T
αβγδσ
ijkl and
so they are also functions of the momenta moduli (see Eqs. (B.10) through (B.21) for
their expressions). Finally, the anisotropic part of Eq. (56) is represented by the kss′s′′s′′′
terms, which, in the final expression for the curvature perturbation trispectrum, have
their spatial indices contracted with the derivatives Nai of the number of e-foldings w.r.t.
the vector fields as follows
〈ζ~k1ζ~k2ζ~k3ζ~k4〉 ⊃ Nai N bjN ckNdl 〈δAai δAbjδAckδAdl 〉∗ ⊃ (2π)3δ(3)(~k1 + ~k2 + ~k3 + ~k4)g2c
(
H∗x
∗
k
)4
× I ×
(
4∑
i=1
ti
)
×∆I + perms. (58)
where the anisotropic term in the first permutation is
∆I ≡ εabc
′′
εcdc
′′
Nai N
b
jN
c
kN
d
l k1234. (59)
It can be interesting to rewrite ∆I in terms of all its variables
∆I =
3∑
(a<b)a,b=1
(Na)2 (N b)2 × ∏
[i,j]=[1,2],[3,4]
det
(
M i,j,a,bI
) (60)
The MI ’s are 2 × 2 matrices whose entries are represented by the cosines of the angles
between the wavevectors and the ~Na
M i,j,a,bI ≡
∣∣∣∣∣ cos θia cos θjacos θib cos θjb
∣∣∣∣∣ .
i.e. cos θia ≡ kˆi · Nˆa and so on.
The two permutations in Eq. (58) can be written in a similar fashion with anisotropic
coefficients
∆II ≡ εabc
′′
εcdc
′′
Nai N
b
jN
c
kN
d
l k1324 =
3∑
(a<b)a,b=1
(Na)2 (N b)2 × ∏
[i,j]=[1,3],[2,4]
det
(
M i,j,a,bII
),
∆III ≡ εabc
′′
εcdc
′′
Nai N
b
jN
c
kN
d
l k1432 =
3∑
(a<b)a,b=1
(Na)2 (N b)2 × ∏
[i,j]=[1,4],[3,2]
det
(
M i,j,a,bIII
).
The number of angular variables is equal to 12. These are to be added to the six
scalar variables from the isotropic part of (58) (k1, k2, k3, k4, k1ˆ2 and k1ˆ4) and to three
parameters represented by the lengths of the vectors ~Na in ∆.
Like in (36), the anisotropy coefficients here become equal to zero in the event of an
alignment of the gauge vectors along a unique direction.
Notice that the isotropization we found out to occur in the n(x) = 1 case for the
trispectrum contribution in Eq. (36) (and that will be as well proven for the contact
15
interaction in the next subsection), does not hold for the vector-exchange diagram.
In fact, even without having to calculate the T αβγδσijkl coefficients explicitly, it is easy
to verify that, summing all of them up, we are left with a term proportional to
ǫa
′
bcǫa
′
de
(
~Nb · ~Nd
) (
kˆ1 · ~Nc
) (
kˆ3 · ~Ne
)
, coming from TEEEEEijkl , plus its permutations. The
anisotropy therefore survives because of the presence of spatial derivatives in the
interaction Hamiltonian that are contracted with the external field operators.
5.2.2. Point-interaction diagrams
Let us now move to the one-vertex diagrams
〈Θ(η∗)〉 ⊃ i〈T
[
Θ
∫ η∗
−∞
dη
′
(
H+(η
′
)−H−(η′)
) ]
〉, (61)
where now H ≡ H(4)int and again Θ ≡ δAaµδAbνδAcρδAdσ. After working out the Wick
contractions, this becomes
NµaN
ν
b N
ρ
cN
σ
d T
abcd
µνρσ(
~k1, ~k2, ~k3, ~k4) ⊃ g2c
(
H∗x
∗
k
)4
ǫa
′bcǫa
′daNma N
n
b N
o
cN
p
d
× ∑
αβγδ
(∫
dx
)
αβγδ
T αmiT
β
njT
γ
oiT
δ
pj + permutations. (62)
Let us list the coefficients T αβγδmnop ≡ T αmiT βnjT γoiT δpj for one of the permutations
TEEEEmnop = δmoδnp − δmokˆp4kˆn4 − δmokˆn2kˆp2 + δmokˆn2kˆp4kˆ2 · kˆ4 − δnpkˆo3kˆm3
+ k3434 + k3232 − kˆ2 · kˆ4 (k3234 + k1214)− δnpkˆm1kˆo1 + k1414 + k1212
+ δnpkˆm1kˆo3kˆ1 · kˆ3 − kˆ1 · kˆ3 (k1232 + k1434) + kˆ1 · kˆ3kˆ2 · kˆ4, (63)
TEEElmnop = δmokˆp4kˆn4 − δmokˆn2kˆp4kˆ2 · kˆ4 − k3434 + kˆ2 · kˆ4 (k3234 + k1214)− k1414
+ k1434kˆ1 · kˆ3 − k1234kˆ1 · kˆ3kˆ2 · kˆ4, (64)
TEElEmnop = δnpkˆo3kˆm3 − δnpkˆm1kˆo3kˆ1 · kˆ3 − k3434 + kˆ1 · kˆ3 (k1434 + k1232)− k3232
+ k3234kˆ2 · kˆ4 − k1234kˆ1 · kˆ3kˆ2 · kˆ4, (65)
TElEEmnop = δmokˆn2kˆp2 − δmokˆn2kˆp4kˆ2 · kˆ4 − k3232 + kˆ2 · kˆ4 (k3234 + k1214)− k1212
+ k1232kˆ1 · kˆ3 − k1234kˆ1 · kˆ3kˆ2 · kˆ4, (66)
T lEEEmnop = kˆm1kˆo1δnp − kˆm1kˆo3k13δnp − k1414 + kˆ1 · kˆ3 (k1434 + k1232)− k1212
+ k1214kˆ2 · kˆ4 − k1234kˆ1 · kˆ3kˆ2 · kˆ4, (67)
TEEllmnop = k3434 − k3234kˆ2 · kˆ4 − k1434kˆ1 · kˆ3 + k1234kˆ1 · kˆ3kˆ2 · kˆ4, (68)
TElElmnop = δmokˆn2kˆp4kˆ2 · kˆ4 − kˆ2 · kˆ4 (k3234 + k1214) + k1234kˆ1 · kˆ3kˆ2 · kˆ4, (69)
TEllEmnop = k3232 − k3234kˆ2 · kˆ4 − k1232kˆ1 · kˆ3 + k1234kˆ1 · kˆ3kˆ2 · kˆ4, (70)
T llEEmnop = k1212 − k1214kˆ2 · kˆ4 − k1232kˆ1 · kˆ3 + k1234kˆ1 · kˆ3kˆ2 · kˆ4, (71)
T lEElmnop = k1414 − k1214kˆ2 · kˆ4 − k1434kˆ1 · kˆ3 + k1234kˆ1 · kˆ3kˆ2 · kˆ4, (72)
T lElEmnop = δnpkˆm1kˆo3kˆ1 · kˆ3 − kˆ1 · kˆ3 (k1434 + k1232) + k1234kˆ1 · kˆ3kˆ2 · kˆ4, (73)
T lllEmnop = k1232kˆ1 · kˆ3 − k1234kˆ1 · kˆ3kˆ2 · kˆ4, (74)
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T llElmnop = k1214kˆ2 · kˆ4 − k1234kˆ1 · kˆ3kˆ2 · kˆ4, (75)
T lEllmnop = k1434kˆ1 · kˆ3 − k1234kˆ1 · kˆ3kˆ2 · kˆ4, (76)
TElllmnop = k3234kˆ2 · kˆ4 − k1234kˆ1 · kˆ3kˆ2 · kˆ4, (77)
T llllmnop = k1234kˆ1 · kˆ3kˆ2 · kˆ4. (78)
When evaluating the integrals (
∫
dx)αβγδ, we use again the wavefunctions previously
introduced in Eqs. (27) and (26). The final result is
(∫
dx
)
EEEE
=
1
24k5k21k
2
2k
2
3k
2
4x
∗7
[QEEEE + AEEEE cix
∗ (BEEEE cos x
∗ + CEEEE sin x
∗)
+DEEEE six
∗ (EEEEE cosx
∗ + FEEEE sin x
∗) ], (79)(∫
dx
)
EEEl
= n2(x∗)
(∫
dx
)
EEEE
, (80)(∫
dx
)
EEll
= n4(x∗)
(∫
dx
)
EEEE
, (81)(∫
dx
)
lllE
= n6(x∗)
(∫
dx
)
EEEE
, (82)(∫
dx
)
llll
= n8(x∗)
(∫
dx
)
EEEE
, (83)
where QEEEE, AEEEE, BEEEE, CEEEE, DEEEE, EEEEE and FEEEE are functions of x
∗
and of the momenta ki ≡ |~ki|, ci and si stand respectively for the CosIntegral and the
SinIntegral functions. The expressions of these functions can be found in Appendix C.
It is again important noticing that the anisotropy coefficients become zero if the gauge
fields are all aligned.
Finally, summing up the coefficients in Eqs. (63) through (63), one realizes that if the
longitudinal and the transverse mode evolve in the same way, the total contribution
from the point-interaction diagram is isotropic
〈ζ~k1ζ~k2ζ~k3ζ~k4〉 ⊃ (2π)3δ3
(
~k1 + ~k2 + ~k3 + ~k4+
)
g2c
(
H∗x
∗
k
)4
ǫa
′bcǫa
′da
(
~N c · ~Na
) (
~N b · ~Nd
)
× 1
24k5k21k
2
2k
2
3k
2
4x
∗7
[QEEEE + AEEEEcix
∗ (BEEEE cosx
∗ + CEEEE sin x
∗)
+DEEEEsix
∗ (EEEEE cosx
∗ + FEEEE sin x
∗) ] + permutations. (84)
6. Calculation of τNL
The non-Gaussianity of a given theory of inflation and cosmological perturbations can
be studied by looking at the expression of the two well-known parameters fNL and τNL.
The parameter τNL is defined from the trispectrum normalized with the isotropic part
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of the ζ power spectrum +
τNL =
2Tζ(~k1, ~k2, ~k3, ~k4)
P iso(k1)P iso(k2)P iso(k1ˆ4) + 23 perms.
, (85)
where P iso was provided in Eq. (24), and we recall that ~k1ˆ4 ≡ ~k1 + ~k4.
The total τNL will then in general be a function the vectors ~ki, i = 1, ..., 4 and can be
written as the sum of scalar and vector contributions (we remind the reader that we are
working under the conditions that the mixed contributions are equal to zero)
τNL = τ
(S)
NL + τ
(V )
NL . (86)
More explicitly, we have
τ
(S)
NL = τ
S,1
NL + τ
S,2
NL + τ
S,3
NL + τ
S,4
NL, (87)
τ
(V )
NL = τ
V,1
NL + τ
V,2
NL + τ
V,3
NL + τ
V,4
NL, (88)
where we counted, both for the scalar and the vector parts, four different contributions
which can be read from lines 1 through 4 of the right-hand sides of both Eqs. (7)
and (30). Notice that τV,1NL and τ
V,2
NL are the non-Abelian contributions, τ
V,3
NL and τ
V,4
NL
the Abelian ones. More precisely, τV,2NL refers to the contribution from the vector field
bispectrum, Eq. (36), τV,1NL refers to the vector-field trispectrum and therefore includes
both vector-exchange and contact-interaction terms. Let us now carry out a quick
estimate of the different contributions to τNL, ignoring vector and gauge indices. The
scalar contributions are
τS,1NL =
ǫ
(1 + β)3
, (89)
τS,2NL = τ
S,3
NL = τ
S,4
NL =
ǫ2
(1 + β)3
. (90)
where we define β ≡ (NA/Nφ)2. The vector contributions are included in the Table 1
for the general case (without specifying the explicit expressions for the derivatives NA
and NAA), in vector inflation and in the vector curvaton model.
Table 1. Order of magnitude of the vector contributions to τNL
in different scenarios.
τV,1
NL
τV,2
NL
τV,3
NL
τV,4
NL
general case 103
β2ǫg2c
(1+β)3
(
mP
H
)2
10−5
β3/2ǫ3/2g2c
(1+β)3
(
A
H
) (
mP
H
)
m2PNAA
βǫ2
(1+β)3
m4PN
2
AA
β3/2ǫ3/2
(1+β)3
m3PNAAA
v.inflation same as above 10−5
β3/2ǫ3/2g2c
(1+β)3
(
A
H
) (
mP
H
)
βǫ2
(1+β)3
0
v.curvaton same as above 10−5
rβ3/2ǫ3/2g2c
(1+β)3
(
A
H
) (
mP
H
) (
mP
A
)2 r2βǫ2
(1+β)3
(
mP
A
)4 rβ3/2ǫ3/2
(1+β)3
(
mP
A
)3
The previous expressions were derived using Nφ ≃ (mP
√
ǫ)−1, Nφφ ≃ m−2P , Nφφφ ≃√
ǫ/m3P , with ǫ = (φ˙
2)/ (2m2PH
2). Numerical coefficients of order one in the amplitudes
+ This normalization choice, which simplifies the expressions of τNL compared to normalizing with the
complete Pζ from Eq. (23), is motivated by the fact that the anisotropic part of the power spectrum
cannot noticeably affect our results, being weighted by parameters such as gab, that have to be kept
much smaller than one in order to avoid an anisotropic expansion.
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were not reported. The 103 factor in τV,1NL is entirely due to the vector-exchange
contribution, which turns out to have an amplitude that is several orders of magnitude
larger than the one of the point-interaction term. For the derivatives of N w.r.t. the
vector fields, the results of [46, 55] were employed, which we schematically (neglecting
all indices) report below
NA ≃ A
m2P
, NAA ≃ 1
m2P
, NAAA = 0 (91)
in vector inflation, and
NA ≃ r
A
, NAA ≃ r
A2
, NAAA ≃ r
A3
(92)
for the vector curvaton model, where r ≡ (3ρA) (3ρA + 4ρφ) (ρA and ρφ indicating re-
spectively the energy densities of vector fields and inflaton at the epoch of the curvaton
decay). Here what we call “vector inflation” is a regular scalar-field-driven inflation oc-
curring in the presence of vector fields whose contribution to the total universe energy
density is assumed to be subdominant w.r.t. the inflaton energy density in such a way
that the expansion remains approximately (and within experimental bounds) isotropic.
The vector curvaton model, proposed in [13] for the first time, is similar to the classic
curvaton mechanism [14, 15, 16, 17, 18, 19], except for vector fields, rather than scalars,
playing the role of the curvaton field.
The parameters β, ǫ, gc and r appearing in the previous expressions are all as-
sumed to be smaller than unity. Concerning β, it is well-known in the U(1) case that it
has to be kept small in order to prevent too much anisotropy from affecting the power
spectrum (see [54] where data analysis is provided in this sense; this is also discussed
in [46]); no data analysis has up to now been performed considering more than one
preferred spatial direction, so, unless all the gauge vectors are about aligned with one
another, the upper bound on β is not known. It sounds nevertheless safe and reasonable
to assume that this quantity is quite small also for a generic orientation of the vector
fields in our SU(2) model. The parameters ǫ and gc are obviously supposed to be small
respectively for ensuring slow-roll of the inflaton field and allowing perturbation theory
to hold. Finally, in the curvaton model, r has to remain small at least until the end of
inflation for an almost isotropic exponential expansion to occur.
The ratio mP/H is of order 10
5 (assuming ǫ ≃ 10−1 and from the observed power spec-
trum of fluctuations); as to the other ratios A/H and mP /A appearing in Table 1, their
value is not strictly constrained. In fact, if on one hand it is reasonable to assume that
the expectation value of the background gauge fields does not exceed the Planck mass,
in principle no constraint can be put on A/H , which can generically be a very large
number, even though specific gauge field configurations exist where it is of order one.
An example of such configurations is the one where all the gauge fields have the same
magnitude and are not approximately aligned (see Section 6 and Appendix A of [55] for
a complete discussion). To conclude our observations on Table 1, we can say that τV,1NL
and τV,2NL can be either smaller or much larger than one both in vector inflation and in
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the vector curvaton model, depending on which region of parameter space is considered,
τV,3NL and τ
V,4
NL are certainly very small in vector inflation whereas there is room for them
to be large in vector curvaton.
A comparison between scalar and vector contributions can be done by looking at
the expressions reported in Table 2. Again, one can conclude that the vector contribu-
tion being dominant or subdominant compared to the scalar one very much depends on
the parameter space region we want to consider (similarly to the disussion above and
recalling that the contribution from the scalar field fluctuations in slow-roll inflation is
at most of order ǫ).
Table 2. Order of magnitude of ther ratios τVNL/τ
S,1
NL in different scenarios.
τV,1NL/τ
S,1
NL τ
V,2
NL/τ
S,1
NL τ
V,3
NL/τ
S,1
NL τ
V,4
NL/τ
S,1
NL
general case 103β2g2c
(
mP
H
)2
10−5β3/2ǫ1/2g2c
(
A
H
) (
mP
H
)
m2PNAA βǫm
4
PN
2
AA β
3/2ǫ1/2m3PNAAA
v.inflation same as above 10−5β3/2ǫ1/2g2c
(
A
H
) (
mP
H
)
βǫ 0
v.curvaton same as above 10−5rβ3/2ǫ1/2g2c
(
A
H
)(
mP
H
) (
mP
A
)2
r2βǫ
(
mP
A
)4
rβ3/2ǫ1/2
(
mP
A
)3
It is possible to observe that fNL, as calculated in [55] (see Table 1 therein), and
τVNL depend on the same set of parameters (especially if the non-Abelian contribution
to the bispectrum non-linearity parameter, i.e. fNANL , is taken into account); this can be
interesting for different reasons: for example, in the event that the bispectrum and the
trispectrum were independently known, we could then attempt to restrict the extent of
the parameter space of the underlying theory; also, it is evident from Table 3 that there
is enough room in the parameter space of the models we considered for τNL to be large
in spite of a small unobservable fNL.
Table 3. Order of magnitude of the ratios τVNL/
(
fNANL
)2
in different scenarios.
τV,1
NL
/
(
fNANL
)2
τV,2
NL
/
(
fNANL
)2
τV,3
NL
/
(
fNANL
)2
τV,4
NL
/
(
fNANL
)2
v.i. 109
ǫ(1+β)
g2cβ
2
(
H
mP
)2
10
ǫ3/2(1+β)
β5/2g2c
(
A
H
) (
H
mP
)3
106
ǫ2(1+β)
β3g4c
(
H
mP
)4 0
v.c. 109
r2ǫ(1+β)
g2cβ
2
m2P
A2
H2
A2
10
r5ǫ3/2(1+β)
β5/2g2c
H3
A3
mP
H
m2P
A2
106
r6ǫ2(1+β)
β3g4c
(
mP
A
)4 (H
A
)4
106
r3ǫ3/2(1+β)
g2cβ
5/2
m3P
A3
H4
A4
In Table 3 fNANL represents the amplitude of the bispectrum coming from the non-
Abelian interactions which, as explained in Ref. [55], can be the dominant contribution.
It is given by fNANL ≡ 10−3 (βgc/(1 + β))2 (m/H)2, m ≃ mP in vector inflation and
m ≃ A/√r in the vector curvaton model.
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7. Profile of the trispectrum
The shape of a correlation function such as the bispectrum or the trispectrum is in
general very peculiar to the specific model or class of models under investigation, this is
why it is important to be able to carefully analyse these profiles and to find distinctive
features that can make them easily recognizable.
As to the bispectrum and for theories where it is isotropic, this task is fairly simple
given the small number of parameters it depends on (i.e. the external momenta moduli
k1, k2 and k3). In theories where it is anisotropic, the bispectrum profile becomes harder
to analyse: the number of free parameters notably increases with the addition of the
angles defining the existing preferred spatial directions. We provided an example of
this in [55], where we proceeded by first analyzing the isotropic part of the bispectrum
in order to identify the preferred momentum configuration and then, in that specific
configuration, by studying the effect of the anisotropic part on amplitudes and profiles.
Producing a plot of the complete shape was not possible though, unless narrowing the
number of angular variables down, by being more specific about the spatial orientation
of the ~Na vector w.r.t. the ~ki.
For the trispectrum, the situation is already complicated at the isotropic level. In
fact, even in this case, the total number of parameters is too large for straighforwardly
generating a final plot. It is then necessary to restrict the total number of parameters
with the help of some assumptions about the relative spatial orientation or about the
moduli of the wave vectors. A list of possible configurations for the tetrahedron made
up by the four wave vectors, was provided in [34], where the trispectrum is calculated
for a general Lagrangian in single-field inflation.
We are going to proceed in a similar fashion and, in analogy with what was done for
the bispectrum [55]: we analyse the isotropic part first and, in the next section, we plot
the anisotropic coefficients in a sample momentum configuration. The main purpose is
to provide a hint of how the existence of preferred spatial directions is responsible for
modulating the amplitude of the trispectrum, given a particular momentum dependence.
Our study of the profile by no means intends to be exhaustive, in fact we are
going to consider only two of the many possible tetrahedron categories (the so called
“equilateral” and “specialized planar”); also, we will not plot all of the contributions to
the trispectrum we analysed in this paper, but only focus on the contributions to the
vector-field trispectrum, arising from vector-exchange and contact-interaction diagrams.
We leave the task of working out a more systematic and complete shape analysis for
future work.
7.1. Equilateral configuration
It is defined by setting all of the momenta moduli equal to each other (k1 = k2 = k3 =
k4). The variables of the plot can be chosen as x ≡ k1ˆ2/k1 and y ≡ k1ˆ4/k1, which vary
in the interval [0, 2], with k1ˆ3/k1 =
√
4− x2 − y2. The plots of the isotropic parts of
three vector-exchange (from Eq. (58) and its permutations) and of the point-interation
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Figure 2. Plots of the contact interaction and of the vector-exchange contributions
in the equilateral configuration. In this and in the next figures, we use the notation
c.i. ≡ k−4 (∫ dx)
EEEE
, v.e.(I) ≡ k−4 × I ×∑4i=1 ti, v.e.(II) ≡ k−4 × II ×∑8i=5 ti
and v.e.(III) ≡ k−4 × III ×∑12i=9 ti (the quantities I, II, III and ti are introduced
in Eq. (56)).
contributions to the trispectrum in the equilateral case are provided in Fig. 2.
The contact-interaction plot is, as expected, flat on the whole integration domain, since
it does not depend on k1ˆ2 and k1ˆ4.This behaviour is very similar to the one of what
was defined in [34] as Tloc2, i.e. the local trispetrum term that is proportional to the
parameter gNL of local cubic non-linearities.
The vector-exchange diagrams instead, diverge as k−3
1ˆi
as (k1ˆi/k1) → 0 (limit in which
the tetrahedron becomes flat), i = 1, 2, 3 respectively for (v.e.I), (v.e.II) and (v.e.III).
This behaviour is similar to what was defined in [34] as Tloc1, i.e. the local trispetrum
term that is proportional ot f 2NL. For the vector-exchange plots it is possible to check
that the amplitudes run from a very large (∼ 4×106) and negative number at x, y, z ≃ 1
respectively for (v.e.I, II, III), to a very large (of the same order) and positive number
when x, y and z approach 2 (we define z ≡ k1ˆ3/k1). This behaviour can be understood
by looking at the analytic expressions which are characterized, on one hand, by a very
smooth power law x dependence (that is also responsible for the sign change when
moving in the interval x = 1 to x = 2), on the other hand by very large numerical
coefficients.
We can then conclude that the shapes of point-interaction and vector-exchange diagrams
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Figure 3. Plots of the contact interaction and of the vector-exchange contributions
in the specialized planar configuration (plus sign).
in the equilateral configuration are completely different.
7.2. Specialized planar configuration
This is the case defined by k1 = k3 = k1ˆ4 and by requiring the tetrahedron to become
flattened. The expressions for k1ˆ2 and k1ˆ3 are then given by
k1ˆ2
k1
=
√
1 +
x2y2
2
± xy
2
√
(4− x2)(4− y2) (93)
k1ˆ3
k1
=
√
x2 + y2 − x
2y2
2
∓ xy
2
√
(4− x2)(4− y2) (94)
where x ≡ k2/k1 and y ≡ k3/k1 and varying between 0 and 2. The plus and minus signs
in Eqs. (93) and (94) indicate a double degeneracy in the structure of the quadrangle
to be expected in the specialized planar case: the plus sign corresponds to a quadrangle
with internal angles > π, the minus sign to ≤ π [34]. The treatment of this case deserves
some attention in the sense that, while in [34] the plus and minus cases are perfectly
equivalent given the symmetry of the trispectrum w.r.t. the exchange of any pair of
its ki (i = 1, ..., 4) with each other, this symmetry does not a priori hold in our model
because of its anisotropy. The two cases will therefore be considered separately in Figs.3
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Figure 4. Plots of the contact interaction and of the vector-exchange contributions
in the specialized planar configuration (minus sign).
and 4.
Let us begin with the contact interaction diagram. This is independent of k1ˆ2 and k1ˆ3,
it has therefore the same expression for both plus and minus sign cases. The graph
diverges in the limit x→ 0 as x−2 and similarly for y (the expression is symmetric in x
and y) and it is roughly flat in the remaining part of the domain.
As to the vector-exchange plots, the situation is very similar. In the plus sign case, the
diagram (v.e.I) diverges as x−3 and y−3 respectively as x → 0 and y → 0 and is flat
for the rest of the domain. The diagram (v.e.II) shows similar divergences in the limit
x → 0 and y → 0. As to (v.e.III), besides for the regions x → 0 and y → 0, it also
blows up for x → y. This last divergence is due to the fact that (v.eIII) goes like k−3
1ˆ3
and, when x = y, k1ˆ3 = 0.
In conclusion, for this configuration, we can say that the contact-interaction together
with the vector-exchange (I) and (II) graphs have similar features in terms of
divergences and plateau locations. The graph (III) has additional divergences for x ∼ y,
a feature in common with the local trispectra Tloc1 [34].
Let us now come to the last set of graphs: specialized planar configuration with minus
sign for the vector-exchange diagram (Fig. 4). First of all, we can notice that, while
for v.e.(I) and v.e.(III) the plus and minus specialized planar cases are different, they
conincide for v.e.(II), being this independent of k1ˆ2 and k1ˆ3.
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Figure 5. Plots of the anisotropic part of the trispectrum from the contribution
due to vector-exchange diagrams in a sample angular configuration. The analytic
expression for this plot is cos2 θ cos2 δ and was derived from Eq. (97) after normalizing
to g2cH
4
∗
N4A [ISO] and setting x
∗ = 1.
As to v.e.(I), it is singular for x = 0 and y = 0 (the asymptotic behavious is in fact
given by ∼ x−3 and y−3 respectively as x → 0 and y → 0). The plot shows additional
singularities in the central region of the plot due to k1ˆ2 → 0. As to v.e.(II), it has
singularities for x → 0 (∼ x−3), y → 0 (∼ y−3) and (x, y) → (2, 2) (∼ (x − 2)−3/2 and
∼ (y − 2)−3/2).
8. Features and typical level of anisotropy in the trispectrum
Let us now consider the complete expression for the trispectrum, i.e. let us include
its anisotropy coefficients. Again, we will focus on the non-Abelian trispectrum
contributions and, in particular, on the vector-exchange one, given that, in general,
its amplitude turns out to be several orders of magnitude larger than the one of the
contact-interaction diagram. In order to discuss an example and provide a plot of the
anisotropic part of the trispectrum, it is convenient to pick a well-defined configuration
reducing the total number of variables to some ≤ 2 number. One possible choice is to
consider the case where the tetrahedron is flat and the wave vectors form a rectangle.
We need to partially fix the orientation of the vectors ~Na w.r.t. the wave vectors. Let
us pick the following sample configuration
Nˆ2 · kˆi = 0 (i = 1, ...4)
Nˆ1 · kˆ1 = cos δ, Nˆ1 · kˆ2 = 0
Nˆ3 · kˆ2 = cos θ, Nˆ3 · kˆ1 = 0. (95)
In addition to that, let us assume that all the ~Na have the same magnitude NA. In this
configuration, we have
∆I = ∆III = N
A
4 cos
2 θ cos2 δ, ∆II = 0, (96)
therefore the the expression in Eq. (58) becomes
Tζ ⊃ g2cH4∗N4A [ISO] cos2 θ cos2 δ (97)
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where the expression in brackets includes an isotropic term (which is rotationally
invariant)
ISO ≡
(
x∗
k
)4 (
I
4∑
i=1
ti + III
12∑
i=9
ti
)
. (98)
Fig. 5 plots the trispectrum contribution in Eq. (97) normalized to its isotropic part.
It shows that the trispectrum gets modulated by the preferred directions that break
statistical isotropy.
The trispectrum amplitude τNL was calculated in the equilateral configuration in Section
6 (without taking into account the angles between the wavevectors and the ~N vectors).
The amplitude is actually modulated by the anisotropy coefficients, as the previous
example shows. Notice that in general the bispectrum and trispectrum can be expressed
as the sum of an isotropic plus an anisotropic parts. This was for instance done in [45]
for the fNL parameter in the U(1) case. For our case, the purely isotropic parts of the
trispectrum are included in the last two lines of Eqs.(30), as far as the Abelian part is
concerned, and are given by Eqs.(37) and (84), for the non-Abelian terms. The level
of the anisotropic and isotropic parts can be read from Tables 1 and 2. In particular
τV,2NL ,τ
V,3
NL and τ
V,4
NL give the order of magnitude for the level of the corresponding isotropic
and anisotropic contributions, showing that the two are comparable; on the other hand
τV,1NL quantifies only a pure anisotropic contribution, and it turns out that it can be
dominant w.r.t. the isotropic part of the full trispectrum.
9. Trispectrum for f(τ) models of gauge interactions
As anticipated in Section 2, we will now show that it is quite straightforward to extend
the calculations we performed for f = 1 to cases where f is not a constant. One
interesting model is the one studied in [35] and also recently discussed in [45], where the
field is effectively massless (m0 = ξ = 0) so the action (1) for the gauge field becomes
S =
∫
d4x
√−g
[
−1
4
f 2(φ)gµνgρσF aµνF
a
ρσ + ...
]
, (99)
where again F aµν ≡ ∂µBaν − ∂νBaµ + gcεabcBbµBcν .
Let us introduce the fields A˜ai and A
a
i , related by the equations A˜
a
i ≡ fBai = aAai . The
Aai are the physical fields.
We can expand the perturbations of A˜ai in terms of creation and annihilation operators
in the usual way
δA˜ai (η, ~x) =
∫
d3q
(2π)3
∑
λ=R,L
[
eλi (qˆ)a
aλ
~q δA˜
a
λ(η, q) + h.c.
]
. (100)
If f = f0a
α, with α equal either to 1 or −2 (f0 is a constant), it is possible to prove
[45] that the equation of motion for δA˜aλ is the same as the one for δB
T , where by δBT
we mean the transverse mode function in Eq. (26). This is equivalent to saying that,
under the assumption α = 1,−2, the physical gauge fields are governed by the same
equation of motion as a light scalar field in a de Sitter space and so they generate a
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Figure 6. Plots of the isotropic functions of some of the vector-exchange contributions
in the equilateral configuration, for the f ≃ a−2 model. In this and in the next figures,
“v.e.(I,II,III)” represent the isotropic functions associated with the very last term in
square brackets in Eq. (111); “v.e.(new)” represents the isotropic function associated
with the k1144, k2244, k1133 and k2233 terms in the second line of Eq. (111).
scale invariant power spectrum.
We are going to sketch the calculation of the trispectrum in this theory.
The general expressions in Eq. (30) obviously still hold as well as the compact structure
of the Abelian terms, Eq. (34), except that the power spectrum in Eq. (16) reduces to
P abij = T
ab
ij P+, (101)
having gauged the longitudinal modes away.
Let us now have a look at the non-Abelian part and see how Eqs. (36), (46) and (62)
change when we switch to massless f(τ) Lagrangians. First of all, we need to set
n(x∗) = 0. The interaction Hamiltonian to third and fourth order are the same as in
Eqs. (39) and (40), except for an extra f 2(τ) factor. The anisotropy coefficients I˜EEE,
TEEEEEijkl and T
EEEE
mnop that survive after setting the longitudinal mode to zero do not
change. On the other hand, the wavefunctions for the gauge fields are now given by
δB = δA˜/f = δBT/f0a
α. The new trispectrum therefore differs because of extra scale
factors inside and outside the time integrals, which in general imply a different power
of H∗ in the final results and a different momentum dependence in the isotropic part of
the expressions.
The three non-Abelian vector contributions in the f = 1 case can be schematically
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Figure 7. Plots of the isotropic functions of some of the vector-exchange contributions
in the specialized planar configuration (plus sign), for the f ≃ a−2 model.
Figure 8. Plots of the isotropic functions of some of the vector-exchange contributions
in the specialized planar configuration (minus sign), for the f ≃ a−2 model.
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written as follows
〈δB4〉line2 ≃
(
δB3
) ∫
dη (δB)3 =
(
δBT
)3 ∫
dη
(
δBT
)3
, (102)
〈δB4〉v.e. ≃ (δB)4
∫
dη
′
(δB)3
∫
dη
′′
(δB)3
=
(
δBT
)4 ∫
dη
′
(
δBT
)3 ∫
dη
′′
(
δBT
)3
, (103)
〈δB4〉c.i. ≃ (δB)4
∫
dη (δB)4 =
(
δBT
)4 ∫
dη
(
δBT
)4
, (104)
respectively from Eqs. (36), (46) and (62), where 〈δB4〉 ≡ 〈δBai (~k1)δBbj (~k2)δBck(~k3)δBdl (~k4)〉
and we have omitted all the gauge and vector indices, as well as complex conjugate sym-
bols. Let us see now how Eqs. (102)-(104) change if f = f0a
α (α = 1,−2)
〈δB4〉line2 ≃ (δB)3
∫
dηf 2 (δB)3 ≃
(
δBT
aα
)3 ∫
dηa2α
(
δBT
aα
)3
, (105)
〈δB4〉v.e. ≃ (δB)4
∫
dη
′
f 2 (δB)3
∫
dη
′′
f 2 (δB)3
≃
(
δBT
aα
)4 ∫
dη
′
a2α
(
δBT
aα
)3 ∫
dη
′′
a2α
(
δBT
aα
)3
, (106)
〈δB4〉c.i. ≃ (δB)4
∫
dηf 2 (δB)4 ≃
(
δBT
aα
)4 ∫
dηa2α
(
δBT
aα
)4
. (107)
Using a = (−Hη)−1 in the previous equations, we get
〈δB4〉line2 ≃ H4α∗
(
δBT (−η∗)α
)3 ∫
dη
(
δBT
)3
(−η)α, (108)
〈δB4〉v.e. ≃ H6α∗
(
δBT (−η∗)α
)4 ∫
dη
′
(
δBT
)3
(−η′)α
×
∫
dη
′′
(
δBT
)3
(−η′′)α, (109)
〈δB4〉c.i. ≃ H6α∗
(
δBT (−η∗)α
)4 ∫
dη
(
δBT
)4
(−η)2α. (110)
Let us now consider more in details the α = −2 case for contact-interaction
and vector-exchange contributions. The expressions for the anisotropy coefficients are
respectively given by
TEEEEEijkl = k1k3(kˆ1 · kˆ3 − kˆ1 · kˆ1ˆ2kˆ3 · kˆ1ˆ2)[δijδkl − δij kˆk4kˆl4 − δij kˆk3kˆl3 − δklkˆi2kˆj2 − δklkˆi1kˆj1
+ δij kˆk3kˆl4kˆ3 · kˆ4 + δklkˆi1kˆj2kˆ1 · kˆ2 + k1144 + k2244 + k1133 + k2233 − k2234kˆ3 · kˆ4
− k1134kˆ3 · kˆ4 − k1244kˆ1 · kˆ2 + k1233kˆ1 · kˆ2 + k1234kˆ1 · kˆ2kˆ3 · kˆ4] (111)
and by Eq. (63), for one of the possible permutations. These expressions are more
complicated w.r.t T lllllijkl in Eq. (53) and T
llll
mnop in Eq. (78) for the longitudinal modes. As a
result, when studying the shape of the trispectrum, for the isotropic functions appearing
in it, several diagrams need to be taken into account, one for each term in TEEEEijkl and
TEEEEEijkl . For comparison with the f = 1 case, we plotted the isotropic functions
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associated with the very last term in square brackets in Eq. (111) (see “−v.e(I)”,
“−v.e(II)” and “−v.e(III)” in Figs. 6, 7 and 8). By comparing these plots with the ones
in Figs. 2, 3 and 4, it is evident that they have very similar shapes. On the other hand,
when we consider the isotropic functions associated with terms that are not present in
the f = 1 case, several differences arise in the plots; we provide a sample in Figs. 6, 7
and 8 with the “v.e.(new)” plots, which represent isotropic functions associated with the
k1144, k2244, k1133 and k2233 terms in the second line of Eq. (111). We verified that similar
observations can be made concerning the shapes of the contact-interaction contributions.
10. Overview and conclusions
We have calculated the trispectrum of curvature perturbation in an SU(2) model of
gauge bosons coupled to gravity during inflation, where the latter is driven by a slowly-
rolling scalar field, Eq.(1). The δN formalism has been employed to relate the curvature
perturbations to the perturbations of all the primordial fields.
The trispectrum is made up of contributions due both to the scalar, Eq. (7), and to
the gauge fields, Eq. (30). The latter can be distinguished in “Abelian”, i.e. retrievable
in the Abelian limit of the theory, Eq. (34), and “non-Abelian”, i.e. specific to our
model, Eqs. (36), (58) and (62). It is worth to point out that as a by-product of our
results, the trispectrum in the pure Abelian case has also been computed for the first
time. All of the vector field contributions can be written as the product of an isotropic
function of the momenta moduli (k1, k2, k3, k4, k1ˆ2 and k1ˆ4) and of the time labeling the
initial hypersurface η∗, times anisotropy coefficients that depend on the angles defin-
ing the direction of the gauge fields w.r.t. each other and to the wave vectors. The
non-Abelian contribution, calculated using the Schwinger-Keldysh formalism, is made
up of a term that is proportional to the bispectrum of the gauge fields, Eqs. (36), and
terms that originate from the trispectrum of the gauge fields, Eqs. (58) and (62). The
latter can be diagrammatically represented by two categories, depending on the spe-
cific interaction Hamiltonian term involved: vector-exchange and contact-interaction.
They present a similar analytic expression in terms of powers of the SU(2) coupling
constant and of the Hubble parameter H∗, they are though very different in terms of
their anisotropy coefficients and of their momentum dependence.
We have verified that, in the case where the longitudinal and the trasverse com-
ponents of the wave vectors have exactly the same evolution and the model does not
violate parity, the trispectrum becomes isotropic in all its contributions, except for the
vector-exchange one. We also showed that the non-Abelian part of the trispectrum van-
ishes in the case where all the gauge fields are aligned along a unique spatial direction.
We have studied the amplitude τNL of the trispectrum. We neglected all the gauge
and vector indices (Table 1), in order to provide an approximate evaluation of τNL in
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terms of the parameters of the theory. We showed that the impact of these parameters
on suppressing or enhancing the amplitude of the trispectrum very much depends on the
specific subset we decide to pick in their parameter space (it depends also on the choice
of a specific gauge field configuration, i.e. on the magnitude of their initial value and
their spatial orientation). We also noticed that, when comparing the contact-interaction
and the vector-exchange contributions (which present a similar parametric dependence
from the SU(2) coupling gc and from the Hubble parameter H∗), the latter are generally
several order of magnitude larger than the former. This is of course true unless we are
in a configuration for which the anisotropy coefficients somehow reverse this situation
ending up by suppressing the vector-exchange contribution.
We finally carried out some shape analysis, focusing on the contribution due to the
trispectrum of the gauge fields. As specified above, each contribution to the trispectrum
is written as the product of a term that is invariant under rotations of the tetrahedron
times some anisotropy coefficients. The study of the shape was performed in two steps:
first the rotationally invariant part was analysed for two distinct momentum configura-
tions, the equilateral and the so called specialized planar configurations, Figs. 2, 3 and
4, then the anisotropic coefficients were evaluated in a sample angular configurations,
Fig. 5. For the equilateral case we found many similarities between all our plots and the
shape of a local trispectrum, whereas, for the specialized planar case, our plots turn out
to be easily distinguishable from the local plots except for one of the vector-exchange
graphs (v.e.III). Also, the plots for point-interaction and vector-exchange have some
common features in the specialized planar configuration whereas they turn out to be
completely different in the equilateral case. In Fig. 5 we showed how the amplitude of
the trispectrum is modulated by the presence of the anisotropy coefficients. We also
verified that the amplitudes of the anisotropic and isotropic parts of the trispectrum can
be of the same order of magnitude. This last analysis was not meant to be exhaustive
but merely provide the reader with an idea of how the shapes can be studied and how
anisotropy can leave a strong imprint on them.
Studying the generalization of our calculations to other gauge symmetries is an
interesting possibility and it would translate into different results w.r.t. the SU(2) case.
In general, the expression of the interaction Hamiltonian would change and therefore
the bispectrum and the trispectrum of the vector bosons are expected to be different.
Consider for example a generic SU(N) group, with N > 2; one realizes that, since the
number of vector bosons is equal to the number of generators of the group, the number
of preferred spatial directions would increase as we go to higher N . This is an important
feature that allows to distinguish among different symmetry groups.
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Appendix A. Anisotropy coefficients for the trispectrum mixed
contributions
We list the coefficients appearing in Eq. (29)
I
(8)
EEE ≡ εa
′abεa
′ce
[
6
(
~Na · ~Nc
) (
~Nφb · ~Ae
)
+
(
~Nφb · ~Ae
) [(
− 2
(
kˆ3 · ~Na
) (
kˆ3 · ~Nc
)
− 2
(
kˆ1 · ~Na
) (
kˆ1 · ~Nc
)
+
(
kˆ1 · ~Na
) (
kˆ3 · ~Nc
)
kˆ1 · kˆ3 +
(
kˆ3 · ~Na
) (
kˆ1 · ~Nc
)
kˆ1 · kˆ3
)
+ (1→ 2) + (3→ 2)
]
−
[(
2
(
~Na · ~Nc
) (
kˆ2 · ~Nφb
) (
kˆ2 · ~Ae
))
+ (2→ 1) + (2→ 3)
]
+
[(
kˆ2 · ~Ae
[
2
(
kˆ3 · ~Na
) (
kˆ2 · ~Nφb
) (
kˆ3 · ~Nc
)
+ 2
(
kˆ1 · ~Na
) (
kˆ2 · ~Nφb
) (
kˆ1 · ~Nc
)
−
(
kˆ1 · ~Na
) (
kˆ2 · ~Nφb
) (
kˆ3 · ~Nc
)
kˆ1 · kˆ3 −
(
kˆ1 · ~Na
) (
kˆ2 · ~Nφb
) (
kˆ3 · ~Nc
)
kˆ1 · kˆ3
])
+ (2↔ 1) + (3↔ 2)
]]
, (A.1)
I
(8)
lll ≡ εa
′abεa
′ce
[( (
kˆ1 · ~Na
) (
kˆ3 · ~Nφb
) (
kˆ2 · ~Nc
) (
kˆ1 · kˆ2
) (
kˆ3 · ~Ae
)
−
(
kˆ3 · ~Na
) (
kˆ2 · ~Nφb
) (
kˆ1 · ~Nc
) (
kˆ1 · kˆ2
) (
kˆ3 · ~Ae
) )
+ (1↔ 3) + (2↔ 3)
]
, (A.2)
I
(8)
llE ≡ εa
′abεa
′ce
[ (
~Nφb · ~Ae
) ( (
kˆ1 · ~Na
) (
kˆ2 · ~Nc
)
+
(
kˆ2 · ~Na
) (
kˆ1 · ~Nc
) )
kˆ1 · kˆ2
+
[(
2
(
kˆ2 · ~Ae
) (
kˆ1 · ~Na
) (
kˆ2 · ~Nφb
) (
kˆ1 · ~Nc
) )
+ (1↔ 2)
]
−
[( ((
kˆ1 · ~Na
) (
kˆ2 · ~Nc
)
+
(
kˆ2 · ~Na
) (
kˆ1 · ~Nc
)) (
kˆ3 · ~Nφb
) (
kˆ3 · ~Ae
)
kˆ1 · kˆ2
)
+ (1↔ 3) + (2↔ 3)
]]
, (A.3)
I
(8)
EEl ≡ εa
′abεa
′ce
[
4
(
~Nφb · ~Ae
) (
kˆ3 · ~Na
) (
kˆ3 · ~Nc
)
+
[( (
kˆ2 · ~Nφb
) (
kˆ2 · ~Ae
) ((
kˆ1 · ~Na
) (
kˆ3 · ~Nc
)
+
(
kˆ3 · ~Na
) (
kˆ1 · ~Nc
))
kˆ1 · kˆ3
)
+ (2↔ 1) + (2↔ 3)
]
−
[(
2
(
kˆ2 · ~Ae
) (
kˆ2 · ~Na
) (
kˆ3 · ~Nφb
) (
kˆ2 · ~Nc
))
+ (1↔ 2) + (2↔ 3) + (1↔ 3)
]
−
[((
~Nφb · ~Ae
)
kˆ1 · kˆ3
((
kˆ1 · ~Na
) (
kˆ3 · ~Nc
)
+
(
kˆ3 · ~Na
) (
kˆ1 · ~Nc
)))
+ (1↔ 2)
]
+
[(
~Na · ~Nφb
) (
kˆ3 · ~Nc
) (
kˆ3 · ~Ae
)
+
(
~Nc · ~Nφb
) (
kˆ3 · ~Na
) (
kˆ3 · ~Ae
)] ]
, (A.4)
where ~Nφb ≡ (N1φb, N2φb, N3φb).
As to the coefficients I˜αβγ appearing in Eq. (36), they can be easily derived by replacing
~˜N b to ~Nφb in the expressions of I
(8)
αβγ , where we defined N˜
i
b ≡Mfj N ijfb.
32
Appendix B. More details on computing the analytic expressions of
vector-exchange diagrams
We report the expressions of the functions A, B...P introduced in Eq. (47)
A ≡
(
−16k2 + k1k2x∗2
)
cos
[
(k1 + k2) x
∗
4k
]
− 4k (k1 + k2)x∗ sin
[
(k1 + k2)x
∗
4k
]
, (B.1)
B ≡ A [k1 → k3, k2 → k4] , (B.2)
C ≡ 4k (k1 + k2)x∗ cos
[
(k1 + k2)x
∗
4k
]
+
(
−16k2 + k1k2x∗2
)
sin
[
(k1 + k2)x
∗
4k
]
, (B.3)
D ≡ C [k1 → k3, k2 → k4] , (B.4)
E ≡
(
8k2 (k1ˆ2 + k3 + k4)− k1ˆ2k3k4x∗2
)
cos
[
(k1ˆ2 + k3 + k4) x
∗
4k
]
+ 2k (k1ˆ2 + k3 + k4)
2 x∗ sin
[
(k1ˆ2 + k3 + k4) x
∗
4k
]
, (B.5)
F ≡ E [k3 → k1, k4 → k2] , (B.6)
G ≡ 2k (k1ˆ2 + k1 + k2)2 x∗ cos
[
(k1ˆ2 + k1 + k2) x
∗
4k
]
+
(
−8k2 (k1ˆ2 + k1 + k2)− k1ˆ2k1k2x∗2
)
sin
[
(k1ˆ2 + k1 + k2)x
∗
4k
]
, (B.7)
L ≡
(
k31 + k
3
1ˆ2 + k
2
1ˆ2k2 + k1ˆ2k
2
2 + k
3
2(k1ˆ2 + k2) + k1(k
2
1ˆ2 + k
2
2)
)
x∗2si
[
(k1ˆ2 + k1 + k2) x
∗
4k
]
,
M ≡
(
k31 + k
3
1ˆ2 + k
2
1ˆ2k2 + k1ˆ2k
2
2 + k
3
2(k1ˆ2 + k2) + k1(k
2
1ˆ2 + k
2
2)
)
x∗2ci
[
(k1ˆ2 + k1 + k2) x
∗
4k
]
,
N ≡ M [k3 → k1, k4 → k2] , (B.8)
P ≡ L [k1 → k3, k2 → k4] . (B.9)
The anisotropy coefficients introduced in Eq. (56) have the following expressions
t1 ≡ k1k3
(
kˆ1 · kˆ1ˆ2
) (
kˆ1 · kˆ2
) (
kˆ3 · kˆ4
) (
kˆ3 · kˆ1ˆ2
)
(B.10)
t2 ≡ k1k4
(
kˆ1 · kˆ1ˆ2
) (
kˆ1 · kˆ2
) (
kˆ3 · kˆ4
) (
kˆ4 · kˆ1ˆ2
)
, (B.11)
t3 ≡ k2k3
(
kˆ2 · kˆ1ˆ2
) (
kˆ1 · kˆ2
) (
kˆ3 · kˆ4
) (
kˆ3 · kˆ1ˆ2
)
, (B.12)
t4 ≡ k2k4
(
kˆ2 · kˆ1ˆ2
) (
kˆ1 · kˆ2
) (
kˆ3 · kˆ4
) (
kˆ4 · kˆ1ˆ2
)
, (B.13)
t5 ≡ k1k2
(
kˆ1 · kˆ1ˆ3
) (
kˆ1 · kˆ3
) (
kˆ2 · kˆ4
) (
kˆ2 · kˆ1ˆ3
)
, (B.14)
t6 ≡ k1k4
(
kˆ1 · kˆ1ˆ3
) (
kˆ1 · kˆ3
) (
kˆ2 · kˆ4
) (
kˆ4 · kˆ1ˆ3
)
, (B.15)
t7 ≡ k2k3
(
kˆ3 · kˆ1ˆ3
) (
kˆ1 · kˆ3
) (
kˆ2 · kˆ4
) (
kˆ2 · kˆ1ˆ3
)
, (B.16)
t8 ≡ k3k4
(
kˆ3 · kˆ1ˆ3
) (
kˆ1 · kˆ3
) (
kˆ2 · kˆ4
) (
kˆ4 · kˆ1ˆ3
)
, (B.17)
t9 ≡ k1k2
(
kˆ1 · kˆ1ˆ4
) (
kˆ1 · kˆ4
) (
kˆ2 · kˆ3
) (
kˆ2 · kˆ1ˆ4
)
, (B.18)
33
t10 ≡ k1k3
(
kˆ1 · kˆ1ˆ4
) (
kˆ1 · kˆ4
) (
kˆ2 · kˆ3
) (
kˆ3 · kˆ1ˆ4
)
, (B.19)
t11 ≡ k1k3
(
kˆ1 · kˆ1ˆ2
) (
kˆ1 · kˆ2
) (
kˆ3 · kˆ4
) (
kˆ3 · kˆ1ˆ2
)
, (B.20)
t12 ≡ k1k3
(
kˆ1 · kˆ1ˆ2
) (
kˆ1 · kˆ2
) (
kˆ3 · kˆ4
) (
kˆ3 · kˆ1ˆ2
)
. (B.21)
Let us now list all the scalar products appearing in the equations above
kˆ1 · kˆ1ˆ2 =
k2
1ˆ2
+k21+k
2
2
2k1k1ˆ2
kˆ1 · kˆ1ˆ3 =
2k21+k
2
4−k
2
1ˆ2
−k2
1ˆ4
2k1k1ˆ3
kˆ1 · kˆ1ˆ4 =
k2
1ˆ4
+k21−k
2
4
2k1k1ˆ4
kˆ2 · kˆ1ˆ2 =
k2
1ˆ2
+k21−k
2
1
2k2k1ˆ2
kˆ3 · kˆ1ˆ3 =
2k23+k
2
4−k
2
1ˆ2
−k2
1ˆ4
+k22
2k3k1ˆ3
kˆ4 · kˆ1ˆ4 =
k2
1ˆ4
−k21+k
2
4
2k4k1ˆ4
kˆ3 · kˆ1ˆ2 =
k2
1ˆ2
+k2
1ˆ4
−2k22−k
2
1−k
2
3
2k2k1ˆ3
kˆ2 · kˆ1ˆ3 =
k2
1ˆ2
+k2
1ˆ4
−k21−2k
2
2−k
2
3
2k1k3
kˆ2 · kˆ4 = k
2
1+k
2
3−k
2
1ˆ2
−k2
1ˆ4
2k2k4
kˆ4 · kˆ1ˆ2 =
k2
1ˆ4
+k2
1ˆ2
−k21−k
2
3−2k
2
4
2k4k1ˆ3
kˆ4 · kˆ1ˆ3 =
k2
1ˆ4
+k2
1ˆ2
−k21−k
2
3−2k
2
4
2k4k1ˆ3
kˆ2 · kˆ1ˆ4 =
k23−k
2
1ˆ4
−k22
2k2k1ˆ4
kˆ1 · kˆ2 = k
2
1+k
2
2−k
2
1ˆ2
2k1k2
kˆ1 · kˆ3 = k
2
4+k
2
2−k
2
1ˆ2
−k2
1ˆ4
2k1k3
kˆ1 · kˆ4 = k
2
1ˆ4
−k21−k
2
4
2k1k4
kˆ3 · kˆ4 = k
2
1ˆ2
−k24−k
2
3
2k4k3
kˆ3 · kˆ1ˆ4 =
k22−k
2
3−k
2
1ˆ4
2k3k1ˆ4
kˆ2 · kˆ3 = k
2
1ˆ4
−k22−k
2
3
2k2k3
where ki ≡ |~ki|, kˆi ≡ ~ki/ki, ~kiˆj ≡ ~ki + ~kj, kij ≡ |~ki + ~kj|, i and j running over the four
external wave vectors.
Appendix C. Complete expressions for functions appearing in
point-interation diagrams
We provide here the expressions for the coefficients appearing in Eq. (79)
QEEEE ≡ x∗3[− k(k3k41 + k3k42 − k33 + k3k43 + k5k3k4 − 3k3k22k3k4 + k3k33k4
− k34 + k3k3k34 + k3k44 + k3k2(k33 − kk3k4 − 3k23k4 − 3k3k24 + k34
+ k2(k3 + k4)) + k
3
2(− 1 + k3(k3 + k4))− 3k3k21(k3k4 + k2(k3 + k4))
+ k31(− 1 + k3(k2 + k3 + k4)) + k3k1(k32 + k33 − 3k23k4 − 3k3k24 + k34
− 3k22(k3 + k4) + k2(k2 + k3 + k4)− 3k2(k23 + 3k3k4 + k24)− k(k3k4
+ k2(k3 + k4))))] + x
∗5[k2(k31k2k3k4 + k2k3k4(k
3
2 + k
3
3 − 3k2k3k4 + k34)
+ k41(k3k4 + k2(k3 + k4))− 3k21(k23k24 + k2k3k4(k3 + k4) + k22(k23 + k3k4
+ k24)) + k1(k
3
2k3k4 + k
4
2(k3 + k4)− 3k22k3k4(k3 + k4) + k3k4(k33 + k34)
+ k2(k
4
3 + k
3
3k4 − 3k23k24 + k44 + k3k4(k2 + k24))))]− 3x∗7k21k22k23k24, (C.1)
AEEEE ≡ k
(
k31 + k
3
2 + k
3
3 + k
3
4
)
x∗3, (C.2)
BEEEE ≡ k4 − k2
(
k3k4 + k2
(
k3 + k4 + k1 (k2 + k3 + k4)x
∗2 + k1k2k3k4x
∗4
))
, (C.3)
CEEEE ≡ kx∗
(
k3 − (k2k3k4 + k1 (k3k4 + k2 (k3 + k4))) x∗2
)
, (C.4)
DEEEE ≡ − kx∗
(
k3 − (k2k3k4 + k1 (k3k4 + k2 (k3k4)))x∗2
)
, (C.5)
EEEEE ≡ k4 − k2 (k3k4 + k2 (k3 + k4) + k1 (k2 + k3 + k4)) x∗2 + k1k2k3k4x∗4, (C.6)
FEEEE ≡ k
(
k31 + k
3
2 + k
3
3 + k
3
4
)
x∗3. (C.7)
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