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THE SCHUR-HORN THEOREM IN VON NEUMANN ALGEBRAS
MOHAN RAVICHANDRAN
Dedicated to the memory of William Arveson(1934-2011)
Abstract. A few years ago, Richard Kadison thoroughly analysed the diagonals of projection
operators on Hilbert spaces and asked the following question: Let A be a masa in a type II1
factor M and let A ∈ A be a positive contraction. Letting E be the canonical normal
conditional expectation from M to A, can one find a projection P ∈M so that
E(P ) = A?
In a later paper, Kadison and Arveson, as an extension, conjectured a Schur-Horn theorem
in type II1 factors. In this paper, I give a proof of this conjecture of Arveson and Kadison.
I also prove versions of the Schur-Horn theorem for type II∞ and type III factors as well as
finite von Neumann algebras.
1. Introduction
The classical Schur Horn theorem[21], [12], relates the diagonal and eigenvalue lists of a her-
mitian matrix: Let A be a positive semidefinite element of Mn(C) and let d = (d1, d2, · · · , dn)
and λ = (λ1, λ2, · · · , λn) be the lists of diagonal entries and eigenvalues respectively, both
sorted in non-increasing order. Then, the Schur-Horn theorem says that we must have
d1 + · · ·+ dk ≤ λ1 + · · ·+ λk 1 ≤ k ≤ n and d1 + · · ·+ dn = λ1 + · · ·+ λn.
The above condition on the lists is denoted by saying that the diagonal list is majorized
by the eigenvalue list, written d ≺ λ. The Schur-Horn theorem states that further, given two
positive lists d, λ with d ≺ λ, then there is a positive semi-definite matrix A with eigenvalues
λ and diagonal d.
Majorization can also be defined for matrices. Given two positive operators A,S in Mn(C),
we say that A ≺ S if the eigenvalue sequence of A is majorized by the eigenvalue sequence
of S. The Schur-Horn theorem can then be stated as saying that if A is a diagonal positive
matrix and S a positive matrix so that A ≺ S, then there is a unitary operator U so that the
diagonal of USU∗ is A.
Majorization for matrices has the following alternate description due to Hardy, Littlewood
and Polya[9],
Definition 1.1 (Majorization). Given two self-adjoint operators A,S in Mn(C), A is ma-
jorized by S iff
Tr(f(A)) ≤ Tr(f(S))
for every continuous convex real valued function f defined on a closed interval [c, d] containing
the spectra of both A and S.
Majorization in type II1 factors[11] is described analogously, with the trace on Mn(C) in
the definition replaced by the canonical trace τ .
Let A be a maximal abelian sefladjoint subalgebra(masa, in short) in a type II1 factor M;
There is a unique trace preserving normal(weak* to weak* continuous) conditional expectation
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E :M→ A that is in many ways analogous to the restriction mapping onto the diagonal for
elements of Mn(C). Arveson and Kadison[4] showed that if S is a positive operator in M,
then E(S) ≺ S. This fact can also be deduced from Hiai’s work on stochastic maps on von
Neumann algebras[11].
There are two natural generalizations of the Schur-Horn theorem to type II1 factors. The
first originates in the standard interpretation of the Schur-Horn theorem as characterizing the
set of all possible diagonals of a positive matrix. Let U(M) be the set of unitary operators in
M and given an operator S, let O(S) be the norm closure of the unitary orbit of S, i.e
O(S) = {USU∗ | U ∈ U(M)}||.
Two positive operators A and S in a type II1 factorM are said to be equimeasurable, denoted
A ≈ S, if τ(An) = τ(Sn) for n = 0, 1, 2, · · · . It is routine to see that the following are
equivalent.
(1) A ≈ S.
(2) A ∈ O(S).
The following result characterizing possible ”diagonals” of positive operators, is the first main
theorem in this paper.
Theorem 4.2 (The Schur-Horn theorem in type II1 factors I). Let M be a type II1 factor
and let A,S ∈ M be positive operators with A ≺ S. Then, there is some masa A in M such
that
EA(S) ≈ A.
The second generalization was conjectured by Arveson and Kadison in [4]. The second main
theorem in this paper is the proof of their conjecture,
Theorem 5.7 (The Schur-Horn theorem in type II1 factors II). Let A be a masa in a type
II1 factor M. If A ∈ A and S ∈ M are positive operators with A ≺ S. Then, there is an
element T ∈ O(S) such that
E(T ) = A
One cannot escape having to take the norm closure of the unitary orbit of S, see the paper
loc.cit. for a discussion on the necessity. In infinite dimensions, unitary equivalence cannot be
determined from spectral data alone. On another note, it is trivial to see that the above theo-
rems about diagonals for positive operators immediately yield identical theorems for hermitian
operators, by adding a suitable constant to make them positive.
A special case of the above theorem, namely, that given any positive contraction A in A,
there is a projection P in M so that E(P ) = A, had been conjectured earlier by Kadison in
[14], see also [15], who referred to it as the ”carpenter” problem in type II1 factors.
Remark 1.2. Neither of the two theorems directly implies the other. It is however, easy to
see that theorem(5.7) implies theorem(4.2) when S has finite spectrum.
There has been methodical progress towards the resolution of Arveson and Kadison’s con-
jecture (5.7): Argerami and Massey[2] showed that
E(O(S))SOT = {A ∈ A | A ≺ S}
This was improved by Bhat and Ravichandran[5], who showed that it is enough to take the
norm closure. They also showed that the conjecture holds when both the operators A and S
have finite spectrum. Dykema, Hadwin, Fang and Smith[6] gave a natural way to approach the
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problem and reduced the conjecture to a question involving kernels of conditional expectations.
Using this approach, they were able to show that the conjecture holds, among other cases, for
the radial and generator masas in the free group factors. However, it is unclear if their strategy
can be be used to settle the conjecture in full.
It must be pointed out that approximate Schur-Horn theorems are easier to obtain than exact
ones. Further, it is possible that one might lose much fine structure: For instance, Kadison
characterised the diagonals of projections in B(H) and discovered an index obstruction to a
sequence arising as the diagonal of a projection. This subtlety is lost when ones passes to the
norm closure of the set of diagonals, see [3] for a discussion.
There has been a great deal of progress towards characterising the diagonals of hermitian
operators in B(H); Unlike the finite dimensional case, the situation in infinite dimensions is
highly subtle. Bownik and Jasper have given a complete description of the possible diagonals
of hermitian operators with finite spectrum in B(H) in [22] and [23]. In another direction,
the diagonals of compact operators have been characterised by Loreaux and Weiss in [16],
extending the earlier work of Kaftal and Weiss in [18].
I end with a recent development; Thompson’s theorem in matrix algebras characterises
operators which can realised to have a prescribed diagonal in terms of their singular values.
Kennedy and Skoufranis in [17] have recently extended Thompson’s theorem to the setting of
type II1 factors.
This paper has six sections apart from the introduction. In section (2), I collect some
standard facts in noncommutative measure theory. Section (3) exploits the useful observation
that once we can solve the problem ”locally”, theorem (4.2) follows using transfinite induction.
Section (4) contains the proof of theorem (4.2). Section (5) then builds upon this result to
prove theorem (5.7). We then use the Schur-Horn theorem for type II1 factors to deduce
theorems for type II∞ factors in Section (6). In the last section, namely Section (7) for sake of
completeness, I explain the situation both in the case of general finite von Neumann algebras
and type III factors.
Acknowledgement 1.3. I would like to thank Junsheng Fang for telling me about this problem
and for several useful discussions.
2. Notation and basic relationships
There is a concrete description of majorization in type II1 factors that is more convenient to
work with, that we now describe. We will use the following nonstandard definition repeatedly:
Given two subsets X and Y of R, say that X ≥ Y if X is to the right of Y , i.e. infx∈X ≥ supx∈Y .
We analogously define the relation X > Y . Also, given a self-adjoint operator S, we will use
α(S) to denote inf{x ∈ σ(S)}.
Let A be a positive operator in type II1 factor. By the spectral theorem, there is a Borel
measure with compact support, µ on R so that
τ(An) =
∫
R
xndµ n = 0, 1, · · ·
Define the real valued function fA on [0, 1) by
fA(x) = inf{t | τ(EA((t,∞))) ≤ x}.
This function fA is non-increasing and right continuous. We have the identity
τ(An) =
∫ 1
0
fA(x)
ndm n = 0, 1, · · ·
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where m denotes Lebesgue measure. The values of this function were denoted the generalised
s numbers of A by Fack and Kosaki[8]. We however, choose to call the function fA the spectral
scale of A.
It is a standard fact[7] that one can find a projection valued measure which we denote by
µA on [0, 1] so that τ(µA(X)) = m(X) for any Borel measurable set X ⊂ [0, 1] and so that
A =
∫
fA(t)dµA(t)(1)
This projection valued measure is not unique when there are atoms in the spectrum of A.
However, given a positive operator A, we will fix a measure once and for all and use µA to
denote this. Throughout this paper, it will be evident that the results will not depend on the
particular choice of measure in this degenerate case.
Given two positive operators A and S inside a type II1 factor M with spectral scales fA
and fS repectively, it can be shown that S majorizes A, written A ≺ S if∫ r
0
fA(x)dm ≤
∫ r
0
fS(x)dm, 0 ≤ r ≤ 1,
∫ 1
0
fA(x)dm =
∫ 1
0
fS(x)dm(2)
When we do not have the last trace equality, we say that S submajorizes A and denote this
by A ≺w S.
There are two concise ways of representing these inequalities in type II1 factors. The first
uses the Ky Fan norm functions are defined by
FA(x) :=
∫ x
0
fA(t)dm(t) for 0 ≤ x ≤ 1(3)
The function FA is continuous and we have that, A ≺w S iff FA(x) ≤ FS(x) for x ∈ [0, 1]. If
we also have that FA(1) = FS(1), then, A ≺ S. Alternately, A ≺ S if
τ(AµA([0, t])) ≤ τ(SµS([0, t])) for 0 < t < 1 and τ(A) = τ(S)(4)
Given two positive operators A and S in a type II1 factorM, define the quantity LM(A,S),
also denoted simply by L(A,S) when the ambient algebra is clear, by
L(A,S) := min
0≤t≤1
(FS(t)− FA(t)).(5)
We have that A ≺w S exactly when L(A,S) = 0 and the function L(A,S) measures how far S
is from submajorizing A. We record some facts about the quantity L(A,S).
Lemma 2.1. Let A,S be positive operators in a type II1 factor M. Then,
(1) L(A,S) ≥ −τ(A).
(2) If A and S commute with a set of orthogonal projections {P1, · · · , Pk} which sum up
to I, then,
L(A,S) ≥
k∑
1
τ(Pm)LPmMPm(APm, SPm)
(3) Suppose additionally that
σP1MP1(AP1) ≥ · · · ≥ σPkMPk(APk), σP1MP1(SP1) ≥ · · · ≥ σPkMPk(SPk)
Then, letting Q0 = 0 and Qm = P1 + · · ·+ Pm for m = 1, · · · , k,
L(A,S) = min1≤m≤k τ((S −A)Qm−1) + τ(Pm)LPmMPm(APm, SPm)
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Proof. It is easy to see that FA(0) = 0 and that FA(1) = τ(A). For the first assertion, we have
L(A,S) := min
0≤t≤1
(FS(t)− FA(t)) ≥ min
0≤t≤1
FS(t)− max
0≤t≤1
FA(t) ≥ −τ(A)
For the second, it is easy to see that once we have proved the assertion for k = 2, the general
case follows by induction. Assume then, that k = 2. Let 0 < t < 1 be arbitrary; We may write
µS([0, t]) = µ
P1MP1
SP1
([0, a])⊕ µP2MP2SP2 ([0, b])
and
µA([0, t]) = µ
P1MP1
AP1
([0, c])⊕ µP2MP2AP2 ([0, d]),
for some a, b, c, d. Here, the notation µPMPAP means that we calculate the relevant spectral
projection for the operator AP considered as an operator inside the II1 factor PMP . The
expressions fPMPAP and F
PMP
AP when referring to the spectral scale and the Ky Fan norm
function will be used similarly.
Suppose that a > c - The complementary case is handled similarly. We have that
t = τ(µS([0, t])) = τ(P1)τP1MP1(µ
P1MP1
SP1
([0, a]))+τ(P2)τP2MP2(µ
P2MP2
SP2
([0, b])) = τ(P1)a+τ(P2)b,
and similarly, t = τ(P1)c + τ(P2)d. Together, with the assumption that a > c, this implies
that b < d. We also have that τ(P1)(a− c) = τ(P2)(d− b). Next, it is easy to see that
inf({fP1MP1SP1 (x) : x ∈ (c, a)}) ≥ sup({fP2MP2SP2 (x) : x ∈ (b, d)})
We make a simple calculation,
τ(P1)τP1MP1(SP1µ
P1MP1
SP1
([c, a]))− τ(P2)τP2MP2(SP2µP2MP2AP2 ([b, d]))
= τ(P1)[F
P1MP1
SP1
(a)− FP1MP1SP1 (c)] + τ(P2)[FP2MP2SP2 (d)− FP2MP2SP2 (b)]
= τ(P1)(a− c)
∫ a
c f
P1MP1
SP1
(x)dm(x)
a− c − τ(P2)(d− b)
∫ d
b f
P2MP2
SP2
(x)dm(x)
d− b
≥ 0
Another simple calculation shows that
FS(t)− FA(t) = τ [S(µP1MP1SP1 ([0, a])⊕ µSP2([0, b]))]− τ [A(µP1MP1AP1 ([0, c])⊕ µAP2([0, d]))]
= τ(P1)τP1MP1 [SP1µ
P1MP1
SP1
([0, a])−AP1µP1MP1AP1 ([0, c])]
+ τ(P2)τP2MP2 [SP2µ
P2MP2
SP2
([0, b])−AP2µP2MP2AP2 ([0, d])]
= τ(P1)τP1MP1 [SP1µ
P1MP1
SP1
([0, c])−AP1µP1MP1AP1 ([0, c])]
+ τ(P2)τP2MP2 [SP2µ
P2MP2
SP2
([0, d])−AP2µP2MP2AP2 ([0, d])]
+ τ(P1)τP1MP1(SP1µ
P1MP1
SP1
([c, a]))− τ(P2)τP2MP2(SP2µP2MP2AP2 ([b, d]))
≥ τ(P1)LP1MP1(AP1, SP1) + τ(P2)LP2MP2(AP2, SP2)
We conclude that
L(A,S) ≥
2∑
1
τ(Pm)LPmMPm(APm, SPm)
For the last assertion, given the hypotheses, it is easy to see that
fA(t) = f
PmMPm
APm
(
t− τ(Qm−1)
τ(Pm)
)
if τ(Qm−1) ≤ t < τ(Qm), 1 ≤ m ≤ k
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and thus,
FA(t) = τ(AQm−1) + τ(Pm)FPmMPmAPm
(
t− τ(Qm−1)
τ(Pm)
)
if τ(Qm−1) ≤ t < τ(Qm)
And hence,
inf({FS(t)− FA(t) : t ∈ [τ(Qm−1), τ(Qm)]}) = τ((S −A)Qm−1) + τ(Pm)LPmMPm(APm, SPm)
The assertion follows.

We are also interested in Schur-Horn theorems in type II∞ factors. Approximate results
in this setting were recently obtained by Argerami and Massey in[1]. Let M be a σ finite
type II∞ factor and let τ be a faithful normal semifinite trace on M. We will restrict our
attention to masas A that admit a normal trace preserving conditional expectation. We will
refer such masas as atomic masas; Such masas are generated by their finite projections. Let
A be a positive trace class operator. Then, as in the case of positive operators in type II1
factors, there exists a spectral scale fA, this time on [0,∞) and a projection valued measure
µA, this time on [0,∞) so that
τ(An) =
∫ ∞
0
fA(x)
ndm ∀n, A =
∫ ∞
0
fA(t)dµA(t)
Given, two trace class operators A and S, we say that S majorizes A, again written A ≺ S
if inequalities analogous to (2) hold. For trace class operators, it is more natural to take the
closure of the unitary orbit in the trace norm than in the operator norm; We thus define
O(S) = {USU∗ : U ∈ U(M)}||·||1(6)
when S is trace class in a type II∞ factor.
When the operators considered are not trace class, one needs to be more careful while
considering majorization. As pointed out by Neumann[19], one needs to consider both the
upper and lower spectral scales defined as
UA(x) = inf{t | τ(EA((t,∞)) ≤ x}
LA(x) = sup{t | τ(EA([0, t)) ≤ x} = −U−A(x)
When A is trace class, LA becomes zero. For two positive operators A and S, we say that S
majorizes A if
(1) We have the inequalities∫ r
0
UA(x)dm ≤
∫ r
0
US(x)dm,
∫ r
0
LA(x)dm ≥
∫ r
0
LS(x)dm, 0 ≤ r <∞(7)
(2) Additionally, if there is a λ such that S − λI is trace class, then so is A − λI and
τ(S − λI) = τ(A− λI).
3. A local Schur-Horn theorem
Recall, see (1), that two positive operators A and S in a type II1 factor M are said to
be equimeasurable if τ(An) = τ(Sn) for n = 0, 1, · · · . This is equivalent to saying that the
spectral measures and hence the spectral scales of A and S are identical. It is also routine to
see that this is also equivalent to the existence of a sequence of unitary operators {Un} so that
||UnSU∗n −A|| → 0.
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An example of Popa[20] shows that equimeasurable operators need not be unitarily equiva-
lent. Let A lie inside a masa A. The same example of Popa also shows that we cannot hope to
even ”locally” conjugate S into A, i.e, it is not possible to find a unitary U and a projection
P in A so that E(PUSU∗P ) = AP and A(I −P ) ≺ (I −P )USU∗(I −P ). However, I show in
proposition(3.4) that this can be accomplished whenever A ≺ S but A is not equimeasurable
to S.
The proof of the Schur-Horn theorem has three steps. Given A ∈ A and S ∈M with A ≺ S,
we
(1) First solve the problem ”locally”. That is, we find a projection P in A and a unitary
U so that E(PUSU∗P ) = AP and so that A(I − P ) ≺ (I − P )USU∗(I − P ). This is
done in proposition (3.4).
(2) Iterate the above procedure to make the projection P as above as large as possible.
We will end up with a projection P in A and a unitary U so that E(PUSU∗P ) = AP
and (I−P )USU∗(I−P ) ≈ A(I−P ). This is done in proposition (4.1). This will yield
us the first Schur-Horn theorem, the theorem that characterises the ”diagonals” of a
given hermitian operator.
(3) Build upon this with some careful choices so that the projection P actually equals I,
yielding the Schur-Horn theorem. This is done in lemma (5.3) and proposition (5.5) in
section (5).
We start off with some elementary lemmas.
Lemma 3.1. Let P be a projection of trace 12 inside a masa A in a type II1 factor M. Let A
be a positive operator in A and let S be a positive operator in M that commutes with P . With
respect to the decomposition I = P ⊕ (I − P ), we write(using an arbitrary partial isometry V
with V V ∗ = P and V ∗V = I − P as the matrix unit E12),
A =
( A1 0
0 A2
)
A =
(
A1 0
0 A2
)
S =
(
S1 0
0 S2
)
where A1 and A2 are masas in PMP , the operators A1 and A2 are in A1 and S1 and S2 are
in PMP . Assume that
σ(S1) ≥ σ(A1) ≥ σ(S2)(8)
Then, there is a unitary U so that
EA(PUSU∗P ) = AP i .e U
(
S1 0
0 S2
)
U∗ =
(
X ∗
∗ Y
)
with EA1(X) = A1. We will automatically have that,
σ(I−P )M(I−P )[(I − P )USU∗(I − P )] = σPMP (Y ) ⊂ conv(σ(S)) = [α(S2), ||S1||]
Proof. Let H be the positive operator in A1 determined by the formula
H2 = (A1 − EA1(S2))(EA1(S1 − S2))−1
The operators A1, EA1(S1) and EA1(S2) form a commuting set and by the condition(8), it
is easy to see that H is a positive contraction. Now, let U be the unitary given by
U =
(
H
√
I −H2√
I −H2 H
)
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Conjugating S by U , we have that
USU∗ =
(
HS1H +
√
I −H2S2
√
I −H2 ∗
∗ √I −H2S1
√
I −H2 +HS2H
)
Another calculation shows that
EA1 [HS1H +
√
I −H2S2
√
I −H2] = H2EA1(S1) + (I −H2)EA1(S2)
= H2(EA1(S1)− EA1(S2)) + EA1(S2)
= A1(9)
Recall that α(S2) is the smallest point in the spectrum of S2,
α(S2)I = (I −H2)α(S2) +H2α(S2)
≤ (I −H2)α(S1) +H2α(S2)(10)
≤
√
I −H2S1
√
I −H2 +HS2H
≤ (I −H2)||S1||+H2||S1||(11)
≤ ||S1||I
We conclude that
σPMP (Y ) = σPMP [
√
I −H2S1
√
I −H2 +HS2H] ⊂ [α(S2), ||S1||] = conv(σ(S))(12)

Remark 3.2. In the setup of lemma (3.1), suppose we have that σ(S1) > σ(A1) ≥ σ(S2), we
will have that
σPMP [(I − P )USU∗(I − P )] ⊂ (α(S2), ||S1||)
This is because, in lines (10) and (11), we will have strict inequality instead of mere inequality.
We now show that majorization is preserved under small perturbations.
Lemma 3.3. Let A ≺ S be positive operators in a type II1 factor M and suppose
A =
 A1 0 00 A2 0
0 0 A3
 , S =
 S1 0 00 S2 0
0 0 S3

where the decomposition is with respect to I = P ⊕Q⊕R where P,Q are orthogonal projections
commuting with A and S and R = I − P −Q. Suppose that
σPMP (A1) ≥ σQMQ(A2) ≥ σRMR(A3), σPMP (S1) ≥ σQMQ(S2) ≥ σRMR(S3)
Let T be a positive operator in QMQ with the same trace as S2 and so that
σPMP (S1) ≥ σQMQ(T ) ≥ σRMR(S3)
Suppose, τPMP (S1−A1) ≥ −LQMQ(A2, T )τ(Q)
τ(P )
, (which holds in particular if τ(P (S −A)) ≥
τ(Q)τQMQ(T )). Then, we have the majorization relation, A1 0 00 A2 0
0 0 A3
 ≺ T˜ :=
 S1 0 00 T 0
0 0 S3

If in addition, we have that FS − FA is strictly positive on (0, 1), then FT˜ − FA is strictly
positive on (0, 1) as well.
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Proof. It is easy to see that we have
FR(x)− FA(x) = FS(x)− FA(x), x ∈ [0, τ(P )] ∪ [τ(P +Q), 1]
which is non-negative by hypothesis on [0, 1] and by assertions (1) and (3) of (2.1) that for
x ∈ [τ(P ), τ(P +Q)]
FR(x)− FA(x) ≥ FR(τ(P ))− FA(τ(P )) + τ(Q)LQMQ(A2, T )
= τ(P )τPMP (S1 −A1) + τ(Q)LQMQ(A2, T )
≥ 0
The assertion follows. The case when FS −FA is strictly positive on (0, 1) is treated similarly.

The following proposition is the critical step in the proof of the first Schur-Horn theorem,
namely theorem (4.2). It shows that the problem can be ”locally” solved. Precisely,
Proposition 3.4. Let A be a masa in a type II1 factor M. Let A ∈ A and S ∈M be positive
operators with A ≺ S. Assume that A /∈ O(S). Then, there are projections P in A and Q in
M with P ≤ Q and τ(Q) ≤ 4τ(P ) and a unitary U in M satisfying U − I = Q(U − I) so that
E(PUSU∗P ) = AP, A(I − P ) ≺ (I − P )USU∗(I − P )
Proof. Let us assume that A and S are contractions; It is easy to see that proving the propo-
sition for contractions will yield the general result, by scaling. Let fA, fS be the spectral
scales of A,S respectively and let FA, FS be the Ky Fan norm functions associated to A and
S respectively, see (3).
Since A ≺ S, we have that∫ r
0
fA(x)dm ≤
∫ r
0
fS(x)dm, 0 ≤ r ≤ 1 and
∫ 1
0
fA(x)dm =
∫ 1
0
fS(x)dm(13)
Assume for now that fA 6= fS almost everywhere and that FA(x) < FS(x) on (0, 1). Once we
have proved the proposition under this assumption, the general case will follow using routine
arguments - See the last paragraph of the proof.
Let I = {x ∈ [0, 1] | fA(x) < fS(x)} and let J = {x ∈ [0, 1] | fA(x) > fS(x)}. Pick
0 < a < 1 so that I ∩ [a− , a] and J ∩ [a, a+ ] have positive Lebesgue measure for every  > 0.
This can be done as follows: Recall that the functions FS and FA are continuous. Let a be a
number such that FS(a)− FA(a) = max({FS(x)− FA(x) | x ∈ [0, 1]}. The desired property is
now easy to verify. Suppose I ∩ [a− , a] has zero measure, then
[FS(a)− FA(a)]− [FS(a− )− FA(a− )] =
∫ a
a−
(fS(x)− fA(x))dm < 0,
contradicting the choice of a. The verification of the other desired property is similar.
Next, choose numbers b, c with 0 < b < a < c < 1 and define the number α by
α := infb≤x≤c FS(x)− FA(x)
Since FA and FS are continuous and FS −FA is strictly positive on (0, 1), we have that α > 0.
Pick  <
α
2
and pick subsets X and Y of positive measure in I ∩ [a− , a] and J ∩ [a, a+ ].
Let L1, L2, L3, L4 be the sets
L1 = {fS(x) | x ∈ X}, L2 = {fA(x) | x ∈ X}, L3 = {fA(x) | x ∈ Y }, L4 = {fS(x) | x ∈ Y }.
We may further arrange, by passing to subsets, if needed, that the following are satisfied:
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(1) m(X) = m(Y ).
(2) L1 > L2 > L3 > L4
For the second assertion, we use that fA, fS are right continuous and non-increasing. See
the figure below for a schematic description:
Figure 1. Illustrating proposition (3.4)
Let Q1 be the projection µA(X) ⊕ µA(Y ) and Q2 the projection µS(X) ⊕ µS(Y ) and let
Q = Q1 ∨Q2. Choose a unitary V such that
V µS(X)V
∗ = µA(X), V µS(Y )V ∗ = µA(Y )
It is easy to see that the unitary V may be chosen so that V = QV Q⊕ (I −Q). With respect
to the decomposition Q1 = µA(X)⊕ µA(Y ), we may write
Q1AQ1 =
(
A1 0
0 A2
)
, Q1V SV
∗Q1 =
(
S1 0
0 S2
)
We have that(suppressing the explicit identification of the ambient algebra), by part (ii) of (3)
that,
σ(S1) > σ(A1) > σ(A2) > σ(S2)
By lemma(1), there is a unitary W satisfying W = Q1WQ1 ⊕ (I −Q1) inside M so that
Q1WV SV
∗W ∗Q1 =
(
Z1 ∗
∗ Z2
)
(14)
where EAµA(X)(Z1) = A1 and further, σ(Z2) ∈ conv[σ(S1)∪σ(S2)]. Let U be the unitary WV
and T the operator T = USU∗. We note that
U = QUQ⊕ (I −Q) or U − I = Q(U − I)
Letting P = µA(X), the equation (14) implies that
EA(PTP ) = AP,(15)
We have the trace inequality
τ(Q) = τ(Q1 ∨Q2) ≤ 2τ(Q) = 4τ(P )(16)
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We now show that we also have the other required majorization condition, namely
A(I − P ) ≺ (I − P )T (I − P )
Let us decompose A and T using the projection decompositions
I = µA([0, a− ])⊕ µA(X)⊕ [µA([a− , a+ ])− µA(X)− µA(Y )]⊕ µA(Y )⊕ µA([a+ , 1])
and
I = µT ([0, a− ])⊕ µA(X)⊕ [µT ([a− , a+ ])− µA(X)− µA(Y )]⊕ µA(Y )⊕ µT ([a+ , 1])
respectively. (Here we use that µA(X) and µA(Y ) are sub projections of µT ([a − , a + ])
because of the special form of the averaging unitary U),
A =

B1 0 0 0 0
0 A1 0 0 0
0 0 A3 0 0
0 0 0 A2 0
0 0 0 0 B2
 , T =

T1 0 0 0 0
0 Z1 0 ∗ 0
0 0 Z3 0 0
0 ∗ 0 Z2 0
0 0 0 0 T2

We have that EAP (Z1) = A1 and (we omit writing down the ambient algebra explicitly),
σ(B1) ≥ σ(A1) ∪ σ(A2) ∪ σ(A3) ≥ σ(B2), σ(T1) ≥ σ(Z1) ∪ σ(Z2) ∪ σ(Z3) ≥ σ(T2)(17)
and further,
τ(T1 −B1) = FS(a− )− FA(a− ) ≥ α > 2 > τ [µA([a− , a+ ])](18)
Let E˜ be the conditional expectation given by compression to the block diagonal followed
by applying E to the second diagonal entry. We have that
E˜(T ) = R =

T1 0 0 0 0
0 A1 0 0 0
0 0 Y 0 0
0 0 0 S3 0
0 0 0 0 T2
 ≺ T
By the calculations (17) and (18), the operators A and R satisfy the hypothesis of lemma(3.3)
(note here that S and hence, T , is a contraction) and thus A ≺ R, namely
B1 0 0 0 0
0 A1 0 0 0
0 0 A2 0 0
0 0 0 A3 0
0 0 0 0 B2
 ≺

T1 0 0 0 0
0 A1 0 0 0
0 0 Y 0 0
0 0 0 S3 0
0 0 0 0 T

This implies that 
B1 0 0 0
0 A2 0 0
0 0 A3 0
0 0 0 B2
 ≺

T1 0 0 0
0 B 0 0
0 0 S3 0
0 0 0 T2

or, in other words,
(I − P )A ≺ (I − P )T (I − P )
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This completes the proof when fA 6= fS a.e. and FA < FS on (0, 1). Now, we look at the
general case, dropping the assumption that fA 6= fS almost everywhere and that FA(x) < FS(x)
on (0, 1). Define X : {x ∈ [0, 1] | fA(x) = fS(x)}, which may now have positive measure. Pick
a unitary U that conjugates µS(X) onto µA(X). We may write, under the decomposition
I = µA(X)⊕ µA(Xc) = P ⊕Q,
A = A1 ⊕A2 and USU∗ = S1 ⊕ S2
where A1 and S1 have the same spectral measure, hence A1 ∈ O(S1) by [4][Theorem 5.4] and
A2 ≺ S2 with the property that the spectral scales fQMQA2 and f
QMQ
S2
satisfy fQMQA2 6= f
QMQ
S2
almost everywhere. Since A /∈ O(S), A2 and S2 are non-zero.
Since the Ky Fan norm functions are continuous, we may find two points {a1, a2} so that
FQMQA2 (ai) = F
QMQ
S2
(ai) and F
QMQ
A2
(x) < FQMQS2 (x) for x ∈ (a1, a2). Pick a unitary V that
conjugates µS2([a1, a2]) onto µA2([a1, a2]) and commutes with µA(X). We may write, under
the decomposition I = µA(X)⊕ µA2([a1, a2])⊕ [I − µA(X)− µA2([a1, a2])],
A = A1 ⊕A3 ⊕A4 and V USU∗V ∗ = S1 ⊕ S3 ⊕ S4
where A3 ≺ S3 and whose respective spectral scales are non-equal a.e. Further, the Ky Fan
norm functions satisfy FA3 < FS3 on (0, 1). Note that we also have that A4 ≺ S4.
The proposition now applies to (A3, S3) and yields the desired conclusion forA and V USU
∗V ∗.

Given positive operators A ∈ A and S ∈ M as above, we say that (U,P ) is a partial
solution if U is a unitary, P is a projection in A, E(PUSU∗P ) = AP and A(I − P ) ≺
(I − P )USU∗(I − P ). With this notation, we have the following corollary,
Corollary 3.5. Let A be a masa in a type II1 factor M. Let A ∈ A and S ∈ M be positive
operators with A ≺ S and let (U,P ) be a partial solution. Assume that A(I − P ) 6≈ (I −
P )USU∗(I − P ) inside (I − P )M(I − P ). Then, there are projections P1 ∈ A and Q1 ∈ M
so that P < P1 < Q1 and τ(Q1 −P1) ≤ 4τ(P1 −P ) and a unitary V in M so that (V, P1) is a
partial solution and
V − U = (Q1 − P )(V − U)(19)
Proof. Apply the previous proposition (3.4) to A(I − P ) and (I − P )USU∗(I − P ) inside
(I −P )M(I −P ) to get a unitary W in (I −P )M(I −P ) with W − I(I−P )M(I−P ) = Q1(W −
I(I−P )M(I−P )), a projection Q0 in (I − P )M(I − P ) and a projection P0 in A(I − P ) so that
(inside (I − P )M(I − P )) we have
E(P0(I−P )USU∗(I−P )P0) = A(I−P )P0, A(I−P )(I−P0) ≺ (I−P0)(I−P )USU∗(I−P )(I−P0)
and also,
τ(I−P )M(I−P )(Q0) ≤ 4τ(I−P )M(I−P )(P0)
Now, let V = (P ⊕W )U , let P1 = P ⊕ P0 and let Q1 = P ⊕Q0. Here, we interpret W,P0, Q0
which are operators in (I − P )M(I − P ), in the natural fashion inside M. It is clear that V
is a unitary; we see that
τ(Q1 − P1) = τ(I − P )τ(I−P )M(I−P )(Q0) ≤ 4τ(I − P )τ(I−P )M(I−P )(P0) ≤ 4τ(P1 − P )
and that
E(P1V SV
∗P1) = AP1, A(I − P1) ≺ (I − P1)USU∗(I − P1)
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Further,
V − U = ((P ⊕W )− I)U = (W − (I − P ))U = Q0(W − (I − P ))U = (Q1 − P )(V − U).
We conclude that (V, P1) is a partial solution with the desired properties.

4. Diagonals of positive operators in type II1 factors
We deduce a Schur-Horn theorem in type II1 factors from corollary(3.5) using an induction
argument.
Theorem 4.1. Let A be a masa in a type II1 factor M. If A ∈ A and S ∈ M are positive
operators with A ≺ S. Then, there is a unitary U and a projection P in A such that
E(PUSU∗P ) = AP and (I − P )USU∗(I − P ) ≈ A(I − P ).
Proof. If A ∈ O(S), there is nothing to prove; Just set P to be zero and the unitary to be the
identity. Let us therefore assume that A /∈ O(S).
Let A ∈ A and S ∈ M be positive operators so that A ≺ S. Let X be the collection of all
tuples (U,P ) where U is a unitary in M and P is a projection in A with E(PUSU∗P ) = AP
and A(I−P ) ≺ (I−P )USU∗(I−P ). Define an ordering ≤ on the set X by (U1, P1) ≤ (U2, P2)
if
(1) P1 ≤ P2, i.e P1P2 = P1,
(2) There is a projection Q, with Q > P2 and satisfying τ(Q− P2) ≤ 4τ(P2 − P1) so that
U2 − U1 = (Q− P1)(U2 − U1).
The set X with the given ordering is a poset. To see this, suppose (U1, P1) ≤ (U2, P2) and
(U2, P2) ≤ (U3, P3); While showing that (U1, P1) ≤ (U3, P3), property (1) is immediate. Let
Q1, Q2 be the projections that ensure condition (3) in the inequalities (U1, P1) ≤ (U2, P2) and
(U2, P2) ≤ (U3, P3) respectively. Take Q3 = Q1 ∨ Q2. By definition, we have that U3 − U2 =
(Q2−P2)(U3−U2) and U2−U1 = (Q1−P1)(U2−U1). This yields that (I−Q2+P1)(U2−U1) = 0
and since I −Q2 is orthogonal to P1, we have (I −Q2)(U3−U2) = P2(U3−U2) = 0. Similarly,
(I −Q1)(U2 − U1) = P1(U2 − U1) = 0. We see that
(I −Q3)(U3 − U1) = (I −Q3)(U3 − U2) + (I −Q3)(U2 − U1)
= (I −Q3)(I −Q2)(U3 − U2) + (I −Q3)(I −Q1)(U2 − U1)
= 0
And further,
P1(U3 − U1) = P1(U3 − U2) + P1(U2 − U1)
= P1P2(U3 − U2) + P1(U2 − U1)
= 0
Thus, (I −Q3 + P1)(U3 − U1) = 0, giving us that
U3 − U1 = (Q3 − P1)(U3 − U1)(20)
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Next, recalling that τ(Q1 − P2) ≤ 4τ(P2 − P1) and τ(Q2 − P3) ≤ 4τ(P3 − P2) and that
Q1 ∧Q2 ≥ P2,
τ(Q3 − P3) = τ(Q1 ∨Q2)− τ(P3)
= τ(Q1) + τ(Q2)− τ(Q1 ∧Q2)− τ(P3)
≤ 5τ(P2)− 4τ(P1) + 5τ(P3)− 4τ(P2)− τ(P2)− τ(P3)
= 4τ(P3 − P1)(21)
In the third line, we used the fact that Q1 ∧ Q2 ≥ P2. We conclude from (20) and (21) that
(X ,≤) is a poset.
In what follows, we considerM in its standard form, sitting inside L2(M, τ). Let {(Uα, Pα)}α∈I
be a chain in X . Since the projections Pα are increasing, they have a strong operator limit,
which we denote by P . Fix operators T and S inM. We claim that limα < UαTΩ, SΩ > exists.
Fix  > 0. Since Pα converge in the SOT, there is an α so that if β > α, then τ(Pβ − Pα) < .
Let Q be the projection that witnesses (Uα, Pα) < (Uβ, Pβ), i.e. we have that
Pβ < Q, τ(Q− Pβ) ≤ 4τ(Pβ − Pα), Uβ − Uα = (Q− Pα)(Uβ − Uα).
We have that
| < UβTΩ, SΩ > − < UαTΩ, SΩ > | = | < (Uβ − Uα)TΩ, (Q− Pα)SΩ > |
= |τ((Q− Pα)(Uβ − Uα)TS∗)|
≤ ||Uβ − Uα||||T ||||S∗||τ(Q− Pα)
≤ 10||T ||||S||τ(Pβ − Pα)
≤ 10||T ||||S||
Define the sesquilinear forms on L2(M, τ)× L2(M, τ),
φα(ξ, η) =< Uαξ, η >
These converge pointwise on MΩ × MΩ. Denote the limit by φ(·, ·). Then, it is easy to
see that |φ(TΩ, SΩ)| ≤ ||TΩ||2||SΩ||2 and this shows that φ is extendable as a sesquilinear
form to L2(M, τ) × L2(M, τ), with |φ(ξ, η)| ≤ ||ξ||||η|| for all ξ, η ∈ L2(M, τ) . By the Riesz
representation theorem there is a contraction U in B(L2(M, τ)) such that
< Uξ, η >= φ(ξ, η) = limα < Uαξ, η >
This means in particular that Uα converges to U in the WOT and thus, U is in M. We now
show that we actually have SOT convergence - This will imply that U is in fact a unitary.
Since the operators are bounded, it is enough to check for SOT convergence on the dense
set MΩ. Let T be in M. Since Uβ converges in the WOT to U , we have that
||(U − Uα)TΩ||2 ≤ liminfβ ||(Uβ − Uα)TΩ||2
For any α < β, let Qβα be the projection that witnesses (Uα, Pα) < (Uβ, Pβ). We have that,
||(U − Uα)TΩ||2 ≤ liminfβ ||(Uβ − Uα)TΩ||2
= liminfβ ||(Qβα − Pα)(Uβ − Uα)TΩ||2
= liminfβ ||τ((Qβα − Pα)(Uβ − Uα)TT ∗(Uβ − Uα)∗)
≤ liminfβ τ(Qβα − Pα)||T ||2||Uβ − Uα||2
≤ liminfβ 20τ(Pβ − Pα)||T ||2
≤ 20τ(P − Pα)||T ||2
THE SCHUR-HORN THEOREM IN VON NEUMANN ALGEBRAS 15
We used the fact that τ(Qβα − Pα) ≤ 4τ(Pβ − Pα) and hence, that τ(Qβα − Pα) ≤ 5τ(Pβ − Pα)
in line (5).
It follows that Uα converges to U in the SOT. A similar calculation shows that U
∗
α converges
in the SOT to U∗. Since the Uα are uniformly bounded in norm(by 1), we have that U∗αUα
converges in the SOT to U∗U and thus U∗U = I. We conclude that U is a unitary.
The strong ∗ convergence of the Uα to U implies that the automorphisms Ad(Uα) converge
in the point 2 norm topology to Ad(U). Now, we have that
E(PUSU∗P ) = limSOT E(PαUαSU∗αPα) = limSOT APα = AP
Concerning majorization, A(I−Pα) ≺ (I−Pα)UαSU∗α(I−Pα) for every α and hence, passing
to the strong operator limit,
A(I − P ) ≺ (I − P )USU∗(I − P ).
We conclude that (U,P ) is in X . We now show that for every α, we have that (Uα, Pα) <
(U,P ). Pick a sequence αn, n = 1, 2, · · · in I with Pα1 = Pα so that Pαn is increasing and
converges to P in the SOT. As above, let Qαmαn for n < m be the projection that witnesses
(Uαn , Pαn) < (Uαm , Pαm). Let Q be the projection
Q := ∨nQαn+1αn
For any N , we have that
τ(∨N1 Qαn+1αn ) = τ(Q
αN+1
αN ) + τ(∨N−11 Qαn+1αn )− τ(Q
αN+1
αN ∧ ∨N−11 Qαn+1αn )
Since Q
αm+1
αm is larger than Pαm+1 and a fortiori larger than Pαk for k ≤ m + 1, we have that
PαN ≤ QαN+1αN ∧ ∨N−11 Qαn+1αn . Further, τ(QαN+1αN ) ≤ 5τ(PαN+1)− 4τ(PαN ). As a result,
τ(∨N1 Qαn+1αn − PαN+1) ≤ 5τ(PαN+1)− 4τ(PαN ) + τ(∨N−11 Qαn+1αn )− τ(PαN )− τ(PαN+1)
= 4(τ(PαN+1)− τ(PαN )) + τ(∨N−11 Qαn+1αn − PαN )
The sum telescopes to yield
τ(∨N1 Qαn+1αn − PαN+1) ≤ 4(τ(PαN+1)− τ(Pα1)) = 4(τ(PαN+1)− τ(Pα))
Taking the limit as N →∞, we get that
τ(Q− P ) ≤ 4τ(P − Pα)
We conclude that (Uα, Pα) < (U,P ) for every α. Thus, every chain has an upper bound and
now, Zorn’s lemma gives us that there is a maximal element in X . Let (U,P ) be this maximal
element. If A(I−P ) is not equimeasurable to (I−P )USU∗(I−P ), corollary (3.5) applies and
yields us a larger element in X , yielding a contradiction. We conclude that there is a unitary
U and a projection P ∈ A so that
E(PUSU∗P ) = AP and (I − P )USU∗(I − P ) ≈ A(I − P ).

We now prove the first of the two generalizations of the Schur-Horn theorem to type II1
factors. We repeat the statement of the theorem for the convenience of the reader.
Theorem 4.2. [The Schur-Horn theorem in type II1 factors I] Let M be a type II1 factor
and let A,S ∈ M be positive operators with A ≺ S. Then, there is some masa A in M such
that
EA(S) ≈ A.
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Proof. Choose a masa A1 such that A belongs to A1. Theorem (4.1) yields that there is a
unitary U in M and a projection P in A1 such that
EA1(PUSU
∗P ) = AP and (I − P )USU∗(I − P ) ≈ A(I − P ).
Choose a masa A˜ in (I−P )M(I−P ) that contains (I−P )USU∗(I−P ). Then, we have that
EA1P⊕A˜(USU
∗) = AP ⊕ (I − P )USU∗(I − P )(22)
Note that we have that A ≈ AP ⊕(I−P )USU∗(I−P ) . Let A be the masa U∗(A1P ⊕A˜)U .
We then get by applying the automorphism Ad(U∗) to the equation (22) that
EA(S) = U∗(AP ⊕ (I − P )USU∗(I − P ))U
Since U∗(AP ⊕ (I − P )USU∗(I − P ))U ≈ AP ⊕ (I − P )USU∗(I − P ) ≈ A, we are done. 
Remark 4.3. The above theorem, as remarked in the introduction, is a natural generalization
of the Schur-Horn theorem to type II1 factors. This generalization does not directly imply the
alternative conjecture of Arveson and Kadison from [4]. We prove the conjecture in full in the
next section.
5. Proof of the Arveson-Kadison conjecture
We now turn to the second natural generalization of the Schur-Horn theorem. The theo-
rem of the last section characterizes the spectral distributions of operators that arise as the
“diagonal” of a given positive operator S. On the other hand, the conjecture of Arveson and
Kadison complements the abovementioned theorem by characterizing the spectral distributions
of operators which have a prescribed diagonal A.
The calculations in this section are straightforward but technical. Perhaps a few words
about the idea of the proof might be helpful. Let A be a masa in type II1 factor M and let
A ∈ A and S ∈M be positive elements so that A ≺ S. Theorem (4.1) in the last section says
that there is a unitary U and a projection P so that if we write write out A and USU∗ in
block matrix form with diagonal P ⊕ (I − P ),
USU∗ =
(
S1 ∗
∗ S2
)
, A =
(
A1 ∗
∗ A2
)
,
then E(S1) = A1 and S2 ∼= A2 inside PMP and (I − P )M(I − P ) respectively. Even though
A2 and S2 are approximately unitarily equivalent inside (I − P )M(I − P ), we cannot expect
to use these to implement an approximate unitary equivalence between USU∗ and an operator
of the form
(
S1 ∗
∗ A2
)
. Nevertheless, there is a workaround; Let us look closely at what
A ≺ S means in terms of the spectral scales fA and fS . Roughly speaking, fS(x) is larger than
fA(x) for x close to 0 and smaller for x close to 1. Rather than work with A and S directly,
we will work with PAP and QSQ where P and Q are carefully chosen spectral projections
supported away from the extreme points of the spectra. We will apply theorem (4.1) to PAP
and QSQ and might end up with pieces that are equimeasurable as above. We will then use
the ’reserved’ head and tail of the spectra that we have hitherto left untouched to massage the
equimeasurable parts carefully, in order to achieve the desired diagonal.
The main result in this section is the proof of theorem (5.7). We first prove a couple of
lemmas. We will use the notation fS > fA as shorthand for fS(x) > fA(x) for all x ∈ [0, 1].
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Lemma 5.1. Let A be a masa in a type II1 factor M and let A ∈ A and S ∈ M be two
positive operators commuting with a projection P of trace 12 in A, written with respect to the
decomposition I = P ⊕ I − P ,
S =
(
S1 0
0 S2
)
, A =
(
A1 0
0 A2
)
where fPMPS1 − fPMPA1 > 0 and σPMP (A1) ≥ σPMP (A2) and further, A2 ≈ S2. Then, for
any δ > 0, there is a unitary U and projections R1 ≤ P and R2 ≤ I − P , both in A, with
τ(Ri) >
1
2 − δ for i = 1, 2 such that EAR1(R1USU∗R1) = A1R1 and fR2MR2R2USU∗R2 −fR2MR2A2R2 > 0.
Proof. Let δ > 0 be fixed. It is easy to see(using the fact that the spectral scales fA and fS are
right continuous and non increasing) that we may find a natural number k, a number  > 0
and disjoint intervals (a1, a1 + ), · · · , (ak+1, ak+1 + ) in [0, 1] with a1 < a2 · · · < ak < ak+1
such that
(1) k  > 1− 2δ. And,
(2) fPMPS1 (x)− fPMPA1 (y) > 0 for x, y ∈ [ai, ai + ] for i = 1, · · · , k + 1.
Define the projections
Pi := µ
PMP
A1 ((ai, ai + )), Qi := µ
(I−P )M(I−P )
A2
((ai, ai + )), i = 1, · · · , k + 1.
Pick a unitary U1 in PMP that conjugates µPMPS1 ((ai, ai + )) onto Pi and a unitary U2 in
(I − P )M(I − P ) that conjugates µ(I−P )M(I−P )S2 ((ai, ai + )) onto Qi for i = 1, · · · , k + 1. Let
U := U1 ⊕ U2 and let T := USU∗. Then, T commutes with the projections Pi and Qi.
For i = 1, · · · k+ 1, let Xi := T (Pi⊕Qi) and Yi := A(Pi⊕Qi). Inside (Pi⊕Qi)M(Pi⊕Qi),
we may write
Xi =
(
X1i 0
0 X2i
)
, Yi =
(
Y 1i 0
0 Y 2i
)
,
where
σPiMPi(X
1
i ) = σPiMPi(PiTPi) ≥ fS1(ai + ) > fA1(ai) ≥ σPiMPi(PiAPi) = σPiMPi(Y 1i )
and since, σPMP (A1) ≥ σPMP (A2) = σPMP (S2), we have that
σPiMPi(Y
1
i ) ⊂ σPMP (A1) ≥ σ(I−P )M(I−P )(S2) ⊃ σ(I−P )M(I−P )(X2i )
We see that for each i = 1, · · · , k+1, the pair of operators Yi = A(Pi⊕Qi) and Xi = T (Pi⊕Qi)
inside (Pi ⊕Qi)M(Pi ⊕Qi) satisfy the hypothesis of the remark following lemma(3.1) and we
may thus find unitaries Vi in (Pi ⊕Qi)M(Pi ⊕Qi) such that
EAPi(PiViXiV
∗
i Pi) = YiPi, σ(QiViXiV
∗
i Qi) ⊂ int conv(σ(Xi))(23)
Let W be a unitary in (I − P )M(I − P ) that conjugates Qi onto Qi+1 for i = 2, · · · k + 1,
i.e. WQiW
∗ = Qi+1. The second fact above gives us that
σ(Qi+1WViXiV
∗
i W
∗Qi+1) = σ(QiViXiV ∗i Qi) > σ(Qi+1AQi+1)(24)
Let U be the unitary (P ⊕W )(I −∑k+1i (Pi ⊕Qi) +∑k+1i Vi). Also, let R1 = ∑k+11 Pi and
R2 =
∑k+1
2 Qi. The two facts, (23) and (24) give us that
EAR1(R1USU
∗R1) = A1R1, fR2MR2R2USU∗R2 − fR2MR2A2R2 > 0
Finally, we have that τ(R2) = k and τ(R1) = (k + 1) and both are greater than 1− 2δ. We
are done.
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
Lemma 5.2. Let A be a masa in a type II1 factorM and let A ∈ A and S ∈M be two positive
operators commuting with a projection P in A, written with respect to the decomposition I =
P ⊕ I − P ,
S =
(
S1 0
0 S2
)
, A =
(
A1 0
0 A2
)
Assume fPMPS1 − fPMPA1 > 0 and σ(A1) ≥ σ(A2) and A2 ≈ S2. Then, there is a projection Q
in A with τ(Q) ≥ 1− 2τ(P ) and a unitary U such that
EA(QUSU∗Q) = AQ
Proof. We may assume that τ(P ) ≤ 12 for otherwise there is nothing to prove. Let k be the
natural number such that (k + 1)τ(P ) ≤ 1 < (k + 2)τ(P ); Note that k > 1. Now, choose
a positive δ such that
k(k + 1)δ
2
< (k + 2)τ(P ) − 1. Next, define the sequence of numbers
{a1, · · · , ak} using the following prescription: a1 is such that
τ(I − P )τ(I−P )M(I−P )(µ(I−P )M(I−P )A2 ((a1, 1))) = τ(P )
and for i = 2, · · · , k, the number ai is such that
τ(I − P )τ(I−P )M(I−P )(µ(I−P )M(I−P )A2 ((ai, ai−1))) = τ(P )− (i− 1)δ.
Now, define the sequence of projections P1, · · · , Pk by
P1 := µ
(I−P )M(I−P )
A2
((a1, 1))(25)
and then for i = 2, · · · , k, define
Pi := µ
(I−P )M(I−P )
A2
((ai, ai−1)).(26)
We interpret these projections as lying in M. Note that by (25) and (26), we have,
τ(Pi) = τ(P )− (i− 1)δ, i = 1, · · · , k
Pick a unitary V such that
V µ
(I−P )M(I−P )
S2
(a1, 1)V
∗ = µ(I−P )M(I−P )A2 (a1, 1)
as well as
V µ
(I−P )M(I−P )
S2
((ai, ai−1))V ∗ = µ
(I−P )M(I−P )
A2
((ai, ai−1)), i = 1, · · · k
and which commutes with P , i.e. V = P ⊕ (I − P )V (I − P ). We then have,
A =

A1 0 0 0 0
0 A21 0 0 0
0 0
. . . 0 0
0 0 0 A2k 0
0 0 0 0 A2 (k+1)
 , V SV ∗ =

S1 0 0 0 0
0 S21 0 0 0
0 0
. . . 0 0
0 0 0 S2k 0
0 0 0 0 S2 (k+1)

where S2i ≈ A2i for i = 1, · · · , k + 1 and σ(S21) ≥ · · · ≥ σ(S2k) ≥ σ(S2 k+1). Also, fPMPS1 −
fPMPA1 > 0.
Applying lemma(5.1) to A1 ⊕ A21 and S1 ⊕ S21 inside (P ⊕ P1)M(P ⊕ P1), we conclude
that we may find a unitary U1 commuting with I − P − P1 and projections Q1 and R1 of
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trace τ(P ) − δ in A with Q1 ≤ P and R1 ≤ P1 such that letting T1 = U1SU∗1 , we have that
EA(Q1T1Q1) = AQ1 and further, fR1MR1R1T1R1 − fR1MR1A21R1 > 0.
Inductively, for i = 1, · · · , k−1, do the following: Note that fRiMRiRiTiRi −f
RiMRi
A2iRi
> 0 and apply
lemma(5.1) together with the remark (3.2) following it to A2iRi⊕A2 i+1 and TiRi⊕S2 i+1 inside
(Ri ⊕ Pi+1)M(Ri ⊕ Pi+1). The lemma yields a unitary Ui+1 commuting with I − Ri − Pi+1
and projections Qi+1 and Ri+1 of trace τ(P )− iδ in A with Qi+1 ≤ Pi and Ri+1 ≤ Pi+1 such
that letting Ti+1 = Ui+1TiU
∗
i+1, we have
(1) EAQi+1(Qi+1Ti+1Qi+1) = AQi+1
(2) Since Ui+1 = (Ri +Pi+1)Ui(Ri +Pi+1) + (I −Ri−Pi+1), we have (Ti+1− Ti)(I −Ri−
Pi+1) = 0 and hence, EAQj (QjTi+1Qj) = AQj for j ≤ i as well.
(3) f
Ri+1MRi+1
Ri+1Ti+1Ri+1
− fRi+1MRi+1A2 i+1Ri+1 > 0.
Putting it all together, letting U = U1U2 · · ·Uk, we have that
EAQ(QUSU∗Q) = AQ
where Q = Q1 ⊕Q2 · · · ⊕Qk. We have that τ(Qi) = τ(P )− iδ and thus,
τ(Q) =
k∑
i=1
τ(P )− iδ
= kτ(P )− k(k + 1)
2
δ
> 1− 2τ(P )

Lemma 5.3. Let A be a masa in a type II1 factorM and let A ∈ A and S ∈M be two positive
operators commuting with a projection P in A, written with respect to the decomposition I =
P ⊕ I − P ,
S =
(
S1 0
0 S2
)
, A =
(
A1 0
0 A2
)
Assume fPMPS1 − fPMPA1 > 0 and σ(A1) ≥ σ(A2) and A2 ≺ S2 inside (I −P )M(I −P ). Then,
there is a projection Q in A with τ(Q) > 1− 2τ(P ) and a unitary U such that
EA(QUSU∗Q) = AQ
Proof. Applying theorem (4.2) to A2 and S2 inside (I − P )M(I − P ), we see that there is a
unitary of the form V = P ⊕ V˜ and a projection P1 in A smaller than (I − P ) so that with
respect to I = P ⊕ P1 ⊕ (I − P − P1), we have
V SV ∗ =
 S1 0 00 S3 ∗
0 ∗ Sd
 , A =
 A1 0 00 A3 0
0 0 Ad

where
S3 ≈ A3, EAP1(Sd) = Ad,
Compressing to (P ⊕ P1)M(P ⊕ P1), we apply lemma (5.2) to (P ⊕ P1)M(P ⊕ P1) and
A(P ⊕ P1) to conclude that there is a projection R in A, smaller than P ⊕ P1 of trace greater
than τ(P1) − τ(P ) and a unitary W such that EA(RWV SV ∗W ∗R) = AR. Let U = VW ;
together with the fact that the operator Sd has the ”right diagonal”, we conclude that
EA(QWSW ∗Q) = AQ
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where Q = R⊕ I − P − P1. We see that
τ(Q) = τ(R) + τ(I − P − P1) > τ(P1)− τ(P ) + τ(I − P − P1) = 1− 2τ(P )

We now turn to the main theorem of the paper, the proof of the conjecture (5.7) of Arveson
and Kadison in [4]. We start off with some preliminary remarks. Let fA and fS be the spectral
scales of A and S respectively. Define
E := {x ∈ (0, 1) : fA(x) = fS(x)}
Choose a unitary that conjugates µS(E) onto µA(E). With respect to the decomposition
I = µA(E)⊕ µA(Ec) = (I − P )⊕ P , we may write
A =
(
A1 0
0 A2
)
USU∗ =
(
S1 0
0 S2
)
Then, A1 ≈ S1 and A2 ≺ S2 inside PMP . It is now easy to see that if we can prove the
theorem for A2 and S2 inside PMP , the result for A and S inside M would follow. We may
therefore assume that fA 6= fS almost everywhere on [0, 1].
Let FA and FS be the Ky Fan norm functions. The relation A ≺ S gives us that FA ≤ FS
on [0, 1]. Define
F := {x ∈ (0, 1) : FA(x) = FS(x)}
Since we assume that fA 6= fS almost everywhere on [0, 1], F cannot contain any intervals. We
may write F c as a union of disjoint intervals {Iα}; Pick a unitary U that conjugates µS(Iα)
onto µA(Iα) for every α. Then,
A =
∑
α
AµA(Iα) and USU
∗ =
∑
α
USU∗µA(Iα)
where AµA(Iα) ≺ USU∗µA(Iα) and further the corresponding Ky Fan norm functions are
strictly positive on (0, 1) for every α. It is routine to see that if we can solve the problem for
every α, the general theorem follows. Therefore, we may assume, additionally to fA 6= fS a.e.
on [0, 1], that FA < FS on (0, 1).
Remark 5.4. We use the following notation:
A w S if A ≺w S, FA < FS on (0, 1)(27)
If we have that A w S and also τ(A) = τ(S), we say that A  S.
Proposition 5.5. Let A ∈ A and S ∈ M be positive operators with A  S. Then, there is a
projection P in A with τ(P ) ≥ 12 and a unitary U in M such that E(PUSU∗P ) = AP and
A(I − P )  (I − P )USU∗(I − P ).
Proof. By assumption, we have that FS > FA on (0, 1). Let a and b be numbers with a <
1
8
and b > 78 , so that
FS(x)− FA(x) > FS(a)− FA(a) = FS(b)− FA(b), a < x < b.(28)
This can be done as follows; Recall that the functions FS and FA are continuous on [0, 1]. Let
α := min({FS(x)− FA(x) : x ∈ [18 , 78 ]}). Now, let
a = sup({x : FS(x)− FA(x) = α
2
, x ≤ 1
8
}), b = sup({x : FS(x)− FA(x) = α
2
, x ≥ 7
8
}).
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The function FS − FA is greater than α2 on [a, 18 ] and [78 , b] by the choice of a and b and is at
least α on [18 ,
7
8 ]. Assertion (28) follows. Note further that a <
1
8 and b >
7
8 . Since fA and fS
are right continuous
Now, choose a unitary V1 so that
V1µS((0, a))V
∗
1 = µA((0, a)), V1µS((a, b))V
∗
1 = µA((a, b)), V1µS((a, b))V
∗
1 = µA((b, 1))
With respect to the decomposition I = Q1 ⊕Q2 ⊕Q3 = µA((0, a))⊕ µA((a, b))⊕ µA((b, 1)),
we write
A =
 A1 0 00 A2 0
0 0 A3
 V1SV ∗1 =
 S1 0 00 S2 0
0 0 S3

Note that
τ(Q1) = a, τ(Q2) = b− a > 7
8
− 1
8
=
3
4
.(29)
Now,
τ(Q2AQ2) = τ(SµA(a, b)) =
∫ b
a
fA(x)dm(x) = FA(b)− FA(a) = FS(b)− FS(a) = τ(Q2SQ2)
It is easy to see that fQ2MQ2Q2AQ2 (x) = fS(τ(Q1) + τ(Q2)x) and thus, for x ∈ (0, 1),
FQ2MQ2Q2SQ2 (x)− F
Q2MQ2
Q2AQ2
(x) =
∫ x
0 [fS(τ(Q1) + τ(Q2)y)− fA(τ(Q1) + τ(Q2)y)]dm(y)
τ(Q2)
=
∫ τ(Q1)+xτ(Q2)
τ(Q1)
[fS(y)− fA(y)]dm(y)
= [FS(τ(Q1) + xτ(Q2))− FA(τ(Q1) + xτ(Q2))]− [FS(a)− FA(a)]
> 0
The last inequality is because for every x ∈ (0, 1), we have τ(Q1) + xτ(Q2) = a + (b − a)x =
a(1− x) + bx ⊂ (a, b) and thence because of (28).
We therefore have that
A2 ≺ S2 inside Q2MQ2.(30)
Similarly, we can prove that
A1 ⊕A3 ≺ S1 ⊕ S3 inside (Q1 +Q3)M(Q1 +Q3).(31)
Note further that
σ(A1) ≥ σ(A2) ≥ σ(A3), σ(S1) ≥ σ(S2) ≥ σ(S3).(32)
Noting that FS(a)−FA(a1) > 0, we may choose a number c in (0, a) such that fS(c) > fA(c).
Recall that the spectral scales are right continuous. Thus, we may find an interval I = [c, d]
such that fS > fA on I. Now, choose a δ > 0 satisfying c+ δ < a and
δ <
τ(Q2)
3
, fS > fA on [c, c+ δ],(33)
as well as(by passing to a smaller δ if needed),
minx∈[c,b]{FS(x)− FA(x)} > 3δ(34)
Let us define
Q11 := µA((0, c)), Q12 := µA((c, c+ δ)), Q13 := µA((c+ δ, a))
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Now choose a unitary W that is the identity on I −Q1 such that
W{µS((0, c)), µS((c, c+ δ)), µS((c+ δ, a))}W ∗ = {µA((0, c)), µA((c, c+ δ)), µA((c+ δ, a))}
Now, with respect to I = Q11 ⊕Q12 ⊕Q13 ⊕Q2 ⊕Q3, we may write
A =

A11 0 0 0 0
0 A12 0 0 0
0 0 A13 0 0
0 0 0 A2 0
0 0 0 0 A3
 , WSW ∗ =

S11 0 0 0 0
0 S12 0 0 0
0 0 S13 0 0
0 0 0 S2 0
0 0 0 0 S3

Compress to (Q12 +Q2)M(Q12 +Q2); let B = A(Q12 +Q2), R = WV SV ∗W ∗(Q12 +Q2),
A(Q12 +Q2) ∼
(
A12 0
0 A2
)
, R ∼
(
S12 0
0 S2
)
Note that we have the following,
A2 ≺ S2, fQ12MQ12S12 > f
Q12MQ12
A12
, σQ12MQ12(A12) ≥ σQ2MQ2(A2)
The assertions follow from (30), (32) and (33) respectively.
Applying lemma(5.3) to B and R, we get a projection P in A with P ≤ Q12 ⊕ Q2 and a
unitary W1 that is the identity on I −Q12 −Q2 such that letting U = W1WV , we have,
EA(PUSU∗P ) = AP
and also,
τ(P ) > τ(Q12 +Q2)− 2τ(Q12) = τ(Q2)− τ(Q12)
By our choice of Q12, τ(Q12) = δ <
τ(Q2)
3
and hence,
τ(P ) >
2
3
τ(Q2) =
2
3
(b− a) > 2
3
(
3
4
) =
1
2
The penultimate inequality follows from (29).
Let P˜ = Q12 + Q2 − P and note that τ(P˜ ) < 2τ(Q12) = 2δ. We have with respect to
I = Q11 ⊕ P ⊕Q13 ⊕ P˜ ⊕Q3,
A =

A11 0 0 0 0
0 B 0 0 0
0 0 A13 0 0
0 0 0 C 0
0 0 0 0 A3
 , USU∗ =

S11 0 0 0 0
0 X 0 ∗ 0
0 0 S13 0 0
0 ∗ 0 Y 0
0 0 0 0 S3

and where EAP (X) = B. We also have that
σP˜MP˜ (Y ) ⊂ σPMP (S12) ∪ σQ13MQ13(S13) ∪ σP˜MP˜ (S2)(35)
The last step in the proof is to show that
A(I − P ) ∼

A11 0 0 0
0 A13 0 0
0 0 C 0
0 0 0 A3
 

S11 0 0
0 S13 0 0
0 0 Y 0
0 0 0 S3
 ∼ (I − P )USU∗(I − P ).
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The projection decomposition is with respect to Q1 ⊕ Q13 ⊕ P˜ ⊕ Q3. Now, let us write the
projection P˜ +Q13 as Q4 and the operator Q4A as A4 and Q4USU
∗Q4 as S4, that is,
A4 =
(
A13 0
0 C
)
, S4 =
(
S13 0
0 Y
)
, inside Q4MQ4
Note that
σQ11MQ11(A11) ≥ σQ4MQ4(A4) ≥ σQ3MQ3(A3),
as well as by (35),
σQ11MQ11(S11) ≥ σQ4MQ4(S4) ≥ σQ3MQ3(S3),
The condition (28) implies that
τ(Q13)LQ13MQ13(A13, S13) + τ((Q11 +Q12)(S −A)) = infx∈(c,a) FS(x)− FA(x) > 3δ
and hence,
τ(Q13)LQ13MQ13(A13, S13) > 3δ − τ(Q11(S −A)) + τ(Q12(S −A))(36)
≥ 2δ − τ(Q11(S −A))
We have by statement (2) of (2.1),
τ(Q4)LQ4MQ4(A4, S4) ≥ τ(Q13)LQ13MQ13(A13, S13) + τ(P˜ )LP˜MP˜ (C, Y )(37)
≥ τ(Q13)LQ13MQ13(A13, S13)− τ(P˜ )
> τ(Q13)LQ13MQ13(A13, S13)− 2δ
> −τ(Q11(S −A))
We may write
A(I − P ) ∼
 A11 0 00 A4 0
0 0 A3
 , (I − P )USU∗(I − P ) ∼
 S11 0 00 S4 0
0 0 S3
 .
The calculation (37) implies that
τ(Q11(S −A)) + τ(Q4)LQ4MQ4(A4, S4) > 0
By lemma(3.3), we see that
A(I − P )  (I − P )USU∗(I − P )

Corollary 5.6. Let A ∈ A and S ∈M be positive operators and suppose we have a projection
P in A and a unitary U in M such that
E(PUSU∗P ) = AP, A(I − P )  (I − P )USU∗(I − P ).
Then, there is a projection Q in A such that Q > P with τ(I −Q) ≤ τ(I − P )
2
and a unitary
V in M such that
P (V − U) = 0, E(QV SV ∗Q) = AQ, A(I −Q)  (I −Q)V SV ∗(I −Q).
This is proved in the same way that corollary(3.5) is deduced from proposition (3.4) and we
omit the proof, using proposition(5.5) in place of proposition (3.4).
Corollary (5.6) will imply the main Schur-Horn theorem. The passage from a partial solution
to the full solution of the problem can be done exactly as in the proof of theorem (4.2).
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Theorem 5.7. [The Schur-Horn theorem in type II1 factors II] Let A be a masa in a type II1
factor M. If A ∈ A and S ∈M are positive operators with A ≺ S. Then, there is an element
T ∈ O(S) such that
E(T ) = A
Proof. Assume first that A  S. Using proposition (5.5) and corollary (5.6), we may pick a
sequence of projections {Pn} in A and a sequence of unitaries {Un} of M such that
E(PnUsSU
∗
nPn) = APn, A(I − Pn)  (I − Pn)UnSU∗n(I − Pn)
as well as
PnUn = PnUn+1, n = 1, 2, · · ·
We may choose the Pn so that
τ(P1) ≥ 1
2
, τ(I − Pn+1) ≤ τ(I − Pn)
2
yielding that τ(Pn) ≥ 1 − 1
2n
. It is now routine to see that the unitaries Un converge in the
strong operator topology to a unitary that we denote U and that we have
E(USU∗) = A.
For the general case, as in the discussion preceding proposition (5.5), we can find a unitary
V and a projection Q in A so that with respect to I = I −Q⊕Q,
A =
(
A1 0
0 A2
)
V SV ∗ =
(
S1 0
0 S2
)
where A1 ≈ S1 and A2  S2. Then, there is a unitary U of the form I ⊕ U1 such that
EAQ(U1SU∗1 ) = AQ. It is routine to see that the operator T defined by
T :=
(
A1 0
0 U1S2U
∗
1
)
is such that E(T ) = A and that T is in O(S). 
We record one consequence that emerged in the above proof separately.
Theorem 5.8. Let A be a masa in a type II1 factor M. If A ∈ A and S ∈ M are positive
operators with A ≺ S. Assume further that A  S, that is, FA(x) < FS(x) for all x ∈ (0, 1)
Then, there is a unitary U so that
E(USU∗) = A
This last theorem has a nice consequence ; There is no need to take the norm closure of
the unitary orbit to achieve a desired diagonal when the diagonal has finite spectrum. To
prove this theorem, we need Choquet’s notion of comparison of measures : Given two regular
Borel measures µ and ν on R, we say that µ ≺ ν if for every tuple of positive Borel measures
µ1, · · · , µm such that
∑m
i=1 µi = µ, there are positive Borel measures ν1, · · · , νm such that∑m
i=1 νi = ν and such that
∫
R xdµi =
∫
R xdνi for i = 1 · · · ,m.
Let A and S be two positive operators in a type II1 factor M, with spectral measures µA
and µS . We let τ(µA) denote the scalar measure on R given by X → τ(µA(X)) where X is any
Borel set and similarly for S. It is a basic fact that the following are equivalent for positive
operators A and S in type II1 factors, see [10],
(1) A ≺ S
(2) τ(µA) ≺ τ(µS).
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Interpreting statement (2) above operator algebraically, we see that A ≺ S is equivalent to
saying that for every partition into projections, P1 + · · ·+ Pk = I commuting with A we have
a partition into projections Q1 + · · ·+Qk = I commuting with S so that
τ(Pm) = τ(Qm) and τ(APm) = τ(SQm) for 1 ≤ m ≤ k
Corollary 5.9. Let M be a type II1 factor, A a masa in M, S a positive operator in M and
A a positive operator in A with finite spectrum so that A ≺ S. Then, there is a unitary U so
that E(USU∗) = A.
Proof. Let us first assume that A is a scalar, that is, A = τ(S)I. If S was a scalar as well,
there is nothing to prove. Let us therefore assume that S 6= τ(S)I. Since fS is non-increasing,
we see that for any 0 < x < 1,
∫ x
0 fS(t)dm(t)
x
≥ ∫ 10 fS(t)dm(t) = τ(S) with equality precisely
when S = τ(S)I. Hence, FA(x) = xτ(S) < FS(x) on (0, 1). Theorem(5.8)gives us a unitary U
so that
E(USU∗) = τ(S)I = A
Now suppose A has finite spectrum; there are projections P1, · · · , Pn summing up to I and
numbers a1, · · · , an so that A = a1P1 + · · · + anPn. By Choquet’s comparison of measures,
there are projections Q1, · · · , Qn commuting with S and summing up to I so that τ(Qm) =
τ(Pm) and τ(APm) = τ(SQm) for m = 1, · · · , n. Choose a unitary U so that UQmU∗ = Pm
for m = 1, · · · , n. We see that for every m, USU∗ commutes with Pm and that we have
σPmMPm(APm) = {am}. By the result for scalar diagonals, we have projection Vm in PmMPm
so that E(Vm(USU
∗Pm)V ∗m) = amPm. Let W = (V1 + · · ·+ Vn)U ; It is easy to check that
E(WSW ∗) = A

6. The Schur-Horn theorem in type II∞ factors
The Schur-Horn theorem in type II1 factors allows us to quickly prove an analogous theorem
for trace class operators in type II∞ factors. One thing to note is that not all masas in type II∞
factors admit normal conditional expectations. It is a result of Takesaki[24] that if all masas
in a von Neumann algebra admit normal conditional expectations, then the von Neumann
algebra is finite. Masas in type II∞ factors that do admit normal conditional expectations
are generated by their finite projections - We will refer to these as atomic masas in analogy to
B(H).
In [4], Arveson and Kadison proved a Schur-Horn theorem for trace class operators in B(H);
We prove an exact analogue of their result here. The proof follows from a routine reduction
to the II1 factor case, which we accomplish by
Lemma 6.1. Let A be a atomic masa in a type II∞ factor M and let A ∈ A and S ∈ M be
positive trace class operators so that A ≺ S. Then, there is a unitary and a finite projection
P in A so that USU∗ commutes with P and
AP ≺ USU∗P A(I − P ) ≺ USU∗(I − P )
Proof. The proof is identical to the first part of the proof of theorem(4.2) and we omit it. 
The lemma yields a straighforward corollary
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Corollary 6.2. Let A be an atomic masa in a type II∞ factor M and let A ∈ A and S ∈M
be positive trace class operators so that A ≺ S. Then, there is a unitary U and a countable set
of orthogonal finite projections {Pn} in A summing up to I so that USU∗ commutes with each
projection Pn and
APn ≺ USU∗Pn ∀n
Proof. This a routine induction argument and we omit it. 
Recall that for trace class operators in type II∞ factors, we have defined O(S) as the closure
of the unitary orbit in the trace norm, see (6). It is wasy to see that for a positive operator
inside a type II1 factor, the closures in the operator norm and the trace norm coincide(with
the set of operators equimeasurable to the given one). The Schur Horn theorem for trace class
operators in type II∞ factors is as follows
Theorem 6.3. Let A be an atomic masa in a type II∞ factor M and let A ∈ A and S ∈ M
be positive trace class operators so that A ≺ S. Then, there is an operator T ∈ O(S) so that
E(T ) = S
where E is the canonical τ preserving conditional expectation onto A.
Proof. Corollary(6.2) yields us a unitary U and a countable set of orthogonal projections, {Pn}
so that USU∗ =
∑
PnUSU
∗ and so that APn ≺ USU∗Pn. Applying theorem(5.7) to each of
the II1 factors PnMPn yields us a set of operators Tn ∈ O(PnUSU∗) ∈ PnMPn such that
E(Tn) = An. Now, let T =
∑
n Tn and fix an  > 0.
Since Tn belongs to O(PnUSU∗) ∈ Pn, for each n, we can find a unitary Vn in PnMPn so
that
||Tn − Vn(USU∗Pn)V ∗n ||1 ≤ ||Tn − Vn(USU∗Pn)V ∗n || <

2n
.
Letting V =
∑
n Vn, we see that ||T − V USU∗V ∗||1 < . Thus, T belongs to O(S) and we are
done. 
Another problem in this context is that of characterizing the images of operators, for instance
projections, under the conditional expectation onto an atomic masa. In the case of B(H), there
are subtle index type obstructions that pop up[14]. The work of Kadison was recently extended
from projections to hermitians with finite spectrum by Bownik and Jasper in [13], [22] and
[23]. The complete characterisation that they obtain, while pleasing, is extremely subtle. In
the type II∞ factor case, however, the situation is completely transparent. We first show that
any reasonable “diagonal” can be lifted to a projection.
Theorem 6.4. Let A be an atomic masa in a type II∞ factor M and let A ∈ A be a positive
contraction. Then, there is a projection P in M so that E(P ) = A.
Proof. Write A =
∑
αAQα where Qα are a family of orthgonal finite projections in A. Then,
QαMQα is a type II1 factor and we may find a projection Pα inQαMQα so that E(Pα) = AQα.
Then, letting P =
∑
Pα, we have that E(P ) = A. 
We now turn things around and ask for a characterization of all possible diagonals of a given
projection as well as that of positive operators in general. We use the convention that if a
positive operator is not trace class, then it’s trace is ∞. Argerami and Massey in a recent
paper[1] proved approximate theorems in this context, which I am able to improve. First, the
result for projections.
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Theorem 6.5. Let P be a projection in a type II∞ factor M and let A ∈ A be a positive
contraction where A is an atomic masa. Then, there is a unitary U such that E(UPU∗) = A
iff τ(P ) = τ(A) and τ(I − P ) = τ(I −A).
Proof. If either τ(P ) or τ(I−P ) is finite, the theorem follows from theorem(6.3). For the other
case, pick an orthogonal family of finite projections {Rα} in A summing up to the identity.
Decompose P =
∑
α Pα and I − P =
∑
Qα so that Pα and Qα are finite projections for
every α, and such that τ(Pα) = τ(ARα) and τ(Pα) + τ(Qα) = τ(Rα). Pick a unitary U that
conjugates Pα +Qα onto Rα for every α and by theorem(5.7), pick unitaries Vα in RαMRα so
that E(VαU(Pα +Qα)U
∗Vα) = ARα for every α.
Then, if we let V =
∑
α Vα, we have that
E(V USU∗V ∗) = A

I now extend the above analysis to general positive operators. Let S ∈ M and A ∈ A be
positive operators. For there to exist a T in O(S) such that E(T ) = A, it is necessary that
A ≺ S(see (2) for the definition of majorization between general positive operators in type II∞
factors). However, this is not enough. For example, let A be a projection such that both A and
I−A have infinite trace. Let {Pr} be a sequence of trace 1 projections indexed by the rationals
in Q∩ (0, 1) summing upto I and let S be the operator S = ∑r∈Q∩(0,1) rPr. Then, for both A
and S, the upper and lower spectral scales are the constant functions 1 and 0 respectively. It
is easy to see that if there is a positive operator T such that E(T ) = A, then T must equal A.
However, A is not in O(S).
Let F(M) be the ideal of τ finite rank operators, F(M) = {x ∈ M : τ(x∗) < ∞} and let
K(M) = F(M)||·|| be the norm closed two sided ideal of τ compact operators[7]. Let C(M) be
the generalized Calkin algebraM/K(M) and let σe(S) and σe(A) be the essential spectra of S
and A, namely the spectra when projected down into C(M). The majorization relation A ≺ S
will force σe(A) ⊂ conv(σe(S)). The above example shows that we need additional constraints
on the essential point spectra of A and S. We have the following theorem, whose proof is not
too hard - It involves a standard cut and paste argument and a use of theorem(5.7) and we
omit it.
Theorem 6.6. Let S be a positive operator in a type II∞ factorM and let A ∈ A be a positive
operator where A is an atomic masa. Then, there is a T in O(S) such that E(T ) = A iff
(1) We have that A ≺ S. And further,
(2) If ||σe(A)|| = ||σe(S)|| and if ||σe(A)|| belongs to the essential point spectrum of A, then
it belongs to the essential point spectrum of S as well. And,
(3) If αe(A) = αe(S) and if αe(A) belongs to the essential point spectrum of A, then it
belongs to the essential point spectrum of S as well.
7. Discussion
It is routine to extend the Schur-Horn theorem to general finite von Neumann algebras. Let
M be a type II1 von Neumann algebra and let A be a masa in M. Instead of working with
a tracial state, we must now work with the center valued trace τ . Majorization is defined
analogously to the case of type II1 factors. The Schur-Horn theorem in this case is
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Theorem 7.1. Let A be a masa in a type II1 von Neumann algebra M. If A ∈ A and S ∈M
are positive operators with A ≺ S. Then, there is an element T ∈ O(S) such that
E(T ) = A.
Alternately, we have that
E(O(S)) = {A ∈ A | A ≺ S}
This can be proved exactly as in the factor case by first getting a local version and then
using induction. The proof is a standard application of the direct integral decomposition of
M into type II1 factors and an argument analogous to the proof of theorem(5.7) and we omit
it.
The situation when it comes to type III factors is far simpler than that for semifinite factors.
One point to be noted is that the norm and SOT closures of the unitary orbits of a hermitian
operator in this case are different, unlike the type II1 case. For instance, the norm closure of
the unitary orbit of a non-trivial projection is the set of all non-trivial projections, while the
SOT closure contains in addition, the identity projection I and the zero projection 0. We will
reserve the term O(S) for the norm closure of the unitary orbit. The proof of the following is
again a simple adaptation of the proof of theorem (5.7) and I omit it.
Theorem 7.2. Let A be a masa in a type III factor M that admits a normal conditional
expectation. Let A ∈ A and S ∈M be positive operators. Then the following are equivalent
(1) There is an operator T ∈ O(S) so that E(T ) = S.
(2) The following spectral conditions are satisfied
(a) σ(A) ⊂ conv(σ(S)).
(b) If ||S|| is in the point spectrum of A, then it is also in the point spectrum of S.
Similarly for α(σ(A)).
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