This paper describes an object-based video coding system with new ideas in both the motion analysis and source encoding procedures. The moving objects in a video are extracted by means of a joint motion estimation and segmentation algorithm based on the Markov Random Field (MRF) model. The two important features of the presented technique are the temporal linking of the objects, and the guidance of the motion segmentation with spatial color information. This facilitates several aspects of an object-based coder. First, a new temporal updating scheme greatly reduces the bit-rate to code the object boundaries without resorting to crude lossy approximations. Next, the uncovered regions can be extracted and encoded in an e cient manner by observing its revealed contents. The objects are classi ed adaptively as P-objects or I-objects and encoded accordingly. Subband/wavelet coding is applied in encoding the object interiors. Simulations at very low bit-rates yielded comparable performance in terms of reconstructed PSNR to the H.263 coder. The object-based coder produced visually more pleasing video with less blurriness and devoid of block artifacts, thus con rming the advantages of object-based coding at very low bit-rates.
I. Introduction
Video compression at very low bit-rates has attracted considerable attention recently in the image processing community. This is due to the expanding list of very low bit-rate applications, including video-conferencing, multimedia, video over existing networks, and wireless communication. This is further evidenced by the on-going MPEG-4 standardization process 1].
A good bulk of the very low bit-rate coding research has centered on so-called second generation techniques 2] because existing standards such as H.261 and MPEG perform rather poorly at lower rates.
The main inherent de ciency with these block-based approaches is that the video scene and motion are modeled as being comprised of square blocks. Thus, at very low bit-rates, the coding artifacts appear as the well-known blocking artifacts, which are very disturbing to the human observer. The second generation techniques aim to alleviate this problem by setting up models more true to the scene contents. Furthermore, such models can enable a better interpretation of the image/video contents, thus leading to other advantages such as improved browsing, scalability, and content-based manipulation.
A natural alternative to the block-based standards is object-based coding, rst proposed by Musmann et al 3]. In the object-based approach, the moving objects in the video scene are extracted, and each object is represented by its shape, motion, and texture. Parameters representing the three components are encoded and transmitted, and the reconstruction is performed by synthesizing each object. Although a plethora of work on the extraction and/or coding of the moving objects have appeared since 3], only a handful of them carry out the entire analysis-coding process from start to nish. Thus, the widespread belief that object-based methods could outperform standard techniques at low bit-rates (or any rates) has yet to be rmly established. In this paper, we attempt to take the step in that direction with new ideas in both the motion analysis and the source encoding procedures.
Several roadblocks have prevented an overall object/region-based coding system from outperforming standard block-based techniques. Most of these issues are active areas of research today. For one thing, the extraction of moving objects, such as by means of segmentation, is known to be an ill-posed problem 4].
There are indeed several di erent criteria that segmentation can be based on, each producing possibly very di erent results. Next, in object/region-based coding, the contour information describing the shape and locations of the objects must be transmitted. The gain in improving the motion compensated prediction must outweigh this additional information inherent in an object-based scheme. Applying lossless intraframe techniques to represent the contours at each frame consumes too many bits. An alternative would be to employ lossy compression such as spline approximation 5] or polygonal representation 6]. To sidetrack this problem, Yokoyama et al propose a region-based scheme in which the contour information need not be encoded at all 7] . However, the analysis must be performed using only the past reconstructed frames, which are expected to be of relatively poor quality at very low bit-rates. Methods to incorporate motion compensation into the contour coding have been introduced recently 6, 8, 9] , in which the temporal region correspondence (i.e. temporal linking of objects) problem must be addressed. In 8] however, the segmentation process does not account for object motion, resulting in over-segmentation. Furthermore, the motion estimation is done as an afterthought to t the segmentation that has already been found.
This results in a rather large overhead for the contour coding even with motion compensation. This is an inherent problem for segmentation techniques which rely solely on the intensity or texture data 10, 11].
Other issues concerning object-based coding have begun to be properly addressed only recently. This includes the appropriate extraction and processing of uncovered regions due to object movement 6, 12] .
Another is the ability to detect and code new objects that appear in a scene 12, 13, 14] . In addition, some objects undergo complex motion that cannot be properly described by the adopted motion models 3]. Clearly, all of the above mentioned scenarios call for the coding to be performed in \Intra" mode due to lack of information in the temporal direction. Few papers have treated this key problem in a systematic manner. Finally, although several approaches have been reported in coding the arbitrarily-shaped region intensities 15, 16] , few have incorporated their ideas into an overall object-based coding system. Indeed, many of the so-called region/object-based coders proposed so far perform the motion-compensated residual coding on the entire frame 6, 7] . A more e ective method would be to code the objects separately as well.
In this paper, an object-based coder addressing all of the above mentioned issues is presented. Moreover, no a priori assumptions about the contents of the video scene (such as constant background, head-andshoulders only) need to be made. The extraction of the moving objects is performed by a joint motion estimation and segmentation algorithm based on Markov Random Field (MRF) models. Thus, our notion of objects is similar to those of 12, 17, 18, 19, 20] in that the segmentation is based on coherence in motion. This is in contrast to the approach in 10, 11, 21] , where the objects are de ned in terms of intensity or texture as pointed out earlier. However, in our novel approach, the object motion and shape are guided by the spatial color intensity information, thus utilizing the observation that in an image sequence motion boundaries are a subset of the intensity boundaries 22, 23] . This not only improves the motion estimation/segmentation process itself in extracting meaningful objects true to the scene, but also aids the process of coding the object intensities (especially in \Intra" mode) because a given object has a certain spatial cohesiveness as well.
The MRF formulation also allows us to temporally link the objects, thus creating object volumes in the space-time domain. This helps stabilize the object segmentation process in time, and more importantly, allows the object boundaries to be predicted temporally using the motion information. In fact, the object boundaries are enforced within the MRF model to be \well predictable" by the motion parameters. This leads to an e cient temporal updating scheme to encode the object boundaries, resulting in a signi cant reduction in bit-rate while preserving the accuracy of the boundaries. With the linked objects, uncovered regions can be deduced in a systematic fashion. New objects are detected by utilizing both the motion and intensity information. The interior of the objects are encoded adaptively, meaning that objects well described by the motion parameters are encoded in \Inter" mode, while those that cannot be predicted in time are encoded in \Intra" mode. This is analogous to P-blocks and I-blocks in the MPEG I/II coding structure, but we now have P-objects and I-objects, which go along with ideas of Video Objects (VO) and Video Object Planes (VOP) in the MPEG-4 activities 1]. The subband/wavelet approach 16] is adopted in coding the objects.
The rest of this paper is organized as follows. The MRF-based joint motion estimation and segmentation is presented in Section II. The encoding of the object motion and boundaries is discussed in Section III, as well as the extraction of uncovered regions and detection of new objects. Objects are encoded adaptively based on the motion and texture information, as detailed in Section IV. We present simulation results from the overall coding system in Section V and make comparisons against existing standard coders. The paper concludes with a summary and closing remarks.
II. Joint Motion Estimation and Segmentation

A. Objectives
In this section, a novel motion estimation and segmentation scheme is presented. An early version was published in 24]. Although the algorithm was speci cally designed to meet the coding needs as described in the previous section, the end results could very well be applied to other image sequence processing applications, such as content-based video manipulation, object recognition, and temporal interpolation 25]. The main objective is to segment the video scene into objects that are undergoing distinct motion, along with nding the parameters that describe the motion. In Fig. 1(a) , a video scene consists of a ball moving against a stationary background. At each frame, we would like to segment the scene into two objects (the ball and background) and nd the motion of each. Furthermore, if the objects are linked in time, we can create 3-D objects in space-time as shown in Fig. 1(b) .
We adopt a Bayesian formulation based on a Markov Random Field (MRF) model to solve this challenging problem. The MRF approach was initially used in motion segmentation 26] and motion estimation 27] in separate works. Because of the inter-dependency of the two problems 3], algorithms to perform the motion estimation and segmentation jointly have been proposed 17, 18, 19, 20] . Our algorithm extends these works by enforcing our moving objects to coincide with spatial intensity boundaries. It is based on a coupled MRF model with constraints such as spatio-temporal smoothness and consistency of the motion vectors and segmentation. The object segments are encouraged to cluster based on both the motion and intensity information. Furthermore, extraction of the covered/uncovered regions is more robust and meaningful because the segmentation is representative of the real objects that make up the video scene. The MRF formulation also provides a framework for linking the objects in time. A relatively smooth motion eld is obtained within each object, making it practical for use in a coding environment.
One major drawback to the Bayesian approach is its computational burden. This problem is signi cantly improved by employing mean-eld annealing 28] and performing the computation in a multiresolution pyramid structure. ), enforces prior constraints on the motion eld. We adopt a coupled MRF model to govern the interaction between the motion eld and the segmentation eld both spatially and temporally. The probability density and corresponding energy function are given as p(d a generalization of the function used by Stiller 18] , where the consistency is enforced only on the object boundaries.
Lastly, the third term on the right hand side of (2), P(z t jI t ), models our a priori expectations about the nature of the object label eld. In the temporal direction, we have already modeled the object labels to be consistent along the motion trajectories. Our model incorporates the spatial intensity information (I t ) based on the reasonable assumption that (moving) object discontinuities are a subset of the spatial intensity boundaries. We should point out that intensity boundaries could exist within a uniformly moving or stationary object. The segmentation eld is a discrete-valued MRF,
with the energy function given as
where we design the clique potential 29] to be V c (z(x); z(y)jI
Here, s refers to the spatial segmentation eld that is pre-determined from I. It is important to note that s is a deterministic eld that can be determined uniquely from I alone. Thus, our model has the added complexity that the intensity segmentation of I t must be pre-calculated. A simple region-growing method (see Appendix) is used. According to (11) , if the spatial neighbors x and y belong to the same intensitybased object (s(x) = s(y)), then the two pixels are encouraged to belong to the same motion-based object.
This is achieved by the terms. On the other hand, if x and y belong to di erent intensity-based objects (s(x) 6 = s(y)), we do not encourage z to be either way, and hence, the 0 terms in (11) . This slightly more complex model ensures that the moving object segments we extract have some sort of spatial cohesiveness as well. This is a very important property for our adaptive coding strategy to be presented in Section IV. Hierarchical implementation of the joint motion estimation/segmentation is rather straight forward.
Returning to our MAP formulation of (2) In this subsection, we present and discuss experimental results from our joint motion estimation and segmentation algorithm. Simulations for the motion analysis and subsequent video coding were done on two test sequences, Miss America and Carphone, both suitable for low bit-rate applications. The analysis was performed on every fourth frame, corresponding to a frame-rate of 7.5 fps. Before the actual results are analyzed, some additional implementation issues must be addressed.
The energy functions as de ned in (6), (8) , and (11) contain several control parameters, namely , de-emphasize the various constraints. For example, increasing would make the object segments adhere more to the intensity-based segmentation. On the other hand, if our primary goal is to minimize the displaced frame di erence, would be assigned a relatively low value. As of now, we set the parameters in an ad-hoc manner by experiment. The values = 5:0, 1 = 0:5, 2 = 0:1, 3 = 1:0, and = 3:0 were used for obtaining the results presented here and used in the subsequent coding. Changing any of the values slightly had minimal a ect on the results. As pointed out earlier in this section, 2 had to be assigned a relatively small value due to the low frame-rate. Alternatively, we also tried the analysis at the full rate of 30 fps. In this implementation, 2 = 1:0 gave good results because the temporal smoothness of the motion is justi ed. Of course, the rate needed to transmit the motion information becomes three-fold with such a scheme, and we are presently investigating methods to alleviate this. Such an example where the segmentation is done at the full frame-rate while the coding is performed at a lower rate can be found in
The initial frame of a sequence is segmented (z 0 ) with only the intensity information since no motion information is available. The same region-growing algorithm mentioned earlier (see Appendix) is also used here. The motion and segmentation elds for the second frame (d 1 and z 1 ) are then found using z 0 and assuming d 0 = 0. The temporal motion smoothness constraint is turned o by setting 2 = 0. Contrary to other works 6, 14], the initial spatial segmentation is not as crucial because any objects that were not captured at t = 0 will be recovered at t = 1 (according to the detection of new objects in Section III-B), while objects that were over-segmented are merged by the motion. In fact, the overall segmentation could be implemented without segmenting the initial frame, i.e setting z 0 (x) = 0 for all x.
A three-level pyramid was used for the multiresolution algorithm, using the two-step iterations as described earlier.
A maximum of 10 iterations at each pyramid level was su cient, making the analysis bearable in computational time. Typically, for Miss America, 7-15 objects were extracted, while Carphone was segmented into 14-21 objects. In Fig. 3 and Fig. 4 , the motion estimation and segmentation results for both sequences are illustrated. The motion eld is compared to that obtained by hierarchical block matching. The block size used was 16x16. We can see that the MRF model produced smooth vectors within the objects with de nitive discontinuities at the boundaries. Also, it can be observed that the object boundaries more or less de ne the \real" objects in the scene. In Section V, it will be shown that the rate needed to transmit such a dense motion eld and its segmentation (with appropriate coding) is lower than the rate needed to transmit the motion vectors resulting from block matching. This makes our estimation results suitable for video compression.
In Fig. 5 , the object segments at three di erent time frames for Miss America are displayed. The same gray-level shading represents the consistent object labels that are linked in time. We can see that the moving objects are properly tracked in the temporal direction. Furthermore, Fig. 5 shows a good example of new objects being extracted. Initially, the hair of the lady is considered a part of the stationary dark background. This is due to its similarity with the background in both intensity and motion. When the hair starts moving, it is labeled as a separate moving object. The birth of new objects is discussed in Section III-B. Finally, it is fused into the background when its motion becomes limited again. One could argue from a semantic point of view that perhaps the hair should be labeled as a distinct object through the entire time duration. However, our notion of objects is based on coherence in motion in an e ort to maximize the coding gain, and therefore such interpretations are beyond the scope of this paper.
III. Representing the Object Motion
The motion analysis from the previous section provides us with the boundaries of the moving objects and a dense motion eld within each object. In this section, we are interested in e ciently representing and coding the found object information. An a ne parametric representation is found for each object's motion by tting the dense but smooth motion eld. A new weighted least-squares tting is performed so that only the data with higher con dence is used in nding the parameters. Potential new objects are found for regions where the t fails. By modeling the motion of the temporally linked objects with the a ne parameters, the bit-rate to encode the object boundaries is signi cantly reduced with a novel temporal updating scheme. Furthermore, uncovered regions can be extracted simply by comparing the object location and motion parameters between two frames. 
where v = (v x (x; y); v y (x; y)) refers to the apparent velocity at pixel (x; y) in the x and y directions respectively. Thus, the motion of each object can be represented by the six parameters of (12 
We design the weighting matrix W based on experimental observations on our motion eld data. For one thing, we would like to eliminate (or lessen) the contribution of inaccurate data on the least-squares tting. This can be done by measuring the displaced frame di erence (DFD) at each point x i = (x i ; y i ).
The Next, we incorporate the fact that in image regions with almost homogeneous gray level distribution, the mean eld solution favored motion vectors of value 0. Thus, for relatively large moving objects with little texture, the regular least-squares tting of (14) The business is decided by comparing the gray-level variance in the search region of pixel i against a pre-determined threshold. The nal weight for pixel i is determined as
to ensure that w i 2 0; 1]. In conclusion, motion vectors that give small DFD and those that were found in areas with textural information are given the most weight in the least-squares tting process. Fig. 6 illustrates the weights for a particular object in Miss America.
B. Appearance of new regions
To extract meaningful new objects, additional processing was necessary based on the least-squares tting. The basic idea is taken from the \top-down" approach of Musmann et al 3] , in which regions where the motion parametrization fail are assigned as new objects. However, we incorporate additional criteria to extract more meaningful objects. Initially, each object found from our MRF-based estimation is split-up into subregions using an intensity-based segmentation. Again, the same region-growing algorithm from the Appendix is used. Then, a subregion is labeled as a new object only if all three of the following conditions are met:
1. The norm di erence between the synthesized motion vectors and the original dense motion vectors is large.
2. The prediction error resulting from the split is signi cantly reduced.
3. The prediction error within the subregion is high without a split.
Because of the smoothness constraint, splitting within objects merely based on the a ne t failure did not produce meaningful objects. A norm di erence of 1 pixels was used in testing condition one. The second condition ensures that the splitting process decreases the overall coding rate. Note that only a slight decrease in the prediction error is not good enough, because it will not make up for the increased bits needed to code the contour of the new region. We determined heuristically the threshold of this reduction rate to be 15 %. Finally, the third condition guards against splitting the object when there is no need to in terms of coding gain. We used = 20 6] as the prediction error threshold. In summary, candidates for new objects are rst found by color segmentation, and only those with distinct parametrizable motion are assigned new object labels.
Our method of detecting new objects is unique from recent works which address this issue. showed that the MRF model produced new objects which are small and spurious, not adhering to the true objects in the scene. Consequently, they could not be properly tracked in subsequent frames, making them unwarranted for coding purposes.
C. The problem of covered/uncovered regions Using our object segmentation and motion information, the uncovered regions can be extracted rather easily. Because our objects are linked in time, the extraction merely involves projecting our synthesized motion vectors in time and comparing labels. More speci cally, to nd the uncovered regions in frame t, each pixel is projected back to frame t?1 according to its synthesized motion vector. The uncovered pixels are simply those whose object labels don't match along the trajectory. Fig. 7 illustrates some examples.
D. Coding the object boundaries
We have already seen that temporally linked objects in an object-based coding environment o er various advantages. However, the biggest advantage comes in reducing the contour information rate. Using the object boundaries from the previous frame and the a ne transformation parameters, the boundaries can be predicted with a good deal of accuracy. In fact, the boundaries are made to behave in this manner by our MRF model. This is in sharp contrast to the motion-compensated partition coding techniques of 8, 9] , in which the temporally linked object segmentation is found rst, and then the motion parameters are found to describe the pre-determined boundaries. This creates the problem that separate motion parameters are needed for the texture and partition prediction. The motion parameters from our MRF model attempt to maximize the prediction of both.
The actual partition coding is similar to 9], with some modi cations to better suit our motion-based boundaries. We adopt the backward prediction approach 9]. Let us assume that N objects exist in frame t ? 1 whose boundaries are de ned by z t?1
. Furthermore, the a ne parameters p i , i = 1:2; :::; N are assumed known. Based on z t?1 and the p i 's, we build a prediction partition of z t as follows. At each pixel, try the motion vectors synthesized from each of the p i 's. If the pixel is projected back to label i using p i , and this match is unique, then that pixel is given the label i. Inevitably, pixels with more than one match (overlapping regions) and those without any (empty regions) arise. In 9] , an extra ordering information is transmitted to resolve these con icts. However, this extra complexity is unnecessary for our motion-based partitions because the overlapping and empty pixels are very small in number and occur only on the boundaries. Thus, it su ces to group such pixels into connected regions and transmit 1-bit ags (assuming the ambiguity was between 2 objects) to denote which object the regions belong to. The prediction error contours were coded by classical chain coding, as were the new object contours. In our approach, the contours of new objects were encoded after the predicted contours were built. In 9], the contours of new objects are coded before the contours in prediction mode. This is ine cient because in many cases, a portion of the new object contour shares a boundary with continuing objects.
Using this temporal updating scheme, the object segmentation for Miss America was coded at 0.94 kbps. This gure includes the chain coding that was implemented on new objects. This corresponds to a rate of 0.28 bits per contour point (bpcp), which compares favorably to the 0.3 bpcp reported in 5], where a lossy temporal updating scheme is implemented using spline and polygon approximations.
E. Object motion/segmentation coding
The overall encoding and decoding scheme for the object motion and contour information is illustrated in Fig. 8 . The input to the coder is d t and z t , the output from our joint motion estimation/segmentation algorithm.
IV. Adaptive coding of Objects
The coding of the object interior is performed by adaptive coding. In short, objects that can be described well by the motion are encoded by motion compensated predictive (MCP) coding, and those that cannot are encoded in \Intra" mode. The coding is done independently on each object using spatial subband coding. Since the objects are arbitrarily shaped, the e cient signal extension method proposed by Barnard 16] is applied.
Although the motion compensation was relatively good for most objects at most frames, the exibility to switch to intra-mode (I-mode) in certain cases is inevitable. For instance, when a new object appears from outside the scene, it cannot be properly predicted from the previous frame. Thus, these new objects must be coded in I-mode. This includes the initial frame of the image sequence, where all the objects are considered new. However, not all new objects were set to I-mode, since some of them could be predicted in time. This corresponds to objects that \stay still" in the scene for awhile, and then start to move at an intermediate time. Also, even for \continuing" objects, the motion might be too complex at certain frames for our model to describe properly, resulting in poor prediction. This is another case when objects are encoded in I-mode. Such classi cation of objects into I-objects and P-objects is analogous to P-blocks and I-blocks in the current video standards such as MPEG and H. 263 33] .
Uncovered regions must also be coded in I-mode, since they cannot be predicted from the previous frame in general. However, in many instances, such as when an object moves against a uniform background, the uncovered region can be extrapolated from its spatial neighboring region. Thus, an uncovered region that was similar in intensity to the rest of the object it belonged to, was simply merged with the object. Those that didn't belong to any neighboring region were given new object labels and coded in I-mode.
In summary, at each frame, every object was classi ed into one of three categories: I-object (case I), Motion-only P-object (case P-1), and Motion+residual P-object (case P-2). The decision between I-mode or P-mode is made by comparing the original intensity variance (VAR I ) and the motion-compensated error (VAR P ) within the region. Thus, an object is classi ed as I-mode if VAR I < VAR P . The value = 0:5 was used in our experiments, because the number of I-objects needed to be kept at a minimum under our restricted bit budget. Further distinction between case P-1 and P-2 was made by comparing VAR P against a threshold . Again, = 20 was used for this purpose.
The rate allocation was done to simulate constant bit-rate (CBR) transmission at the frame level.
Except for the rst I-frame, the bits were thus allocated equally among the frames. For example, coding at 16 kbps with 7.5 fps, each frame has roughly 2000 bits to spend. The motion parameters were encoded by xed-length coding, while the contours are coded as described in Section III-D. The remaining bits are used for the spatial subband coding. We employ a uniform threshold quantizer followed by arithmetic coding 16] to achieve the target bit-rate. The residual bits were distributed among the P-2 objects based on size and VAR P . As of now, the segmentation and coding are performed independently from one another. A more mature segmentation-based rate control 34] should improve our overall results (quantitatively, at least).
The overall object-based coder block diagram is shown in Fig. 9 .
V. Coding results
The proposed object-based coding scheme was applied to two test sequences, Miss America and Carphone. To simulate low bit-rates, QCIF versions (spatial size 176 x 144 pixels) were used, and coding was done at a frame-rate of 7.5 fps. The low frame-rate meant that the motion between two frames was relatively large, thus making the motion analysis and coding quite challenging.
The rst frame was coded by region-based subband coding 16] with the segmentation found as described in Section II-F. Thus, for the rst frame, all the objects were considered to be in I-mode. The subsequent frames were coded according to Fig. 9 . The joint motion estimation/segmentation and the resulting parametric tting were performed on the original frames. Because the objects were temporally linked in time, good initial estimates were found at each frame, thus leading to faster convergence. Our coding results were compared to the Telenor research group's H.263 implementation 1 . H.263 33] is a block-based hybrid coding system that improves on the H.261 codec by featuring overlapped block matching, among others. These features enable the H.263 to perform optimally at very low bit-rates.
For Miss America, simulations were performed at three bit-rates: 8 kilobits per second (kbps), 12 kbps, and 16 kbps. The average reconstructed PSNRs are summarized in Table 1 . Roughly 15% of the total bits were spent on the object motion and boundary coding. A plot of the PSNR and rate allocation are shown in Fig. 10 . We can see that the CBR constraint is met fairly well for our object-based coder, while the H.263 coder assigned more bits for active frames. This explains why the object-based coder gave poorer numerical results at these frames. A variable bit-rate (VBR) implementation of our coder could improve the results in this respect. We can also observe from Fig. 10 that the motion rate (this includes both motion parameter and contour coding) is smaller for our object-based coder.
We can see that in terms of PSNR, the proposed object-based coder was comparable in performance to the conventional technique at very low bit-rates. However, more importantly, the object-based coder produced visually more pleasing video. The annoying blocking artifacts that dominate the block-based methods at low bit-rates are not present. Also, the object-based coder gave much clearer reconstructed frames with less blurriness. In Fig. 11 , decoded frames from both methods are displayed. Here, for this untypical frame, even though the reconstruction PSNR favors the H.263 coder by over a full dB, the object-based result is visually more pleasing.
Simulations were also performed on the more complex test sequence Carphone at 24 kbps and 32 kbps.
The average reconstructed PSNR values are summarized in Table 2 . Here, roughly 25% of the total rate was devoted to the object motion and boundary encoding. A typical reconstructed frame is displayed in Fig. 12 . Again, the object-based coder resulted in a slightly worse decoded PSNR for this particular frame, but the picture is devoid of block artifacts and is less blurry.
VI. Conclusions
We have presented an object-based video coding system with improved coding performance from a visual perspective. An improved motion estimation/segmentation algorithm enables the extraction of moving objects that correspond to the true scene. By following the objects in time, the object motion and contour can be encoded e ciently with temporal updating. The interiors of the objects are encoded by predictive 2-D subband analysis/synthesis. The objects are encoded adaptively based on scene content. No a priori assumptions about the image or motion is needed. We can conclude from our results that objectbased coding is indeed a viable alternative to the block-based standards for very low bit-rate applications.
Appendix
A spatial intensity segmentation is needed in several phases of the proposed coder. One is the segmentation of the rst and subsequent(if any) intra-frames, in which no motion is available. Also, the deterministic eld s needs to be calculated in Section II-C. Finally, intensity segmentation is needed in nding candidate new objects as described in Section III-B. We implement a modi ed version of the centroid linkage region growing method 35] . A similar approach is also adopted in 7] .
Initially, all the pixels in the region to-be-segmented are labeled as UNDEFINED. Next, we de ne a pixel-visiting order (i.e. raster scan). Starting with the initial pixel, continue the following sequence until all pixels are given a label.
(1) Visit next UNDEFINED pixel. Put all 8-connected UNDEFINED neighbors of current pixel into stack. Calculate the average YUV vector for this region (only one pixel so far). Take rst pixel in stack as next candidate pixel. Figure 6 . Least-squares weights for Miss America's right shoulder: pixels with lighter gray-level values are given more weight. Figure 7 . Extraction of uncovered regions. Figure 8 . Object motion and contour coder/decoder. Figure 9 . Overall Object-based coder. Figure 10 . Miss America coded at 8 kbps. Figure 11 . Decoded frame 112 for Miss America at 8 kbps. Figure 12 . Decoded frame 120 for Carphone at 24 kbps.
List of Table Captions   Table 1 . Decoded average PSNR for Miss America, frames 0-149. Table 2 . Decoded average PSNR for Carphone, frames 0-381. 
