In a discrete-time market, we study the problem of model-independent superhedging of exotic options under portfolio constraints. The superhedging portfolio consists of static positions in liquidly traded vanilla options, and a dynamic trading strategy, subject to certain constraints, on the risky asset. By the theory of Monge-Kantorovich optimal transport, we establish a superhedging duality, which admits a natural connection to convex risk measures. With the aid of this duality, we derive a model-independent version of the fundamental theorem of asset pricing under portfolio constraints. It is worth noting that our method covers a large class of Delta constraints as well as Gamma constraint.
Pioneered by Hobson
, this thread of research has drawn attention from various authors, including [6] , [3] , [20] , [19] , [23] , [8] , [9] and [11] , among others. While most of these papers take into account market prices of vanilla options with maturities at terminal time T , and focus on specific types of exotic options (e.g. barrier, lookback, basket and double no-touch options), Dolinsky & Soner [11] deal with a class of exotic options with certain Lipschitz continuity. Recently, Beiglböck, Henry-Labordère & Penkner [2] consider a discrete-time setting, where market prices of vanilla options with maturities at or before time T are all given. By employing the Monge-Kantorovich theory of optimal transport, they obtain a duality of model-independent superhedging (or subhedging) for general exotic options.
Under similar (yet more general) framework, Acciaio, Beiglböck, Penkner & Schachermayer [1] discuss model-independent arbitrage, and derive the associated fundamental theorem of asset pricing. As a consequence of this, they recover the superhedging duality in [2] . Here, superhedging is carried out via a semi-static strategy: one may trade dynamically the risky asset, and at the same time hold static positions in vanilla options.
In this paper, we take up the framework in [2] , and are interested in the case where trading strategies for the risky asset are subject to constraints. The study of portfolio constraints has a long history: while deterministic convex constraints have been studied in detail by [10] and [21] , random convex constraints and other more general types can be found in [14] , [7] , [25] , and [26] , among others. Our goal is to place portfolio constraints under the model-independent context of [2] , and investigate its implication to semi-static superhedging and model-independent arbitrage.
We consider a general class of constraints, which enjoys the properties of adapted convexity and continuous approximation (Definition 2.6). By making use of the upper variation process as introduced in Föllmer & Schied [16] , we are able to extract from the adapted convexity some desirable supermartingale properties, which leads us to the weak duality of superhedging; see Theorem 3.8 (i). The property of continuous approximation, on the other hand, connects our problem of superhedging to the theory of optimal transport. This eventually lends us the strong duality, under some mild regularity conditions on the exotic option; see Theorem 3.8 (ii) . It is worth noting that our framework already covers a large class of Delta constraints, including deterministic and adapted convex constraints; see Remarks 2.8 and 2.9.
The superhedging duality in Theorem 3.8 has various implications. First, we observe that it admits a natural connection to convex risk measures (Proposition 3.11). This in particular generalizes Föllmer & Schied [15] to the model-independent setting. Second, when reduced to the no-constraint case, Theorem 3.8 slightly improves the duality in [2, Theorem 1.1]: while [2] focuses on bounded trading strategies, our method accommodates unbounded ones.
To study the no-arbitrage condition under portfolio constraints, one should keep in mind that an arbitrage opportunity from the no-constraint case may no longer be implementable under currently imposed constraints. To precisely address this, we define model-independent arbitrage under portfolio constraints in Definition 4.1, in the same spirit as [1, Definition 1.2] . On strength of the duality in Theorem 3.8, we derive a model-independent version of the fundamental theorem of asset pricing (FTAP) under portfolio constraints; see Theorem 4.5. While this can be viewed as an extension of the FTAP in [1] , our methodology differs from theirs. In [1] , the FTAP is proved via techniques in functional analysis, and the superhedging duality is obtained as a consequence of the FTAP. Here, we work backward: we first establish the superhedging duality via optimal transport, and then use it to derive the FTAP; see Remark 6.10 for details. In particular, when reduced to the no-contraint case, Theorem 4.5 provides a simple proof of [1, Theorem 1.3] , for the special case where the collection of tradable options consists of vanilla calls with all maturities and strikes; see also Remark 6.11. With the FTAP (Theorem 4.5) at hand, we get an interesting observation from Theorem 3.8 and Proposition 3.11: the problems of superhedging and risk-measuring can be well-defined even when there is model-independent arbitrage to some extent. It is therefore natural to ask under what condition, weaker than no-arbitrage, these problems are well-defined. It turns out that the notion of "no modelindependent unbounded profit" (Definition 4.6) serves the purpose; see Theorem 4.7. We also introduce the concept of maximal model-independent profit, and show that it is nonnegative and attains zero if and only if there is no model-independent arbitrage; see Remark 4.8.
Finally, we intend to extend our scope from constraints on Delta (the number of shares held) to constraints on Gamma (the change of the number of shares held over time). Although Gamma constraint does not enjoy adapted convexity as required in Definition 2.6, every trading strategy satisfying Gamma constraint is automatically bounded. By taking advantage of this boundedness (instead of adapted convexity as before), we are still able to establish the corresponding superhedging duality in Proposition 5.4.
This, again, leads to an FTAP in Proposition 5.7.
This paper is organized as follows. In Section 2 we prescribe the set-up of our studies, and introduce various definitions, tools, and basic results which will be resorted to. In Section 3, we establish the superhedging duality, and investigate its connection to convex risk measures. In Section 4, we present the model-independent no-arbitrage condition under portfolio constraints, and derive the associated fundamental theorem of asset pricing (FTAP). We also introduce the weaker notion "no model-independent unbounded profit" and its corresponding FTAP. Section 5 deals with constraints which do not enjoy adapted convexity (required in previous sections), but admit additional boundedness property. The corresponding superhedging duality and FTAP are derived. Section 6 presents concrete examples of portfolio constraints, along with the interpretations of the no-arbitrage condition. Appendix A is dedicated to a counter-example which emphasizes the necessity of the continuous approximation property required in Definition 2.6.
The Set-up
We consider a discrete-time market, with a finite horizon T ∈ N. There is a risky asset S = {S t } T t=0 whose initial price S 0 = x 0 ∈ R + is given. There is also a risk-free asset B = {B t } T t=0 which is normalized to B t ≡ 1. More specifically, we take S as the canonical process S t (x 1 , x 2 , · · · , x T ) = x t on the path-space
the natural filtration generated by S. We also assume that the market contains the collection of all vanilla call options G := {(S t −K) + : t = 1, · · · , T and K ≥ 0}. At time 0, the price C(t, K) of (S t − K) + is given for all t = 1, · · · , T and K ≥ 0. It follows that the collection of admissible probability measures is
where P(Ω) denotes the collection of all probability measures defined on Ω. In view of [17, Proposition 2.1], for each fixed t = 1, · · · , T , as long as K → C(t, K) is a convex and nonnegative function, lim K↓0+ C K (t, K) ≥ −1, and lim K→∞ C(t, K) = 0, the relation E Q [(S t − K) + ] = C(t, K), for all K ≥ 0, already prescribes the distribution of S t , which will be denoted by µ t . Thus, by setting Q t as the one-dimensional marginal of Q for all t = 1 · · · T , we have
< ∞ for all t = 1, · · · , T (which can be seen by taking K = 0 in (2.1)). 
t=0 is a trading strategy if ∆ 0 ∈ R is a constant and ∆ t : R t + → R is Borel measurable for all t = 1, · · · , T − 1. Moreover, the corresponding stochastic integral with respect to x = (x 1 , · · · , x T ) ∈ R T + will be expressed as
We will denote by H the collection of all trading strategies. Also, for any collection J ⊆ H, we introduce the following sub-collections
In this paper except Section 5, we require the trading strategies to lie in a sub-collection S of H, prescribed as below.
Definition 2.6 (Adaptively convex portfolio constraint) S is a collection of trading strategies such that
(ii) For any ∆, ∆ ′ ∈ S and any adapted process h with h t ∈ [0, 1] for all t = 0, · · · , T − 1,
(iii) For any ∆ ∈ S ∞ , Q ∈ Π, and ε > 0, there exist a closed set The next two remarks show that Definition 2.6 (iii) in not very restrictive, as it already covers deterministic (and adapted, in some cases) convex constraints.
Remark 2.8 (Deterministic convex constraints)
For each t = 0, · · · , T − 1, take a closed interval K t ⊆ R which contains 0. Consider the following collection of trading strategies
It is obvious that S satisfies Definition 2.6 (i) and (ii).
To check (iii), let us fix ∆ ∈ S ∞ , Q ∈ Π, and ε > 0. For each t = 1, · · · , T − 1, by Lusin's theorem, there exists a closed set D ε,t ⊂ R t 
t on D ε for all t = 0, · · · , T − 1. This already verifies Definition 2.6 (iii). One may check Example 6.4 below for a concrete illustration. Remark 2.9 (Adapted convex constraints) Let {K t } T t=0 be an adapted set-valued process such that for each t, K t maps (x 1 , · · · , x t ) to a closed interval in R which contains 0, for all (x 1 , · · · , x t ) ∈ R t + . Consider the following collection of trading strategies
Let us denote by m t and M t the left and the right endpoint, respectively, of the closed interval K t (x 1 , · · · , x t ). In order to get (iii), we assume additionally that
Fix ∆ ∈ S ∞ , Q ∈ Π, and ε > 0. For each t = 1, · · · , T − 1, by Lusin's theorem again, there exists a 
One may check Example 6.5 below for a concrete illustration.
The Superhedging Duality
For a path-dependent exotic option whose payoff function is given by some measurable function Φ :
we would like to construct a semi-static superhedging strategy, which consists of a trading strategy ∆ ∈ S and a static portfolio in G. More precisely, we intend to find some µ t -measurable function
where u t belongs to
We denote by U the collection of u = {u t } T t=1 such that u t ∈ C for all t = 1, · · · , T . The corresponding superhedging price of Φ is then defined by
By introducing U 0 := {u ∈ U :
T t=1 R+ u t dµ t = 0}, we may express (3.1) as
In order to state the appropriate duality result, we need to introduce an auxiliary process for each Q ∈ Π, as suggested in [16, Section 9.2].
Definition 3.1 For each Q ∈ Π, the upper variation process for S is the increasing process A Q defined by
First, Note that the conditional expectation in the definition of A Q is well-defined, thanks to Remark 2.1.
Next, since Definition 2.6 (i) and (ii) implies ∆ (n) := 1 {|∆|≤n} ∆ ∈ S, we may replace S by S ∞ in the above definition. It follows that
Therefore,
Lemma 3.2 For any Q ∈ Π and t = 1, · · · , T , we have
This in particular implies that
Then∆ ∈ S ∞ thanks to Definition 2.6 (ii), and it can be checked that
Therefore by [16, Theorem A.32, pg. 417], we can take some
It then follows from monotone convergence that
where the last equality follows from Definition 2.6 (ii). ⊓ ⊔ On strength of Definition 2.6 (iii), we can actually replace S ∞ by S ∞ c in (3.4).
Proof. In view of (3.4), it suffices to show that, for each fixed
Thanks to Remark 2.1, the random variable 2M
We can then conclude from the above inequality that
Proof. This result follows from the argument in [16, Proposition 9.16 ]. We present the proof here for completeness. Consider the stopping time
where the conditional expectation is well-defined thanks to Remark 2.1. Given a process V t , let us denote by V n t the stopped process V t∧τ n . Observe that
Thanks again to Remark 2.1, this implies that (∆ · S) n t is Q-integrable. Moreover,
Proof. Using the same notation as in the proof of Lemma 3.5, we know that there exist a sequence {τ n } of stopping times such that τ n ↑ ∞ Q-a.s. and the stopped process (∆ · S) n t − (A Q ) n t is a Qsupermartingale, for each n ∈ N. Motivated by [16, Lemma 9 .10], we will prove this lemma by induction.
, we obtain from the supermartingale property that
By sending n to infinity, we conclude that
To state the desired duality for superhedging, we still need the following minimax result, which is taken from [27, Corollary 2] .
Lemma 3.7 Let X be a compact convex subset of a topological vector space, Y be a convex subset of a vector space, and f : X × Y → R be a function satisfying
is upper semicontinuous and concave on X.
Then,
Now, we are ready to present the first main result of this paper.
(iii) If Φ is upper semicontinuous and Q S = ∅, then there exists Q * ∈ Q S such that
Proof. First, in view of Remark 2.1, (3.7), and (3.6), P is indeed well defined.
By taking supremum over Q ∈ Q S and using the arbitrariness of u, we obtain the desired inequality.
(ii) We will use an argument similar to [2, equations (3.1)-(3.4)]. First, observe that
Here, (3.9) follows from the theory of optimal transport (see e.g. [2, Proposition 2.1]), which requires the upper semicontinuity of Φ. Now, we intend to apply Lemma 3.7 to (3.9), with
The only condition in Lemma 3.7 which is not obvious is the
which shows the upper semicontinuity of Q → f (Q, ∆). We can therefore apply Lemma 3.7 to (3.9) and obtain
where (3.11) follows from Lemma 3.3.
(iii) In view of Definition 3.4, we can replace Q S by Π in (3.8) and write
Since Π is compact under the topology of weak convergence (Remark 2.2), it suffices to show that
is upper semicontinuous, and thus attains its maximum in the compact set Π. Notice that the argument in part (ii) already implies that Q → E Q [Φ] is upper semicontinuous.
We can then conclude from Lemma 2.3 (ii) that Q → g ∆ (Q) := E Q [(∆ · S) T ] is continuous. Thanks to Lemma 3.3, we have g(Q) = sup ∆∈S ∞ c g ∆ (Q). It follows that g is lower semicontinuous, as a supremum of continuous functions. ⊓ ⊔ Remark 3.9 If we only consider bounded trading strategies (as in [2] ), then Theorem 3.8 can be reformulated with no need to introduce the auxiliary process A Q t . To see this, set C Q := sup ∆∈S ∞ E Q [(∆·S) T ], and define P ′ (Φ) := sup Q∈QS E Q [Φ] − C Q . One can follow the same line of arguments as in Proposition 5.4 to obtain P ′ (Φ) = D(Φ).
In short, the process A Q t is introduced so that we can deal with unbounded trading strategies. The definition of A Q t leads to some desirable supermartingale properties (Lemmas 3.5 and 3.6), which enable us to establish P (Φ) ≤ D(Φ) for unbounded ∆ ∈ S.
Connection to convex risk measures
In a market where the physical measure P is a priori given, [15] observed a natural connection between portfolio constraints and convex risk measures. We intend to establish the corresponding connection under our model-independent context. Let us denote by X the collection of measurable functions Φ : R T + → R satisfying the linear growth condition (3.7). A convex risk measure, for financial positions represented by Φ ∈ X , is defined as below.
Definition 3.10 A mapping ρ : X → R is called a convex risk measure if the following conditions are satisfied for all Φ, Φ ′ ∈ X :
Let us introduce the acceptance set
and define the function ρ S : X → R by
Proposition 3.11 Suppose Q S = ∅. Then, ρ S is a convex risk measure, and it admits the following dual formulation
12)
where the penalty function α * is given by
Moreover, for any α : Π → R ∪ {∞} such that (3.12) holds (with α * replaced by α), we have α * (Q) ≤ α(Q) for all Q ∈ Π.
Proof. Monotonicity and translation invariance follow from the definitions of ρ S and A S . On the other hand, the convexity of ρ S is a consequence of the convexity of U 0 and S. Thus, for ρ S to be a convex risk measure, it remains to check that it is indeed a real-valued function (i.e. it does not take the values ∞ and −∞). For any Φ ∈ X , recall from the definition of X that |Φ(x)| ≤ L(x) := K(1 + x 1 + · · · + x T ), for some K > 0. Then, by Theorem 3.8, we have
The duality (3.12) is a direct consequence of Theorem 3.8. It remains to show that α * is the minimal penalty function for the duality to hold. First, we observe that for any α : Π → R ∪ {∞} which satisfies
Therefore, the proof will be complete, if we can establish the relation
Noting that −(∆ · x) T ∈ A S for each ∆ ∈ S ∞ , we conclude from Lemma 3.3 that the above inequality is indeed true. ⊓ ⊔ Remark 3.12 Besides the model-independent framework, Proposition 3.11 generalizes Proposition 16 and Theorem 17 in [15] in two other directions. First, while [15] focuses on deriving a convex risk measure for bounded financial positions, here we allow for unbounded positions which satisfy the linear growth condition (3.7). On the other hand, in [15, Theorem 17] , the no-arbitrage condition (under a given physical measure P) is imposed for their results to hold. Here, we require only Q S = ∅, which is weaker than the model-independent version of the no-arbitrage condition; see Section 4 for details.
Fundamental Theorem of Asset Pricing via Duality
In this section, we will introduce the notions of model-independent arbitrage and model-independent unbounded profit, under the portfolio constraint S. On strength of the duality in Theorem 3.8, each of these two notions will be characterized as a version of the fundamental theorem of asset pricing. As a result of this, we will see that the problems of superhedging and risk-measuring are well-defined as long as there is no model-independent unbounded profit; the stronger condition of no model-independent arbitrage is not necessary.
Following the formulation in [1] , we introduce the notion of arbitrage in the strong pathwise sense: Remark 4.2 It is immediate from the above definition that if there is model-independent arbitrage, then there is arbitrage under any probability measure P defined on Ω.
It is worth noting that instead of using the pathwise formulation in Definition 4.1, the authors in [4] introduce a weaker notion of arbitrage under model uncertainty via quasi-sure analysis. They include more strategies in the definition of arbitrage, and provide different characterization of no-arbitrage condition and superhedging duality. We, however, will not pursue this direction in this paper.
Consider the following set of probability measures
Let us first provide a characterization for P S . Proof. Suppose Q ∈ P S . For each ∆ ∈ S ∞ , we deduce from Remark 2.1 that (∆ · S) − t is Q-integrable for all t = 1, · · · , T . It then follows from [16, Proposition 9.6] that (∆ · S) t is a true Q-supermartingale.
We therefore conclude from (3.2) that A Q T = 0 Q-a.s. On the other hand, if A Q T = 0 Q-a.s., then we see immediately from Lemma 3.5 that (∆ · S) t is a local Q-supermartingale, for all ∆ ∈ S, i.e. Q ∈ P S . ⊓ ⊔ Proof. We assume the contrary that inf Q∈Π E Q [A Q T ] = 0. Then, for any ε > 0, there exists Q ε ∈ Π such that 0 ≤ E Qε [A Qε T ] < ε. Since Π is weakly compact (Remark 2.2), Q ε must converge weakly to some Q * ∈ Π. For each ∆ ∈ S ∞ c , we can argue as in the proof of Theorem 3.8 (iii) to show that Q → E Q [(∆ · x) T ] is continuous on Π under the topology of weak convergence. In particular, we have
. Now, by using Lemma 3.3, we obtain
It follows that A Q * T = 0 Q * -a.s. In view of Lemma 4.3, we must have Q * ∈ P S , a contradiction to P S = ∅. ⊓ ⊔ Now, we are ready to present the main result of this section. Proof. We first establish the relation "(ii) ⇒ (i)". Suppose there is model-independent arbitrage. That is, there exist u ∈ U 0 and ∆ ∈ S such that T t=1 u t (x t ) + (∆ · S) T > 0 for all x ∈ R T + .
It follows that for any Q ∈ Q S ,
This, together with Lemma 3.6, yields
We therefore conclude that E Q [A Q T ] > 0, which is equivalent to Q(A Q T > 0) > 0, for all Q ∈ Q S . By Lemma 4.3, we have Q / ∈ P S for all Q ∈ Q S , i.e. P S = ∅.
To show that "(i) ⇒ (ii)", we assume the contrary that P S = ∅. By Lemma 4.4, we have
Taking Φ ≡ 0 in Theorem 3.8, we get
This in particular implies that we can start with negative initial wealth −δ/2, and superhedge Φ ≡ 0
This yields
Since the function u ′ t (z) := u t (z) − R+ u t dµ t is still an element in C for all t = 1, · · · , T , and by construction T t=1 R+ u ′ t dµ t = 0, we notice that (4.3) already shows that there exists model-independent arbitrage, which contradicts (i). ⊓ ⊔ It is worth noting that, in view of Theorem 3.8 and Proposition 3.11, the problems of superhedging and risk-measuring are well-defined as long as Q S = ∅, which is weaker than the no-arbitrage condition P S = ∅. In other words, it can be reasonable for one to discuss superhedging and risk-measuring even when the market admits model-independent arbitrage to a certain extent. It is therefore of interest to provide characterizations for the condition Q S = ∅. (ii) Q S = ∅.
Proof. We first establish the relation "(i) ⇒ (ii)". Suppose Q S = ∅. Then for the constant function Φ ≡ a ∈ R + , Theorem 3.8 implies that D(a) = −∞ for all a ∈ R + . This already shows that there is model-independent unbounded profit, which contradicts (i). To prove the relation "(ii) ⇒ (i)", assume that there is model-independent unbounded profit, i.e. for any a ∈ R + , there exist u ∈ U 0 and ∆ ∈ S such that
This in particular implies that D(0) = −∞. By Theorem 3.8 again, we must have inf Q∈QS E Q [A Q T ] equal to ∞, which yields Q S = ∅, a contradiction to (ii). ⊓ ⊔ Remark 4.8 When Q S = ∅, it is of interest to discuss the maximal model-independent profit one can obtain, which is defined by
(4.5)
It can be checked from the definition of D(0) and Theorem 3.8 that
In view of Lemmas 4.3 and 4.4, G S = 0 if and only if P S = ∅ (i.e. there is no model-independent arbitrage).
Bounded Constraints without Adapted Convexity
In this section, we intend to extend the main results of this paper, Theorems 3.8 and 4.5, to a class of constraints which does not satisfy adapted convexity (Definition 2.6 (ii)), but instead admit additional boundedness property: every trading strategy satisfying the constraint is bounded. The motivation behind this is some practically useful constraints, e.g. the Gamma constraint and the buy-and-hold constraint, which will be discussed in Sections 6.2 and 6.3. Throughout this section, we consider the collection S of trading strategies of the following type.
Definition 5.1 S is a collection of trading strategies such that
(ii) (Boundedness) For each ∆ ∈ S, |∆ t (x)| ≤ c for some c > 0, ∀t = 0, · · · , T − 1 and x ∈ R T + (i.e. S = S ∞ ).
(iii) (Continuous approximation) For any ∆ ∈ S, Q ∈ Π, and ε > 0, there exist a closed set D ε ⊆ R T + and ∆ ε ∈ S c such that Q(D ε ) > 1 − ε and ∆ t = ∆ ε t on D ε for t = 0, · · · , T − 1.
Under current context, Lemma 3.2 does not hold anymore, and thus the upper variation process A Q t is no longer useful. We will instead introduce a random variable C Q , and adjust the definitions of Q S and P S accordingly.
Definition 5.2 For any Q ∈ Π, we define
In analogy to the definition of Q S in (3.4) and the characterization of P S in Lemma 4.3, we define
Recall from (2.3) that S c denotes the collection of ∆ ∈ S with ∆ t : R t + → R continuous for all t = 1, · · · , T .
Proof. Thanks to the property of continuous approximation (Definition 5.1 (iii)), the desired result follows from the same arguments as in Lemma 3.
⊓ ⊔
The next result provides a model-independent duality for superhedging, with the constraint S satisfying Definition 5.1. As we will see, we obtain for free the weak duality in part (i) from the definition of C Q , while parts (ii) and (iii) follows from the same arguments in Theorem 3.8 (ii) and (iii). (ii) Furthermore, if Φ is upper semicontinuous, then P ′ (Φ) = D(Φ).
(iii) If Φ is upper semicontinuous and Q ′ S = ∅, then there exists Q * ∈ Q ′ S such that
Proof. First, in view of Remark 2.1, (3.7), and (5.2), P ′ is indeed well defined.
(i) Take u ∈ U and ∆ ∈ S such that Ψ u,∆ ≥ Φ. For any Q ∈ Q ′ S , the definition of C Q in (5.1) immediately gives
By taking supremum over Q ∈ Q ′ S and using the arbitrariness of u, the desired result follows. (ii) By following the same line of arguments as in Theorem 3.8 (ii) and using Lemma 5.3, we conclude that D(Φ) ≤ P ′ (Φ).
(iii) The existence of Q * also follows from the same line of arguments as in Theorem 3.8 (iii). ⊓ ⊔ Remark 5.5 Without adapted convexity (Definition 2.6 (ii)), the equalities in (3.4) and (3.5) need not be true. From the proof of Lemma 3.2, we observe that, in general, one should have
As a consequence, we can only conclude that P ′ (Φ) ≥ P (Φ).
Now we turn to the derivation of the fundamental theorem of asset pricing. In this section, we will discuss the relations between M, P S , Q S , and Π, where M is collection of Q ∈ Π under which S is a Q-martingale. We will also give some concrete examples of the collection S. Moreover, we will show that our main results, Theorems 3.8 and 4.5, when reduced to the no-constraint case, improve several results in [1] and [2] . We will also provide Gamma constraint and buy-and-hold constraint as examples of bounded constraints discussed in Section 5.
Let us start with a general collection S satisfying Definition 2.6. Given Q ∈ M, it is obvious from the martingale property that (∆ · S) t is a Q-martingale, for all ∆ ∈ S ∞ . It follows that (∆ · S) t is a local Q-martingale, for all ∆ ∈ S. This, together with (4.2), yields
Two simple observations are in order: Remark 6.1 If 1 := {∆ t ≡ 1} T t=0 and −1 := {∆ t ≡ −1} T t=0 both belong to S, then M = P S . Indeed, given Q ∈ P S , since 1, −1 ∈ S ∞ , S t = (1 · S) t and −S t = (−1 · S) t are both Q-supermartingales. We thus conclude that Q ∈ M. Remark 6.2 Suppose that all strategies in S are uniformly bounded, i.e. there is a c > 0, |∆| ≤ c for all ∆ ∈ S. We can then deduce from (3.4) and Remark 2.1 that Q S = Π. Proposition 6.3 Let S be such that S ∞ contains all bounded trading strategies ∆ ∈ H with ∆ t ≥ 0 for all t = 0, · · · , T − 1. Then, the following are equivalent:
In particular, we have P S = Q S .
Proof. From Definitions 3.1 and 3.4, it is obvious that (iii) implies (ii), and (ii) implies (i). It remains to
show that (i) implies (iii). Suppose (iii) does not hold, then there must exist some t * ∈ {0, · · · , T − 1}
Finally, we conclude from Lemma 4.3 that P S = Q S . ⊓ ⊔ Example 6.4 (Shortselling constraint) Given c ∈ R + , we consider
In view of Remark 2.8 (with K t = [−c, ∞) for all t), S satisfies Definition 2.6. Moreover, thanks to
Example 6.5 (Relative-drawdown constraint) Given x 0 > 0 fixed, we consider the running maximum x * t := max{x 0 , x 1 , · · · , x t }, t = 0, · · · , T , for all x = (x 1 , · · · , x T ) ∈ R T + . For any continuous functions a : [0, 1] → (−∞, 0] and b : [0, 1] → [0, ∞), we introduce the collection of trading strategies
Observe that m t (x) := a(x t /x * t ) and M t (x) := b(x t /x * t ) satisfies (2.4). We therefore conclude from Remark 2.9 (with K t = [a(x t /x * t ), b(x t /x * t )] for all t = 0, · · · , T ) that S satisfies both Definition 2.6. Moreover, thanks to Remark 6.2, we have Q S = Π. In view of Remark 2.2 and Theorem 4.7, there is no model-independent unbounded profit under the constraint S.
Reduction to the no-constraint case
Now, we focus on the case with no portfolio constraint, i.e. S = H. In view of Remark 2.8 (with K t = R for all t = 0, · · · , T − 1), S = H indeed satisfies Definition 2.6. The following identity is a direct consequence of Remark 6.1 and Proposition 6.3. (ii) M = ∅.
Remark 6.10 It is worth noting that our method differs largely from that in [1] . The authors in [1] deal with a very general collection of tradable options at initial time, and establish [1, Theorem 1.3] via techniques in functional analysis. In particular, they utilize Hahn-Banach theorem in the space of continuous functions defined on the Stone-Cech compactification of R T + ; see [1, Proposition 2.3] . For the special case where the tradable options are vanilla calls for all maturities and strikes, we show that we can actually avoid the abstract techniques in functional analysis. We first derive a superhedging duality in Theorem 3.8, by using the theory of optimal transport. With this duality, we are able to leverage on the weak compactness of Π to obtain the desired fundamental theorem of asset pricing. Remark 6.11 While one can also derive Corollary 6.9 by following the methodology in [1] , we would like to point out that our method and theirs have slightly different economic interpretations. To prove Corollary 6.9 under the methodology in [1] , one needs to introduce an additional option with the payoff function
where U : R + → R is given by
Here, {K n } n∈N is a sequence of strike prices such that ∞ n=1 C(t, K n ) < ∞ for all t = 1, · · · , T . The inclusion of the option m in particular means that one can trade, at the initial time, "infinitely many" vanilla options, as long as the cost is finite.
In contrast, since our method does not require the inclusion of m, Corollary 6.9 is established under the premise that one trades finitely many vanilla options at the initial time.
Gamma Constraint
Given Γ > 0, we consider the collection of trading strategies
where we set ∆ −1 ≡ 0. Note that S Γ does not enjoy adapted convexity (Definition 2.6 (ii)). Indeed, consider ∆ ≡ 0 and ∆ ′ defined by ∆ ′ t = 1 {t=0} Γ + 1 {t>0} 2Γ . These two trading strategies trivially lie in S Γ . For any fixed s = 1, · · · , T − 1, we can define a new trading strategỹ
Observing that if t ≥ s,∆ t −∆ t−1 = 2Γ > Γ , we conclude that∆ / ∈ S Γ . This already shows that Definition 2.6 (ii) is not satisfied.
As the next result demonstrates, S is a bounded constraint in the sense of Definition 5.1.
Lemma 6.12 S Γ satisfies Definition 5.1.
Proof. It is trivial that 0 ∈ S Γ , so Definition 5.1 (i) is satisfied. In addition, for each ∆ ∈ S Γ , since
, we have |∆ t | ≤ Γ (t + 1). Therefore, Definition 5.1 (ii) is also satisfied, as the trading strategies in S Γ is uniformly bounded by c := Γ (T + 1).
It remains to show that Definition 5.1 (iii) holds for S Γ . By the same argument as in Remark 2.9, it follows from Lusin's theorem that for any Q ∈ Π and ε > 0, there exist a closed set D ε and a sequence of In the following, we will construct the desired continuous strategy∆ ε ∈ S Γ,c by induction over time t. At time t = 0,∆ ε 0 := ∆ 0 is a constant in [−Γ, Γ ], and therefore continuous. Fix any t ≥ 1. We assume that for all s < t, we have constructed continuous functions∆ ε s (x 1 , · · · , x s ) such that ∆ ε s (x 1 , · · · , x s ) = ∆ s (x 1 , · · · , x s ) on D ε and |∆ ε s (x 1 , · · · , x s ) −∆ ε s−1 (x 1 , · · · , x s−1 )| ≤ Γ for x ∈ R T + . Then, thanks to the continuity of∆ ε t−1 , the set-valued function defined by
admits a continuous selection, which we denote by∆ ε t (x 1 , · · · , x t ). That is, there exists a continuous function∆ ε t such that∆ ε t (x 1 , · · · , x t ) ∈ K t (x 1 , · · · , x t ), ∀x ∈ R T + . Therefore, we can construct∆ ε as required by Definition 5.1 (iii). ⊓ ⊔ Proposition 6. 13 We have Q ′ SΓ = Π = ∅ and P ′ SΓ = M.
Proof. From the proof of Lemma 6.12, we already know that every ∆ ∈ S Γ is bounded by c := Γ (T + 1).
It then follows from Remarks 6.2 and 2.2 that Q ′ SΓ = Π = ∅. To prove P ′ SΓ = M, we will show that E Q [S t+1 | F t ] = S t for all Q ∈ P ′ SΓ and t ∈ {0, · · · , T − 1}. Fix Q ∈ P ′ SΓ and t ∈ {0, · · · , T − 1}. For any A ∈ F t , we observe that the trading strategy
Thanks to Proposition 6.13, the following two corollaries are direct consequences of Propositions 5.7 and 5.8. Remark 6.16 By Corollaries 6.9 and 6.14, we have the equivalence between the following:
(i) There is model-independent arbitrage with ∆ ∈ H (i.e. the no-constraint case).
(ii) There is model-independent arbitrage under the constraint S Γ .
While arbitrage in the no-constraint case implies arbitrage under Gamma constraint, these two arbitrage opportunities are very different in terms of the maximal model-independent profit defined in (4.5). For the no-constraint case, we deduce from Corollary 6.7 and M = ∅ that the maximal profit G H = ∞. In contrast, under Gamma constraint, we see from Proposition 5.4 and Q ′ SΓ = ∅ that the maximal profit G SΓ = inf Q∈Q ′ S Γ C Q < ∞.
Buy-and-hold strategy
We define buy-and-hold constraint S bh by the set of all strategies {∆ t } T −1 t=0 of the form ∆ t = 1 τ ≤t≤σ g τ (x) for two stopping times τ ≤ σ with values in {0, · · · , T − 1} and some bounded non-negative adapted process g = {g t } T −1 t=0 . In short, all strategies in S bh have at most two jumps of random size at some stopping times. The position in risky asset is zero before the first jump and after the second jump, i.e. At some stopping time, we buy a certain amount of risky asset and hold it until the second stopping time when we liquidate our position.
Observe that S bh does not satisfy adaptive convexity in Definition 2.6. To see this, two strategies ∆ = {∆ t } T −1 t=0 and ∆ ′ = {∆ ′ t } T −1 t=0 given by ∆ t = 1 {t≥1} and ∆ ′ t = 1 {t≥2} belong to S bh . However, 1 2 (∆ + ∆ ′ ) / ∈ S bh . On the other hand, since we assumed that g is bounded, Definition 5.1 (ii) holds true and it follows from Lusin's theorem that Definition 5.1 (iii) is satisfied for S bh . Thus, S bh is a bounded constraint without adapted convexity.
For a fixed s, we choose g t = ξ1 {s≤t≤s+1} where ξ is an arbitrary non-negative bounded F smeasurable random variable. One can deduce that for all Q ∈ P ′ S bh , E Q [ξ(S s+1 − S s )] ≤ 0 or equivalently
Therefore, by Proposition 5.7 to S bh , we have the following. Corollary 6.17 Suppose S = S bh . Then the following are equivalent:
(i) There is no model-independent arbitrage with ∆ ∈ S bh .
(ii) There is a Q ∈ Π such that S is a Q-supermartingale.
A Example related to condition (iii) in Definition 2.6
The following example shows that if Definition 2.6 does not include condition (iii), then the duality in Theorem 3.8 may fail.
Let T = 2 and set x 0 = 1. Thus, Ω = R 2 + . Also, the prices of all call options at time t = 1 and 2 for strike K are given by functions C(1, K) and C(2, K), respectively. Here we assume that the quoted prices for vanilla call options on the risky asset satisfy C(t, K) ≥ (1 − K) + and C(t, 1) ≥ κ > 0 for t = 1 and 2 and some κ > 0.
(A.1)
The above assumption is not too restrictive and we can still find C(t, K) such that (A.1) is satisfied and Π = ∅. In fact by the weak compactness of Π and assumption (A.1), it is not hard to see that sup Q∈Π max{Q(S 1 = 1), Q(S 2 = 1)} < 1.
(A.
2)
The set of all constrained strategies is given by
It is easy to see that Definition 2.6 (i-ii) is satisfied by S but (iii) does not. The superhedging price for the upper semi continuous claim Φ(x 1 , x 2 ) = 1 {1} (x 1 )1 {1} (x 2 ) is given by
where the infimum is over all a, b i , c j ∈ R and K 1 i , K 2 j ≥ 0 and ∆ = (∆ 0 , ∆ 1 ) ∈ S subject to
for all x = (x 1 , x 2 ) ∈ Ω. Notice that ∆ 0 ≡ 0 and for x 1 = 1, ∆(x 1 ) = 0. Thus plugging values other than 1 for x 1 and x 2 in (A.4) implies that the constraint implies that a, b i 's, and c j 's must be non-negative.
On the other hand by setting x 1 = x 2 = 1, we obtain
By (A.5), we can deduce that
c j (C(2, K 2 j ) − (1 − K 2 j ) + ) ≥ 1.
In the above, we used 
