In this paper we study the asymptotic stability of the zero solution of odd order linear delay differential equations of the form
Introduction
The aim of this paper is to study the asymptotic stability of the zero solution of the delay differential equation where > 0, a j , and b j are constants and m 1. In the previous papers [6, 7] , we considered Eq. (1.1) with m = 1 which arose from a robotic model with damping and delay, and in [3] we considered (1.1) with m = 0 and a 0 , b 0 complex. There are no practical stability criteria of the zero solution of (1.1) for m > 1. For study of asymptotic stability of restricted special cases of (1.1) with special values of m see [7, 3, 22, 21, 9] . For stability and oscillation of certain third and fourth order equations see [17, 8, 10, 20, 23] . See [19, 20, 11, 13, 14] for studies of systems that may shed light on (1.1). The study on systems does not, however, yield practical stability criteria of (1.1). For further study on asymptotic stability see [15, 12] . It is clear that with 4m + 2 independent parameters in (1.1) one cannot expect to get regions of stability. Our goal is to derive algorithmic type stability criteria.
Our view is that part of the j th derivative term of the equation , k = 3, . . . , 2m, with −p 2m+1−j = 0 for j > 2m + 1. The authors have previously applied Pontryagins principles to various cases of delay equations: first order complex coefficients, systems, and second order (see [3, 2, 4, 5] ). Our results and approaches are somewhat different than those in the first order complex coefficients and systems cases. To some extent, we employ the same approach as for the second order cases, but we also obtain some strong simplifications. In this paper we make use of the methods developed in [7] . It appears to the authors that an extension to general even order cases will be quite different. This paper is organized as follows. In Section 2, we present the tools used in our asymptotic stability analysis. In Section 3 we give our main results and some special cases. In Section 4 we present some examples.
Background
In this section, we identify the characteristic function of (1.1) in order to study the asymptotic stability of the zero solution. We also cite the main results of Pontryagin related to asymptotic stability [18] and the applications of Pontryagin's results [1, .
The characteristic function of (1.1) is given by See [12] . The function (2.3) is a special function, usually called an exponential polynomial or a quasi-polynomial. The problem of analyzing the distribution of the zeros in the complex plane of such functions has received a great deal of attention. We call the term a rs z r w s the principal term of h(z, w) if a rs = 0, and for each term a mn z m w n with a mn = 0, we have r m and s n.
where
It is clear from Definition 2.1 that h(z, w) of (2.5) has principal term z 2m+1 w. We now cite two theorems of Pontryagin, see [18, 1] . 
and
In order to study the location of the zeros of H (z) one has to study the zeros of F and G. To do so, we need the following result which is useful in determining whether all roots of F and G are real. Let f (z, u, v) be a polynomial in z, u, and v, which we write in the form (u, v) be the principal term of f (z, u, v) , and let
(The Principal term for the polynomials of the form (2.12) are analogous to that defined in Definition 2.1, see [1, pp. 440-443] (u, v) . If is such that * (s) ( + iy) = 0 for all real y, then in the strip cos y, respectively. Thus s = 1 and r = 2m + 1. Therefore G has all real zeros if and only if G has 4k + 2m + 1 zeros in (−2k , 2k ) for k sufficiently large, and the same holds for F with (−2k , 2k ) replaced by (−2k + , 2k + ) where 0 < < . We will use Theorems 2.2 and 2.3 to study the asymptotic stability of (1.1). In the next section we will present the main results of this paper.
Main results
In this section we present the main results of this paper. We first describe the asymptotic behaviour of the zeros of G. Throughout this paper for x real and a > 0, [x] a denotes the unique real number in the interval [0, a) for which x − [x] a is an integer multiple of a. We will use a = and 2 . Proof. From (2.11), y = 0 is zero of G, and
Since G(n ) is a polynomial of degree 2m + 1 in n there can be at most 2m + 1 zeros of G that are multiples of . All other zeros of G are the roots of the equation
For n sufficiently large, w resembles the cotangent function on (n , (n + 1) ) in that w(n + ) = −w((n + 1) − ) = ∞, and thus (n , (n + 1) ) contains at least one root of (3.2). Here w(a + ) and w(a − ) denote the right and left hand limits of w at a, respectively. Now (3.2) yields
It follows from (3.5) that lim
G(y)=0 y→∞
cos y = 0 and so
For n sufficiently large, it is easily seen that w (y) < (y) for all y ∈ (n + /4, n + 3 /4), and uniqueness of the zero r n of G now follows. (A more detailed analysis of this inequality appears in Lemma 3.3 below.)
We now give a far reaching necessary condition for the asymptotic stability of the zero solution of (1.1). 
It follows from Theorems 2.1-2.3, that G has all real zeros and for k sufficiently large [−2k , 2k ] contains precisely 4k+ 2m+1 zeros of G. Since y =0 is a zero of G and G is odd, (0, 2k ) contains precisely 2k +m zeros r 1 < r 2 < · · · < r 2k+m of G where k is sufficiently large. By Lemma 3.1, .1) is not asymptotically stable. This observation yields the following.
In this paper Z + denotes the set of all nonnegative integers. We first consider some special cases of (1.1). We denote
and let y n = n + /2 for all n ∈ Z + . 
Proof. With A 2j = 0, j = 0, 1, . . . , m and B 2j +1 = 0, j = 0, 1, . . . , m − 1, (2.10) and (2.11) yield
We first prove necessity. The zeros of G are y n =n + /2 (n ∈ Z) and the zeros of P 2m+1 . It is necessary that P 2m+1 (y) has 2m + 1 real zeros for G to have all real zeros. Since P 2m+1 is odd and y = 0 is a zero of P 2m+1 it is thus necessary that P 2m+1 has m positive distinct zeros 0 < r 1 < r 2 < · · · < r m . In order that (3) hold, G can only have simple zeros, and thus r j = y n for all j = 1, . . . , m and n ∈ Z + . By Theorems 2.1-2.3 it is necessary that D be positive at all of the zeros of G, and thus (2)- (4) hold. For sufficiency, since P 2m+1 is odd and y = 0 is a zero of P 2m+1 , P 2m+1 has 2m + 1 real and distinct zeros none of which coincides with any y n or −y n (n ∈ Z + ). Thus for k sufficiently large, G has 4k + 2m + 1 zeros in [−2k , 2k ], and therefore G has all real zeros. Note that D(y) = F (y)G (y) is an even function, and by (2)-(4) D(y) > 0 for all zeros of G. By Theorems 2.1-2.2 the zero solution of (1.1) is asymptotically stable.
It is clear that the number of conditions to be checked with y n = n + /2 is infinite. In the next result we derive an algorithmic stability test using Theorem 3.2.
Theorem 3.3 (Algorithmic Stability Test I). Assume that
and D(0) > 0. Assume further that P 2m+1 has m distinct positive zeros 0 < r 1 < r 2 < · · · < r m none of which coincide with y n (n ∈ Z + ). Let N be the smallest positive integer such that
is asymptotically stable.
Proof. We give the proof for m odd only. We need only show that D(y n ) > 0 for all n ∈ Z + . Since D is even, the hypotheses imply that we need to show that D(y n ) > 0 for all n N . To this effect, (3.11) yields that n N , then y n y N and so
If y is a zero of G, then by (3.9) and (3.10)
By (3.13)
Also from (3.7) and (3.12)
for n N. Further (3.7) and (3.12) yield
for n > N. By (3.14) D(y n ) > 0 for all n N and therefore by Theorems 2.1-2.2 the zero solution of (1.3) is asymptotically stable.
Remark 3.1. We now consider the special case of pure delay, i.e. A j = 0, j = 0, 1, . . . , 2m. In this case,
The nonzero zeros of G are the roots of
By Theorem 3.1, B 1 < 0 is necessary for the zero solution of (1.3) to be asymptotically stable. We assume B 1 < 0.
Observe that lim y→0 + (y) = ±∞ where the sign is (−1) m+1 . Let be the largest index so that B 2 +1 = 0, and thus
If B 2 +1 (−1) +m > 0, then is eventually decreasing and convex, and if B 2 +1 (−1) +m < 0, then is eventually increasing and concave. In either case, lim y→∞ (y) = 0. We obtain a value Y 1 so that is either decreasing and convex or increasing and concave on
We have
and is of constant sign on [Y 1 , ∞) if
Further (3.21) holds if
We select Y 2 1 sufficiently large so that if y Y 2 , then
That is, we take Let N 2 = max(N 0 , N 1 ). Proof. The proof is based on Remark 3.2
Theorem 3.5 (Algorithmic Stability Test II). Suppose that
Our next discussion results in a robust algorithmic stability test that applies to all cases of (1.1). It comes at a cost in that it is not as sharp as the development of Algorithmic Stability Tests I and II. Particularly, the condition for G to have all real zeros is not as straightforward as Lemma 3.2. In addition, stopping criteria is not as sharp. Nevertheless, it can be implemented and applied to all cases. 
suffices. Here ' ( denotes the greatest integer function. We now use (3.5) to obtain a value of M 2 so that if n M 2 and r ∈ (n , (n+1) ) is a zero of G, then /4 [r] 3 /4. This is guaranteed if the absolute value of the right side of (3.5) is less than 1/ √ 2 in absolute value. This, in turn, holds if
which is equivalent to
The latter inequality holds for y n if
If, in addition, n 1, this last inequality holds if
suffices. Now we determine M 3 so that if n M 3 , then w − is strictly decreasing on [n + /4, n + 3 /4). Thus if n max(M 1 , M 2 , M 3 ), then [n , (n + 1) ) contains at most one zero of G. Using (3.3) and (3.4),
For y ∈ [n + /4, n + 3 /4], | cot y| 1 and 1 | csc y| √ 2, and thus by (3.27)
As above
suffices.
For n a positive integer, let s n = n + /4 and v n = n + 3 /4. We obtain
Using (3.3) and (3.4)
It can be seen that w(v n ) < (v n ) if the inequality (3.35) with s n replaced by v n holds. As above, since s n , v n n ,
suffices. The proof is now complete. If m is odd, (2.10) yields
and if m is even
We further choose positive integers N 1 , N 2 , and N 3 such that
(We could provide explicit expression for N 1 , N 2 , and N 3 , but they would be overestimates.) For m even we have a similar result.
Theorem 3.7 (General Algorithmic Stability Test). Let 2N be the smallest even integer greater than or equal to
The zero solution of (1.1) is asymptotically stable if and only if
Proof. Necessity follows immediately from Theorems 3.6 and 2.3 and the fact that each interval (n , (n + 1) ) contains exactly one zero of G for n 2N . For sufficiency, Lemma 3.3 yields that G has all real and distinct zeros. Now let r 2N +m+1 < r 2N+m+2 < · · · be the remaining positive zeros of G. Lemma 3.3 and Remark 3.3 now imply that (−1) n F (r n ) > 0 for all n > 2N + m. Sufficiency now follows from Theorem 3.6.
Examples
Example 4.1. Consider (1.1) with m = 2, a 0 = a 2 = a 4 = 0, and (5) (5) 
and D(0) = (−1)(−0.5) = 0.5 > 0. In this example we apply Algorithmic Stability Test III.
In Table 1 below we listed several of the zeros of G and the values of F at those zeros. This gives a glimpse of the behaviour of the zeros of G.
In this example, G has seven zeros in [0, 4 ). Conditions (1) and (2) of Algorithmic Stability Test III are valid, however, condition (3) is not, since F (r 1 ) = −0.1205217065, F (r 2 ) = 1.982061951, F (r 3 ) = 1.875086737. The zero solution of (4.4) is not asymptotically stable. Note that interlacing occurs from r 4 and beyond while a problem with interlacing is at the beginning of the roots. Also for G to have all real zeros, difficulties occur at the beginning of the first several intervals (n , (n + 1) ) for n = 0, 1, 2, . . . , N. (7) In this example we use Algorithmic Stability Test III. Here M 1 = M 2 = M 3 = M 4 = 1 and N 1 = N 2 = 1 and N 3 = 3 and thus 2N = 4 the number of real zeros in (0, 4 ) is 6 0 < r 1 < r 2 < r 3 < r 4 < r 5 < r 6 < 4 with m = 3. From condition (2) of Theorem 3.7 (General Algorithmic Stability Test III), the number of real zeros of G in (0, 4 ) has to be 2 + 3 + 2 = 7 and condition 2 fails and the zero solution of (4.6) is not asymptotically stable. In Table 2 we listed some of the zeros of G, r j , j = 1, 2, . . . , 18 and the values of F (r j ), and sin r j , j = 1, . . . , 18. This sign behaviour reveals G does not have all real zeros (see Remark 3.3).
Note that in this example interlacing occurs from r 5 and beyond. We also observe the result of Lemma 3.1, [r n ] → /2 (see sin r n ). While trying to build examples we noticed that it is extremely difficult to come up with the zero solution being asymptotically stable solution of odd higher order delay differential equations. Perhaps, there is a physical interpretation to this phenomenon which we do not understand. We leave it open to the reader to come up with more examples with odd higher order with many parameters and some physical interpretation of the difficulties of coming up with zero asymptotic solution of higher order delay differential equations.
