INTRODUCTION
The absolute magnitude and the intrinsic color are the main quantities to describe stars. The first provides the amount of energy emitted, and com-bined with the apparent magnitude gives an estimate of the distance to the object. The second is directly related to the temperature of the atmosphere of the star. These properties are expected to imprint themselves on the optical band of the spectrum, specially trough the absorption lines of different species. The spectral classification methods are advocated to infer these parameters by the inspection of those absorption profiles, and it is often made by visual inspection, as is the case for the MK system. New quantitative classification methods are needed to improve the results and provide consistency in the process. Many authors have pointed out the need of a fully automated system to classify stellar spectra (see for example the reviews by Bailer-Jones 2002; Allende Prieto 2004; Giridhar et al. 2006) . Automated systems are more homogeneous (and therefore more appropriate) for the classification of a large number of stars on the basis of a self-consistent system.
Due to the progress in astronomical instrumentation and to the increase in the data acquisition rate, new automated and efficient systems are constantly being developed and improved to classify stellar spectra and/or to infer stellar atmospheric parameters from spectral profiles (recent examples include Christlieb et al. 2002; Allende Prieto 2003; Bai et al. 2005; Zhang et al. 2005; Recio-Blanco et al. 2006; Re Fiorentin et al. 2007 ). An example of this kind of systems is the method proposed by Stock & Stock (1999, hereafter SS99) . This method is based on the determination of a spectral index defined by two external bands placed at each extreme of a central band (Worthey et al. 1994 ). This index is related with the stellar parameters through second order polynomials. The calibration of this (and any) method is performed by comparing the defined indices with physical parameters of interest, such as the absolute magnitude M V or the color index (B − V ) 0 . The errors in these parameters will propagate in the resulting calibration, so that in the best case one would expect the results to be as accurate as the data used for calibration. Using the SS99 method is possible, in theory, to derive absolute magnitudes and intrinsic colors with average uncertainties of ∼ 0.3 and ∼ 0.02 magnitudes, respectively. This is a reasonably good accuracy taking into account the simplicity of the method, which does not require large computational resources. Another advantage of this method is its relatively low sensitivity to the spectral type. In general, the morphological differences in the spectra of early-type and late-type stars can lead to problems when defining robust indices. The results found in SS99 showed that, on average, the residuals did not vary significantly among stars of different spectral types (in the range A-K). This is because the method does not need to determine the underlying true continuum. The extension of the method to B-type stars was done by Stock et al. (2002, hereafter SS02) . In a subsequent paper, Molina & Stock (2004) applied the same technique to a sample of stars within the spectral types K-M. The effects of variations in the spectral resolution on the sensitivity of the method was analyzed by García et al. (2005) . They showed that the method can be applied to low resolution spectra without loss of accuracy and that small variations in the spectral resolution would not affect the determi-nation of the physical parameters for early-type stars. However, their results also established that for late-type stars the method need to be improved.
To date the proposed method (SS99) has not been used to derive physical parameters of any sample of stars, except for the same stars used for the calibration. In this paper we perform the first test of the method by its application to the stars in an open cluster. Our main goal is to evaluate the method in order to identify strengths and limitations. The open cluster chosen for this study is IC 2391, since high resolution spectra for ∼ 50 possible members are available from the UVES Paranal Observatory Project (Bagnulo et al. 2003) . Another reason to choose this cluster is the large amount of studies published in the last years, which will allow us to verify the results obtained using the SS99 method and to compare them with previous works. This paper is organized in the following way. In Section 2 we briefly explain the method used to determine the stellar parameters. In Section 3 we describe the sample of stars over which the method is applied. The results obtained are shown in Section 4, where a detailed analysis lead us to propose some improvements to the method which allow us to determine the stellar parameters and to compare them with literature values. Finally, the main conclusions are summarized in Section 5.
METHOD FOR OBTAINING STELLAR PARAMETERS
It is worthwhile to start by briefly explaining the SS99 method. The first part of the method consists in to establish a series of absorption lines that might provide information on the stellar physical properties. For each line a spectral index (w) is calculated following a procedure similar to the one used by Worthey et al. (1994) . For a given line, an inner region (the line itself) and two outer regions (one on each side of the line) have been selected based on visual inspection of representative spectra of each spectral type. The complete list of lines and their limits can be found in SS99 and SS02. A linear interpolation between the average fluxes of the outer regions provides a local continuum (or pseudo-continuum). The value of the index w for each absorption line is given by the integration of the inner region:
where F c represents the flux in the local continuum and F λ is the flux of the line between the integration limits. In the previous papers (SS99, SS02) the authors used first, second and third order polynomials to relate the defined indices with the physical parameters to be recovered. The calibration (i.e., the determination of the coefficients of the polynomials) was made by the minimum square method. The best results were obtained with second order polynomials with three different lines as independent variables. Thus, if w 1 , w 2 and w 3 are the calculated indices of three given lines then the polynomial relating a physical parameter P P (namely the absolute magnitude or the intrinsic color) with these indices is given by P P = a 1 + a 2 w 1 + a 3 w 2 + a 4 w 3 + a 5 w 2 1 + a 6 w 2 2 +a 7 w 2 3 + a 8 w 1 w 2 + a 9 w 1 w 3 + a 10 w 2 w 3 .
(2)
The information associated to each combination of lines and their coefficients a i (i = 1, ..., 10) can be found in SS99 and SS02.
It is important to remark that the stars used in SS99 were divided into four different groups (numbered from 1 to 4). This separation is based on the profile of certain lines representative of different ranges of color. The range of spectral types is approximately B9-A2 for stars in the group 1, F0-G5 for group 2, G0-K0 for group 3, and K0-M5 for group 4. Nevertheless, stars belonging to group 1 were excluded from calibration in SS99 due to insufficient sample size. The calibration for this group was done independently (using a new sample of stars) and reported in SS02. Therefore, the SS99 polynomials should be used for stars belonging to groups 2, 3 and 4; while for those stars in group 1 the polynomials in SS02 are more appropriate.
THE SAMPLE OF STARS
The stellar spectra used in this work were obtained from the public database of the UVES Paranal Observatory Project 5 (Bagnulo et al. 2003) . These spectra are characterized by a high signal to noise ratio (S/N ∼ 300 − 500 for the V band), high spectral resolution (R = λ/∆λ ∼ 80000), and a wide range of wavelengths (3040 − 10400Å). The UVES library contains a total of 48 (presumed) members of the open cluster IC 2391 with available data in the spectral range of interest for this work. According to the SS99 criteria, 20 of these stars were classified into group 1, 15 into group 2, and the rest into groups 3 and 4. The later two groups were excluded from the present analysis because these groups are more sensitive to resolution variations and their analysis would require a new calibration of the method using similar resolution spectra (as it was shown in García et al. 2005) . Therefore, our preliminary sample consists of 35 stars which are shown in Table 1 . This table contains the star identification, the Id number assigned by Perry & Hill (1969) (in this paper we use this number to identify the stars), the spectral type, and the assigned group according to SS99 criteria.
RESULTS AND DISCUSSION

Application to the Open Cluster IC 2391
Following the procedure described in Section 2, we have calculated the indices for each one of the 19 lines defined in SS99 (for the stars belonging to group 2), and for each one of the 12 lines of SS02 (group 1). Once calculated all these indices, we determined the physical parameters M V and (B − V ) 0 using equation 2 with the coefficients given in SS99 and SS02. The obtained results are shown all together in Tables 2, 3 , 4 and 5. In these tables we include the values of M V and (B − V ) 0 resulting for each star when using each of the line combinations (indicated with Roman numbers), defined in SS02 for group 1 and in SS99 for group 2. The tables also show, in the last two columns, the averages of all the combinations for each star (M V and (B − V ) 0 ) and their respective standard deviations (σ M and σ 0 ).
In principle, one would expect that for each star the results do not differ significantly among different combinations. This is because these are the best combinations of the method in the sense that these are the combinations with the smallest average residuals r av obtained from the polynomial calibration (SS99, SS02). Nevertheless, the first thing we can notice from Tables 2-5 is that some combinations of lines differ considerably from the other ones and/or from the corresponding average value. As a consequence, there are relatively large standard deviations for some of the obtained parameters. It is remarkable, in particular, the anomalous behavior of the combination i in Table 2 which corresponds to the combination of lines Hδ, Hγ, and Hβ (SS02). The value obtained for each star using combination i differs significantly from the values of other combinations. This behavior is observed for all the stars in Table 2 , but it is especially evident in stars of spectral type A, for which M V > 12 in all the cases. These particular results are extremely anomalous since the typical values for the absolute magnitudes in type A stars lie between 0.3 and 2.4 magnitudes. The values of M V listed in Table 3 are distributed more uniformly among the different combinations, which is reflected in the relatively small standard deviations (σ M ) in comparison with the values in Table 2 . However, we must emphasize that the five higher values of σ M in Table 3 correspond to stars of spectral type A. Regarding the values obtained for the colors (Tables 4 and 5 ), once again the most dispersed results correspond to type A stars, i.e. these stars always have the highest standard deviations σ 0 .
From the previous analysis two conclusions can be drawn. First, the combination i for the absolute magnitude in SS02 exhibits an anomalous behavior: their results differ systematically (M V always showing higher values) and significantly (in comparison with the σ M values) from the results given by the other combinations. We do not know the reason for this problem, but the systematic nature of this behavior makes us believe that one or more of the coefficients of the corresponding polynomial could be wrong. To confirm this point it would be necessary to repeat the calibration for this combination of lines, but aside from the inherent difficulties this issue is beyond the scope of this paper. Therefore, we have decided to exclude this combination from the final results.
6 The second conclusion derived from Tables 2-5 is that the application of the method to type A stars would require some kind of special treatment. We will address this point in the following section.
Comparison with the parameters derived from the MK-system
In order to better understand the behavior of the method when applied to the open cluster IC 2391, it is helpful to compare the obtained parameters (Tables 2-5) with the values derived from the spectral type. For this we use the Landolt-Bornstein tables (Voigt 1965) . We may assume that the values derived from the MK types are the expected values for M V and (B − V ) 0 , but we have to keep in mind that these values are not necessarily the "correct" ones. In fact, the uncertainties associated with the values derived from the MK types (based on the visual comparison of stellar spectra), are in general larger than the uncertainties associated with the method used in this work. Thus, although the comparison done in this section does not provide information about the accuracy and precision of the method, this analysis helps to understand the behavior of the method and to identify potential problems, as discussed below.
We have first calculated the absolute values of the differences between the values obtained when applying the method (Tables 2, 3, 4 and 5) and the values derived from the MK types. This is done for each star and each line combination (except the combination i in Table 2 ). Then, for each star, we determined the average value of all these differences. In other words, if M V (i, j) denotes the magnitude of the i-th star calculated by using the j-th combination and if M mk V (i) denotes the magnitude derived from its spectral type, then we can define a deviation parameter for the magnitude in the form
N c being the number of available combinations. The deviation parameter for the color δ(B − V ) i is calculated in a similar way. These parameters can be zero only if all the combinations yield exactly the same result and this result agrees with the one derived from the MK types. Figure 1 shows these deviation parameters for all the stars in the sample as a function of the spectral type. Clearly, most of type A stars (solid circles in Figure 1 ) exhibit the largest deviations. This behavior can be easily understood by considering the small number of stars belonging to this spectral type used in the original calibration of the method. The sample in SS99 included 487 stars, but only 10 of them were of spectral type A. In fact, the group 1 (that includes early type stars) was excluded from that study because of this reason. In order to extend the calibration to early type stars, an observing program and calibration was carried out later (SS02). However, that work was restricted to spectral types O-B, again excluding the A types. Therefore, it is suitable to apply this calibration to stars belonging to spectral types from O to G, but the total number of A stars used for the final calibration (SS99 and SS02) is rather small and thus the reliability of the results for this spectral type is questionable. In order to solve this problem, it will be necessary to recalibrate the method using a sample of stars that covers a wider and continuous range of spectral types. In this work we have calculated the physical parameters for all the available stars but we have rejected type A stars when estimating the final set of parameters for the open cluster IC 2391. Now we proceed to calculate a deviation parameter for each combination of lines instead of for each star. To do this, we take the average of all the available stars in a similar way to equation 3. For the magnitude we define
where N s represents the number of available stars (and similar for the intrinsic color). Note that in this equation we are not taking absolute value of the difference. We perform the calculations for all the combinations, including the combination i in Table 2 , but now we exclude type A stars due to the reasons mentioned previously. The results are shown in Figure 2 . The error bars in this figure represent the corresponding standard deviations. These error bars include both the uncertainties of the method itself and the uncertainties in the parameters derived from the MK system. Therefore, these error bars do not indicate the degree of uncertainty associated with a given combination, but they are a meaningful measure of "quality" of a combination relative to others. We see in Figure 2a that, as mentioned before, the worst combination for the magnitude is the combination i. This combination exhibits the largest average difference (∼ 3 magnitudes), and its standard deviation is significantly larger than the others. The rest of the combinations, both for M V and for (B − V ) 0 , show a similar behavior: the average differences are distributed around zero (within the uncertainties), and their standard deviations are nearly the same.
A strategy to improve the determination of the stellar parameters
In Figure 2 we can see that some combinations (apart from combination i in Figure 2a ) exhibit standard deviations larger than those found for the rest. As an example, we can mention the combinations ii and viii in Figure 2c . In principle, one would expect to find less accurate (even biased) results when these combinations are used. These results do not necessarily agree with the SS99 and SS02 results. For example, combination ii in Figure 2c is the "best" one (i.e., that having the smallest average residual r av ) according to SS02. In any case, the residual coming from the calibration with a sample of stars is not the same thing as the expected uncertainty when applying a given combination to a star. What combination(s) would we expect to provide the best results? This is not a trivial question. It seems from Figure 2 that most of the combinations behave quite similarly. However, the choice of a particular combination may have undesirable consequences on the final results if this combination works worse for the particular sample of stars that is used. This is the case, most likely by chance, of combination ii in Figure 2c .
To solve this problem we propose to average the results obtained with the different combinations. This simple step will diminish any systematic deviation caused by the application of a given combination to a (small) sample of stars such as IC 2391. In order to properly evaluate the suitability of this proposal, we have calculated absolute magnitudes and intrinsic colors for the same sample of stars used in SS99. Afterwards, we have compared the magnitudes and colors used for the calibration with the values obtained from the polynomials (we have used polynomials with three lines as independent variables to be consistent with the results presented here). Figure 3 shows the standard deviations (σ) resulting from the differences between these two values for each combination and for stars belonging to the groups 2, 3, and 4. The solid horizontal lines in these figures indicate the values obtained when using the average of all the combinations. The values shown are larger than those reported in SS99 because in this case we are using all the stars in the sample and not only the ones used for the calibration of the polynomials. In fact, these are the standard deviations that determine the uncertainties associated with each polynomial. For the absolute magnitudes the standard deviations are around σ ∼ 0.4 for groups 2 and 3 but, as expected, are higher (in the range 0.6 ∼ < σ ∼ < 1.0) for group 4. The same holds for the intrinsic colors, i.e., the method behaves worse for late type stars belonging to group 4. The important point here is that when the averages of the combinations are used (horizontal lines in Figure 3) , the stellar parameters can be recovered with uncertainties of the order of those associated with the best combinations. If we select the combination v to determine the color of a star belonging to group 4, then we obtain on average, an uncertainty ∼ 4 times higher than if we use the average of all the combinations.
Obviously, this effect has a minor impact on early type stars, but this strategy (to use the averages of the results derived from all the available combinations instead of from only one combination) is highly recommended. By choosing a single combination three spectral indices are being used. If at least one of these indices is not well determined because there is a peculiar feature in the spectrum (e.g., a near emission line), then the value obtained from the polynomial could be significantly affected. In general, the selection of the polynomial is based on the presence or absence of certain lines in the observed spectrum. What we are suggesting is to select all the available combinations and to average the results because this procedure minimizes the effects of random errors. This is the procedure which we will use to calculate the final values for the stars in our sample, that will be discussed in the next section.
Final parameters for the stars in IC 2391
According to the previously explained arguments, we have excluded from the analysis both the type A stars and the combination i of Table 2 . Next we have determined the absolute magnitudes M V and the intrinsic colors (B−V ) 0 for the sample of stars by averaging the values obtained for each combination.
These results are listed in Table 6 . The columns contain the following information: the identification (Id) of each star according to Perry & Hill (1969) 
The distance to the open cluster IC 2391
Using the apparent magnitudes given in the web page of the UVES Paranal Observatory Project and neglecting interstellar absorption, we have estimated the distance modulus and hence the distance for each star in the sample. Table 7 shows the derived distance values (d mod ), including the errors associated with the method, i.e. the uncertainties propagated from the average residuals of the polynomial calibration. It also shows, for comparison, the distances and their errors derived from parallaxes given in the Hipparcos catalog (d par ), which were obtained from the SIMBAD database. The last column shows the percentage difference (100 × |d mod − d par |/d par ) for those stars having both distances available. The majority of stars have small differences between d mod and d par ( ∼ < 10%), although there are three stars with relatively large differences ( ∼ > 30%). In order to obtain the best estimation of the distance to the open cluster IC 2391, we have used the following procedure. First, we calculate the distance of each star. Then we compute the average value of the distances and the standard deviation. Stars having distances deviating more than 2.5 times the standard deviation from the average are rejected, and the procedure is repeated until no further stars can be rejected. At the end of this procedure, five stars were discarded from distance estimation: 1, 17, 36, 45, and 46. The value of the distance obtained for the open cluster IC 2391 and its standard deviation is d = 156 ± 24 pc. The three stars having the largest differences with this value are the stars numbered 36, 45, and 46. After reviewing the available literature, we note that several authors have suggested non-membership of these stars to IC 2391 (Perry & Hill 1969; Perry & Bond 1969; Maitzen & Catalano 1986) . The distances of stars 1 and 17 are outside 2.5 times the standard deviation but, furthermore, their values are in good agreement with the ones derived from the parallaxes (Table 7) . Buscombe (1965) identified star 1 as a member of IC 2391, whereas Levato et al. (1988) and Dodd (2004) classified it as a non-member. For the case of the star 17, both Perry & Hill (1969) and Perry & Bond (1969) classified it as a nonmember of the cluster. In a recent work, Platais et al. (2007) This good agreement allows us to conclude that, in general, the method used in this work (SS99, SS02) can be applied with confidence to stellar spectra to derive their properties within acceptable uncertainties.
CONCLUSIONS
In this work we have applied the method proposed by SS99 and SS02 to a sample of stellar spectra available for the open cluster IC 2391. We have calculated the absolute magnitudes M V and intrinsic colors (B − V ) 0 for all the studied stars (Tables 2-5) , as well as the distance to the cluster. Both the detailed analysis performed in this work and the comparison of our results with other results from the literature allowed us to evaluate more comprehensively the strengths and limitations (and therefore the potential applicability) of this method.
From our results we can draw the following general conclusions:
• In the method described by SS99 and SS02, the combinations of lines having the smallest average residuals are not necessarily the ones yielding the best results for M V and (B −V ) 0 . In fact, the average uncertainties may vary significantly among the different combinations, mainly in late type stars. In this work we propose to use the averages of the results derived from all the available combinations instead of from only one combination. We have verified that this procedure reduces considerably the overall uncertainty.
• The method used does not provide reliable results (it generates relatively large uncertainties) when applied to type A stars. The problem seems to lie in the fact that this spectral type was not adequately represented in the original calibration (SS99, SS02). It becomes necessary, therefore, a new calibration of the method using a more extensive spectral library.
• From the results obtained for this sample of stars, we conclude that it is possible to derive absolute magnitudes with uncertainties of 0.59 or 0.35 magnitudes, depending on whether the comparison is done with values derived from the spectral type or values reported in the literature, respectively. It is also possible to derive intrinsic colors with average uncertainties of 0.023 or 0.029 magnitudes, depending again on the source used for the comparison. These uncertainties are in agreement with the average residuals associated to M V and (B − V ) 0 according to SS99 and SS02.
• Stars numbered 1, 17, 36, 45 and 46 are probably not members of IC 2391. The rest of the stars allowed us to estimate a distance of 156 ± 24 pc for the cluster, which is in good agreement with published values.
Summarizing, this work shows that the method proposed in SS99 and SS02 can be applied in a reliable way to calculate the physical parameters of stellar systems. Both the simplicity in the definition of the indices used and the relatively small uncertainties in magnitude and color values make this method a suitable tool for the analysis of a large number of stellar spectra. Nevertheless, a new calibration is necessary in order to overcome the current limitations of the method, mainly those associated with type A stars.
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