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Theory of Orbital Susceptibility in the Tight-Binding Model:
Corrections to the Peierls Phase
Hiroyasu Matsuura∗ and Masao Ogata
1 Department of Physics, University of Tokyo, Hongo, Bunkyo-ku, Tokyo 113-0033, Japan
An extended formula for orbital susceptibility including corrections of the Peierls phase is introduced.
By using the new developed formula, the orbital susceptibility of benzene is estimated analytically on the
basis of the π electron approximation. As a result, it is found that the orbital susceptibility is 1.2 times
larger than that estimated only from the Peierls phase. The Coulomb interaction dependence of the orbital
susceptibility of benzene is also discussed by using exact diagonalization. It is found that the absolute value
of the orbital susceptibility decreases as the Coulomb interaction increases, while the ratio of the orbital
susceptibility with and without the corrections of the Peierls phase increases. Finally, we discuss the orbital
susceptibility of a single-band tight-binding model on a square lattice. We clarify that the correction of the
Peierls phase is comparable to the Landau–Peierls orbital susceptibility and that it corresponds to the Fermi
sea term.
1. Introduction
Orbital magnetism derived from the motion of an electron
in a magnetic field has attracted interest from the time of the
development of quantum mechanics. However, owing to the
complex matrix elements between atomic orbitals or Bloch
bands, it is difficult to understand it exactly.
Historically, after the orbital magnetism was discussed in
the case of an isolated atom by applying quantum mechan-
ics, the orbital magnetism of molecules and crystals was dis-
cussed. However, because the amplitude of the vector poten-
tial depends on the distance from the origin, it was difficult to
estimate the orbital magnetism in large molecules and crys-
tals. Peierls introduced a way to avoid the problem, the so-
called Peierls phase, and derived the Landau–Peierls formula,
χLP, for a single-band model, which is used to estimate the
orbital magnetism of a crystal.1) In the same period, London
also introduced a similar method and calculated the orbital
susceptibility of molecules on the basis of the π-electron ap-
proximation.2) After that, Pople derived a general formulation
to estimate the orbital magnetism of complex molecules on
the basis of the Peierls phase.3)
In the case of crystals, there have been several discus-
sions on the derivation of orbital susceptibility.4–17) Finally,
Fukuyama derived a simple general formula to calculate the
orbital susceptibility in crystals in terms of Green’s func-
tion without using the Peierls phase.17) Recently, by apply-
ing Fukuyama’s formula to Bloch bands, a general formula in
terms of Bloch wave functions has been introduced.18) This
formula shows that there are several contributions to orbital
susceptibility in addition to χLP.9, 10, 18) Actually, for single-
band models, it was shown that the additional contributions
to the orbital susceptibility are comparable to χLP.19) This is
rather surprising since it has been long believed that χLP ob-
tained from the Peierls phase20) is predominant, at least, in the
single-band tight-binding model. This means that the Peierls
phase is an approximation and the corrections to the Peierls
phase play important roles. Actually in Peierls’s original pa-
per, an approximation is used for simplicity to introduce the
∗matsuura@hosi.phys.s.u-tokyo.ac.jp
Peierls phase: integration with respect to r is performed, then,
the mean value of two sites r = (Ri + R j)/2 is used to avoid
complicated integrals.
In this paper, we develop a formula that is exact up to the
first order with respect to the overlap integral between neigh-
boring atomic orbitals by extending Pople’s formalism. In
this exact treatment, we show that there are several correc-
tion terms in addition to the Peierls phase. Then, we apply
the obtained exact formula to benzene as an example. Ben-
zene is a simple molecule, and its orbital magnetism has been
discussed theoretically since 80 years ago. For example, the
orbital susceptibility has been estimated on the basis of the
π-electron approximation, the Peierls phase, and Coulomb in-
teraction. However, it is found that the estimated value is 74
% of the experimental value.21) In this paper, we show that the
estimated value based on the new formula is 1.2 times larger
than the previous result. In addition, we consider the effect of
the Coulomb interaction.
To clarify the meaning of the corrections of the Peierls
phase, we apply the formula to a single-band tight-binding
model on a square lattice. The orbital susceptibility of a
square lattice was calculated on the basis of the Peierls phase
in a previous study, and χLP was obtained.20) However, in this
paper, we obtain not only χLP but also the correction terms on
the basis of the new formula. We clarify that the correction
corresponds to the Fermi sea term.
This paper is organized as follows. In Sect. 2, to obtain the
orbital susceptibility exactly, we derive a general formula for
orbital susceptibility by extending Pople’s formulation based
on the Peierls phase. Next, in Sect. 3, to demonstrate the cor-
rections of the Peierls phase, we calculate the orbital suscep-
tibility of benzene analytically on the basis of the π-electron
approximation. The estimated value based on the new formula
is 1.2 times larger than the previous result based on the Peierls
phase. We also discuss the orbital susceptibility of benzene
by considering the Coulomb interaction. Finally, in Sect. 4,
we estimate the orbital susceptibility of a single-band tight-
binding model on a square lattice. It is found that the cor-
rections of the Peierls phase give contributions to the orbital
susceptibility comparable to χLP. We also clarify that the cor-
1
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rection of the Peierls phase corresponds to the Fermi sea term
in the tight-binding model.
2. General Formulation of Orbital Susceptibility in the
Tight-Binding Model
By extending Pople’s formulation,3) we derive a general
formula to estimate the orbital susceptibility. The Hamilto-
nian describing the motion of an electron under a magnetic
field is
ˆH(r) = 1
2m
(
p − e
c
A)2 +∑
j
V(r j), (1)
where A is the magnetic vector potential, r is the position of
an electron with charge e < 0, r j ≡ r − R j, R j represents the
position of a nucleus with effective nuclear charge Z∗e, and
V(r j) is the Coulomb potential from the nuclear charge given
as
V(r j) = −Z
∗e2
r j
, (2)
with r j = |r − R j|. In this letter, we use a symmetric gauge
given as
A = 12 H × r, H = (0, 0, H). (3)
Peierls introduced a wave function at ri = r − Ri as
ψm(ri) = exp ( ie
c~
Ai · r
)
φm(ri), (4)
where Ai is the vector potential at Ri defined as Ai = 12 H×Ri
and φm(ri) is the mth atomic wave function satisfying
[ p2
2m
+ V(ri)]φm(ri) = ǫmφm(ri), (5)
where ǫm is the mth eigenvalue.
Generally speaking, an orthogonalized wave function
based on atomic orbitals under a magnetic field is given by
a linear combination of ψm(ri) as follows:22)
Φm(ri) =
∑
l,k
Cmi,lkψl(rk), (6)
where Cmi,lk is a coefficient, and this function satisfies∫
drΦ∗m(ri)Φn(r j) = δmnδi j. (7)
As discussed in Ref. 22, we introduce thegoverlap integralh-
between ψm(ri) and ψn(r j) as follows:
S mi,n j =
∫
drψ∗m(ri)ψn(r j) − δmnδi j. (8)
Using eqs. (7) and (8), we can rewrite eq. (6) as
Φm(ri) =
∑
l,k
(δmlδik + S lk,mi)− 12 ψl(rk). (9)
When the overlap integral is smaller than unity, we expand
Φm(ri) in terms of the overlap integral as
Φm(ri) = ψm(ri) − 12
∑
l,k
S lk,miψl(rk) + · · · . (10)
In the following, we calculate Hamiltonian matrix ele-
ments in terms of the orthogonalized wave functions Φm(ri).
This gives a tight-binding model. Then, by diagonalizing the
Hamiltonian, we calculate the ground-state energy as a func-
tion of the magnetic field and obtain the susceptibility. Using
eq. (10), the matrix element of ˆH(r) is obtained as∫
drΦ∗m(ri) ˆH(r)Φn(r j) =
∫
drψ∗m(ri) ˆH(r)ψn(r j)
−1
2
∑
l,k
[
S ∗lk,mi
∫
drψ∗l (rk) ˆH(r)ψn(r j)
+S lk,n j
∫
drψ∗m(ri) ˆH(r)ψl(rk)
]
+ · · · . (11)
When Ri = R j, this matrix element gives the on-site energy,
while it gives the hopping integral in the tight-binding model
when Ri , R j. The first term in eq. (11) is transformed as∫
drψ∗m(ri) ˆH(r)ψn(r j)
=
∫
dre− iec~ (Ai−A j)·rφ∗m(ri) ˜H(r)φn(r j), (12)
= e−iΦi j
∫
dreiχi j(r)φ∗m(ri) ˜H(r)φn(r j), (13)
where
˜H(r) ≡ 1
2m
(
p − e
c
(A − A j)
)2
+
∑
j
V(r j). (14)
The phases Φi j and χi j(r) are defined as
Φi j =
e
c~
(Ai − A j) · (
Ri + R j
2
)
=
h
a2
[
Ri × R j
]
z, (15)
χi j(r) = − e
c~
(Ai − A j) · (r −
Ri + R j
2
)
= − h
2a2
[(Ri − R j) × (ri + r j)]z, (16)
where
[
X
]
z represents the z-component of vector X and h is
the dimensionless parameter
h = eH
2c~
a2, (17)
with a being the nearest-neighbor distance, a ≡ |Ri − R j|.
Here, we have considered only the nearest-neighbor sites
Ri and R j. However, the extension to longer-range terms is
straightforward. In Pople’s paper,3) χi j(r) was neglected by
assuming r to be the mean value for two sites, i.e., r =
(Ri+R j)/2. In contrast, we calculate the orbital susceptibility
exactly taking account of χi j(r) in this paper.
Generally speaking, the Peierls phase is defined as
exp
( ie
c~
∫ Ri
R j
A · dl
)
(18)
for Ri , R j. The line integral in eq. (18) depends on the path,
but it is conventionally calculated by assuming a straight path
as follows:
ie
c~
∫ Ri
R j
A · dl
=
ie
c~
∫ 1
0
[A j + s(Ai − A j)] · (Ri − R j)ds, (19)
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=
ie
c~
(Ai + A j)
2
· (Ri − R j), (20)
= − ie
c~
(Ai − A j) ·
(R j + Ri)
2
, (21)
where we have used the symmetric gauge in eq. (3). Thus,
exp (−iΦi j) in eq. (13) is simply the Peierls phase.
The second and third terms in eq. (11) are transformed in
the same way. As a result, eq. (11) is written as
eq. (11) = e−iΦi j〈eiχi j(r) ˜H(r)〉mi,n j
−1
2
∑
l,k
[
S ∗lk,mie
−iΦk j 〈eiχk j(r) ˜H(r)〉lk,n j
+S lk,n je−iΦik〈eiχik(r) ˜H(r)〉mi,lk], (22)
and the overlap integral defined in eq. (8) is
S lk,n j = e−iΦk j〈eiχk j(r)〉lk,n j − δlnδk j, (23)
where 〈 ˆO〉mi,n j is defined as
〈 ˆO〉mi,n j =
∫
drφ∗m(ri) ˆOφn(r j). (24)
It is important to remark here that the vector potential A
appears in eq. (22) only in the form of A − A j or Ai − A j.
Since A − A j and Ai − A j are rewritten in terms of relative
coordinates, the problems of calculating orbital susceptibility
due to the real-space coordinate r are removed.
First, let us calculate the site-diagonal term, i.e., for the case
with Ri = R j. In this case, the second and third terms in eq.
(22) become second order with respect to the overlap integral.
Therefore, they can be neglected when we consider contribu-
tions up to the first order. Since Φii = χii(r) = 0, we simply
have eq. (22) = 〈 ˜H(r)〉mi,ni. When ˜H(r) is divided into three
terms as
˜H(r) = H0(r) + H1(r) + H2(r), (25)
H0(r) = p
2
2m
+
∑
j
V(r j), (26)
H1(r) = − e
mc
(A − A j) · p = − eH2mc
[
r j × p
]
z (27)
H2(r) = e
2
2mc2
(A − A j)2,= e
2H
8mc2
(x2j + y2j), (28)
where
[
ri × p
]
z is the z-component of ri × p and x j and y j are
the x- and y-components of r j, respectively, we obtain
〈 ˜H(r)〉mi,ni = 〈H0(r)〉mi,ni + 〈H1(r)〉mi,ni + 〈H2(r)〉mi,ni,(29)
= ǫmδm,n +
∫
φ∗m(ri)
∑
j,i
V(r j)φn(ri)dr
− eH
2mc
〈Lz〉mi,ni +
e2H2
8mc2 〈x
2
i + y
2
i 〉mi,ni.
(30)
The third term leads to the Van Vleck susceptibility in the
atomic limit and the fourth term gives the atomic diamag-
netism. Note that even in the presence of overlap integrals
between the neighboring atomic orbitals, the contributions of
the Van Vleck susceptibility and atomic diamagnetism do not
change up to the first order with respect to the overlap inte-
gral.18, 19)
For the matrix elements with Ri , R j, the general formula
is somewhat complicated. Since χi j(r) is proportional to h, we
expand eiχi j(r) in terms of h up to the second order. Further-
more, 〈eiχi j(r) ˜H(r)〉lk,n j in the second term of eq. (22) should
be evaluated as the site diagonal 〈 ˜H(r)〉l j,n j since we consider
terms up to the first order with respect to the overlap integral.
As a result, we obtain
eq. (22) = e−iΦi j
[
〈eiχi j(r) ˜H(r)〉mi,n j
−1
2
∑
l
[〈eiχi j(r)〉∗l j,mi〈 ˜H(r)〉l j,n j
+〈eiχi j(r)〉li,n j〈 ˜H(r)〉mi,li]
]
, (31)
= e−iΦi j
[
tmi,n j + t′mi,n jh + t′′mi,n jh2 + o(h3)
]
,(32)
where tmi,n j, t′mi,n jh, and t′′mi,n jh2 are given by
tmi,n j = 〈H0(r)〉mi,n j
−1
2
∑
l
[〈1〉∗l j,mi〈H0(r)〉l j,n j + 〈1〉li,n j〈H0(r)〉mi,li], (33)
t′mi,n jh = 〈H1(r)〉mi,n j
−1
2
∑
l
[〈1〉∗l j,mi〈H1(r)〉l j,n j + 〈1〉li,n j〈H1(r)〉mi,li]
+〈iχi j(r)H0(r)〉mi,n j
−1
2
∑
l
[〈iχi j(r)〉∗l j,mi〈H0(r)〉l j,n j + 〈iχi j(r)〉li,n j〈H0(r)〉mi,li],
(34)
t′′mi,n jh2 = 〈H2(r)〉mi,n j
−1
2
∑
l
[〈1〉∗l j,mi〈H2(r)〉l j,n j + 〈1〉li,n j〈H2(r)〉mi,li]
+〈iχi j(r)H1(r)〉mi,n j
−1
2
∑
l
[〈iχi j(r)〉∗l j,mi〈H1(r)〉l j,n j + 〈iχi j(r)〉li,n j〈H1(r)〉mi,li]
−1
2
[
〈χ2i j(r)H0(r)〉mi,n j
−1
2
∑
l
[〈χ2i j(r)〉∗l j,mi〈H0(r)〉l j,n j + 〈χ2i j(r)〉li,n j〈H0(r)〉mi,li]
]
.
(35)
Equation (32) is the general formula of the hopping integrals
in the tight-binding model with a magnetic field. The first
term in eq. (32) is the conventional hopping term with the
Peierls phase. The remaining two terms are correction terms
to the Peierls argument, which represent the modifications of
the hopping integrals due to the magnetic field.
By diagonalizing the eigenvalue equation under the mag-
netic field, the total energy is obtained as
Etot(H) =
∑
j
E j(H). (36)
where E j(H) is the jth eigenvalue and ∑ j is the summation up
to the highest occupied orbital. In the following, we calculate
the total energy Etot(H) up to the second order with respect
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to the magnetic field H (or h). The orbital susceptibility χ is
obtained as
χ = −∂
2Etot(H)
∂H2
∣∣∣∣∣
H=0
. (37)
3. Orbital Susceptibility of Benzene
As a simple example, we calculate the orbital susceptibility
of the π-electron in benzene on the basis of the above for-
malism. In benzene, six carbon atoms are located at R1 =
(a, 0), R2 = ( a2 ,
√
3a
2 ), R3 = (− a2 ,
√
3a
2 ), R4 = (−a, 0), R5 =
(− a2 ,−
√
3a
2 ), and R6 = ( a2 ,−
√
3a
2 ) with a being the distance be-
tween two nearest-neighbor carbons. The ith 2pπ orbital on a
carbon is given by
φ2pπ(ri) =
( Z∗
2aB
) 5
2
zi√
π
e
− Z∗2aB ri , (38)
where ri = |r−Ri| and zi is the z-component of ri. We consider
only the matrix elements between the nearest neighbor 2pπ
orbitals. Therefore, the orbital suffix, n,m, is not shown in the
following.
First, since ˆLzφ2pπ(ri) = 0, all the expectation values in eqs.
(33)–(35) involving H1(r) vanish. Furthermore, 〈χi j〉i j = 0
owing to the anisotropy of φ2pπ(ri) in the x-y plane. Conse-
quently, eqs. (33)–(35) are simplified. In particular, t′
πi,π,i+1
vanishes, and the transfer integral between Ri and Ri+1 is ob-
tained as
eq. (22) = e−iΦii+1[ − t + t2h2]. (39)
Here, t represents the transfer integral independent of the
magnetic field, and t2 is the transfer integral induced by the
magnetic field. From eq. (33), we obtain
t = −〈H0(r)〉i,i+1 + S i,i+1〈H0(r)〉i,i, (40)
= −〈V(ri)〉i,i+1 + S i,i+1〈V(ri+1)〉i,i. (41)
The derivation of eq. (41) from eq. (40) is discussed and
justified in Ref. 19. From a simple calculation, 〈V(ri)〉i,i+1,
〈V(ri+1)〉i,i and S i,i+1 are23)
〈V(ri)〉i,i+1 = − (Z
∗)2e2
4aB
[
1 + p + p
2
3
]
e−p, (42)
〈V(ri+1)〉i,i = − e
2
2aB
Z∗aB
a
[
(2 − 3
p2
)
+(4 + p + 6
p
+
3
p2
)e−2p
]
, (43)
S i,i+1 =
[
1 + p + 25 p
2
+
1
15 p
3
]
e−p, (44)
where p ≡ Z∗a2aB .
From eq. (35), the transfer integral dependent on the second
order of the magnetic field is obtained as
t2h2 = 〈H2(r)〉i,i+1 − S i,i+1〈H2(r)〉i,i
+
1
2
[
〈χ2ii+1(r)〉i,i+1〈V(ri+1)〉i,i − 〈χ2ii+1(r)V(ri)〉i,i+1
]
.(45)
Here, the last term has been derived in a similar way to eq.
(41). The expectation values are given as
〈H2(r)〉i,i+1 = e
2H2
8mc2
〈x2i + y2i 〉i,i+1, (46)
2 3 4
0
1
2
3
4
t (
eV
)
Effective nuclear charge Z*
0.0
0.1
0.2
0.3
0.4
t2
a=2.684 aB
t
t2  (eV
)
Fig. 1. (Color online) Effective nuclear charge Z∗ dependences of t (black
line) and t2 (blue line) for the distance between carbons R = 2.684aB,
where aB is the Bohr radius.
=
e2
2aB
( a2Bh
Z∗a2
)2
[
12 + 12p +
44
7
p2
+
16
7
p3 +
4
7
p4 +
8
105 p
5
]
e−p, (47)
〈H2(r)〉i,i = e
2H2
8mc2
〈x2i + y2i 〉i,i =
e2
2aB
12
( a2Bh
Z∗a2
)2
,(48)
and
〈χ2ii+1(r)〉i,i+1 =
(
aBh
aZ∗
)2[
6 + 6p
+
18
7
p2 +
4
7
p3 +
2
35 p
4
]
e−p, (49)
〈χ2ii+1(r)V(ri)〉i,i+1 = −
e2
2aB
2a2Bh2
a2
×
[
1 + p + 25 p
2
+
1
15 p
3
]
e−p.(50)
Figure 1 shows the effective nuclear charge Z∗ dependences
of t and t2 for a = 2.684aB, which is the distance between
the carbons in benzene. Since the effective nuclear charge is
Z∗ = 3.25 by the Slater rule,24) it is found that the hoppings
are t ≃ 3.6 eV and t2 ≃ 0.22 eV.
Using the second quantization, the effective Hamiltonian of
benzene is expressed as
H0 =
∑
i=1∼6,σ
[
e−iΦii+1
[ − t + t2h2]c†iσci+1σ + h.c.
]
, (51)
where ciσ (c†iσ) is an annihilation (creation) operator of the
2pπ orbital with spin σ at the ith site. Here, we neglect the
core energy of the 2pπ orbital because we focus on the orbital
magnetism between 2pπ orbitals.
By diagonalizing this 6 × 6 matrix, the six eigenvalues, ǫ1–
ǫ6, are analytically obtained as
ǫ1 = 2t − (34 t + 2t2)h
2
+ o(h3), (52)
ǫ2 = t +
3
2
th − (38 t + t2)h
2
+ o(h3), (53)
ǫ3 = t −
3
2
th − (38 t + t2)h
2,+o(h3), (54)
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Fig. 2. (Color online) Coulomb interaction U dependence of the orbital
susceptibility for t2/t = 0.0 and t2/t = 0.06.
ǫ4 = −t +
3
2
th + (38 t + t2)h
2
+ o(h3), (55)
ǫ5 = −t −
3
2
th + (38 t + t2)h
2
+ o(h3), (56)
ǫ6 = −2t + (34 t + 2t2)h
2
+ o(h3). (57)
The total energy is given as
E = 2
[ − 4t + (3
2
t + 4t2)h2 + o(h3)], (58)
where the factor 2 corresponds to the spin degree of freedom.
The orbital susceptibility is given as
χ = − ∂
2E
∂H2
∣∣∣
H→0 = −
3e2a4
2c2~2
t
(
1 + 8t23t
)
. (59)
The absolute value of the orbital susceptibility is increased by
the effect of t2. Since t2/t ≃ 0.06 in the realistic region, the
orbital susceptibility is 1.2 times larger than that estimated
from only the Peierls phase.
Next, we discuss the effect of the Coulomb interaction
on the orbital susceptibility of benzene. The effect of the
Coulomb interaction on benzene has previously been dis-
cussed in detail.25) Here, we use the simple model
Htot = H0 +
∑
i=1∼6
Uni↑ni↓, (60)
where niσ = c†iσciσ and U is the Coulomb interaction of the
2pπ orbital.
The orbital susceptibility is obtained by diagonalizing Htot
numerically and by estimating the magnetic field dependence
of the ground-state energy. Figure 2 shows the U dependence
of the orbital susceptibility for t2/t = 0 and t2/t = 0.06. It
is found that as U increases, the absolute value of the orbital
susceptibility decreases. Here the orbital susceptibilities for
t2/t = 0 and t2/t = 0.06 are denoted as χ0.0 and χ0.06, re-
spectively. Then, it is also found that the ratio of the orbital
susceptibility of t2/t = 0.0 to t2/t = 0.06 increases as U in-
creases (see the red line in Fig. 2 ).
As discussed in the introduction, it is known that the orbital
susceptibility obtained by the quantum chemical calculation
is 74 % of the experimental value.21) In the previous calcula-
tion, the correction of the Peierls phase (t2) was neglected. As
shown in the above calculations, the orbital susceptibility is
increased by the correction. It is expected that the orbital sus-
ceptibility will become closer to the experimental result when
the correlation is considered.
4. Orbital Susceptibility of Square Lattice
Finally, to clarify the physical meaning of the correction
of the Peierls phase, we discuss the orbital susceptibility of
a single-orbital tight-binding model on a two-dimensional
square lattice. The Hamiltonian under a magnetic field is
H =
∑
i,σ
e(h)c†iσciσ +
∑
〈i, j〉,σ
[
t(h)e−iΦi jc†iσc jσ + h.c.
]
, (61)
where ciσ and c†iσ are annihilation and creation operators with
spin σ at ith site, respectively. The first term represents the
site diagonal term shown in eq. (30). ∑〈i, j〉 in the second term
indicates the summation over the nearest-neighbor bonds. As
shown in eq. (30), e(h) is generally given by
e(h) = e0 + e1h + e2h2. (62)
For the 2pπ orbital, e1 vanishes since ˆLzφpπ = 0, and e2 is
given as
e2 =
~
2
2ma4
〈x2i + y2i 〉ii (63)
=
e2
2aB
12
( a2B
Z∗a2
)2
. (64)
As shown in eq. (32), t(h) is given as
t(h) = −t + t2h2. (65)
First, the site-diagonal term gives the correction of the
ground-state energy as
∆E0 = e2h2ne, (66)
where ne is the density of electrons. This gives a contribution
to the susceptibility of
χ0 = −
e2a4
c2~2
12e2
2aB
( aB
a2Z∗
)2
ne. (67)
This contribution is called the gintrabandhatomic diamag-
netism,19) which is naturally connected to the atomic diamag-
netism.
We consider the effects of t and t2 separately. First, −e−iΦi j t
represents the conventional hopping with the Peierls phase.
This term gives the Landau-Peierls orbital susceptibility
as19, 20)
χ1 = χLP =
e2
6~2c2
∑
k
f ′(ǫk)
[
∂2ǫk
∂k2x
∂2ǫk
∂k2y
−
(
∂2ǫk
∂kx∂ky
)2]
,(68)
= −2e
2a4
3~2c2
t
∑
k
δ((ǫk − µ)/t0) cos kxa cos kya,(69)
= − 2e
2a4
3π2~2c2
t(E(κ) − 1
2
K(κ)), (70)
where κ =
√
1 − µ2/16t2, ǫk = −2t0(cos (kxa) + cos (kya)),
and µ is the chemical potential and K(k) and E(k) are elliptic
integrals of the first and second kind, respectively.19)
On the other hand, the t2 term is already proportional to h2.
Therefore, we can neglect the effect of the Peierls phase, Φi j,
6 J. Phys. Soc. Jpn. Full Paper Author Name
-4 -2 0 2 4
-0.1
0.0
0.1
= +
/(e
2 a
4 t/
c2
2 )
/t
t2/t = 0.06
Fig. 3. (Color online) Chemical potential dependence of orbital suscep-
tibility on square lattice for t2/t = 0.06. χ0, χ1, χ2, and χ are the or-
bital susceptibilities of the site diagonal term, the Landau-Peierls term,
and the correction of the Peierls phase, and the total orbital susceptibility
(χ = χ0 + χ1 + χ2), respectively.
for this term when we calculate the ground-state energy up
to the second order with respect to the magnetic field. As a
result, the correction of the ground-state energy is given by
∆E2 = 4t2h2
∑
k
[
cos (kxa) + cos (kya)], (71)
where
∑
k is the summation of the occupied states. This cor-
rection gives a contribution to the susceptibility of
χ2 = −
2e2a4
c2~2
t2
∑
k
[
cos (kxa) + cos (kya)], (72)
= − 4e
2a4
π2c2~2
t2
[
E(κ) − (1 − κ2)K(κ)]. (73)
Since χ2 originates from the correction of the hopping integral
due to the magnetic field, this correction term of the Peierls
phase is the Fermi sea contribution. Note that the sign of χ2 is
dependent on those of t and t2. When t and t2 have the same (a
different) sign, the hopping t(h) decreases (increases) and the
absolute value of the total energy decreases (increases). As a
result, diamagnetic (paramagnetic) susceptibility occurs.
Figure 3 shows the chemical potential dependence of the
orbital susceptibility on the square lattice for t2/t0 = 0.06. The
pink, black, and blue lines indicate the orbital susceptibilities
given by eqs. (67), (69), and (72), respectively. The red line
indicates the total orbital susceptibility χ = χ0+χ1+χ2, where,
to estimate χ0, we use a = 2.684aB, Z∗ = 3.25, and t = 3.6 eV
as discussed in Sect. 3. It is found that the diamagnetic region
is expanded by the correction of the Peierls phase (χ2).
Finally, we comment on the present results for the square
lattice compared with those obtained from the general for-
mula in terms of Bloch wave functions.18, 19) Although the 1s
orbital case was studied in detail,19) it is straightforward to ap-
ply the same method to the 2pπ orbital. As a result, the result
in Fig. 3 is consistent with the recent paper.19)
5. Conclusion
We have developed an extended formula for orbital suscep-
tibility including corrections of the Peierls phase by extend-
ing Pople’s method. As a first step, we estimated the orbital
susceptibility of benzene on the basis of the π-electron ap-
proximation. As a result, we analytically showed that the or-
bital susceptibility is 1.2 times larger than that estimated only
from the Peierls phase. Next, we calculated the Coulomb in-
teraction dependence of the orbital susceptibility of benzene
by exact diagonalization. We found that as the Coulomb in-
teraction increases, the absolute value of the orbital suscep-
tibility decreases, while the ratio of the orbital susceptibility
with and without the correction of the Peierls phase increases.
We expect that the orbital susceptibility will become closer to
the experimental result when we consider the correction. Fi-
nally, we calculated the orbital susceptibility of a single-band
tight-binding model on a square lattice. We showed that the
corrections of the Peierls phase give a contribution to orbital
susceptibility comparable to the Landau-Peierls contribution.
We also clarified that the correction of the Peierls phase cor-
responds to Fermi sea term in the tight-binding model. The
obtained result is in very good agreement with the previous
result obtained from the exact formula based on general Bloch
bands.18, 19)
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