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Roman Kotecký. His guidance, views, and insights proved to be
invaluable. It was a pleasure for me to be a doctoral student with
him, and I hope our collaboration will continue. I am also indebted
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Introduction
I.1. Preliminaries
Phase transitions are determined by non-analyticities of the free
energy density. When such a non-analyticity is caused by a discon-
tinuity of a first-order derivative, one speaks of a first-order phase
transition. A non-analytic behaviour of the free energy density with
its first-order derivatives kept continuous corresponds to a continu-
ous phase transition. Here we shall only consider the former case.
Accordingly, the term phase transitions will henceforth mean phase
transitions of the first order.
The very introduction of the phase transitions is somewhat con-
tradictory. On the one hand, it relies on properties of the free energy
density, a quantity entirely characterizing only the idealized, infinitely
large system (the thermodynamic limit). On the other hand, real sys-
tems are always finite. However, the finite-volume free energy is, as
a rule, analytic, and no discontinuities can therefore appear in its
first-order derivatives (like the magnetization or the mean energy)
whatsoever. Rather, the infinite-volume jumps are smoothed out
into rounded transitions (the larger the system is, the more abrupt
the transition becomes), whose positions are, in general, shifted with
respect to those of the infinite-volume jumps, see Fig. 1. Moreover,
one may also analyze the corresponding second-order (the suscepti-
bility, the heat capacity, etc.) and higher-order derivatives; the singu-
larities of the δ-function type which these quantities have in the ther-
modynamic limit change into sharp peaks as soon as a finite volume
is considered. The points where the peaks are maximal are suitable
candidates to describe the above-mentioned shifts of rounded tran-
sitions: at these points the transitions are the steepest. The phenom-
ena connected with the asymptotic behaviour of finite systems are
commonly referred to as the finite-size effects (at or near first-order
phase transitions in our case). It is their inherent feature that they
substantially depend on boundary conditions (the in¤uence of the
environment).
The study of the finite-size effects appears as a quite natural task.
To this end, one constructs — as is usual in statistical mechanics —
simplified microscopic models enjoying all the properties necessary
for explaining their behaviour from the macroscopic point of view.
1
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FIGURE 1. While the infinite-volume magnetization
m(h) has a discontinuity at ht, its finite-volume coun-
terpart mV(h) is continuous with a rounding steepest
at hχ(V) — the maximum of the finite-volume suscep-
tibily χV(h). In general, the point hχ(V) is shifted with
respect to ht.
Perhaps the most popular systems of this sort are classical lattice mod-
els, and in this thesis we rigorously examine the finite-size effects for
the simplest of these. In particular, we are predominantly interested
in the Ising and Potts ferromagnets. In order to explain the basic
ideas of the finite-size analysis, let us specify a class of (classical lat-
tice) models with which we shall work in the following.
The lattice is a countably infinite set of elements called sites. Here
we always restrict ourselves to the lattice Zd, where d ∈ N is its
dimension. In order to characterise the states at a single site of the
lattice, one introduces the single-spin space S, which we assume to
be a finite set. For instance, the Ising model has S = {−1, 1}, and
S = {1, . . . , q}, q < ∞, for the Potts model. The configuration space
of the system is then defined to be Ω = SZ
d
, and elements of Ω are
called configurations. In addition, we use ωx to denote the value of
the spin at the site x ∈ Zd corresponding to the configuration ω ∈ Ω ;
hence, ωx ∈ S.
When working on a subset Λ of Zd, we let ωΛ to be the restriction
of ω ∈ Ω to Λ , that is ωΛ := {ωx}x∈Λ. In case Λ is finite, we write
Λ ⋐ Zd. A family Φ := {ΦA : Ω → R | A ⋐ Zd} is a potential if, for
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each A under consideration, the function ΦA depends on the spins in
A only. Throughout the thesis we only deal with a potential of finite
range R < ∞, i.e. we set ΦA ≡ 0 once diam A > R. Given any finite-
range potential Φ , any Λ ⋐ Zd, and any ω ∈ Ω , the Hamiltonian in
Λ associated with Φ and with boundary conditions η ∈ Ω is
H
(Φ )
Λ (ω|η) := ∑
A⋐Zd : A 6⊂Λc
ΦA(ωΛ × ηΛc), (I.1.1)
where ωΛ × ηΛc is the configuration which coincides with ω on Λ
and with η on Λc := Zd\Λ . The corresponding finite-volume Gibbs
measure (or distribution or state) at an inverse temperature β > 0 is
defined as
µ
(Φ )
Λ (η) :=
e−βH
(Φ )
Λ
(ω|η)
Z
(Φ )
Λ (η)
; (I.1.2)
here Z
(Φ )
Λ (η) is the normalization called the partition function, i.e. it
is the finite sum
Z
(Φ )
Λ (η) := ∑
ω∈Ω :
ωΛc =ηΛc
e−βH
(Φ )
Λ
(ω|η). (I.1.3)
Statistical mechanics postulates that the equilibrium state of a (clas-
sical lattice) system in Λ interacting with its surroundings described
by the configuration η is given by the Gibbs measure (I.1.2). In other
words, expectations of all observables of the system in equilibrium
are available through this measure. These expectations can usually
be expressed as derivatives of the logarithm of the partition function
(the finite-volume free energy).
As mentioned at the beginning, in order to describe phase tran-
sitions, one takes the thermodynamic limit. This allows to get rid
of problems with boundary effects and to retain just the essential in-
formation on the original, finite but large system. Then one is in-
terested in the corresponding infinite-volume measures, i.e. those
whose conditional probabilities for finite subsystems, conditioned
on the outside (boundary conditions), are of the Gibbs form (Do-
brushin [Dob68] and Lanford and Ruelle [LR69]). The set G(Φ ) of
these measures — the DLR-measures — is a simplex and its extreme
points describe possible macrostates of the system; any weak limit of
the finite-volume Gibbs measure (I.1.2) with arbitrary deterministic
or random boundary conditions is an infinite-volume Gibbs mea-
sure. Whenever the set G(Φ ) in not a mere singleton, |G(Φ )| > 1,
the system is said to exhibit a phase transition. It means that there
is a certain instability with respect to boundary conditions: a small
change on the boundary leads to a dramatic change in the limiting
measure on Ω . Put another way [Isr79], this may be reformulated
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by means of the lack of differentiability of the free energy density in-
troduced as the limit
f (Φ ) ≡ − lim
ΛրZd
1
β|Λ | log Z
(Φ )
Λ (η) := − limn→∞
1
β|Λn|
log Z
(Φ )
Λn
(η),
(I.1.4)
if it exists. Here {Λn; Λn ⋐ Zd, Λn 6= ∅} is a sequence tending to
infinity in the sense of van Hove, i.e. limn→∞ |∂rΛn|/|Λn| = 0 for
each r > 0 with ∂rΛn := {x ∈ Λcn : dist(x, Λn) ≤ r}. It is known
that for the models which we consider here the free energy density
exists and does not depend on the boundary conditions η.
I.2. Layout of the Thesis
In the next section we give a non-technical survey of the main
ideas of the rigorous theory of the finite-size effects near first-order
phase transitions worked out by Borgs and Kotecký [BK90, BK95].
After some generalities, we outline our results presented in the rest
of the thesis. The next chapter is devoted to brief reviews of the
techniques and methods which we shall use for the study of the
finite-size effects: the Pirogov-Sinai theory and cluster expansions
on the one hand, and large deviations and convex analysis on the
other hand. These will be applied to the analysis of the high q-state
Potts model in Chapter III and the two-dimensional Ising model in
Chapter IV. Finally, in Chapter V we examine how large-deviation
principles may determine, in general, the finite-size behaviour of lat-
tice systems.
Both Chapter III and Chapter IV are actually joint papers (the for-
mer with Christian Borgs and Roman Kotecký, the latter with Roman
Kotecký) being prepared for publication.
I.3. Finite-Size Effects: A Non-Technical Survey
I.3.1. General Results. The theory of the finite-size effects near
first-order phase transitions goes back to the work of Imry [Imr80]
and, in the sequel, of Fisher and Berker [FB82], Blöte and Nightingale
[BN81], Binder and co-workers [Bin81, BL84, CLB86], Privman and
Fisher [PF83], and others. For a system with two coexisting phases
which are related by a symmetry h ↔ −h with respect to the or-
dering field h (like the Ising model) in a cube of the size Ld under
the periodic boundary conditions, these lead to the prediction that the
magnetization
mper(h, L) :=
1
βLd
d log Zper(h, L)
dh
(I.3.1)
behaves as
mper(h, L) ∼ M tanh(βMhLd), (I.3.2)
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where Zper(h, L) is the partition function of the system, M is the
(infinite-volume) spontaneous magnetization, β is the inverse tem-
perature, and d is the dimension. A formula of the form (I.3.2) was
also obtained for models without a symmetry relating h to −h. In
the latter case, however, controversies on the shift of the susceptibil-
ity maximum with respect to the infinite-volume transition point ht
appeared. Similar (although less dramatic) controversies arose for
temperature-driven first-order phase transitions as well, an exam-
ple being the q-state Potts model, where q ordered low-temperature
phases coexists with one disordered high-temperature phase.
The theory was later systematized in a rigorous framework by
Borgs and Kotecký [BK90, BKM91]. Their results cover the finite-
size effects for systems describing the coexistence of a finite number
of phases with both field- and temperature-driven transitions.1 As
the main tool, they used the Pirogov-Sinai theory of first-order phase
transitions [PS75, PS76, Zah84, BI89], and completely succeeded in
resolving the above-mentioned controversies. In addition, they sug-
gest new parameters to locate the transition point from numerical
simulations. Their key point [BK90] consists in representing the par-
tition function as (c.f. Theorem II.1.15)
Zper(h, L) =
( N
∑
m=1
e−β fm(h)L
d)
[1 + O(e−ξβL)] (I.3.3)
for some ξ > 0, where N is the number of phases. The central task
concerning this formula is to introduce suitable metastable free en-
ergies f1(h), . . . , fN(h) so that fm(h) coincides with the free energy
f (h) of the model once the phase m is stable, while fm(h) > f (h)
if m is unstable. In addition, the metastable free energies are intro-
duced to be differentiable to sufficient an order (although not ana-
lytic). Using (I.3.3), the finite-size behaviour of various quantities
can be evaluated. For instance, in the case of the coexistence of two
phases + and − (N = 2), the magnetization (I.3.1) and the suscepti-
bility χper(h, L) :=
dmper(h,L)
dh scale like
mper(h, L) ∼
m+ + m−
2
+
+
m+ − m−
2
tanh
{
β
m+ − m−
2
(h − hχper(L))Ld
}
(I.3.4)
and
χper(h, L) ∼
(m+ − m−
2
)2
Ld cosh−2
{
β
m+ − m−
2
(h − hχper(L))Ld
}
(I.3.5)
1Besides the cubic volumes, Borgs and Imbrie [BI92a, BI92b, Bor92] investi-
gated systems in long cylinders.
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when |h − ht| ≤ O(L−1) and L is large, the errors being of the order
L−1 and Ld−1, respectively. Here m+ and m− are the infinite-volume
magnetization of the phase + and −, respectively, at the infinite-
volume transition point ht and hχper(L) is the unique point at which
the susceptibility χper(h, L) attains its maximum. For the remaining
values of the field h, one may show that mper(h, L) and χper(h, L)
differ from their infinite-volume counterparts by a term O(e−ξβL).
Notice that the rounding of the infinite-volume transition takes place
in a region of the width L−d. Moreover, the shift of hχper(L) with
respect to ht can be explicitly found: it turns out to be of the order
L−2d. We formulate the statements precisely in Corollary II.1.16.
The periodic boundary conditions do not allow the description of
the finite-size effects in real systems, where the in¤uence of the sur-
face plays a major role. In order to extend the theory to these situa-
tions, Borgs and Kotecký [BK95] studied cubic systems with the free
or, more generally, with the weak boundary conditions — those which
do not strongly favour any of the considered phases near the surface.
This is necessary for applying their techniques, based again on the
Pirogov-Sinai theory. This time, when the volume has a boundary,
one must also take into account the metastable surface free energies
f
(d−1)
m (h), m = 1, . . . , N, and the corresponding partition function
can now be expressed as (c.f. Theorem II.1.18)
Zweak(h, L) =
( N
∑
m=1
e−βFm(h,L)
)
[1 + O(e−ξβL)] (I.3.6)
with
Fm(h, L) = fm(h)L
d + 2df
(d−1)
m (h) L
d−1 + O(Ld−2). (I.3.7)
The metastable surface free energies are typically (for asymmetric
transitions) different at ht, which is the source of the main difference
in comparison with the periodic boundary conditions. Considering
the two-phase coexistence (N=2), the formulas for the finite-volume
magnetization mweak(h, L) and susceptibility χweak(h, L) when L is
large and |h − ht| ≤ O(L−1) look formally the same as those from
(I.3.4) and (I.3.5), the width of the transition being thus still propor-
tional to L−d. However, the shift of the susceptibility maximum
hχweak(L) = ht +
f
(d−1)
+ (h)− f
(d−1)
− (h)
m+ − m−
2d
L
+ O(L−2). (I.3.8)
with respect to ht is now proportional to L
−1. Similarly, the differ-
ence between mweak(h, L) and χweak(h, L) and their infinite-volume
counterparts is of the order L−1 whenever h is beyond the interval
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FIGURE 2. The infinite-volume magnetization and the
mean energy for the high q-state Potts model. Notice
that m(β) = 0 for all β < βt.
|h − ht| ≤ O(L−1). These results are precisely formulated in Corol-
lary II.1.20.
I.3.2. Review of the Presented Results. Our first aim is to use
the methods developed in [BK95] to study the finite-size effects for
the ferromagnetic high q-state Potts model in a cube Λ ⊂ Zd of the size
Ld, d ≥ 2, with boundary conditions interpolating between the free
and the constant 1-boundary conditions. The configurations of this
model are maps σΛ from Λ into S = {1, . . . , q}, where q < ∞. Using
B = B(Λ) to denote the set of all bonds 〈x, y〉 of nearest-neighbour
sites x, y ∈ Zd with both end-points in Λ and ∂B = ∂B(Λ) to de-
note the set of all bonds 〈x, y〉 such that x ∈ Λ and y ∈ Zd\Λ , the
corresponding Hamiltonian is given by
H(λ)(σΛ) = − J ∑
〈x, y〉∈B
δσx,σy − λ ∑
〈x, y〉∈∂B :
x∈Λ
δσx, 1, (I.3.9)
where J > 0 is the bulk coupling and λ ≥ 0 is the surface cou-
pling. The value λ = 0 represents the free boundary conditions,
while λ = J represents the standard 1-boundary conditions. It is
well known by now that for all d ≥ 2 and all q ≥ 2 the infinite-
volume system exhibits a phase transition at some value βt of the
inverse temperature characterized by the appearance of a sponta-
neous magnetization whenever β > βt. For q sufficiently large, this
transition is known [KS82] to be first-order with a discontinuity in
both the magnetization m(β) and the mean energy e(β) (see (III.2.5)
and (III.2.6), respectively, for their definitions) , c.f. Fig. 2.
The starting question to be answered is what boundary condi-
tions are weak: while the free boundary conditions favour the dis-
ordered phase near the surface, the standard 1-boundary conditions
favour the ordered phase. It turns out [Med96] that the weak bound-
ary conditions correspond to λ ∼ J/2. A direct application of the
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general theory [BK95] to the considered model was done in [Med96].
However, in order to satisfy the assumptions under which the meth-
ods from [BK95] can be used, one needs to impose drastic constraints
on the values of λ and β. Namely, it is necessary that |λJ − 12 | ≤ δ and
| β
βt
− 1| ≤ δ, where δ = δ(d) < 1144d .
Our main contribution to this problem is the analysis of the as-
ymptotic behaviour (as L → ∞) of the finite-volume magnetiza-
tion ML(β, λ) and the finite-volume mean energy EL(β, λ) (for their
definitions, see (III.2.7) and (III.2.8), respectively) for any λ ≥ 0 and
q large. It turns out that the behaviour for λ ∈ (0, J2) and β ≤ βt is
qualitatively the same as that for the free boundary conditions: the
specific magnetization 1|Λ(L)| ML(β, λ) and the specific mean energy
1
|Λ(L)| EL(β, λ) still converge to the bulk quantities in the disordered
phase with corrections of the order L−1. Similarly, for λ ∈ ( J2 , ∞)
and β ≥ βt, we are still in the ordered phase. Finite-size behaviour
for intermediate values of λ — around λ = J2 , the weak boundary
conditions — and any β > 0 is governed by the competition between
contributions coming from the configurations which are either in the
ordered or in the disordered phase for the whole of Λ . Surface ef-
fects, in dependence on the particular value of λ, then determine the
resulting finite-size rounding of the phase transition. Introducing
the specific heat CL(β, λ) := β
2 dEL(β,λ)
dβ and m
∗ = m(βt),
e0 = [ lim
β→βt−0
e(β) + lim
β→βt+0
e(β)]/2, (I.3.10)
and
∆e = [ lim
β→βt−0
e(β)− lim
β→βt+0
e(β)]/2, (I.3.11)
our principal results, when λ is around J/2, are as follows. Let d ≥ 2
and J > 0. Choosing 0 ≤ µ < 1, one considers the interval
∣∣λ
J − 12
∣∣≤
µ
2 and defines ν :=
1
24d min{1, 3(1 − µ)} > 0. For q and L large
(depending on d, J, and µ), the following is true:
(1) There exists a unique point β
(λ)
max(L) at which the specific
heat CL(β, λ) attains its maximum, and
β
(λ)
max(L) = βt
[
1 +
d
∆e
( J
2
− λ + O
( q−ν
log q
)) 1
L
+ O(L−2)
]
. (I.3.12)
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(2) If |β−βt|
βt
≤ 8dJ5∆e 1L , then
ML(β, λ) =
m∗
2
Ld +
m∗
2
Ld tanh
(
∆e (β −β (λ)max(L)) Ld
)
+ O(Ld−1),
(I.3.13)
EL(β, λ) = e0L
d − ∆e L d tanh
(
∆e (β −β (λ)max(L)) Ld
)
+ O(Ld−1),
(I.3.14)
and
CL(β, λ) = β
2(∆e) 2L2d cosh−2
(
∆e (β −β (λ)max(L)) Ld
)
+ O(L2d−1).
(I.3.15)
(3) If |β−βt|
βt
> 8dJ5∆e
1
L , then
ML(β, λ) = m(β)L
d + O(Ld−1), (I.3.16)
EL(β, λ) = e(β)L
d + O(Ld−1). (I.3.17)
In addition, there exists the derivative c(β) = −β2 de(β)dβ , and
CL(β, λ) = c(β)L
d + O(Ld−1). (I.3.18)
Although the proof of the above results is based on the tech-
niques developed in [BK95], a more careful evaluation of bound-
ary terms is crucial. As usual, the model is to this end first rewrit-
ten in terms of the Fortuin-Kasteleyn random-cluster representation
[FK72], and then recast as a contour model. A part of our analysis
was used in [vE00] to show that a non-robust phase transition for the
high q-state Potts model occurs at βt.
Our second aim here is to study the finite-volume specific mag-
netization mL(h, β) in the two-dimensional Ising model in a square
box ΛL of the area L
2 with the minus boundary conditions and a
positive external magnetic field h of the order L−1 for all subcritical
temperatures. The Hamiltonian of the model is
HL, h(σL) = − ∑
〈x, y〉:
x, y∈ΛL
σxσy + ∑
〈x, y〉:
x∈ΛL , y∈ΛcL
σx − h|ΛL|SL(σL), (I.3.19)
where σL : ΛL → {−1, 1} is the spin configuration in ΛL, 〈x, y〉
stands for a pair of nearest-neighbour sites x and y of Zd, and
SL(σL) :=
1
|ΛL| ∑x∈ΛL
σx (I.3.20)
is the average spin. The magnetization mL(h, β) is the expected value
of SL under the Gibbs measure at the inverse temperature β corre-
sponding to the above Hamiltonian. The choice h ∼ L−1 matches the
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most interesting situation when the bulk effect of the magnetic field
and the surface effect of the boundary conditions are of comparable
strength. Here the methods of [BK95] are not applicable: the im-
posed boundary conditions are not weak and the configurations con-
taining large contours may play a decisive role.2 Instead, we employ
the large-deviation results from [SS96, GS97, Vel97, IS98, BIV00] to
treat this situation.
The behaviour of the Ising model at subcritical temperatures with
the minus boundary conditions and h ∼ 1/L has been of great in-
terest in recent years. Considering hL = B/L, B ∈ R, and d = 2,
Schonmann and Shlosman [SS96] proved that there exists a unique
point B0 = B0(β) > 0 such that the finite-volume Gibbs measure
at h = B/L converges weakly to the pure minus phase if B < B0,
while the limit is the pure plus phase if B > B0. In both the regimes,
they investigated the exponential convergence of the average spin SL
at the surface rate and established a ‘surface-order’ large-deviation
principle valid at B = 0, extending the results obtained by Ioffe
[Iof94, Iof95]. In the former regime (B < B0), the minus boundary
conditions prevail, selecting the minus phase in the box ΛL, and SL
converges exponentially to −m∗ < 0, where m∗ is the spontaneous
magnetization. In the latter regime (B > B0), however, the mag-
netic field is the dominant effect, and the plus phase is outweighing
in the system. The average spin now converges exponentially to a
point m(B) ∈ (0, m∗), see Fig. 3, and a single droplet of the plus
phase within ΛL immersed into the minus phase is created. The most
favourable shape of such a droplet [SS96] is a squeezed version of
the equilibrium crystal (or Wulff) shape — the one which minimizes
the interfacial surface tension, assuming that its volume is given and
that it fits the box ΛL. This is caused by the fact that whenever the
droplet really appears, it necessarily touches the boundary of ΛL.
Greenwood and Sun [GS97] pointed out (for any dimension d ≥ 2)
how the large-deviation principles with B = 0 and B 6= 0 are related,
and inspected the surface-rate exponential convergence of SL, too.
It should be noted that the macroscopic-scale separation of pure
phases along the boundary of the equilibrium crystal shape is an
extremely subtle probabilistic problem. Its first rigorous study was
done by Dobrushin, Kotecký, and Shlosman [DKS92, DS94] for the
2d Ising model at very low temperatures. The main part of their re-
sults was extended to all subcritical temperatures by Ioffe and Schon-
mann [IS98]. The main results of the rigorous microscopic theory of
equilibrium crystal shapes are reviewed in the recent paper by Bod-
ineau, Ioffe, and Velenik [BIV00].
2In the previous finite-size analysis of the Potts model, for example, this is
embodied in the fact that the situation when λ = 0 and λ ≥ J are out of scope of
[BK95] if β > βt and β < βt, respectively.
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m(B)
m*
-m*
B
0
B
FIGURE 3. The average spin SL converges exponen-
tially at the surface rate to −m∗ if B < B0 and to m(B)
if B > B0. The point B
⋆ is also indicated.
Now, let us formulate our results on the behaviour of the magne-
tization mL(h,β) as well as the susceptibility χL(h,β) :=
1
βL2
dmL(h,β)
dh .
Certainly, this behaviour re¤ects the above-described balance be-
tween the competing in¤uences of the magnetic field and the minus
boundary conditions in our model.
We consider the interval |Lh − B0| < ϑ, where ϑ > 0 is arbitrary.
Let m+(B) = m(B) for B ≥ B⋆, whereas m+(B) = m(B∗) for B ≤ B⋆,
where B∗ ∈ (0, B0) is specified in Section IV.2 (see the text before
(IV.2.7)). Introducing the shorthands
m(B) :=
m+(B) + (−m∗)
2
, ∆m(B) :=
m+(B)− (−m∗)
2
, (I.3.21)
and ∆ := ∆m(B 0) > 0, for any β > βc, 0 < δ0 < 1/4, and L
sufficiently large (depending on β, ϑ, and δ0) one has:
(1) The susceptibility χL(h,β) attains its maximal value over the
interval |Lh − B0| < ϑ at a unique point hχ(L) (which is in-
dependent of ϑ), and hχ(L) = (B0 + R
(0)
L )/L with R
(0)
L =
O(L−δ0).
(2) For any h such that |Lh − B0| < ϑ it follows that
mL(h, β) = m(Lh) + ∆m(Lh) tanh
[
β∆(h − h χ(L))L2
]
+ R
(1)
L (h)
(I.3.22)
and
χL(h, β) =
(
∆m(Lh)
)2
cosh−2
[
β∆(h − h χ(L))L2
]
+ R
(2)
L (h),
(I.3.23)
12 INTRODUCTION
where
sup
h: |Lh−B0|<ϑ
R
(i)
L (h) = O(L
−δ0), i = 1, 2. (I.3.24)
We divide the proof of these results into two parts. First, we
prove their weaker version (Theorem IV.3.3) in which it is claimed
that R
(0)
L and suph: |Lh−B0|<ϑ R
(i)
L (h), i = 1, 2, tend to zero as L →
∞; this part is based on the large-deviation principle established in
[SS96]. In order to obtain explicit uniform rates at which these errors
tend to zero, we employ the local-limit estimates from [IS98, BIV00,
DS94] and Theorem 7.4.3 from [Vel97]. It should be pointed out that
the division of the proof into two parts is not necessary and it could
be carried out solely with the help of the local-limit estimates. How-
ever, we believe that it is more transparent to examine the problem
by means of the large-deviation principle at the beginning and use
the more precise information of the local-limit estimates only after-
wards.
The asymptotics (I.3.24) can be slightly improved if taking into
account that Theorem A from [IS98] is applicable in our situation (as
is remarked in [BIV00]), although the proof of this has never been
written down explicitly. In any case, in the course of the proof it
becomes clear that the constant δ0 has to be smaller than 1/2.
A few features of the Ising model only play an improtant role in
the first part of the proof of its finite-size behaviour, namely, in the
proof of Theorem IV.3.3. In the last chapter we therefore extract these
essential features, specifying thus a group of models whose finite-
size behaviour we investigate therein. This leads to a generalization
of the results from Theorem IV.3.3 for models describing the coexis-
tence of two phases. To be precise, we consider a sequence {Λn} of
finite subsets of the lattice Zd, d ≥ 2, such that limn→∞ |Λn| = ∞
and we study the models in Λn whose single spin-space is a finite
set S and the Hamiltonian has the form
Hn,h(σn) = Hn(σn) − h |Λn| Xn(σn) (I.3.25)
for all configurations σn ∈ SΛn , where h is a real parameter and
Hn and Xn are real-valued functions on SΛn . The task is to analyze
the behaviour of the finite-volume ‘magnetization’ (i.e. the expected
value of Xn under the corresponding Gibbs measure) in dependence
on h as n → ∞. Writing Ran Xn for the range of Xn and introducing
x := lim
n→∞
inf Ran Xn, x := lim
n→∞
sup Ran Xn, (I.3.26)
we suppose that
(A) max {|x| , |x|} < ∞,
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(B) given a sequence {hn}, hn ∈ R, the distribution of Xn un-
der the Gibbs measure with the magnetic field hn satisfies a
weak large-deviation principle with a rate I 6≡ ∞.
Moreover, two assumptions on the form of the rate I are made; these
only secure that one looks at the Ising-like situation similar to the
one from Fig. 3. Then, with the help of the large-deviation theory
and convex analysis, we prove results completely analogous to those
concerning the two-dimensional Ising model showing that the cor-
responding errors R
(0)
n as well as R
(i)
n (h), i = 1, 2, tend to zero as
n → ∞ uniformly within the corresponding interval of h.
As a matter of fact, in the assumption (B) one is interested in
large-deviation principles at surface orders. Although these have
been explicitly established just for the two-dimensional Ising model,
it is anticipated that the Ising model in higher dimension or other
models (like the Potts model) will soon be covered as well. That is
why we find the problem of the connection between the finite-size
effects and large deviations interesting and, hence, worth studying.
In order to carry out the finite-size analysis and prove the results
presented above, we shall employ three techniques: the Pirogov-
Sinai theory, basics of the theory of large deviations, and some con-
vex analysis. We brie¤y review these in the next chapter.
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CHAPTER II
Techniques
II.1. Pirogov-Sinai Theory
The Pirogov-Sinai theory, whose origin goes back to the work of
Pirogov and Sinai [PS75, PS76], is a general and powerful method of
rigorous study of various low-temperature1 aspects for a large class of
two- and higher-dimensional statistical-mechanical models. It pro-
vides detailed control over the behaviour of all phases in all possi-
ble situations (when the phases become, as the driving parameters
are changed, either stable or unstable) in infinite as well as in finite
volumes. Among main achievements of the theory is its ability to
treat models with or without symmetry, i.e. also the cases where other
methods (like the re¤ection positivity) fail. Here we describe the ba-
sic ideas and results of the theory in the case of a Hamiltonian with a
finite number of local ground states, assuming that the potential is of
finite range (and mostly translation-invariant) [Zah84, BI89, Zah98].
Special emphasis is laid on the investigation of the finite-size effects
[BK90, BK95].
Throughout the section we take the dimension d ≥ 2.
II.1.1. Abstract Pirogov-Sinai Model. The starting point of the
theory is to represent a lattice model in terms of an abstract contour
model. Let us demonstrate how this may be carried out for a model
in2 Λ ⋐ Zd whose Hamiltonian is given by (I.1.1); we shall consider
constant boundary conditions.
First, let a set Q ⊂ S be fixed. Given a configuration ω ∈ Ω ,
we define B(ω) as the union of those R-cubes in Zd in which ω
does not coincide with the constant configuration ωq := {ωx =
q for all x ∈ Zd} for any q ∈ Q,
B(ω) =
⋃
x∈Zd
{CR(x) : ωCR(x) 6= (ωq)CR(x) for every q ∈ Q} (II.1.1)
1This is connected with the Peierls condition (see Remark II.1.10). Strictly
speaking, one does not always have to restrict oneself to the low-temperature
regime. For example, it is possible to analyse the q-state Potts model, which un-
dergoes a phase transition as the inverse temperature β varies, with the help of
the Pirogov-Sinai theory for any β > 0 whenever q is sufficiently large.
2Each Λ ⋐ Zd in this section is assumed to be simply-connected.
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with CR(x) := {y ∈ Zd : |yi − xi| ≤ R for all 1 ≤ i ≤ d}. We use
cc B(ω) to denote the set of connected components of B(ω) and, if
B(ω) is finite, we write Ext(ω) for the unique infinite component of
Zd\B(ω). Let us introduce
Ψ(M,ω) := ∑
A⊂Zd
|M ∩ A|
|A| ΦA(ω), M ⋐ Z
d, ω ∈ Ω , (II.1.2)
and
eq := ∑
A: A∋0
ΦA(ω
q)
|A| = Ψ({0},ω
q), q ∈ Q. (II.1.3)
Moreover, let Λ(R) := ∪x∈ΛCR(x) and let Λ(R)q (ω), q ∈ Q, be the
set of all points x ∈ Λ(R) such that ωCR(x) = (ωq)CR(x). Using the
shorthand ωq, Λ ≡ ωΛ × (ωq)Λc , we have
H
(Φ )
Λ (ω|ωq) = ∑
A 6⊂Λc
∑
x∈A
ΦA(ωq, Λ)
|A| = ∑
x∈Λ(R)
∑
A∋x,
A 6⊂Λc
ΦA(ωq, Λ)
|A| =
=
(
∑
q′∈Q
∑
x∈Λ(R)
q′ (ωq, Λ)
+ ∑
x∈B(ωq, Λ)
)(
∑
A∋x
− ∑
A∋x,
A⊂Λc
)ΦA(ωq, Λ)
|A| . (II.1.4)
Since
∑
q′∈Q
∑
x∈Λ(R)
q′ (ωq, Λ)
∑
A∋x
ΦA(ωq, Λ)
|A| = ∑
q′∈Q
∑
x∈Λ(R)
q′ (ωq, Λ)
∑
A∋x
ΦA(ω
q)
|A| =
= ∑
q′∈Q
eq′ |Λ(R)q′ (ωq, Λ)| , (II.1.5)
∑
x∈B(ωq, Λ)
∑
A∋x
ΦA(ωq, Λ)
|A| = ∑
Γ∈cc B(ω q, Λ)
∑
x∈Γ
∑
A∋x
ΦA(ωq, Λ)
|A| =
= ∑
Γ∈cc B(ω q, Λ)
∑
A∩Γ6=∅
∑
x∈A∩Γ
ΦA(ωq, Λ)
|A| =
= ∑
Γ∈cc B(ω q, Λ)
Ψ(Γ,ω q, Λ) , (II.1.6)
and
∑
x∈Λ(R)
∑
A∋x,
A⊂Λc
ΦA(ωq, Λ)
|A| = ∑
x∈Λ(R)\Λ
∑
A∋x,
A⊂Λc
ΦA(ω
q)
|A| , (II.1.7)
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it follows that
H
(Φ )
Λ (ω|ωq) = ∑
q′∈Q
eq′ |Λ(R)q′ (ωq, Λ)|+ ∑
Γ∈cc B(ω q, Λ)
Ψ(Γ,ω q, Λ)−
− C(q, Λ , R). (II.1.8)
Here C(q, Λ , R) is the constant given by (II.1.7), which, for a given Φ ,
depends on q, Λ , and R only. The corresponding partition function
(I.1.3) may now be expressed by
Z
(Φ )
Λ (ω
q) = eβC(q, Λ , R) ∑
ω∈Ω :
ωΛc =(ω
q)Λc
∏
q′∈Q
e
−βeq′ |Λ
(R)
q′ (ωq, Λ)|×
× ∏
Γ∈cc B(ω q, Λ)
e−βΨ(Γ,ω q, Λ). (II.1.9)
Let us next introduce a contour γ to be a pair (supp γ, cγ(·)), where
supp γ is a connected subset of Zd and cγ(·) is an assignment of
a label cγ(bdK) ∈ Q to the boundaries of each component K of
Zd\ supp γ. Observing that any Ψ(Γ,ω q, Λ) in (II.1.9) is a function of
the restriction of ωq, Λ to Γ, one may rewrite the partition function as
Z
(Φ )
Λ (ω
q) = eβC(q, Λ , R) ∑
{γ1, ...,γn}<Λ(R)
∏
q′∈Q
e
−βeq′ |Λ
(R)
q′ ({γi})| ×
× ∑
ω(1)
· · · ∑
ω(n)
n
∏
i=1
e−βΨ(supp γ i,ω
(i)). (II.1.10)
Here the first sum is over all collections of non-overlapping contours
{γi} such that supp γi ⊂ Λ(R) for all i = 1, . . . , n and the labels
of γ1, . . . ,γn are constant on the boundaries of each component of
Λ(R)\ ∪ni=1 supp γi; the set Λ
(R)
q′ ({γi}) is the union of all of these
components which have the boundary label q′ ∈ Q. In addition, each
of the last n sums runs over all configurations ω(i) ∈ Ssupp γi , i =
1, . . . , n, satisfying the condition that (ω(i))x = cγi(bdK) whenever
x ∈ supp γi ∩ (∪y∈KCR(y)) for any component K of Zd\ supp γi.
Realizing that
n
∏
i=1
∑
ω(i)
e−βΨ(supp γ i,ω
(i)) = ∑
ω(1)
· · · ∑
ω(n)
n
∏
i=1
e−βΨ(supp γ i,ω
(i)), (II.1.11)
we finally obtain
Z
(Φ )
Λ (ω
q) = eβC(q, Λ , R) ∑
{γ1, ...,γn}<Λ(R)
∏
q′∈Q
e
−βeq′ |Λ
(R)
q′ ({γi})|
n
∏
i=1
ρ(γi)
(II.1.12)
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with ρ(γi) := ∑ω(i) e
−βΨ(supp γ i,ω(i)). This is the desired contour rep-
resentation of the considered lattice model. It may serve as a moti-
vation for the general setting to be now introduced.
Let the Q ⊂ S be fixed (the set of colours). A contour is a pair
γ = (supp γ, cγ(·)), where supp γ, the support of the contour γ, is
a connected set3 and cγ(·) is an assignment of a colour from Q to
the boundaries of each component of Zd\ supp γ. Given a contour γ
with a finite support, its interior is the union of all finite components
of Zd\ supp γ, its q-th interior is the union of all the components of
its interior which have the boundary colour q ∈ Q, and its exterior is
the (only) infinite component of Zd\ supp γ; we use Int γ, Intq γ, and
Ext γ, respectively, to denote them. The colour on the boundaries of
Ext γ plays a special role, and, if this colour is q ∈ Q, the contour γ is
called a q-contour. As is common, we shall use |γ| to denote the size
of supp γ.
DEFINITION II.1.1. A set of contours G is said to be admissible if
(a) the contours in G are mutually non-overlapping (supp γ1
and supp γ2 are not connected for any γ1,γ2 ∈ G),
(b) the colours of contours in G are matching, i.e. constant on
the boundaries of each component of Zd\ ∪γ∈G supp γ.
External contours of an admissible family of contours are those
which neighbour the infinite component of Zd\ ∪γ∈G supp γ.
An admissible family of contours G is said to be q-admissible if its
external contours are q-contours.
DEFINITION II.1.2. Let {eq; q ∈ Q} and {E(γ)} be real quantities
(the ‘ground-state energies’ and the ‘contour energies’, respectively).
For any Λ ⋐ Zd and any admissible family G of contours in Λ , let
H
(PS)
Λ (G) := ∑
q∈Q
eq|Λq(G)|+ ∑
γ∈G
{
E(γ) + e |γ|
}
, (II.1.13)
where Λq(G) is the union of all the components of Λ\ ∪γ∈G supp γ
which have the boundary colour q ∈ Q and e := minq∈Q eq. A
model whose configuration space is the collection {G} of all admis-
sible families of contours in Λ and whose Hamiltonian is given by
(II.1.13) is called an abstract Pirogov-Sinai model in Λ (corresponding
to {G}, {eq; q ∈ Q}, and {E(γ)}).
3The exact meaning of connectedness can be in different situations different,
taking thus into account the features and peculiarities of the inspected model. That
is why we refrain from specifying this notion here. However, one may think of
supp γ as a connected subset of Zd, for instance.
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DEFINITION II.1.3. Let Λ ⋐ Zd. The partition function of the ab-
stract Pirogov-Sinai model in Λ (corresponding to {G}, {eq; q ∈ Q},
and {E(γ)}) is given by
Z(PS)(Λ) := ∑
G<Λ
∏
q∈Q
e−βeq|Λq(G)| ∏
γ∈G
ρ(γ), (II.1.14)
where the sum is over all admissible families of contours in Λ , the
quantity ρ(γ) := e−β(E(γ)+e |γ|) is the weight of the contour γ, and
the (G = ∅)-term in (II.1.14) is set to equal ∑q∈Q e−βeq|Λ |. The corre-
sponding (specific) free energy is the limit
f (PS) := − lim
ΛրZd
1
β|Λ | log Z
(PS)(Λ), (II.1.15)
if it exists. The limit is taken in the sense of van Hove.
The q-th partition function in Λ is defined by (II.1.14) with the sum
over all q-admissible families of contours in Λ only; we shall write
Z
(PS)
q (Λ) for this quantity.
4
Next, we define the central notion of the Pirogov-Sinai theory.
DEFINITION II.1.4. Let q ∈ Q. Given a q-contour γ, its contour
functional Fq(γ) is defined through the relation5
e−βFq(γ) := ρ(γ) eβeq|γ| ∏
q′∈Q
Z
(PS)
q′ (Intq′ γ)
Z
(PS)
q (Intq′ γ)
. (II.1.16)
The contour functional allows to rewrite the q-th partition func-
tion Z
(PS)
q (Λ) so that the matching condition for the contours of the
q-admissible families involved in its definition is removed. One thus
ends up with a system of a hard-core contour gas called the q-th con-
tour model.
LEMMA II.1.5. Let q ∈ Q and Λ ⋐ Zd. Then
Z
(PS)
q (Λ) = e
−βeq|Λ | ∑
G∗q<Λ
∏
γ∈G∗q
e−βFq(γ) ; (II.1.17)
here the sum is over all families of non-overlapping q-contours in Λ . The
(G∗q = ∅)-term in the sum in (II.1.17) is set to equal 1.
4Clearly, Z(PS)(Λ) = ∑q∈Q Z
(PS)
q (Λ).
5The expression (II.1.16) is meaningful since Z
(PS)
q (Λ) > 0 for any Λ ⋐ Z
d by
the very Definition II.1.3.
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PROOF. We shall prove (II.1.17) by induction on the size of Λ .
First, if Λ is so small that it cannot contain any contour, then (II.1.17)
obviously holds.
Let (II.1.17) be true for the interiors of contours appearing in Λ .
The summation over all those families of q-admissible contours in
Z
(PS)
q (Λ) that have a fixed collection of external contours produces,
for each external contour γ, the factor ∏q′∈Q Z
(PS)
q′ (Intq′ γ). Thus,
Z
(PS)
q (Λ) = ∑
Gextq <Λ
e−βeq| ExtΛ(G
ext
q )| ∏
γ∈Gextq
{
ρ(γ) ∏
q′∈Q
Z
(PS)
q′ (Intq′ γ)
}
,
(II.1.18)
where the sum is over all families of external q-contours in Λ and
ExtΛ(G
ext
q ) = Λ\ ∪γ∈Gextq (supp γ ∪ Int γ). As
ρ(γ) ∏
q′∈Q
Z
(PS)
q′ (Intq′ γ) = e
−βFq(γ)−βeq|γ| ∏
q′∈Q
Z
(PS)
q (Intq′ γ)
(II.1.19)
for any q-contour γ, the inductive assumption implies
Z
(PS)
q (Λ) = ∑
Gextq <Λ
e
−βeq
{
| ExtΛ(Gextq )|+∑γ∈Gextq (|γ|+| Int γ|)
}
×
× ∏
γ∈Gextq
{
e−βFq(γ) ∑
G∗q<Int γ
∏
γ̃∈G∗q
e−βFq(γ̃)
}
,
which equals the right-hand side of (II.1.17). Q.E.D.
Therefore, in order to study the behaviour of contour models, a
control over the contour functional is needed. Namely, if Fq(γ) in-
creases with the size of the support of γ, then one can use the cluster-
expansion theory and express log Z
(PS)
q (Λ) as a quickly converging
series. We formulate the statement in the next lemma. It should be
stressed, however, that it can be proved under very general circum-
stances [KP86, Dob94, BZ], in particular, the translation invariance
need not be assumed.
Let us introduce the polymer partition function
Z(Λ ;F ) := ∑
G∗<Λ
∏
γ∈G∗
e−βF (γ), (II.1.20)
where the sum is over all families G∗ of non-overlapping contours
in Λ with the (G∗ = ∅)-term set to equal 1 and F (γ) is a real-valued
quantity.
DEFINITION II.1.6. Let C be the set of all contours. For any multi-
index C : C → {0, 1, . . . }, let supp C be the union of the supports of
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all contours in C with C(γ) > 0. We say that C is a cluster if supp C is
connected. The cardinality of a cluster C is defined to be
|C| := ∑
γ∈C
C(γ) |γ|. (II.1.21)
LEMMA II.1.7 (Cluster Expansion). There exist finite positive con-
stants ε0 = ε0(d) and K = K(d, |Q|) and a combinatorial coefficient ϕC
for each miltiindex C such that the following is true once
∑
γ: supp γ=G
e−βF (γ) ≤ ε|G| (II.1.22)
for some 0 < ε < ε0 and every G ⋐ Z
d.
(a) For any Λ ⋐ Zd, one has
logZ(Λ ;F ) = ∑
C : supp C⊂Λ
ϕC wC and |ϕC | ≤ K|C| (II.1.23)
with ϕC = 0 once C is not a cluster; here wC = ∏γ(e−βF (γ))C(γ). The
sum in (II.1.23) is quickly convergent,
∑
C : supp C⊃M
|ϕC |wC ≤ (2Kε)|M| (II.1.24)
for any M ⋐ Zd.
(b) Let
s := − 1
β
∑
C : 0∈supp C
1
| supp C| ϕC wC . (II.1.25)
Then 0 ≥ s = O(ε) and
logZ(Λ ;F ) = −βs|Λ |+ O(ε)|∂Λ |. (II.1.26)
REMARK II.1.8. Note that if F (γ) > τ0|γ| with some τ0 > 0, then
∑
γ: supp γ=G
e−βF (γ) ≤ ∑
γ: supp γ=G
e−βτ0|G| ≤ e−(βτ0−log |Q|)|G|. (II.1.27)
We used that the number of all contours with the same support G
can be bounded from above by |Q||G|. Hence, the condition (II.1.22)
is in this case satisfied as soon as β is sufficiently large.
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II.1.2. Metastable (Truncated) Models. Let us return to the ab-
stract Pirogov-Sinai model. We introduce an additional vector pa-
rameter h ∈ Rν (‘external fields’) with ν ≥ |Q| − 1 on which the cor-
responding energies {eq} and {E(γ)} will be dependent. Therefore,
we shall now use Z(PS)(Λ , h) and Z
(PS)
q (Λ , h) to denote the partition
functions of the model (Definition II.1.3).
In order to control Z(PS)(Λ , h), one needs to control each parti-
tion function Z
(PS)
q (Λ , h). Lemma II.1.5 and Lemma II.1.7 suggest
that the latter may be done by a cluster-expansion analysis once the
condition (II.1.22) is satisfied. To this end, the following assumption
is imposed.
ASSUMPTION II.1.9 (Peierls Condition). Let us assume that there
is a constant τ > 0 such that
E(γ) > τ |γ| (II.1.28)
for any contour γ and all h ∈ U, where U is an open subset of Rν.
REMARK II.1.10. In fact, one needs the inequality
∑
γ: supp γ=G
e−βE(γ) ≤ e−βτ̃ |G| (II.1.29)
to be true (for some different τ̃ > 0). In view of Remark II.1.8, this
follows from (II.1.28) if β is sufficiently large.
Nevertheless, the Peierls condition itself does not guarantee that
(II.1.22) is automatically fulfilled. On the contrary, it turns out that,
in dependence on h, the inequality (II.1.22) is not always true. That
is why the metastable (or truncated) q-th contour model is introduced
[Zah84, BI89]. Namely, one constructs the metastable contour func-
tional F ′q(γ), which determines the q-th metastable partition func-
tion
Z′(PS)q (Λ , h) := e
−βeq|Λ | ∑
G∗q<Λ
∏
γ∈G∗q
e−βF
′
q(γ) (II.1.30)
and the q-th metastable free energy6
fq(h) := − lim
ΛրZd
1
β|Λ | log Z
′(PS)
q (Λ , h), (II.1.31)
such that:
(a) F ′q(γ) obeys (II.1.22) for some small ε > 0,
6The limit is taken in the sense of van Hove. Its existence will become clear
later.
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(b) Z′(PS)q (Λ , h) equals the q-th partition function of the original
model Z
(PS)
q (Λ , h) once fq(h) coincides with minq∈Q fq(h)
(for such h the colour q is called stable).
Next, we illustrate the construction of the metastable models on
an example of a simplified two-spin system. So, let Q = {+,−}
and let us suppose that Int± γ = ∅ (i.e. Int γ = Int∓ γ) for every
±-contour γ. We define F ′±(γ) through the relation [Zah84]
F ′±(γ) := max{F±(γ), τ |γ|/3}; (II.1.32)
then Z′(PS)± (Λ , h) and f±(h) are given by (II.1.30) and (II.1.31), re-
spectively. Besides, let
f (h) := min{ f+(h), f−(h)} (II.1.33)
and
a±(h) := f±(h)− f (h) ≥ 0. (II.1.34)
An immediate consequence of the definition of F ′±(γ) is that
e−βF
′
±(γ) ≤ e−βτ |γ|/3 (II.1.35)
and Z′(PS)± (Λ , h) ≤ Z
(PS)
± (Λ , h). Lemma II.1.7 then yields
log Z′(PS)± (Λ , h) = −β f±(h)|Λ |+ O(δ)|∂Λ | (II.1.36)
with
f±(h) = e±(h) + s±(h) and δ = e−βτ/4 (II.1.37)
whenever β > 0 is sufficiently large. Moreover, 0 ≥ s± = O(δ).
Next, assuming that
Z
(PS)
± (Λ , h) ≤ e−β f (h)|Λ |+O(δ)|∂Λ |, (II.1.38)
we claim that F ′±(γ) = F±(γ) as soon as a± diam γ ≤ τ/2. Let us
show this by induction on the size of the contour γ. When Int γ is
too small to contain any other contours, one has
F±(γ) = −
1
β
log ρ(γ) + e±|γ| ≥ (τ + e − e±)|γ|
=
(
τ − a± + O(δ)
)
|γ| ≥ (τ − τ/2 − 1)|γ| ≥ τ |γ|/3,
where we recalled the Peierls condition (II.1.28). Let now Int γ con-
tain contours. Using the inductive assumption for the latter ones, we
find
F±(γ) ≥ (τ − a± + O(δ))|γ| − (− f | Int γ|+ O(δ)|γ|)+
+ (− f±| Int γ|+ O(δ)|γ|)
≥ (τ − 1)|γ| − a±|V(γ)|,
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where |V(γ)| = | supp γ ∪ Int γ|; we also used (II.1.36) and the fact
that |∂ Int γ| ≤ O(|γ|) and Z′(PS)± (Int γ, h) ≤ Z
(PS)
± (Int γ, h). Observ-
ing that |V(γ)| ≤ diam γ |γ|, we are done.
It remains to verify the bound (II.1.38). We again proceed by in-
duction on the size of Λ . First, let Λ be so small that it contains no
contours. Since s± ≤ 0, we get
Z
(PS)
± (Λ , h) = e
−βe±|Λ | ≤ e−β f±|Λ | ≤ e−β f±|Λ |+O(δ)|∂Λ |.
Now, let Λ contain contours for whose interiors the bound (II.1.38)
holds. Writing ExtΛ(G
ext
± ) for Λ\∪γ∈Gext± (supp γ∪ Int γ), the Peierls
condition (II.1.28), (II.1.18), and (II.1.36) now yield
Z
(PS)
± (Λ , h) = ∑
Gext± <Λ
e−βe±| ExtΛ(G
ext
± )| ∏
γ∈Gext±
{
ρ(γ) Z
(PS)
∓ (Int γ)
}
≤
≤ ∑
Gext± <Λ
e(−β f±+O(δ))| ExtΛ(G
ext
± )|×
× ∏
γ∈Gext±
{
e−(βτ+β f +O(δ))|γ| e−β f | Int γ|+O(δ)|γ|
}
≤
≤ e−β f |Λ | ∑
Gext± <Λ
e(−βa±+O(δ))| ExtΛ(G
ext
± )| ∏
γ∈Gext±
e(−βτ+1)|γ|. (II.1.39)
With the help of Main Lemma from [Zah84] (see also Lemma 3.2 in
[BI89]), we may bound the last sum from above by eO(δ)|∂Λ | as long
as βa±(h) + O(δ) ≥ O(e−βτ+1), justifying thus (II.1.38) for those
h ∈ U for which βa±(h) ≥ O(δ). In order to verify the bound for
any h ∈ U, the above procedure is to be improved. It turns out that
the remedy is achieved if one also sums over all external contours in
Gext± for which a± diam γ ≤ τ/2. The details of this procedure may
be found in [Zah84] and [BI89], for instance.
It is now not surprising that the following statement holds (see
Theorem 1.7 in [Zah84] or Section 3 in [BI89]).
THEOREM II.1.11. Let q ∈ Q and let Λ ⋐ Zd. Let Assumption II.1.9
be satisfied. There exists a metastable contour functional F ′q(γ) such that
for all sufficiently large β > 0 and for all h ∈ U we have:
(1) The bound F ′q(γ) ≤ e−τ |γ|/3 holds true.
(2) If aq(h) diam γ ≤ τ/2, then F ′q(γ) = Fq(γ).
(3) If aq(h) diam Λ ≤ τ/2, then Z′(PS)q (Λ , h) = Z(PS)q (Λ , h).
(4) One has
e− fq(h)|Λ |+O(e
−βτ/4)|∂Λ | ≤ Z(PS)q (Λ , h) ≤ e− f (h)|Λ |+O(e
−βτ/4)|∂Λ |.
(II.1.40)
Here f (h) := minq∈Q fq(h) and aq(h) := fq(h)− f (h).
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REMARK II.1.12. The part (3) is a direct consequence of the part
(2) if F ′q(γ) is defined by (II.1.32). Certainly, the definition of F ′q(γ) is
not unique, and it can be introduced slightly differently from (II.1.32),
depending on the problem under consideration.
COROLLARY II.1.13. The quantity f (h) := minq∈Q fq(h) equals the
free energy of the model f (PS).
PROOF. Since Z(PS)(Λ , h) = ∑q∈Q Z
(PS)
q (Λ , h), the corollary read-
ily follows from Theorem II.1.11 (4). Q.E.D.
Few notes concerning the phase diagram of the Pirogov-Sinai
models follow.
Let us consider a driving parameter h ∈ U ⊂ Rν with ν =
|Q| − 1, where U is the open set appearing in the Peierls condition
(Assumption II.1.9). Whenever the energies {eq(h)} and {E(γ)} are
differentiable in h, the functional F ′q(γ) may be introduced in such
a way that it is also differentiable, see Theorem II.1.15 (1). Then in a
great deal of situations one can prove that for all h ∈ U
(†) the square matrix E of the order |Q| − 1 whose rows are the
vectors ∇(eq(h) − eq0(h)), q0 ∈ Q fixed, q ∈ Q\{q0}, is reg-
ular (the degeneracy-breaking condition);
(‡) its inverse E−1 satisfies the bound
max
1≤i≤ν ∑
q∈Q\{q0}
|(E−1)iq| ≤ M (II.1.41)
for some fixed constant M < ∞.
REMARK II.1.14. The condition (†) is equivalent to saying that the
|Q| vectors ∇eq(h), q ∈ Q, are affinely independent, i.e. their convex
hull is a (|Q| − 1)-dimensional simplex. Notice that for Q = {+,−}
the two above conditions only means that | ddh (e+ − e−)| ≥ 1/M > 0.
In view of Theorem II.1.11 (1) and Lemma II.1.7, one has
fq(h) = eq(h) + O(e
−βτ/4) (II.1.42)
for all h ∈ U, c.f. (II.1.37), which can be generalised to the first deriv-
ative:
dfq(h)
dh
=
deq(h)
dh
+ O(e−βτ/4) (II.1.43)
for all h ∈ U. As a consequence, for all h ∈ U
(†’) the matrix F whose rows are the vectors ∇( fq(h)− fq0(h)) is
regular;
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FIGURE 1. The low-temperature phase diagram (full
lines) of a Pirogov-Sinai model is a deformation of the
zero-temperature one (dashed lines). Here U = R2, the
set Q = {A, B, C}, and the regions in which fA, fB, and
fC, respectively, is minimal, is depicted.
(‡’) its inverse F−1 satisfies a bound of the form (II.1.41), the cor-
responding constant on the right-hand side being slightly
larger than M.
If there is a point h0 ∈ U at which all the energies {eq(h)} are equal,
the inverse-function theorem combined with (†’) and (‡’) yields the
existence of a unique point ht ∈ U for which all { fq(h)} are equal (all
the colours are stable at ht), and ht = h0 + O(e
−bβτ). More generally,
it is possible to construct differentiable curves {ℓq(u)} starting at ht
on which only fq is not minimal (only the colour q is not stable),
surfaces {ℓq q̄(u, v)} on which only fq and fq̄ are not minimal (only
the colours q and q̄ are not stable), etc. Thus, the phase diagram for
large inverse temperature β is |Q|-regular and a deformation of the
order e−bβτ of the phase diagram at β = ∞, see Fig. 1.
In the end, let us point out that each stable colour q ∈ Q leads to
a distinct pure phase (translation-invariant extrem Gibbs measure)
and, moreover, these are all the pure phases of the model (complete-
ness of the phase diagram) [Zah84]. The thermodynamics of the
model can therefore be computed from its metastable free energies
{ fq(h)}, after all.
II.1.3. Finite-Size Effects. When investigating the finite-size ef-
fects for the Pirogov-Sinai models, it is important to introduce the
corresponding metastable models so that the free energies { fq} are
smooth functions of h on the open set U ⊂ Rν (see Assumption
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II.1.9). To this end, one needs to assume the energies {eq} and {E(γ)}
to be smooth and take care that the metastable functional F ′q(γ) is in-
troduced to be smooth as well. Such a construction, basically similar
to the one outlined in the preceding subsection, is given in [BK90]
and [BK95], where the models with the periodic and ‘weak’ bound-
ary conditions, respectively, are studied. Here we formulate the
main results of this finite-size analysis. We adhere to the setting used
therein in which the models are equivalently defined by the energies
{eq} and weights {ρ(γ)}, c.f. Definition II.1.3.
In the case of the periodic boundary conditions [BK90], one studies
translation-invariant Pirogov-Sinai models on a d-dimensional torus
T with sides of the length L ∈ N in each direction. We shall use
Zper(T, h) to denote the corresponding partition function. The sup-
port of a contour is a connected union of closed unit cubes in T, the
connectedness being in the sense of sharing the (d − 1)-dimensional
faces. The energies {eq} and weights {ρ(γ)} are supposed to be
C4(U) functions of h such that for all h ∈ U one has:
(a) |ρ(γ)| ≤ e−β(τ+e)|γ| (Assumption II.1.9), (II.1.44)
(b)
∣∣∣d
kρ(γ)
dhk
∣∣∣ ≤ C|k| e−β(τ+e)|γ|, (II.1.45)
(c)
∣∣∣
dkeq
dhk
∣∣∣ ≤ C|k|. (II.1.46)
Here τ > 0 is a constant, k : {1, . . . ,ν} → {0, 1 . . . } is a multi-index
satisfying 1 ≤ |k| ≡ ∑ ki ≤ 4, and C1, . . . , C4 are positive constants
independent of h and β.
The following is Theorem 4.1 from [BK90]. We note that the con-
stant b below can be chosen arbitrarily close to 1 if β is taken large
enough.
THEOREM II.1.15 (Borgs, Kotecký). Let (II.1.44) to (II.1.46) be true.
There exists a constant b ∈ (0, 1) depending on d and metastable free en-
ergies { fq(h); q ∈ Q} such that for all β and L are sufficiently large, for
every multi-index k with 0 ≤ |k| ≤ 4, and for any h ∈ U the following
holds.
(1) The functions { fq} are C4(U) in h, and
dk
dhk
( fq − eq) = O(e−bβτ). (II.1.47)
(2) The free energy f (PS) equals minq∈Q fq.
(3) We have
dk
dhk
{
Zper(T, h) − ∑
q∈Q
e−β fq(h) L
d
}
= e−β f (h) L
d
O(e−bβτL/2).(II.1.48)
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This theorem permits to carry out rigorous analysis of the finite-
volume quantities with the periodic boundary conditions, namely,
the magnetization and susceptibility,
mper(L, h) :=
1
βLd
d
dh
log Zper(T, h) (II.1.49)
and
χper(L, h) :=
dmper(L, h)
dh
. (II.1.50)
Let us state the results for models with two ground states given in
Section 3 of [BK90].
COROLLARY II.1.16. Let Q = {+,−} and ν = 1. Let there be a
point h0 ∈ U such that e+(h0) = e−(h0). Assuming also that the signs
are chosen so that ddh(e+ − e−) < 0, for β and L sufficiently large we have:
(1) There exists a unique point ht ∈ U at which f+ and f− coincide,
and ht = h0 + O(e
−bβτ).
(2) There is a single point hχper(L) ∈ U at which the susceptibility
attains its maximum over U, and
hχper(L) = ht +
3∆χ
2(∆m) 3L2d
+ O(L−3d). (II.1.51)
(3) If |h − ht| ≤ O(L−1), precisely, if | f+(h)− f−(h)| ≤ τ2L , then
mper(L, h) = m0 + ∆m tanh
{
β∆m(h − h χper(L))Ld
}
+ O(L−1)
(II.1.52)
and
χper(L, h) = (∆m)
2Ld cosh−2
{
β∆m(h − h χper(L))Ld
}
+ O(Ld−1).
(II.1.53)
(4) If | f+(h)− f−(h)| ≥ τ2L , then
mper(L, h) = −
df (h)
dh
+ O(e−bβτL) (II.1.54)
and
χper(L, h) = −
d2 f (h)
dh2
+ O(e−bβτL). (II.1.55)
Here
m0 := −
1
2
(df (ht + 0)
dh
+
df (ht − 0)
dh
)
, (II.1.56)
∆m := − 1
2
(df (ht + 0)
dh
− df (ht − 0)
dh
)
> 0, (II.1.57)
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and
∆χ := − 1
2
(d2 f (ht + 0)
dh2
− d
2 f (ht − 0)
dh2
)
. (II.1.58)
REMARK II.1.17.
(i) It is exactly the problem of evaluating of the location of the max-
imum of the susceptibility in the part (4) why one takes the deriva-
tives up to namely the fourth order.
(ii) The widest interval around ht where one has a synchronal cluster-
expansion control over both the +-th and the −-th partition func-
tions in T is exactly given by the condition | f+(h)− f−(h)| ≤ τ2L , c.f.
Theorem II.1.11 (3). Thus, the system can be examined accurately
here, which is crucial for deriving (II.1.52), (II.1.53), and (II.1.51).
(iii) Notice that the quantities m0, ∆m, and ∆χ are, for a given model,
universal, i.e. independent of the boundary conditions.
Let us look at the case of the weak boundary conditions [BK95] now.
Here one considers spin models in a finite box B := {1, . . . , L}d with
L ∈ N and the corresponding volume ¤ := [ 12 , L + 12 ]d ⊂ Rd (the
union of all the closed unit cubes c(x) with centres x ∈ B ). Com-
pared to the periodic boundary conditions, the main difference is
caused by the presence of boundary effects, which makes the situa-
tion much more subtle. Introducing the set of elementary cells as the
set of all closed unit cubes in ¤, all closed (d − 1)-dimensional faces
of these cubes, . . . , and all closed edges of these cubes, two elemen-
tary cells are said to be connected if their intersection is non-empty.
The support of a contour is a connected union of elementary cells.
In order to cover a wider range of realistic situations, one re-
moves here the up-to-now used assumption of the translation in-
variance of the model. Namely, the energies {eq(x); q ∈ Q, x ∈ B}
and weights {ρ(γ)} are supposed to be translation-invariant when-
ever supp γ and c(x) do not touch (have no common points with) the
boundary of ¤, while they are assumed translation-invariant along
a (d − k)-dimensional face of ∂¤ every time supp γ and c(x) do not
touch the (d − k − 1)-dimensional boundary of this face. The parti-
tion function now has the form
Zweak(¤, h) = ∑
G<¤
∏
q∈Q
e−βEq(¤q(G)) ∏
γ∈G
ρ(γ), (II.1.59)
where the sum is over all admissible families of contours in ¤, the set
¤q(G) is the union of all the components of ¤\∪γ∈G supp γ with the
boundary colour q ∈ Q, Eq(¤q(G)) := ∑x: c(x)⊂cl ¤q(G) eq(x), and the
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(G = ∅)-term is set to equal ∑q∈Q e−βEq(¤). Moreover, one assumes
that {eq(x)} and {ρ(γ)} are C4(U) functions of h obeying
(a) |ρ(γ)| ≤ e−β(τ |γ|−E(γ)) (Assumption II.1.9), (II.1.60)
(b)
∣∣∣d
kρ(γ)
dhk
∣∣∣ ≤ |k|! (C0|γ|)|k| e−β(τ |γ|−E(γ)), (II.1.61)
(c)
∣∣∣
dkeq(x)
dhk
∣∣∣ ≤ C|k|0 , and (II.1.62)
(d) |eq(x)− eq| ≤ λτ . (II.1.63)
for all h ∈ U. Here τ > 0 is a constant, |γ| is the number of elemen-
tary cells (not contained in higher-dimensional cells) of supp γ,
E(γ) := ∑
x: c(x)⊂supp γ
e(x) with e(x) := min
q∈Q
eq(x), (II.1.64)
k is a multi-index satisfying 1 ≤ |k| ≤ 4, the constant C0 is inde-
pendent of h and β, the energy eq := eq(x) for any x with c(x) not
touching ∂¤ (the bulk energy), and λ ∈ (0, 1) is to be specified later.
The condition (d) avoids a situation where the boundary conditions
strongly favour some phases inside ¤ (hence the name weak b.c.).
Let us define the functions {e(i)q ; i = 0, . . . , d} via
∑
x: c(x)⊂¤
eq(x) =
d
∑
i=1
e
(i)
q |∂i¤|, (II.1.65)
where |∂d¤| ≡ |¤| and |∂i¤|, 0 ≤ i ≤ d− 1, is the joint i-dimensional
area of all i-dimensional faces of ¤, i.e. |∂i¤| = 2d−i(di)Li. Note that
e
(d)
q = eq. We now state Theorem 3.1 from [BK95]. Again, the con-
stant b below can be chosen arbitrarily close to 1 if β is taken large
enough.
THEOREM II.1.18 (Borgs, Kotecký). Let (II.1.60) through (II.1.63) be
satisfied. There exist constants b ∈ (0, 1) and λ0 ∈ (0, 1/144d) depending
on d and metastable free energies { fq(h) ≡ f (d)q (h)}, surface free energies
{ f (d−1)q (h)}, . . . , edge free energies { f (1)q (h)}, and corner free energies
{ f (0)q (h)} such that for all β and L sufficiently large, every multi-index k
with 0 ≤ |k| ≤ 4, any λ < λ0, and any h ∈ U the following is true.
(1) The functions { f (i)q ; i = 0, . . . , d} are C4(U) in h, and
dk
dhk
( f
(i)
q − e(i)q ) = O(e−bβτ). (II.1.66)
(2) The free energy f equals minq∈Q fq.
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(3) We have
dk
dhk
{
Zweak(¤, h)− ∑
q∈Q
e−βFq(¤, h)
}
= O(e−bβτL) max
q∈Q
e−βFq(¤, h),
(II.1.67)
where
Fq(¤, h) :=
d
∑
i=1
f
(i)
q (h) |∂i¤|. (II.1.68)
REMARK II.1.19.
(i) The requirement that λ < 1144d follows from relations (3.17) and
(4.47b) of [BK95]. It may well happen, however, that in particular
cases this condition can be fairly weakened. We show this for the
Potts model in Chapter III.
(ii) It is a straightforward consequence of Theorem II.1.18 (1) that for
all h ∈ U and β and L sufficiently large
(†”) the matrix FL of the order |Q| − 1 whose rows are the vectors
L−d ∇(Fq(¤, h)− Fq0(¤, h)) is regular;
(‡”) its inverse F−1L satisfies a bound of the form (II.1.41) with a
slightly larger constant on the right-hand side.
So, if there is a point h0 ∈ U at which all the energies {eq(h)} are
equal, the inverse-function theorem combined with (†”) and (‡”) im-
plies that there is a unique point ht(L) ∈ U for which all {Fq(¤, h)}
are equal, and ht(L) = ht + O(L−1) (here ht is the point introduced at
the end of Subsection II.1.2). In addition, one may construct differen-
tiable curves starting at ht(L) on which only Fq(¤, h) is not minimal,
surfaces on which only Fq(¤, h) and Fq̄(¤, h) are not minimal, etc.
The picture thus obtained is, for large L, just a deformation of the
order L−1 of the low-temperature phase diagram at L = ∞.
Introducing the finite-volume magnetization and susceptibility
mweak(L, h) :=
1
βLd
d
dh
log Zweak(¤, h) (II.1.69)
and
χweak(L, h) :=
dmweak(L, h)
dh
, (II.1.70)
we have this corollary (see Theorem A in [BK95]).
COROLLARY II.1.20. Let Q = {+,−} and ν = 1. Let there be a point
h0 ∈ U such that e(d)+ (h0) = e
(d)
− (h0). Assuming also that the signs are
chosen so that ddh(e
(d)
+ − e
(d)
− ) < 0, for β and L sufficiently large we have:
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(1) There exists a unique point ht ∈ U at which f+ and f− coincide,
and ht = h0 + O(e
−bβτ).
(2) There is a single point hχweak(L) ∈ U at which the susceptibility
attains its maximum, and
hχweak(L) = ht +
∆F(L)
2∆m L d
(
1 + O(L−1)
)
+
3∆χ
2(∆m) 3L2d
+ O(L−3d).
(II.1.71)
(3) If |h − ht| ≤ O(L−1), precisely, if | f+(h)− f−(h)| ≤ τ2L , then
mweak(L, h) = m0 + ∆m tanh
{
β∆m(h − h χweak(L))Ld
}
+
+ O(L−1) (II.1.72)
and
χweak(L, h) = (∆m)
2Ld cosh−2
{
β∆m(h − h χweak(L))Ld
}
+
+ O(Ld−1). (II.1.73)
(4) If | f+(h)− f−(h)| ≥ τ2L , then
mweak(L, h) = −
df (h)
dh
+ O(L−1) (II.1.74)
and
χweak(L, h) = −
d2 f (h)
dh2
+ O(L−1). (II.1.75)
Here ∆F(L) := F+(¤, ht) − F−(¤, ht) and m0, ∆m, and ∆χ are defined
as in Corollary II.1.16.
REMARK II.1.21.
(i) Note that ∆F(L) = O(L d−1) because of the part (1). For asym-
metric models, it is typical that f
(d−1)
+ 6= f
(d−1)
− , i.e. ∆F(L) is of the
order Ld−1, leading to the shift of hχweak(L) with respect to ht of the
order L−1. On the other hand, it could also turn out that ∆F(L) = 0
in some cases. Then the shift is asymptotically the same as for the
periodic boundary conditions.
(ii) The Taylor expansion reveals that | f+(h)− f−(h)| ≤ τ2L is equiv-
alent to the restriction of h to the interval given by the inequality
|h − ht| ≤ τ4∆m 1L + O(L−2). The point hχweak(L) lies within this inter-
val. Indeed, using (II.1.63), (II.1.66), (II.1.68), and (II.1.71), we readily
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get
|hχweak(L)− ht| ≤
2d (2λτ + O(e−bτ))
2∆mL
+ O(L−2) ≤ 3dλτ
∆m
1
L
≤ τ
48∆m
1
L
(II.1.76)
for any λ ∈ (0, 1/144d) and all τ and L large.
(iii) Let Λ be either the torus T or the box ¤ and Zb.c.(Λ , h) the cor-
responding partition function (here ‘b.c.’ stands either for ‘per’ or
‘weak’). Writing
Zb.c.(Λ , h) = Z
b.c.
+ (Λ , h) + Z
b.c.
− (Λ , h), (II.1.77)
an essential part of the proof of Corollary II.1.16 and Corollary II.1.20
is, arguably, to show (see Theorem 3.3 (ii) of [BK90] and Lemma 6.2
of [BK95]) that there exists a single point hb.c.t (L) such that
Zb.c.+ (Λ , h
b.c.
t (L)) = Z
b.c.
− (Λ , h
b.c.
t (L)) (II.1.78)
and guarantee (by rejecting of inappropriate boundary conditions)
that | f+(hb.c.t (L)) − f−(hb.c.t (L))| < τ2L (that is, both Zb.c.+ (Λ , h) and
Zb.c.− (Λ , h) can be controlled by cluster expansions around h
b.c.
t (L)).
As one intuitively anticipates, it is a point near which the rounded
transition takes place. In fact, it turns out that
hχb.c.(L)− hb.c.t (L) =
3∆χ
2(∆m) 3
1
L2d
+ O(L−3d). (II.1.79)
II.2. Large Deviations
Let us consider a sequence of probability measures {Pn} converg-
ing weakly to the unit point measure δx0 as n → ∞ and let A be
an event for which x0 6∈ cl A. Then, according to a standard re-
sult, one has limn→∞ Pn(A) = δx0(cl A) = 0; the point x0 is typi-
cal (the event A is deviant) with respect to the probability measures
Pn as n increases. Could we say anything about the rate at which
Pn(A) tends to zero? Although the answer is in general negative,
in the case of extremely deviant events — for which Pn(A) decays
to zero exponentially fast — the situation is more promising: a va-
riety of techniques and methods has been developed to this end,
see [DS89, DZ98, Ell85], for instance. Basically, an assertion that
Pn(A) → 0 at a specific exponential rate is called a large-deviation
principle for the sequence {Pn}.
From a physical point of view, the extremely deviant events cor-
respond to large ¤uctuations of the densities of the order parameters
(e.g., the mean energy or magnetization). However, it is character-
istic of physical systems to exhibit phase transitions, which makes
their large-deviation analysis rather complicated.
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In this section we present the very basic notions and statements
of the large-deviation theory. Throughout this section we restrict
ourselves to the probabilities on the measurable space (RN,B(RN)),
N ∈ N, where B(RN) is the Borelσ-field on RN, although everything
can be formulated in a much more general setting [DS89, DZ98].
DEFINITION II.2.1.
(1) A sequence {(Pn)εn}, where Pn is a probability measure and
limn→∞ εn = 0 in (0, 1], is called a large-deviation sequence
(LD sequence).
(2) A rate is a lower semi-continuous7 function I : RN → [0, ∞].
DEFINITION II.2.2. We say that an LD sequence {(Pn)εn} satisfies
the full large-deviation principle with the rate I (notated as (Pn)εn →
e−I fully) if
sup
G
e−I ≤ lim
n→∞
(Pn(G))
εn for all G ⊂ RN open and (II.2.1)
lim
n→∞
(Pn(F))
εn ≤ sup
F
e−I for all F ⊂ RN closed. (II.2.2)
A weak large-deviation principle for {(Pn)εn} with the rate I is the state-
ment (II.2.1) and
lim
n→∞
(Pn(K))
εn ≤ sup
K
e−I for all K ⊂ RN compact. (II.2.3)
In this case the notation is (Pn)εn → e−I weakly.
REMARK II.2.3. If (Pn)εn → e−I fully or weakly, then the rate I is
unique (Lemma 4.1.4 and Exercise 4.1.30 in [DZ98]).
It is now natural to ask when (Pn)εn → e−I weakly implies that
(Pn)εn → e−I fully (the converse implication is clearly always true).
One anticipates that this can only happen when the probability mea-
sures Pn are (on an exponential scale) concentrated on compact sets.
The answer is given by the next lemma (see Lemma 2.1.5 in [DS89]).
DEFINITION II.2.4.
(1) An LD sequence {(Pn)εn} is said to be exponentially tight if
for every ǫ > 0 there exists a compact set K (depending on
ǫ) such that limn→∞(Pn(Kc))εn ≤ ε.
(2) A rate I is good if each level set levr(I) of I is compact.
7That is, the level set levr(I) := {x ∈ RN : I(x) ≤ r} is closed for all r < ∞.
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LEMMA II.2.5. Let (Pn)εn → e−I weakly. If {(Pn)εn} is exponentially
tight, then (Pn)εn → e−I fully and, moreover, the rate I is good.
Let us introduce further useful notions and state basic properties
concerning a rate I.
DEFINITION II.2.6. Let I be a rate.
(1) Its effective domain is the set dom I := {x ∈ RN : I(x) < ∞}.
(2) Its minimum set is defined as the set of those points where I
attains its global infimum, i.e. M(I) := levinf
RN
I I ⊂ dom I.
(3) A set A ∈ B(RN) is I-continuous if infint A I = infcl A I.
LEMMA II.2.7. Let (Pn)εn → e−I fully.
(1) If A ∈ B(RN) is I-continuous, then
lim
n→∞
(Pn(A))
εn = sup
A
e−I . (II.2.4)
(2) The minimum set of I is closed and M(I) = {x ∈ RN : I(x) =
0}, i.e. inf
RN I = 0.
(3) It follows that dom I 6= ∅. In addition, whenever I is good, then
also M(I) 6= ∅.
PROOF. The part (1) is obvious. In order to prove the part (2),
note first that each level set of I is closed, and therefore so is M(I).
Moreover, as RN is always I-continuous and Pn(RN) = 1 for all n,
the part (1) now yields that inf
RN I = 0. It remains to prove the part
(3).
The fact that dom I 6= ∅ is clear: the contrary would imply I ≡
∞, and the global infimum of I could not be zero.
Let I be good and let x ∈ dom I. Then the level set levI(x) I
is non-empty (it surely contains the point x) and compact. Since a
lower semi-continuous function achieves its infimum over any com-
pact set (Theorem B.1 of [DZ98]), there exists a point y ∈ levI(x) I
such that I(y) = inflevI(x) I I. As 0 = infdom I I = inflevI(x) I I, we see
that I(y) = 0. Q.E.D.
The following lemma gives a standard expression of a rate of a
weak large-deviation principle.
LEMMA II.2.8. Let Uǫ(x) be the open ball of the radius ǫ > 0 around
the point x ∈ RN. Then (Pn)εn → e−I weakly iff
lim
ǫ→0+
lim
n→∞
(
Pn(Uǫ(x))
)εn = e−I(x) = lim
ǫ→0+
lim
n→∞
(
Pn(Uǫ(x))
)εn .
(II.2.5)
38 TECHNIQUES
PROOF. (a) Let (Pn)εn → e−I weakly first, and let us consider
the function ϕx(ǫ) : ǫ ∈ (0, ∞) 7→ infUǫ(x) I with any x ∈ RN.
Since ϕx(ǫ) is non-increasing, for every continuity point ǫ > 0 of
this function we have infUǫ(x) I = infclUǫ(x) I. Lemma II.2.7 (1) now
yields that
lim
n→∞
(
Pn(Uǫ(x))
)εn = sup
Uǫ(x)
e−I (II.2.6)
is true for a dense subset of (0, ∞). Since I(x) = limǫ→0+ infUǫ(x) I
by the lower semi-continuity of I, we arrive at (II.2.5).
(b) Let (II.2.5) holds. Given any G ⊂ RN open, there is ǫ > 0 small
such that Uǫ(x) ⊂ G for all x ∈ G. Hence,
lim
n→∞
(Pn(G))
εn ≥ lim
n→∞
(
Pn(Uǫ(x))
)εn . (II.2.7)
Taking the limit ǫ → 0+ and using that x ∈ G is arbitrary, this yields
(II.2.1). Next, let K ⊂ RN be compact and let ǫ > 0. From the open
cover ∪x∈KUǫ(x) of K we can always extract its finite open cover. Let
it be ∪iUǫ(xi), where xi ∈ K and i = 1, . . . , N with N < ∞ fixed. As
Pn(K) ≤ Pn(∪iUǫ(xi)) ≤ ∑
i
Pn(Uǫ(xi)) ≤ N max
i
Pn(Uǫ(xi))
for all n, we find
lim
n→∞
(Pn(K))
εn ≤ max
i
lim
n→∞
(
Pn(Uǫ(xi))
)εn (II.2.8)
The limit ǫ → 0+ leads to (II.2.3). Q.E.D.
Next, we state an important Varadhan’s theorem of the large-
deviation theory, see Section 2.1 in [DS89] or Section 4.3 in [DZ98].
We shall later use it to control the asymptotics of the partition func-
tion. First, however, let us introduce
P
(φ)
n (A) :=
∫
A
eφ/εn Pn(dx) (II.2.9)
for any LD sequence {(Pn)εn}, any set A ∈ B(RN), and any continu-
ous function φ : RN → R.
THEOREM II.2.9 (Varadhan). Let (Pn)εn → e−I fully with the rate I
being good. Let φ : RN → R be a continuous function.
(1) As soon as sup
RN
φ is finite, we have
lim
n→∞
(
P
(φ)
n (R
N)
)εn = sup
RN
eφ−I . (II.2.10)
(2) More generally, whenever
lim
D→∞
lim
n→∞
(
P
(φ)
n ({x ∈ RN : φ ≥ D})
)εn = 0, (II.2.11)
II.2 Large Deviations 39
the statement (II.2.10) is true.
Given an LD sequence {Pn}, it is usually a non-trivial task to es-
tablish that (Pn)εn → e−I weakly or fully for some rate I. The below-
stated Gärtner-Ellis theorem (see Section 2.3 in [DZ98] for its proof)
provides a solution of this task in some cases. Namely, let us con-
sider a sequence {Xn} of random vectors taking values in RN and
let {Pn} be a sequence of distributions of Xn on RN.
DEFINITION II.2.10. The logarithmic moment-generating function of
Xn is
ϕn(ξ) := log En
[
e〈ξ ,Xn〉
]
, ξ ∈ RN, (II.2.12)
where En is the expectation with respect to Pn and 〈·,·〉 is the Eu-
clidean inner product on RN.
THEOREM II.2.11 (Gärtner, Ellis). Let {Xn; Xn ∈ RN} be a sequence
of random vectors. Let {(Pn)εn} be an LD sequence such that Pn is a dis-
tribution of Xn on R
N. For any ξ ∈ RN, let the limit
ϕ(ξ) := lim
n→∞
εn ϕn(ξ/εn) (II.2.13)
exists as an extended real number and let the origin belong to the interior
of the set domϕ := {ξ ∈ RN : ϕ(ξ) < ∞}.
(1) It follows that
lim
n→∞
(Pn(F))
εn ≤ sup
F
e−ϕ
∗
(II.2.14)
for all F ⊂ RN closed. Here ϕ∗ is the Legendre-Frenchel trans-
form of ϕ,
ϕ∗(x) := sup
ξ∈RN
{〈x,ξ〉 −ϕ(ξ)}, x ∈ RN . (II.2.15)
(2) If ϕ is in addition lower semi-continuous and such that
(a) it is differentiable throughout int domϕ,
(b) limn→∞ |∇ϕ(ξn)| = ∞ whenever {ξn} is a sequence of
points converging to a boundary point of int domϕ,
then (Pn)εn → e−ϕ∗ fully, the rate ϕ∗ being good.
REMARK II.2.12.
(i) Due to Hölder’s inequality, each ϕn is a convex function on RN;
so is ϕ as convexity is preserved under pointwise limits.
(ii) Note that the assumptions of the part (2) are in particular satisfied
if ϕ is differentiable (since then the condition (b) holds vacuously).
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II.3. Convex Analysis
In this section we introduce the concept of a convex function on
RN, N ∈ N, and several related notions needed in the following,
especially the notion of the sub-differential and convex conjugate
(Legendre-Frenchel transform). A standard reference to the topic is
the monograph by Rockafellar [Roc70], and we refer it for the proofs
of the forthcoming statements; another excellent source is [HL93].
DEFINITION II.3.1. A function f : RN → R ∪ {∞} which is not
identically equal to ∞ is called convex when
f (αx + (1 −α)y) ≤ α f (x) + (1 −α) f (y) (II.3.1)
holds as an inequality in R ∪ {∞} for all x, y ∈ RN and any α ∈
(0, 1). We shall write Conv RN for the class of convex functions on
RN.
The (effective) domain of f ∈ Conv RN is the set
dom f := {x ∈ RN : f (x) < ∞} 6= ∅. (II.3.2)
An affine function is a finite function f : RN → R such that f as
well as its negative − f are both convex.
We say that f ∈ Conv RN is closed if it is lower semi-continuous.
We use Conv RN to denote the set of such convex functions on RN.
REMARK II.3.2.
(i) The above definition coincides with that of the proper convex
function used in [Roc70]. Since we exclude the value −∞ from the
range of any f ∈ Conv RN, the distinction is super¤uous.
(ii) The domain dom f of any f ∈ Conv RN is a convex set in RN,
i.e. the point αx + (1 −α)y is in dom f for all x, y ∈ RN and any
α ∈ (0, 1).
(iii) A function f is lower semi-continuous iff
f (x0) ≤ lim inf
x→x0
f (x) = lim
ǫ→0+
inf
|x−x0|<ǫ
f (x) (II.3.3)
holds in R∪ {∞} for all x0 ∈ RN.
Although the interior of a line segment or triangle embedded in
R3 is empty, these do have non-empty interiors in R and R2, respec-
tively (on the contrary, their closures are the same in any RN). This
fact leads to the definition of the relative interior.
DEFINITION II.3.3. The affine hull aff S of any S ⊂ RN is the affine
set8 given as the intersection of all affine sets containing S.
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The relative interior ri C of a convex set C ⊂ RN is the interior of C
for the topology relative to aff C; in other words, x ∈ ri C iff x ∈ aff C
and there is δ > 0 such that aff C ∩ Uδ(x) ⊂ C. Its relative boundary is
rbd C := cl C\ ri C.
The dimension of a convex set C is the dimension of its affine hull.
REMARK II.3.4. It is obvious that ri C ⊂ C ⊂ cl C. Moreover, for
any N-dimensional convex set C one has aff C = RN by definition,
so ri C = int C. The convex set C for which ri C = int C is relatively
open.
EXAMPLE II.3.5. Let us consider the convex set C to be a singleton
{x}, a line segment [x, y], x 6= y, and the open ball Uδ(x) in RN. Then
aff C, dim C, and ri C are {x}, 0, and {x}; line passing through x and
y, 1, and (x, y); and RN, N, and Uδ(x), respectively.
Convex functions turn out to possess remarkable continuity and
differentiability properties. We shall now list most important results
concerning this point.
Let us say that a function f on RN is continuous relative to a set
S ⊂ RN if the restriction of f to S is a continuous function.
THEOREM II.3.6 ([Roc70]: Theorem 10.1). A function f ∈ Conv RN
is continuous relative to ri(dom f ). More generally, it is continuous rela-
tive to any relatively open convex set C ⊂ dom f .
COROLLARY II.3.7. As long as f ∈ Conv RN is finite on the whole of
RN, it is necessarily continuous.
A convex function f does not have to be continuous up to the rel-
ative boundary of dom f . However, once f is closed, its continuity
on rbd(dom f ) is guaranteed. Indeed, according to the above theo-
rem the property of being closed only involves the behaviour of f on
rbd(dom f ). If x ∈ RN and y ∈ dom f , the convexity of f implies
lim
α→0+
f (x +α(y − x)) ≤ lim
α→0+
{α f (y) + (1 −α) f (x)} = f (x).
(II.3.4)
On the other hand, the closedness of f yields
lim
α→0+
f (x +α(y − x)) ≥ f (x), (II.3.5)
8A set M ⊂ RN is affine if it contains the line passing through any two points
x, y ∈ M.
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c.f. (II.3.3). As x +α(y − x) ∈ ri(dom f ) whenever x ∈ rbd(dom f ),
y ∈ ri(dom f ), and α ∈ (0, 1] (see Theorem 6.1 in [Roc70]) , we have
the following statement.
THEOREM II.3.8. Let f ∈ Conv RN and let x ∈ rbd(dom f ), while
y ∈ ri(dom f ). For any α ∈ (0, 1], the point x + α(y − x) lies in
ri(dom f ), and
lim
α→0+
f (x +α(y − x)) = f (x). (II.3.6)
REMARK II.3.9. A function f ∈ Conv R can be easily character-
ized. Namely, a convex function on R is closed iff it is continuous
(relative to dom f ) at each end-point of dom f which lies in dom f
and f (x) tends to ∞ as x approaches a finite end-point not in dom f .
Let us turn to the differentiability properties of convex functions.
We recall that f : RN → [−∞, ∞] is differentiable at x ∈ RN in
which f is finite if there exists a vector ∇ f (x) ∈ RN (necessarily
unique) such that
f (y) = f (x) + 〈∇ f (x), y − x〉 + o(|y − x|) (II.3.7)
as y → x. The vector ∇ f (x) is then called the gradient of f at x.
Moreover, the one-sided directional derivative f ′(x; y) of f with respect
to any vector y exists, is two-sided,9 and a linear function of y,
f ′(x; y) := lim
λ→0+
f (x + λy) − f (x)
λ
= 〈∇ f (x), y〉 . (II.3.8)
Thus, the partial derivatives
∂ f (x)
∂xi
, i = 1, . . . , N, exist, and it follows
that
∇ f (x) =
(∂ f (x)
∂x1
, . . . ,
∂ f (x)
∂xN
)
. (II.3.9)
For convex function these implications can almost always be con-
versed.
THEOREM II.3.10 ([Roc70]: Theorem 23.1, 25.2, and 25.5). Let f ∈
Conv RN and let x ∈ dom f . For any y, the difference quotient in the
definition (II.3.8) of f ′(x; y) is a non-decreasing function of λ > 0, i.e.
f ′(x; y) exists, and
f ′(x; y) := inf
λ>0
f (x + λy) − f (x)
λ
(II.3.10)
9The one-sided derivative of f is two-sided iff f ′(x; y) = − f ′(x;−y), as one
may easily observe from (II.3.8).
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The directional derivative f ′(x; y) is linear in y iff f is differentiable at x.
The latter holds iff all the partial derivatives
∂ f (x)
∂xi
, i = 1, . . . , N, exist at x
and are finite.
Let D ⊂ int(dom f ) be the set of points x where f is differentiable.
Then D is a dense subset of int(dom f ) and int(dom f )\D is a set of
measure zero. Moreover, the mapping ∇ f : x 7→ ∇ f (x) is continuous
relative to D.
REMARK II.3.11. In the one-dimensional case, N = 1, we have
these results (Theorem 24.1 of [Roc70]). Let f ∈ Conv R and, for
convenience, let us extend the right and left derivatives f ′+ and f
′
−
beyond the interval dom f by setting both to be ∞ for the points
lying to the right of dom f and −∞ for the points lying to the left
of dom f . Then f ′+ and f
′
− exist, are non-decreasing functions on R,
finite on int dom f (so that f is continuous on int dom f ), and
f ′+(x) ≤ f ′−(y) ≤ f ′+(y) ≤ f ′−(z) (II.3.11)
for every triple x < y < z. If f is also closed, then
lim
y→x+0
f ′±(y) = f
′
+(x) and lim
y→x−0
f ′±(y) = f
′
−(x). (II.3.12)
for any x ∈ R.
When f ∈ Conv RN is differentiable at x ∈ dom f , then
f (y) ≥ f (x) + 〈∇ f (x), y − x〉 (II.3.13)
for all y ∈ RN (Theorem 25.1 in [Roc70]). The notion of sub-gradient
extends the concept of differential to point at which f is not differen-
tiable.
DEFINITION II.3.12. Let f ∈ Conv RN and let x ∈ RN. A vector
σ ∈ RN is a sub-gradient of f at x if
f (y) ≥ f (x) + 〈σ , y − x〉 (II.3.14)
for all y ∈ RN. The sub-differential of f at x is the set
∂ f (x) := {σ ∈ RN : σ is a sub-differential of f at x}. (II.3.15)
If ∂ f (x) 6= ∅, we call f sub-differentiable at x.
REMARK II.3.13.
(i) The inequality (II.3.14) has a simple geometric interpretation if
f is finite at x: the graph of the affine function g(y) := f (x) +
〈σ , y − x〉 is a non-vertical supporting hyperplane in RN+1 to the epi-
graph of f at the point (x, f (x)), see p. 215 in [Roc70].
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(ii) For any f ∈ Conv R one has (p. 229 of [Roc70])
∂ f (x) = {σ ∈ RN : f ′−(x) ≤ σ ≤ f ′+(x)}, (II.3.16)
c.f. the previous remark.
(iii) The definition of the sub-gradient of a function f ∈ Conv RN
implies that f attains its minimum at a point x iff 0 ∈ ∂ f (x).
The following theorem relates the properties of a convex function
to topological properties of its sub-differential. For N = 1 the proof
is a direct consequence of (II.3.16).
THEOREM II.3.14 ([Roc70]: p. 215, Theorem 23.4 and 25.1). Let us
consider f ∈ Conv RN. Then:
(1) For any x ∈ RN the sub-differential ∂ f (x) is a closed convex set
which may be empty.
(2) If x 6∈ dom f , then ∂ f (x) = ∅.
(3) If x ∈ ri(dom f ), then ∂ f (x) 6= ∅.
(4) The set ∂ f (x) is non-empty and bounded iff x ∈ int(dom f ).
(5) The function f is differentiable at x iff ∂ f (x) is a singleton. If
∂ f (x) is a singleton, then ∂ f (x) = {∇ f (x)}.
At the end of this section, we introduce an important notion of
the convex conjugate and outline its basic properties.
DEFINITION II.3.15. Let f : RN → [−∞, ∞] be an arbitrary func-
tion. Its convex conjugate (or Legendre-Frenchel transform) f ∗ is defined
by the formula
f ∗(ξ) := sup
x∈RN
{〈x,ξ〉 − f (x)}, ξ ∈ RN . (II.3.17)
If f is finite at least at one point in RN and majorizes at least one
closed convex function, we let its closed convex hull co f be the largest
closed convex function majorized by f .
REMARK II.3.16. Obviously, the supremum over RN can be re-
placed by the supremum over dom f := {x ∈ RN : f (x) < ∞}.
Moreover, if f is convex, it can actually be replaced by the supremum
over ri(dom f ), see Corollary 12.2.2 in [Roc70], and dom f ∗ 6= ∅. Let
us prove the latter.
If dom f = {x0}, then f (x) ≥ f (x0) + 〈ξ , x − x0〉 for any x,ξ ∈
RN (notice that the inequality is surely true for x = x0, while f (x) =
∞ for x 6= x0). Thus, we have 〈x,ξ〉 − f (x) ≤ 〈x0,ξ〉 − f (x0) <
∞, i.e. f ∗(ξ) < ∞. On the other hand, if dom f contains more
than a single point, then ri(dom f ) 6= ∅. Since ∂ f (x0) 6= ∅ for
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any x0 ∈ ri(dom f ) according to the part (3) of the preceding the-
orem, it follows that f (x) ≥ f (x0) + 〈ξ , x − x0〉 for all x ∈ RN and
all ξ ∈ ∂ f (x0), and f ∗(ξ) is therefore finite.
THEOREM II.3.17 ([Roc70]: p. 104). Let f : RN → [−∞, ∞] be any
function finite at least at one point in RN and majorizes at least one closed
convex function. Then f ∗ ∈ Conv RN, and
f ∗ = (co f )∗ and f ∗∗ = co f . (II.3.18)
REMARK II.3.18. In view of the above theorem, the conjugacy op-
eration f → f ∗ induces a symmetric one-to-one correspondence on
Conv RN.
THEOREM II.3.19 ([Roc70]: Theorem 23.5). Let f ∈ Conv RN and
x ∈ RN. The following three conditions on a vector ξ are equivalent:
(1) ξ ∈ ∂ f (x);
(2) 〈z,ξ〉 − f (z) attains its supremum over z at z = x;
(3) f (x) + f ∗(ξ) = 〈x,ξ〉.
If f is even closed, two more conditions can be added:
4. x ∈ ∂ f ∗(ξ);
5. 〈x,ζ〉 − f ∗(ζ) attains its supremum over ζ at ζ = ξ .
REMARK II.3.20. Since
f (x) + f ∗(ξ) ≥ 〈x,ξ〉 (II.3.19)
holds for any f ∈ Conv RN and for all x,ξ ∈ RN (Frenchel’s inequal-
ity), the condition (3) is in fact the same as f (x) + f ∗(ξ) ≤ 〈x,ξ〉.
Finally, let us prove the following useful lemma.
LEMMA II.3.21. Let f : RN → [−∞, ∞]. Then:
(1) x ∈ ∂ f ∗(ξ) iff ξ ∈ ∂ f ∗∗(x);
(2) f achieves its infimum at a point x0 iff f
∗∗ achieves its infimum
at x0 and f
∗∗(x0) = f (x0).
PROOF. (1) First, let us observe that, for any x ∈ RN,
f ∗∗(x) = sup
ξ∈RN
{
〈x,ξ〉 − sup
y∈RN
{〈ξ , y〉 − f (y)}
}
≤ sup
ξ∈RN
〈ξ , x − y〉 + f (y) ∀ y ∈ RN .
Therefore,
f ∗∗ ≤ f . (II.3.20)
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Using now the definition of the sub-differential, we may write that
x ∈ ∂ f ∗(ξ) iff
⇔ f ∗(ζ) ≥ f ∗(ξ) + 〈x,ζ −ξ〉 ∀ ζ ∈ RN
⇔ inf
ζ∈RN
{ f ∗(ζ)− 〈x,ζ〉} ≥ f ∗(ξ)− 〈x,ξ〉
⇔− f ∗∗(x) ≥ f ∗(ξ)− 〈x,ξ〉 ≥ ( f ∗)∗∗(ξ)− 〈x,ξ〉
⇔ 〈x,ξ〉 − f ∗∗(x) ≥ sup
z∈RN
{〈z,ξ〉 − f ∗∗(z)} ≥ 〈z,ξ〉 − f ∗∗(z) ∀ z ∈ RN
⇔ f ∗∗(x) + 〈ξ , z − x〉 ≤ f ∗∗(z) ∀ z ∈ RN,
i.e. iff ξ ∈ ∂ f ∗∗(x).
(2) Let 0 ∈ ∂ f ∗∗(x0) (the function f ∗∗ achieves its infimum at
x0) and f
∗∗(x0) = f (x0) be true. With the help of (II.3.20) and the
definition of the sub-differential, these conditions yield
f (z) ≥ f ∗∗(z) ≥ f ∗∗(x0) = f (x0) (II.3.21)
for all z ∈ RN. Hence, the point x0 is a minimum of f .
Let x0 be a point where f attains its minimum. Let us consider
the constant function g(x) := f (x0), x ∈ RN; it is an affine function
majorized by f . Since f ∗∗ is a pointwise supremum of the collection
of all continuous affine functions majorized by f , we get f ∗∗ ≥ g.
Thus, f ∗∗(x0) ≥ f (x0), but this is the same as f ∗∗(x0) = f (x0) due
to (II.3.20). Moreover,
f ∗∗(z) ≥ g(z) = f (x0) = f ∗∗(x0) (II.3.22)
for all z ∈ RN so that 0 ∈ ∂ f ∗∗(x0). Q.E.D.
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CHAPTER III
Finite-size effects for the Potts model with weak
boundary conditions
C. Borgs†, R. Kotecký‡∗ I. Medved’§
ABSTRACT. Using Pirogov-Sinai theory, we study finite-size ef-
fects for the ferromagnetic q-state Potts model in a cube with
boundary conditions that interpolate between free and constant
boundary conditions. If the surface coupling is about half of the
bulk coupling and q is sufficiently large, we show that only small
perturbations of the ordered and disordered ground states are
dominant contributions to the partition function in a finite but
large volume. This allows us to rigorously control the finite-
size effects for these “weak boundary conditions.” In particular,
we give explicit formulæ for the rounding of the infinite-volume
jumps of the internal energy and magnetization, as well as the
position of the maximum of the finite-volume specific heat.
III.1. Introduction
First-order phase transitions are characterized by discontinuities
in the mean values of order parameters in the thermodynamic limit.
However, in a finite volume the transition is rounded and, possibly,
shifted with respect to the infinite volume transition point.
The details of the finite-size effects depend crucially on the choice
of boundary conditions that, in turn, depend on the physical situa-
tion under consideration. The simplest and best studied case is that
of classical lattice systems with periodic boundary conditions. This
investigation goes back to the work of Imry [15], Fisher and Berker
[12], Blötte and Nightingale [4], Binder and co-workers [1, 2], and
others. Rigorous results concerning finite-size effects with periodic
boundary conditions [8, 9, 11, 7, 6, 5] show a universal behaviour
of the rounded transition and yield details of the asymptotics of the
finite-size shift of the transition. One of the results of these papers
†Microsoft Research, One Microsoft Way, Redmond
‡Center for Theoretical Study, Charles University, Prague.
§Nuclear Physics Institute, 250 68 ³Re³z near, Prague Czech Republic.
∗Partly supported by the grants GA ³CR 201/00/1149 and MSM 110000001.
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is that for cubic volumes of linear size L, the in¤ection point h t(L)
of the mean value of the order parameter is shifted by a correction
which is typically of order L−d, where d ≥ 2 is the dimension of the
lattice under consideration. For the special case of two phase coexis-
tence, this shift is much smaller, namely of order O(L−2d).
While periodic boundary conditions are studied most often (and
are the easiest to implement in computer simulations), free bound-
ary conditions, constant boundary conditions, and, more general,
boundary conditions with boundary fields are more natural from
the point of view of realistic systems. The case of fixed constant
boundary conditions, where one has to investigate the balancing
effect of boundary conditions and an opposite driving force (say,
the external magnetic field) is rather difficult to control rigorously,
and only results for two-dimensional Ising model are available [16].
On the other hand, when boundary conditions are sufficiently weak
(“close” to the free boundary conditions), a rather general class of
models was rigorously studied in [10]. The asymptotics of the round-
ing and the shift of the transition point were precisely evaluated. In
contrast to periodic boundary conditions, the shift is of order L−1,
due to the contribution of the surface free energies.
Even though the results of [10] cover a rather general class of
systems, the case of the temperature-driven transition for the Potts
model is included only in principle. The details of the contour anal-
ysis depend on a slightly different type of contours and, in addition,
the discussion of the Fortuin-Kasteleyn representation with the cor-
responding boundary conditions has to be included. Given also the
fact that the Potts model is often used as a typical case of a weak and
asymmetric first-order transition for computer simulations, we find
it useful to present it separately in the present paper. Finally, it is
interesting to discuss the very meaning of “weak” boundary condi-
tions for the Potts model. While the free boundary conditions at the
phase coexistence temperature actually strongly enforce the disor-
dered phase, the role of “weak” boundary conditions turns out to be
played by constant boundary conditions with a boundary coupling
constant that is roughly half of the coupling constant for the bulk.
In the following section we introduce the model and present our
results. It is useful to consider three separate regions for the strength
λ of the boundary condition: the interval [J 1−µ2 , J
1+µ
2 ], where J is
the bulk coupling parameter and µ an arbitrary fixed parameter µ ∈
(0, 1), and the complementary intervals [0, J 1−µ2 ] and [J
1+µ
2 , 1]. The
behaviour for λ in the latter two intervals is close to the correspond-
ing (ordered or disordered) phase, as described in Theorem III.2.1,
while the former yields a transition region where the interpolation
between two phases occurs. The corresponding results are presented
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in Theorem III.2.2, including the claim that the maximum of the
specific heat occurs at the inverse temperature
β
(λ)
max(L) = βt
[
1 +
d
∆e
( J
2
− λ + O
( q−ν
log q
)) 1
L
+ O(L−2)
]
with ν of the order 1−µ8d .
Note that our results in the window [0, J 1−µ2 ] imply that the phase
transition in the Potts model is not robust. Here robustness is defined
in the sense introduced by Pemantle and Steif in [18]: A phase tran-
sition is said to be robust if the different extremal states can be ob-
tained as limit Gibbs states with arbitrarily weak boundary fields.
Theorem III.2.1 immediately yields that the temperature driven first-
order phase transition of the Potts model is not robust, for sufficiently
small boundary fields lead to the disordered, and not the ordered
Gibbs state. A proof of this statement was already sketched in [19],
but the details were not provided there.
In Section 3 we use the Fortuin-Kasteleyn representation to de-
rive a suitable contour representation of the model. Sections 4 and
5 are then devoted to proofs of Theorem III.2.2 and Theorem III.2.1,
respectively. Proofs of several technical lemmas are deferred to three
appendices.
III.2. Results
In this paper, we shall consider the q-state Potts model in the d-
dimensional cube
Λ = Λ(L) =
{
x ∈ Zd
∣∣∣−L
2
< xi ≤
L
2
for all i = 1, . . . , d
}
, L ∈ N,
(III.2.1)
with boundary conditions interpolating between free and constant
1-boundary conditions.1 As usual, the spin configurations of this
model are maps σΛ from Λ into Q = {1, . . . , q}. We use B = B(Λ)
to denote the set of all bonds 〈x, y〉 of nearest-neighbour sites x, y ∈
Zd with both end-points in Λ and ∂B = ∂B(Λ) to denote the set
{〈x, y〉 | x ∈ Λ , y ∈ Zd\Λ}. The Hamiltonian with boundary condi-
tions interpolating between the free and the 1-boundary conditions
is
H(λ)(σΛ) = − J ∑
〈x,y〉∈B
δσx ,σy − λ ∑
〈x,y〉∈∂B :
x∈Λ
δσx ,1, (III.2.2)
where J > 0 is the bulk coupling and λ ≥ 0 is the surface coupling.
The value λ = 0 represents free boundary conditions, while λ = J rep-
resents standard 1-boundary conditions. The Gibbs state corresponding
1Without loss of generality, we use 1-boundary conditions, σx = 1 for all x ∈
Zd\Λ , instead of general fixed boundary conditions.
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to the Hamiltonian (III.2.2) is given by
〈 · 〉(β,λ)L =
1
ZL(β, λ)
∑
σΛ∈QΛ
· e−βH(λ)(σΛ), (III.2.3)
where ZL(β, λ) is the partition function,
ZL(β, λ) = ∑
σΛ∈QΛ
e−βH
(λ)(σΛ). (III.2.4)
It is well known by now that for all d ≥ 2 and all q ≥ 2 the
infinite-volume system exhibits a phase transition at some value βt
characterized by the appearance of a spontaneous magnetization for
β > βt. For q sufficiently large, this transition is known to be first-
order with a discontinuity in both the magnetization2
m(β) = lim
L→∞
1
Ld
1
q − 1
〈
∑
x∈Λ(L)
(q δσx ,1 − 1)
〉(β,λ=J)
L
(III.2.5)
and the mean energy
e(β) = lim
L→∞
1
Ld
〈
H(J)(σΛ(L))
〉(β,λ=J)
L
. (III.2.6)
The magnetization m(β) is zero for β < βt, jumps from
mdis(βt) = 0
to
mord(βt) = lim
β↓βt
m(β) = m(βt) > 0
at βt, and is strictly increasing for β > βt, while the mean energy
e(β) is strictly decreasing for all β, with a jump from
edis(βt) = lim
β↑βt
e(β)
to
eord(βt) = lim
β↓βt
e(β) = e(βt)
at βt.
Here we study the finite-volume magnetization and the mean en-
ergy defined by
ML(β, λ) =
1
q − 1
〈
∑
x∈Λ(L)
(q δσx ,1 − 1)
〉(β,λ)
L
(III.2.7)
2The existence of the limits (III.2.5) and (III.2.6) with the constant 1-boundary
conditions follows from either GKS-inequalities [14] or FK-monotonicity, see e.g.
[3]. By the same methods, one can also show that the functions m and e are right
continuous, m(β) = m(β + 0), e(β) = e(β + 0).
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and
EL(β, λ) =
〈
H(λ)(σΛ)
〉(β,λ)
L
= − ∂
∂β
log ZL(β, λ), (III.2.8)
respectively. The case of the free boundary conditions (λ = 0) can,
for q sufficiently large, be analyzed by the standard Pirogov-Sinai
theory as long as β ≤ βt, while the case of the standard 1-boundary
conditions (λ = J) can be analyzed as long as β ≥ βt. This, in partic-
ular, gives
lim
L→∞
1
Ld
ML(βt, 0) = 0, lim
L→∞
1
Ld
EL(βt, 0) = edis(βt) (III.2.9)
and
lim
L→∞
1
Ld
ML(βt, J) = mord(βt), lim
L→∞
1
Ld
EL(βt, J) = eord(βt).
(III.2.10)
The main contribution of this paper is the analysis of the asymp-
totic behaviour (as L → ∞) of ML(β, λ) and EL(β, λ) for any λ ≥ 0
and q large. It turns out that the behaviour for λ ∈ (0, J2) and β ≤ βt
is qualitatively the same as that for the free boundary conditions: the
specific magnetization 1|Λ(L)| ML(β, λ) and the specific mean energy
1
|Λ(L)| EL(β, λ) still converge to the bulk quantities in the disordered
phase with corrections of the order L−1. Similarly, for λ ∈ ( J2 , ∞)
and β ≥ βt, we are still in the ordered phase. These two cases are
jointly referred to as the strong boundary conditions. Finite-size be-
haviour for intermediate values of λ — ‘around’ λ = 12 , the weak
boundary conditions — and any β > 0 is governed by the competi-
tion between contributions coming from the configurations which
are either in the ordered or in the disordered phase for the whole of
Λ . Surface effects, in dependence on the particular value of λ, then
determine the resulting finite-size rounding of the phase transition.
Our results are summarized in the following theorems. In order
to state them, we first introduce the specific heat
CL(β, λ) = β
2
(〈(
H(λ)(σΛ)
)2〉(β,λ)
L
−
(〈
H(λ)(σΛ)
〉(β,λ)
L
)2)
=
= −β2 ∂EL(β, λ)
∂β
(III.2.11)
and the shorthands m∗ = m(βt), the derivative c(β) = −β2 de(β)dβ
(known to exist as a smooth function as long as β 6= βt),
e0 =
edis(βt) + eord(βt)
2
, and ∆e =
edis(βt) − eord(βt)
2
.
(III.2.12)
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THEOREM III.2.1. Let d ≥ 2, J > 0, and µ > 0. For q and L
sufficiently large, we have:
(a) If 0 ≤ λ ≤ J2(1 −µ) and β ≤ βt, then
ML(β, λ) = O(L
d−1) (III.2.13)
and
EL(β, λ) = e(β − 0)Ld + O(Ld−1). (III.2.14)
(b) If λ ≥ J2(1 + µ) and β ≥ βt, then
ML(β, λ) = m(β)L
d + O(Ld−1) (III.2.15)
and
EL(β, λ) = e(β)L
d + O(Ld−1). (III.2.16)
Our second theorem concerns weak boundary conditions, i.e. val-
ues of λ in the interval [J 1−µ2 , J
1+µ
2 ], where µ is an arbitrary fixed
parameter µ ∈ [0, 1). For these boundary conditions we control
the finite-size behaviour of ML(β, λ), EL(β, λ), and CL(β, λ) for all
β ∈ (0, ∞). To state our results, it will be convenient to distinguish
values of β inside a window of the form [βt − ∆β(L), β t + ∆β(L)],
and values of β outside this window. Here ∆β(L) is a function which
goes to zero as L → ∞ fast enough to ensure that ∆β(L) log L → 0,
and slow enough to guaranty that ∆β(L) L is bounded away from
zero. To be more precise, we will consider functions ∆β(L) of the
form
∆β(L) =
dν Jβt
5∆e
1
ω(L)
, (III.2.17)
where
ν =
1
24d
min{1, 3(1 −µ)}, (III.2.18)
and ω : N → [0, ∞) is chosen in such a way that
lim sup
L→∞
ω(L)
L
≤ ν
8
and lim inf
L→∞
ω(L)
log L
= ∞. (III.2.19)
THEOREM III.2.2. Let d ≥ 2, J > 0, and 0 ≤ µ < 1. If ω : N →
[0, ∞) is a function obeying (III.2.19), then for all q, L sufficiently large
and
∣∣λ
J − 12
∣∣≤ µ2 , we have:
(a) There exists a unique point β
(λ)
max(L) at which the specific heat CL(β, λ)
attains its maximum. Furthermore, there exists a function b(J, λ, q) such
that
β
(λ)
max(L) = βt
[
1 +
d
∆e
( J
2
− λ + b(J, λ, q)
) 1
L
+ O(L−2)
]
(III.2.20)
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and b(J, λ, q) ≤ const q−νlog q uniformly in β, J, and λ.
(b) If |β −βt| ≤ ∆β(L), with ∆β(L) as in (III.2.17), then
ML(β, λ) =
m∗
2
Ld +
m∗
2
Ld tanh
(
∆e (β −β (λ)max(L)) Ld
)
+ O
( Ld
ω(L)
)
,
(III.2.21)
EL(β, λ) = e0L
d − ∆e L d tanh
(
∆e (β −β (λ)max(L)) Ld
)
+ O
( Ld
ω(L)
)
,
(III.2.22)
and
CL(β, λ) = β
2(∆e) 2L2d cosh−2
(
∆e (β −β (λ)max(L)) Ld
)
+ O
( L2d
ω(L)
)
.
(III.2.23)
(c) If |β −βt| > ∆β(L), then
ML(β, λ) = m(β)L
d + O(Ld−1), (III.2.24)
EL(β, λ) = e(β)L
d + O(Ld−1), (III.2.25)
and
CL(β, λ) = c(β)L
d + O(Ld−1). (III.2.26)
REMARK III.2.3. (i) In Theorem III.2.1 (a), it is meaningful to con-
sider 0 < µ ≤ 1 only. Note also that |β(λ)max(L) − βt| < ∆β(L) =
dν Jβt
5∆e
1
ω(L)
for any 0 < λ < J and q, L large due to (III.2.20) and the
first condition in (III.2.19).
(ii) Notice that the results of Theorem III.2.1 and Theorem III.2.2
are, in the regions of overlapping parameters, in agreement. Indeed,
let λ ∈ (0, J2) and β ≤ βt first. If β < βt, then Theorem III.2.2
(c) yields (III.2.13) and (III.2.14), respectively, whenever one takes L
such that ω(L) > dν J5∆e
βt
βt−β . If β = βt, the equations (III.2.13) and
(III.2.14) follow from Theorem III.2.2 (a) and (b): one just uses that
tanh x = 1 + O(e−2x) for x ≫ 1 and observes that βt − β(λ)max(L) is
negative and of the order L−1 by virtue of (III.2.20). The case λ ∈
( J2 , J) and β ≥ βt is similar.
(iii) In order to prove the above theorems, one in fact needs to
exclude the values of β close to 0 (c.f. Lemma III.A.1), and we take
β ≥ 1 where necessary. Nevertheless, the restriction of β to the inter-
val [1, ∞) is not serious: if β ≤ 1, we may use, for q large, a standard
high-temperature expansion to obtain the results of Theorem III.2.1
(a) and Theorem III.2.2 (a), (c).
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(iv) The techniques used in this paper do not allow to study the
finite-size scaling of ML(β, λ) and EL(β, λ) for boundary conditions
which strongly favour the ordered or the disordered phase near the
boundary of Λ . In this case, the leading contributions to ZL(β, λ)
feature a ¤ip along a large contour from one of the two phases near
the boundary to the other phase within the bulk. To analyze the
finite-size scaling, a control over the behaviour of this large contour
would be necessary, involving, in particular, the analysis of the so-
called Wulff shape of a contour filling essentially the whole volume.
This is out of the scope of this paper. As will be shown in Section 4,
such a detailed analysis of large contours is not necessary in the case
of the weak boundary conditions.
(v) A general concept of the finite-size effects for first-order phase
transitions was developed in [10] on the basis of Pirogov-Sinai the-
ory, and one may try to apply it to our model. To this end, the model
must be first rewritten in terms of contours and then the assump-
tions under which [10] can be used are to be satisfied; this was done
in [17]. Whereas the assumptions (3.7) to (3.9) of [10] are fulfilled
in our situation (if we suppose that, say, β ≥ 1), the assumption
(3.11) of [10] imposes drastic constraints on the values of λ and β.
Namely, one must assume that |λJ − 12 | ≤ δ and | ββt − 1| ≤ δ, where
δ = δ(d) < 152d , see (4.47b) in [10]. With such restrictions, the general
setting of [10] enables us to establish the results of Theorem III.2.2
(with ω(L) = L). Here we weakened these constraints (both for λ
and β), using the methods of [10] with a more careful evaluation of
boundary terms.
III.3. Contour Representations
In order to analyze the finite-volume quantities ML(β, λ) and
EL(β, λ), we use the machinery of the Pirogov-Sinai theory in the
form developed in [10]. To this end, we rewrite the partition func-
tion (III.2.4) in terms of contours.
Throughout this section, we assume that d ≥ 2, J > 0, λ ≥ 0 and
β > 0. Moreover, the cube Λ (and, thus, the sets B = B(Λ) and ∂B)
is fixed, and we write B̄ for B∪ ∂B.
First, we express ZL(β, λ) with the help of the Fortuin-Kasteleyn
random-cluster representation [13]. Modifying the approach of [11]
to take into account the effect of the boundary, one obtains
ZL(β, λ) = ∑
X⊂B̄
e−G(X)q−
1
2d‖δX‖+ Cin(X), (III.3.1)
see [17] for details. Here Cin(X) is the number of the connected
components of X which do not include any bond of ∂B, ‖δX‖ =
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|δ1X|+ 2 |δ2X|, where
δiX = {〈x, y〉 ∈ B̄\X : |{x, y} ∩ S(X)| = i}, i = 1, 2,
with
S(X) = {x ∈ Λ : 〈x, y〉 ∈ X for some y ∈ Zd},
and G(X) = ∑b∈B̄ gX(b), with
gX(b) =
{
− log(eJβ − 1) if b ∈ B∩ X,
− log(eλβ − 1) if b ∈ ∂B∩ X, (III.3.2)
gX(b) =
{
− 1d log q if b ∈ B\X,
− 12d log q if b ∈ ∂B\X.
(III.3.3)
REMARK III.3.1. Note that for the free boundary conditions, λ =
0, the contribution of any random-cluster configuration X ⊂ B̄ to
ZL(β, λ) vanishes unless X ∩ ∂B = ∅.
Next, let us introduce V = V(L) as the closed d-dimensional cube
in Rd , of side length3 L + 1, centred at the same point as Λ . Our aim
is to rewrite every random-cluster configuration X ⊂ B̄ in terms of
collections of contours. It turns out that it is convenient to introduce
two different types of contours, depending on the boundary condi-
tions: for weak boundary conditions it is natural to consider open
contours “ending on the boundary ∂V”, while for strong boundary
conditions the natural setting is to consider closed contours only. Ac-
cordingly, the following definition distinguishes these cases. Never-
theless, the differences concern only contours “touching” the bound-
ary ∂V — for those in the interior, all the definitions are independent
of the boundary conditions.
Let X ⊂ B̄ be a random-cluster configuration. In order to define
contours, we first identify the bonds 〈x, y〉 ∈ X with the correspond-
ing line segments in Rd, and then define a closed k-dimensional unit
hypercube c ⊂ Rd with vertices in Zd to be occupied if all bonds
b ⊂ c are bonds in X. We use P(X) to denote the union of all occu-
pied hypercubes. In a similar way, we define P(X) ⊃ P(X) as the
union of all closed unit hypercubes c with vertices in Zd for which
all bonds b ⊂ c lie in X ∪ ∂V.
Consider the sets of contours Y(X), Yo(X), and Yd(X) defined
respectively as the sets of connected components of the boundaries
of the following sets (see Fig. 1):
(a) the intersection of the 14 -neighbourhood of P(X)\∂V with
V,
(b) the intersection of the 14 -neighbourhood of P(X) with V,
3Note that V(L) is thus defined to be the smallest closed cube containing all
bonds from B̄.
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(c) the 14 -neighbourhood of P(X) ∩ {x ∈ V : dist(x, ∂V) ≥ 12}.
Y
Y X( )Y
do
X( )
X( )
FIGURE 1. Contours under different boundary conditions.
Here the neighbourhood is defined with respect to the ℓ∞ dis-
tance, dist(x, y) = maxi=1,...,d |xi − yi|. Elements of Y(X) are called
w-contours, while elements of Yo(X) or Yd(X) are called s-contours,
and we shall use γ to denote any of them. Furthermore, we say
that a set ∂ of w-contours (s-contours) is admissible if there exists a
configuration X ⊂ B̄ such that ∂ = Y(X) (∂ = Yo(X) or ∂ = Yd(X)).
This configuration is necessarily unique whenever ∂ is not empty,
while
Y(B̄) = Y(∅) = Yo(B̄) = Yd(∅) = ∅.
If ∂ 6= ∅, we use X(∂) to denote the unique configuration corre-
sponding to ∂.
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Define the ‘octant’ O(k) of each corner k = [k1, . . . , kd] of the box
V by
O(k) = {x ∈ Rd : xi ≥ ki if i ∈ I−, xi ≤ ki if i ∈ I+}, (III.3.4)
where i ∈ I− as long as yi ≥ ki for all y ∈ V, while i ∈ I+ as long as
yi ≤ ki for all y ∈ V. If, for a given γ, there is a corner k of V such
that γ ∩ ∂V ⊂ ∂O(k), then int γ, the interior of γ, is defined as the
finite component of O(k)\γ.4 However, if there is no such a corner,
then int γ is defined as the smaller of the two components of V\γ.5
In addition, we set V(γ) = γ ∪ int γ and Ext γ = V\V(γ). Any γ
from an admissible set of w- or s-contours ∂ is external if there is no
γ̃ ∈ ∂ such that γ ⊂ int γ̃.
The set {γ} with γ arbitrary is admissible and non-empty, and
thus there exists a unique configuration Xγ ⊂ B̄ for which Y(Xγ) =
{γ} if γ is a w-contour, while Yo(Xγ) = {γ} or Yd(Xγ) = {γ} if
γ is an s-contour. We call γ ordered (or o-labelled) if Xγ ⊂ Ext γ and
disordered (or d-labelled) if Xγ ⊂ int γ. If Xγ = ∅, one necessarily has
{γ} = Yo(Xγ), and we say that γ is o-labelled. Note that all the
external contours of an admissible set of w- or s-contours are either
ordered or disordered; for instance, the external contours of Ym(X)
with m = o, d and any X ⊂ B̄ are m-labelled.
Let the length ‖γ‖ of a contour γ be the number of its intersections
with the bonds of B̄. Observing that for any set of admissible con-
tours ∂, the number of disordered contours in ∂ with dist(γ, ∂V) ≥ 34
is Cin(X(∂)), we introduce the weight of γ by
ρ(γ) =



q−
1
2d‖γ‖ if γ is ordered or if γ is disordered with
dist(γ, ∂V) ≤ 14 ,
q−
1
2d‖γ‖+1 if γ is disordered with dist(γ, ∂V) ≥ 34 .
(III.3.5)
If ∂ is a non-empty admissible set of w-contours, then one easily sees
that
∑
γ∈∂
‖γ‖ = ‖δX(∂)‖, (III.3.6)
4This definition clearly does not depend on the choice of k if more corners are
possible.
5If both the components of V\γ are of the same size, take the one which con-
tains the corner k of V for which ki ≤ xi, i = 1, . . . , d, for all x ∈ V.
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whereas if ∂ is a non-empty admissible set of s-contours, then
∑
γ∈∂
‖γ‖ =



‖δX(∂)‖ + |∂B\X(∂)| if external s-contours in ∂
are ordered,
‖δX(∂)‖ + |∂B∩ X(∂)| if external s-contours in ∂
are disordered.
(III.3.7)
Here X(∂) is the unique configuration corresponding to ∂.
A set {γ1, . . . , γn} of w-contours (s-contours) is called a set of non-
overlapping w-contours (s-contours) if dist(γi, γ j) ≥ 12 for all 1 ≤ i <
j ≤ n. Any admissible set of w-contours (s-contours) may serve as
an example.
Let W ⊂ V be of the form
V\
⋃
γ∈∂∗
V(γ) or int γ0\
⋃
γ∈∂̃∗
V(γ), (III.3.8)
where γ0 is a w-contour (or an s-contour) and ∂∗ and ∂̃∗ are, pos-
sibly empty, sets of non-overlapping w-contours (s-contours) with
V(γ) ⊂ int γ0 for all γ ∈ ∂̃∗. Then B(W) and ∂B(W) stand for the
sets of all bonds of B and ∂B, respectively, whose centres lie in W
and B̄(W) = B(W) ∪ ∂B(W). In order to express the weight of a
configuration X in terms of its contours, we also introduce the or-
dered and disordered “regions”,
Ωm(W, ∂) =
{
B̄(W) ∩ X(∂) if m = o,
B̄(W)\X(∂) if m = d, (III.3.9)
for any admissible set of w- or s-contours ∂, where we set X(∅) to be
equal to B̄ if m = o and to ∅ if m = d.
When expressing the partition function in terms of contours, we
distinguish the case of weak and strong boundary conditions.
Weak b.c. For every B ⊂ B̄ and m = o, d, we set
Gm(B) =
gm
d
|B∩ B|+ hm |∂B∩ B| (III.3.10)
with
go = −d log(eJβ − 1), gd = − log q, (III.3.11)
ho = − log(eλβ − 1), hd = −
1
2d
log q. (III.3.12)
Let us call γ short if 6 diam γ < ω(L) and long otherwise; the param-
eter ω(L) is supposed to be fixed so that 1 < ω(L) ≤ L. Later, it will
6The diameter of any subset W of Rd, diam W , means the length of the side of
the smallest square box in Rd into which W can fit.
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be chosen to obey the condition (III.2.19) from Theorem III.2.2. For
W of the form (III.3.8), we define
Zm,W(β, λ) = ∑(m)
∂<W
e−Go(Ωo(W,∂))−Gd(Ωd(W,∂)) ∏
γ∈∂
ρ(γ), m = o, d,
(III.3.13)
where the sum is taken over all admissible sets ∂ of short w-contours
such that the external contours in ∂ are m-labelled and V(γ) ⊂ W
for all γ ∈ ∂.
As it is standard in the Pirogov-Sinai theory, one may derive an-
other, more suitable expression for the partition function (III.3.13) (in
a context similar to the present one, see e.g., Subsection 4.2 of [10]),
namely,
Zm,W(β, λ) = e
−Gm(B̄(W)) ∑(m)
∂∗<W
∏
γ∈∂∗
Km(γ) , m = o, d. (III.3.14)
Here the summation is over all sets ∂∗ of non-overlapping short m-
labelled w-contours with V(γ) ⊂ W for every γ ∈ ∂∗ and
Ko(γ) = ρ(γ)
Zd,int γ(β, λ)
Zo,int γ(β, λ)
, Kd(γ) = ρ(γ)
Zo,int γ(β, λ)
Zd,int γ(β, λ)
,
(III.3.15)
where we skipped the dependence of Km(γ) on β and λ.
In addition, we introduce
Zbig,V(β, λ) = ∑(long)
∂
e−Go(Ωo(V,∂))−Gd(Ωd(V,∂)) ∏
γ∈∂
ρ(γ) (III.3.16)
with the sum going over all the admissible sets ∂ of w-contours which
contain at least one long γ ∈ ∂. Given such a set ∂, let ∂l be the set of
its long w-contours; it is obviously admissible. Then V\∂l splits into
connected components C1, . . . , CN and, for each i = 1, . . . , N, either
B̄(Ci) ⊂ Ωo(V, ∂l) or B̄(Ci) ⊂ Ωd(V, ∂l). We use Wo(∂l) to denote
the union of the former components and Wd(∂l) to denote the union
of the latter ones. Now, let us decompose ∂ into the disjoint union
∂l ∪ ∂o ∪ ∂d, where ∂m, m = o, d, is the set of all the short w-contours
of ∂ with V(γ) ⊂ Wm(∂l) for every γ ∈ ∂m. Clearly, the external
w-contours of ∂m are m-labelled and
Ωm(V, ∂) = Ωm(Wm(∂l), ∂m) ∪ Ωm(Wmc(∂l), ∂m
c
) (III.3.17)
is also a disjoint union (here mc = o if m = d and vice versa). Re-
summing all the short w-contours contributing to Zbig,V(β, λ), we
therefore obtain
Zbig,V(β, λ) = ∑
∂l
Zo,Wo(∂l)(β, λ) Zd,Wd(∂l)(β, λ) ∏
γ∈∂l
ρ(γ). (III.3.18)
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Let ∂ be an admissible set of w-contours. Then the number of dis-
ordered w-contours in ∂ with dist(γ, ∂V) ≥ 34 is Cin(X(∂)). Hence,
∏
γ∈∂
ρ(γ) = q−
1
2d ‖δX(∂)‖+ Cin(X(∂)) (III.3.19)
by (III.3.6) and the definition (III.3.5) of ρ(γ). Combining this with
(III.3.1), (III.3.13), and (III.3.16), we arrive at a contour representation
for the partition function (III.2.4):
ZL(β, λ) = Zo,V(L)(β, λ) + Zd,V(L)(β, λ) + Zbig,V(L)(β, λ). (III.3.20)
We shall use it to prove Theorem III.2.2.
Strong b.c. For these boundary conditions, our definitions are
slightly more involved. This stems in part from our definition of
contours, in particular from the extra terms in (III.3.7), and in part
from our desire to rewrite ZL(β, λ) as a partition function with dis-
ordered or ordered boundary conditions, depending on whether we
are in the situation of Theorem III.2.1 (a) or (b).
For every B ⊂ B̄, let
Gmm′(B) =
gm′
d
|B∩ B|+ hmm′ |∂B∩ B|, m, m′ = o, d, (III.3.21)
where go and gd were defined in (III.3.11) and
hmo =
{
− log(eλβ − 1) if m = o,
− log(eλβ − 1) − 12d log q if m = d,
(III.3.22)
hmd =
{
− 1d log q if m = o,
− 12d log q if m = d.
(III.3.23)
Moreover, for any W of the form (III.3.8), we define
Z̃m,W(β, λ) = ∑(m)
∂<W
e−G
m
o (Ωo(W,∂))−Gmd (Ωd(W,∂)) ∏
γ∈∂
ρ(γ), m = o, d,
(III.3.24)
where the sum goes over all admissible sets ∂ of s-contours such that
the external s-contours in ∂ are m-labelled and V(γ) ⊂ W for every
γ ∈ ∂. With this definition, we get
ZL(β, λ) = Z̃o,V(L)(β, λ) = Z̃d,V(L)(β, λ). (III.3.25)
Indeed, consider Z̃o,V(β, λ) defined by (III.3.24). Then every ∂ con-
tributing to it contains exactly Cin(X(∂)) disordered s-contours, all
with dist(γ, ∂V) ≥ 34 . Analogously, any ∂ contributing to Z̃d,V(β, λ)
contains Cin(X(∂)) disordered s-contours for which dist(γ, ∂V) ≥
3
4 . Combining this with (III.3.1), (III.3.5), (III.3.7), and (III.3.21) —
(III.3.24), we obtain (III.3.25), and hence two more contour represen-
tations for our model. They will be used to prove Theorem III.2.1.
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Again, it will be useful to rewrite Z̃m,W(β, λ) as
Z̃m,W(β, λ) = e
−Gmm(B̄(W)) ∑(m)
∂∗<W
∏
γ∈∂∗
K̃m(γ) , m = o, d, (III.3.26)
where the sum goes over all collections ∂∗ of non-overlapping m-
labelled s-contours such that V(γ) ⊂ W for every γ ∈ ∂∗ and
K̃o(γ) = ρ(γ) q
1
2d |∂B(int γ)| Z̃d,int γ(β, λ)
Z̃o,int γ(β, λ)
, (III.3.27)
K̃d(γ) = ρ(γ) q
1
2d |∂B(int γ)| Z̃o,int γ(β, λ)
Z̃d,int γ(β, λ)
. (III.3.28)
REMARK III.3.2. Since the partition functions defined by (III.3.13)
and (III.3.24) depend on λ only through the quantities Go((Ωo(W, ∂))
and Gmo ((Ωo(W, ∂)), respectively, they are independent of λ once
∂B(W) = ∅, i.e. once dist(W, ∂V) ≥ 34 . As a result, the activities
Km(γ) and K̃m(γ), m = o, d, are independent of λ if dist(γ, ∂V) ≥
3
4 .
7 Note also that the partition functions Zm,W(β, λ) and Z̃m,W(β, λ)
coincide whenever W is ‘not too large and not touching the bound-
ary’. Namely, we have Zm,W(β, λ) = Z̃m,W(β, λ) and Km(γ) =
K̃m(γ) as soon as diam W < ω(L), dist(W, ∂V) ≥ 34 and diam γ <
ω(L), dist(γ, ∂V) ≥ 34 , respectively.
III.4. Proof of Theorem III.2.2
The decomposition (III.3.20) of the partition function ZL(β, λ)
suggests that the finite-size scaling for the energy EL(β, λ) and the
heat capacity CL(β, λ) may be evaluated via a cluster-expansion anal-
ysis of Zm,W(β, λ), m = o, d. To this end, a bound Km(γ) ≤ ǫ‖γ‖,
where ǫ > 0 is small, would be needed for every short w-contour γ.
It turns out, though, that a bound of this form does not hold for both
m = o, d and for all β > 0. Therefore, one first constructs [8, 10]
truncated contour activities Km(γ) and the corresponding partition
functions8
Z̄m,W(β, λ) = e
−Gm(B̄(W)) ∑(m)
∂∗<W
∏
γ∈∂∗
Km(γ) , m = o, d, (III.4.1)
defined for every W of the form (III.3.8). This will be done in such
a way that Km(γ) are smooth functions of β and Km(γ) ≤ ǫ‖γ‖ for
7Note that in this case the multiplicative factor q
1
2d |∂B(int γ)| in (III.3.27)
vanishes.
8The sum in (III.4.1) runs over the same collections of w-contours as in
(III.3.14).
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some small ǫ > 0. In addition, whenever
fm(β) = − lim
L→∞
1
Ld
log Z̄m,V(L)(β, λ) (III.4.2)
equals
f (β) = min{ fo(β), fd(β)}, (III.4.3)
then, necessarily, Km(γ) = Km(γ) so that Z̄m,W(β, λ) = Zm,W(β, λ).
As in [10], the truncated model will be constructed inductively.
However, to get weaker constraints on the surface coupling λ, we
have to repeat the argument of [10] with a more careful evaluation
of boundary terms. This will be done in Appendix III.B. Introducing
Fm(B̄(W)) =
1
d
fm |B(W)|+ sm |∂B(W)|, (III.4.4)
where
sm(β) = − lim
L→∞
1
2dLd−1
(
Z̄m,V(L)(β, λ) +
1
d
fm(β) |B|
)
, (III.4.5)
we formulate the results in the next lemma. Its proof is also given in
Appendix III.B.
LEMMA III.4.1. Let d ≥ 2, J > 0, 0 ≤ µ < 1, k0 ∈ Z, k0 ≥ 0, and
let
ν =
1
24d
min{1, 3(1 −µ)} and α = ν
2
log q − 1. (III.4.6)
There exists a finite positive constant D0 such that, for any function ω :
N → [0, ∞] for which ω(L) ≤ L, ω(L) → ∞ as L → ∞, a truncated
activity Km(γ) exists, for any m-labelled short w-contour γ, m = o, d,
satisfying the following claims (a)–(d) whenever q, L are large enough, |λJ −
1
2 | ≤ µ2 , and either 0 ≤ k ≤ k0 and β ≥ 1 or k = 0 and β > 0:
(a) Km(γ) is a Ck0 function of β and
∣∣ ∂k
∂βk Km(γ)
∣∣ ≤
(
D0 q
−2ν)‖γ‖.
(b) Let am(β) = fm(β) − f (β). If am(β) diam γ ≤ α, then one has
Km(γ) = Km(γ).
(c) If am(β) min{diam W,ω(L)} ≤ α, then Z̄m,W(β, λ) = Zm,W(β, λ).
(d) If am(β) > 0, then, for any W of the form (III.3.8) we have
9
∣∣∣∣
∂k
∂βk
Zm,W(β, λ)
∣∣∣∣ ≤ D0 |B̄(W)|kZm,W(β, λ) ≤
≤ D0 |B̄(W)|ke−Fmc (B̄(W))+(
µ
2d log q+O(q
−ν)) |∂B(W)|×
× eO(q−ν)‖∂W‖+O(q−νL). (III.4.7)
9Given W ⊂ V, we write ‖∂W‖ for the number of intersections of the bound-
ary ∂W with B∪ ∂B(Wc).
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Here mc = o if m = d and vice versa.
REMARK III.4.2. Lemma III.4.1 (a) and (c) allows us to analyze the
functions log Zm,W(β, λ), m = o, d, and their derivatives up to the
k0-th order by convergent cluster expansions once we assume that
am(β) min{diam W, ω(L)} ≤ α and β ≥ 1. This then leads to the
relations
∂k
∂βk
log Zm,W(β, λ) = −
∂kFm(B̄(W))
∂βk
+ O(q−ν)‖∂W‖+ O(q−νL)
(III.4.8)
for all k = 0, . . . , k0 and q, L sufficiently large. Moreover, fm and sm
are Ck0 functions of β on the interval [1, ∞), and
dk fm
dβk
=
dkgm
dβk
+ O(q−ν),
dksm
dβk
=
dkhm
dβk
+ O(q−ν) (III.4.9)
for any k = 0, . . . , k0 and q large enough. Combined with Lemma
III.A.5 (a), one can show the existence of a unique point β̄ such that
fo(β̄) = fd(β̄). (III.4.10)
Moreover,
f (β) =
{
fo(β) if β ≥ β̄,
fd(β) if β ≤ β̄,
(III.4.11)
and
β̄ =
log q
dJ
+ O(q−ν). (III.4.12)
Notice that
df
dβ
∣∣∣
β̄+0
− df
dβ
∣∣∣
β̄−0
=
d( fo − fd)
dβ
∣∣∣
β̄
≤ −dJ + O(q−ν) < 0 (III.4.13)
due to (III.4.9) and (III.3.11). In Remark III.4.5 we shall show that
β̄ = βt.
In view of (III.4.11), the functions ao(β) and ad(β) vanish for β ≥
β̄ and β ≤ β̄, respectively. Moreover, for 1 ≤ β < β̄, the function
ao(β) = ( fo − fd)(β) > 0 is decreasing, whereas for β > β̄ the
function ad(β) = −( fo − fd)(β) > 0 is increasing.
It is worth noting that Lemma III.A.7 applied to ψ1(x) = e
±x and
ψ2(β) = Zm,W(β, λ), m = o, d, combined with (III.4.8), (III.4.9), and
Lemma III.A.1 gives
∣∣∣ ∂
k
∂βk
(
Zm,W(β, λ)
)±1∣∣∣ ≤ D̃0 |B̄(W)|k
(
Zm,W(β, λ)
)±1
, 1 ≤ k ≤ k0,
(III.4.14)
for some finite constant D̃0 > 0 once am(β) min{diam W,ω(L)} ≤
α and β ≥ 1.
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For the rest of this section, we choose the function ω(L) to satisfy
the condition (III.2.19) from Theorem III.2.2. Let us provisionally
introduce the energy jump at β̄,
∆e := − 1
2
d( fo − fd)
dβ
∣∣∣
β̄
=
dJ
2
+ O(q−ν) > 0; (III.4.15)
it will turn out that it actually coincides with ∆e from Theorem III.2.2.
The next corollary immediately follows from Lemma III.4.1 and is
the first step in the proof of (III.2.20).
COROLLARY III.4.3. Let d ≥ 2, J > 0, and 0 ≤ µ < 1. Let us define
ν and α by (III.4.6) and β̄ by (III.4.10). For q and L sufficiently large and
|λJ − 12 | ≤ µ2 , we have:
(a) The equation am(β) =
α
ω(L)
, m = o, d, has a single solution βm(L),
and
βo(L) = β̄ −
α
2∆e
1
ω(L)
+ O
(
(ω(L))−2
)
, (III.4.16)
βd(L) = β̄ +
α
2∆e
1
ω(L)
+ O
(
(ω(L))−2
)
. (III.4.17)
In addition, ao(β) ≤ αω(L) iff β ≥ βo(L), while ad(β) ≤ αω(L) iff β ≤
βd(L).
(b) There is a unique point β
(λ)
= (L) ∈ (βo(L), βd(L)) at which Zo,V(β, λ)
and Zd,V(β, λ) coincide, and
β(λ)= (L) = β̄
[
1 +
d
∆e
( J
2
− λ + O
( q−ν
log q
)) 1
L
+ O(L−2)
]
. (III.4.18)
PROOF: (a) Let us consider m = o, for instance. For 0 < β ≤ 1,
we have
ao(β)−
α
ω(L)
≥ log q − d log(eJ − 1) + O(q−ν) − α
ω(L)
> 0
whenever q and L are large enough; we used (III.4.9) with k = 0
and the second condition in (III.2.19). Since ao(β) is continuous and
decreasing on [1, β̄) once q is large, while ao(β) = 0 for β ≥ β̄,
there is a single solution βo(L) ∈ (1, β̄). The Lagrange mean-value
theorem then yields
α
ω(L)
= ao(βo(L)) = ( fo − fd)(βo(L)) = (βo(L)− β̄)
d( fo − fd)
dβ
∣∣∣
β̃
(III.4.19)
for some β̃ between βo(L) and β̄. Since the derivatives of fo and
fd are bounded due to (III.4.9) and Lemma III.A.1, it follows that
βo(L) − β̄ = O((ω(L))−1). Using this, Taylor expansion around β̄
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gives
α
ω(L)
= ( fo − fd)(βo(L)) = (βo(L)− β̄)
d( fo − fd)
dβ
∣∣∣
β̄
+
+ O((ω(L))−2), (III.4.20)
which along with (III.4.15) implies the first equality of (III.4.16). One
proceeds similarly for m = d.
(b) Let us introduce
ξL(β) = log
Zo,V(L)(β, λ)
Zd,V(L)(β, λ)
.
If β ∈ [βo(L), βd(L)], we may use the proved part (a) of this corol-
lary, the relation (III.4.8) with k = 0, and Lemma III.A.1 to get
ξL(βm(L)) = −( fo − fd)(βm(L))|B|/d−
−
[
(so − sd)(β̄) + O
( 1
ω(L)
)]
|∂B|+ O(q−νL) (III.4.21)
for m = o, d. Since ecβ̄ − 1 = q
c
dJ (1 + O(q−ν)) for any c ≥ λ4 (so that
c
dJ ≥ ν), see (III.A.10), the relations (III.4.9) and (III.3.11) give
(so − sd)(β̄) = (ho − hd)(β̄)+ O(q−ν) = −
1
d
(λ
J
− 1
2
)
log q + O(q−ν).
(III.4.22)
Observing that
|B| = |B(Λ(L))| = dLd−1(L − 1), |∂B| = |∂B(Λ(L))| = 2dLd−1,
(III.4.23)
and taking into account (III.4.19), (III.4.6), and (III.2.19), we eventu-
ally obtain
ξL(βo(L)) =
(
− α
log q
L − 1
ω(L)
+ 2
(λ
J
− 1
2
)
+ O
( q−ν
log q
))
Ld−1 log q+
+ O
( Ld−1
ω(L)
)
≤
≤
[
−
(ν
2
+
1
log q
) 6
ν
+ µ + O
( q−ν
log q
)]
Ld−1 log q + O
( Ld−1
ω(L)
)
≤
≤ −3
2
Ld−1 log q
[
1 + O
( 1
ω(L)
)]
≤ − Ld−1 log q < 0 (III.4.24)
for q, L large. Similarly,
ξL(βd(L)) ≥ Ld−1 log q > 0 (III.4.25)
once q, L are large enough.
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Next, combining the proved part (a) of the corollary, (III.4.8),
(III.4.9), and Lemma III.A.1, one readily gets
∂k
∂βk
log Zm,V(L)(β, λ) = −
dk fm
dβk
∣∣∣
β̄
Ld + O
(
|β − β̄|Ld
)
+ O(Ld−1),
(III.4.26)
m = o, d, for all k ∈ N and β ∈ [βo(L), βd(L)]. This and (III.4.16)
yield, for any β ∈ [βo(L), βd(L)] and large q and L,
∂ξL
∂β
= 2 ∆e L d
[
1 + O
(
|β − β̄|
)
+ O(L−1)
]
> 0. (III.4.27)
Since ξL(β) is continuous, a result of (III.4.24), (III.4.25), and (III.4.27)
is that the equation Zo,V(β, λ) = Zd,V(β, λ) has necessarily a unique
solution β
(λ)
= (L) on the interval (βo(L), βd(L)). To find its position,
we first use the Lagrange mean-value theorem to write
0 = ξL(β
(λ)
= (L)) = ξL(β̄) + (β
(λ)
= (L)− β̄)
∂ξL
∂β
∣∣∣
β̂
, (III.4.28)
where β̂ is a point between β
(λ)
= (L) and β̄. Due to (III.4.8), (III.4.22),
and (III.4.23), we have
ξL(β̄) = (sd − so)(β̄) |∂B|+ O(q−νL) =
= 2
[(λ
J
− 1
2
)
log q + O(q−ν)
]
Ld−1. (III.4.29)
In view of (III.4.27), we thus observe that β
(λ)
= (L) − β̄ = O(L−1).
Using this, the Taylor expansion of ξL(β
(λ)
= (L)) around β̄ along with
(III.4.26), (III.4.9), and Lemma III.A.1 imply
0 = ξL(β̄) + (β
(λ)
= (L)− β̄)
∂ξL
∂β
∣∣∣
β̄
+ O(Ld−2). (III.4.30)
Combined with (III.4.27), (III.4.29), and (III.4.12), we get (III.4.18).
Q.E.D.
In Appendix III.C we prove
COROLLARY III.4.4. Let d ≥ 2, J > 0, 0 ≤ µ < 1, and k0 = 0, 1, . . .
For all q, L sufficiently large, |λJ − 12 | ≤ µ2 , and 0 ≤ k ≤ k0, we have:
(a) If β ∈ [βo(L), βd(L)], then
∣∣∣ ∂
k
∂βk
Zbig,V(L)(β, λ)
Zo,V(L)(β, λ) + Zd,V(L)(β, λ)
∣∣∣ < q−
1−µ
20d ω(L). (III.4.31)
(b) If β ≥ βd(L), then
∣∣∣ ∂
k
∂βk
Zd,V(L)(β, λ) + Zbig,V(L)(β, λ)
Zo,V(L)(β, λ)
∣∣∣ < q−
1−µ
20d ω(L). (III.4.32)
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In addition, if 1 ≤ β ≤ βo(L), then
∣∣∣ ∂
k
∂βk
Zo,V(L)(β, λ) + Zbig,V(L)(β, λ)
Zd,V(L)(β, λ)
∣∣∣ < q−
1−µ
20d ω(L). (III.4.33)
REMARK III.4.5. Let us show here that the quantity f defined by
(III.4.3) is actually the free energy of our model. Assuming first that
β ≥ β̄, where β̄ was defined by (III.4.10), we write
− lim
L→∞
1
|Λ(L)| log ZL(β, λ) =
= − lim
L→∞
1
|Λ(L)|
(
log Zo,V(L)(β, λ) + XL(β, λ)
)
. (III.4.34)
Here
XL(β, λ) = log
(
1 +
Zd,V(L)(β, λ) + Zbig,V(L)(β, λ)
Zo,V(L)(β, λ)
)
> 0
since all three terms Zo,V(β, λ), Zd,V(β, λ), and Zbig,V(β, λ) are pos-
itive. Hence,
lim
L→∞
1
|Λ(L)| XL(β, λ) ≥ 0.
On the other hand, if β ≥ βd(L), then
XL(β, λ) ≤ log
(
1 + q−
1−µ
20d ω(L))
due to Corollary III.4.4 (b), while if β̄ ≤ β ≤ βd(L), then
XL(β, λ) = log
(
1 +
Zd,V(L)(β, λ)
Zo,V(L)(β, λ)
+
+
Zbig,V(L)(β, λ)
Zo,V(L)(β, λ) + Zd,V(L)(β, λ)
Zo,V(L)(β, λ) + Zd,V(L)(β, λ)
Zo,V(L)(β, λ)
)
≤
≤ log
(
1 + e
O( L
d
ω(L)
)+O(Ld−1)
+ q−
1−µ
20d ω(L)(1 + e
O( L
d
ω(L)
)+O(Ld−1)
)
)
=
= Ld
(
O((ω(L))−1) + O(L−1)
)
(III.4.35)
in view of (III.4.26). Thus, using also (III.2.19),
lim
L→∞
1
|Λ(L)| XL(β, λ) = 0 for all β ≥ β̄.
As a result,
− lim
L→∞
1
|Λ(L)| log ZL(β, λ) = fo(β) = f (β) for all β ≥ β̄.
The case when β ≤ β̄ is treated similarly. Finally, notice that (III.4.13)
implies β̄ = βt. Consequently, the quantity ∆e introduced in Corol-
lary III.4.3 is identical to ∆e defined in (III.2.12).
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Let us now use Lemma III.4.1 and Corollary III.4.3 and III.4.4 to
study the behaviour of the finite-volume mean energy EL(β, λ) and
its derivatives (with respect to β) for large values of q and L.
In the first step, we consider β ∈ [βo(L), βd(L)]. In this case, we
use (III.3.20) and write
EL(β, λ) = −
∂
∂β
[
log(Zo,V(L)(β, λ) + Zd,V(L)(β, λ))+
+ log
(
1 +
Zbig,V(L)(β, λ)
Zo,V(L)(β, λ) + Zd,V(L)(β, λ)
)]
=
= −1
2
∂
∂β
log
(
Zo,V(L)(β, λ)Zd,V(L)(β, λ)
)
−
− 1
2
( ∂
∂β
log
Zo,V(L)(β, λ)
Zd,V(L)(β, λ)
)
tanh
(1
2
log
Zo,V(L)(β, λ)
Zd,V(L)(β, λ)
)
−
− ∂
∂β
log
(
1 +
Zbig,V(L)(β, λ)
Zo,V(L)(β, λ) + Zd,V(L)(β, λ)
)
. (III.4.36)
Applying Lemma III.A.7 to the functions ψ1(x) = log x and ψ2(β) =
1 +
Zbig,V(β,λ)
Zo,V(β,λ)+Zd,V(β,λ)
and using Corollary III.4.4 (a), we get
∂k
∂βk
log
(
1 +
Zbig,V(L)(β, λ)
Zo,V(L)(β, λ) + Zd,V(L)(β, λ)
)
=
=
k
∑
j=1
(
1 + O(q−
1−µ
20d ω(L))
)− j
O
(
q− j
1−µ
20d ω(L)
)
= O(q−
1−µ
20d ω(L))
(III.4.37)
for any k ∈ N. Therefore, taking into account (III.4.26) and Remark
III.4.5,
EL(β, λ) = e0 L
d − ∆e L d tanh
(1
2
log
Zo,V(L)(β, λ)
Zd,V(L)(β, λ)
)
+
+ O(|β −βt|Ld) + O(Ld−1) + O(q−
1−µ
20d ω(L)), (III.4.38)
where
e0 =
1
2
d( fo + fd)
dβ
∣∣∣
βt
= −∆e + O(q−ν) < 0 (III.4.39)
was introduced in (III.2.12).
Next, let us find expressions for the derivatives of EL(β, λ). As
the derivatives of tanh x are bounded because of Lemma (III.A.13),
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Lemma III.A.7 and (III.4.26) yield
∂k
∂βk
tanh
(1
2
log
Zo,V(L)(β, λ)
Zd,V(L)(β, λ)
)
=
=
dk
dxk
tanh x
∣∣∣
x= 12 log
Zo,V(L)(β,λ)
Zd,V(L)(β,λ)
(1
2
∂
∂β
log
Zo,V(L)(β, λ)
Zd,V(L)(β, λ)
)k
+
+
k−1
∑
j=1
O(L jd) =
= (∆e L d)k
dk
dxk
tanh x
∣∣∣
x= 12 log
Zo,V(L)(β,λ)
Zd,V(L)(β,λ)
(1 + O(|β −βt|) + O(L−1))+
+ O(L(k−1)d) (III.4.40)
for any k ∈ N. Along with (III.4.36) and (III.4.26), this implies
∂k
∂βk
EL(β, λ) = O(L
d)−
− 1
2
( ∂
∂β
log
Zo,V(L)(β, λ)
Zd,V(L)(β, λ)
) ∂k
∂βk
tanh
(1
2
log
Zo,V(L)(β, λ)
Zd,V(L)(β, λ)
)
+
+
k
∑
j=1
O(Ld)O(L(k− j)d) + O(q−
1−µ
20d ω(L)) =
= −(∆e L d)k+1 d
k
dxk
tanh x
∣∣∣
x= 12 log
Zo,V(L)(β,λ)
Zd,V(L)(β,λ)
[1 + O(|β −βt|)+
+ O(L−1)] + O(Lkd) (III.4.41)
for all k ∈ N.
Finally, we Taylor expand log
Zo,V(β,λ)
Zd,V(β,λ)
around the point β
(λ)
= (L)
of Corollary III.4.3 (b) and obtain
log
Zo,V(L)(β, λ)
Zd,V(L)(β, λ)
= (β−β(λ)= (L))
(d( fd − fo)
dβ
∣∣∣
βt
Ld + O(Ld−1)
)
=
= 2 ∆e (β −β (λ)= (L))Ld(1 + O(L−1)) (III.4.42)
according to (III.4.26), (III.4.15), Lemma III.A.1, and Remark III.4.5.
Using now Lemma III.A.8, we get
dk
dxk
tanh x
∣∣∣
x= 12 log
Zo,V(L)(β,λ)
Zd,V(L)(β,λ)
=
dk
dxk
tanh x
∣∣∣
x=∆e(β−β (λ)= (L))Ld
+ O(L−1)
(III.4.43)
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for any k = 0, 1, . . . Recalling that |β − βt| = O((ω(L))−1) for all
β ∈ [βo(L), βd(L)] due to (III.4.16), the relations (III.4.38), (III.4.41),
and (III.4.43) lead to
LEMMA III.4.6. Let d ≥ 2, J > 0, 0 ≤ µ < 1, and k0 = 1, 2 . . . For
q and L large enough, |λJ − 12 | ≤ µ2 , β ∈ [βo(L), βd(L)], and 1 ≤ k ≤ k0,
we have
EL(β, λ) = e0 L
d − ∆e L d tanh
(
∆e(β −β (λ)= (L))Ld
)
+ O
( Ld
ω(L)
)
,
(III.4.44)
∂k
∂βk
EL(β, λ) = −(∆e L d)k+1
dk
dxk
tanh x
∣∣∣
x=∆e(β−β (λ)= (L))Ld
+
+ O
( L(k+1)d
ω(L)
)
.
(III.4.45)
Here β
(λ)
= (L) is the temperature introduced in Corollary III.4.3 (b).
Let us consider now β ∈ [1, βo(L)] and any k ∈ N. This time we
use (III.3.20) to write
∂k−1EL(β, λ)
∂βk−1
= − ∂
k
∂βk
[
log Zd,V(L)(β, λ)+
+ log
(
1 +
Zo,V(L)(β, λ) + Zbig,V(L)(β, λ)
Zd,V(L)(β, λ)
)]
. (III.4.46)
The relation (III.4.8) and Lemma III.A.1 imply that
∂k
∂βk
log Zd,V(L)(β, λ) = −
dk fd
dβk
Ld + O(Ld−1). (III.4.47)
Moreover, similarly to (III.4.37),
∂k
∂βk
log
(
1 +
Zo,V(L)(β, λ) + Zbig,V(L)(β, λ)
Zd,V(L)(β, λ)
)
= O(q−
1−µ
20d ω(L))
(III.4.48)
due to Corollary III.4.4 (b) and Lemma III.A.7. Treating the case β ∈
[βd(L), ∞) analogously and using (III.4.11) and Remark III.4.5, we
may state
LEMMA III.4.7. Let d ≥ 2, J > 0, 0 ≤ µ < 1, and k0 = 1, 2 . . .
Then, for all q and L sufficiently large, |λJ − 12 | ≤ µ2 , β ∈ [1, βo(L)] ∪
[βd(L), ∞), and 1 ≤ k ≤ k0,
∂k−1
∂βk−1
EL(β, λ) =
dk f (β)
dβk
Ld + O(Ld−1). (III.4.49)
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Here f is the free energy introduced by (III.4.3), and
dk f (β)
dβk
=



dk fd(β)
dβk
if β < βt,
dk fo(β)
dβk
if β > βt.
(III.4.50)
In the end, let us prove
LEMMA III.4.8. Let d ≥ 2, J > 0, and 0 ≤ µ < 1. For q and L
sufficiently large and |λJ − 12 | ≤ µ2 , the specific heat CL(β, λ) attains its
maximal value at a unique temperature β
(λ)
max(L). Moreover,
β
(λ)
max(L) = β
(λ)
= (L) + O(L
−2d), (III.4.51)
where β
(λ)
= (L) was introduced in Corollary III.4.3 (b).
PROOF: Let the assumptions of the lemma be fulfilled. First,
we observe that if the temperature β
(λ)
max(L) exists, then β
(λ)
max(L) ∈
[βo(L), βd(L)]. Indeed, the definition (III.2.11) of CL(β, λ) along with
(III.4.41) yield that CL(β
(λ)
= (L), λ) = β2(∆e L d)2(1 + O(L−1)). How-
ever, as soon as β ∈ (0, βo(L)] ∪ [βd(L), ∞), we have CL(β, λ) =
O(Ld) in view of Lemma III.4.7, Remark III.2.3 (iii), and Lemma
III.A.1. In other words,
CL(β, λ) < CL(β
(λ)
= (L), λ)
for all β 6∈ [βo(L), βd(L)] and q, L large enough.
Let us, therefore, take β ∈ [βo(L), βd(L)] in the following. Then
Lemma III.4.6 gives
∂
∂β
CL(β, λ) = β
2(∆e L d)3
d2
dx2
tanh x
∣∣∣
x=∆e(β−β (λ)= (L))Ld
+ O
( L3d
ω(L)
)
,
(III.4.52)
∂2
∂β2
CL(β, λ) = β
2(∆e L d)4
d3
dx3
tanh x
∣∣∣
x=∆e(β−β (λ)= (L))Ld
+ O
( L4d
ω(L)
)
.
(III.4.53)
The function d
2 tanh x
dx2
is odd and negative for x > 0, while there exists
A > 0 such that d
3 tanh x
dx3
< 0 once |x| < 2A. As a consequence,
if q and L are large, the above two equations imply the existence
of a unique temperature β0(L) ∈ [βo(L), βd(L)] such that |β0(L) −
β
(λ)
= (L)| < A∆e 1Ld and
CL(β0(L), λ) > CL(β, λ)
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for all β 6= β0(L) and |β − β(λ)= (L)| ≤ A∆e 1Ld . However, if |β −
β
(λ)
= (L)| > A∆e 1Ld , then, in view of (III.2.11) and Lemma III.4.6,
CL(β, λ) = β
2(∆e L d)2 cosh−2
(
∆e(β −β (λ)= (L))Ld
)
+ O
( L2d
ω(L)
)
<
< β2(∆e L d)2
[
cosh−2 A + O
( 1
ω(L)
)]
(III.4.54)
so that
CL(β
(λ)
= (L), λ)− CL(β, λ) ≥
≥ β2(∆e L d)2
[
1 − cosh−2 A + O
( 1
ω(L)
)
+ O(L−1)
]
> 0 (III.4.55)
once q and L are large. Hence, β0(L) = β
(λ)
max(L).
It remains to prove (III.4.51). According to the Lagrange mean-
value theorem, there is β̃ between β
(λ)
max(L) and β
(λ)
= (L) such that
0 =
∂CL(β, λ)
∂β
∣∣∣
β
(λ)
max(L)
=
∂CL(β, λ)
∂β
∣∣∣
β
(λ)
= (L)
+
+
(
β
(λ)
max(L)−β(λ)= (L)
)∂2CL(β, λ)
∂β2
∣∣∣
β̃
. (III.4.56)
Now, from (III.2.11), (III.4.41), and Corollary III.4.3, it follows that
the derivative ∂CL(β,λ)∂β
∣∣∣
β
(λ)
= (L)
= O(L2d) as d
2 tanh x
dx2
= 0 at x = 0. On
the other hand, the relation (III.4.53) and the fact that d
3 tanh x
dx3
∣∣
A
< 0
implies
∂2CL(β, λ)
∂β2
≤ β2(∆e L d)4 d
3 tanh x
dx3
∣∣∣
A
+ O
( L4d
ω(L)
)
≤
≤ −1
2
β2(∆e L d)4
∣∣∣d
3 tanh x
dx3
∣∣∣
A
(III.4.57)
whenever |β − β(λ)= (L)| ≤ A∆e 1Ld and q, L are large. Combined with
(III.4.56), this yields (III.4.51). Q.E.D.
In view of the preceding lemma, Corollary III.4.3 (b), and Lemma
III.A.8, we have
dk
dxk
tanh x
∣∣∣
x=∆e(β−β (λ)= (L))Ld
=
=
dk
dxk
tanh x
∣∣∣
x=∆e(β−β (λ)max(L))Ld
+ O(L−2d+1) (III.4.58)
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for all β ∈ [βo(L), βd(L)]. Moreover, with the help of (III.4.16),
(III.4.6), and (III.4.12), we observe that
|βm(L)−βt| =
α
2∆e
1
ω(L)
+ O((ω(L))−2) =
=
ν
2∆e
(1
2
log q − 1
ν
) 1
ω(L)
+ O((ω(L))−2) =
=
dν J
4∆e
βt
ω(L)
(
1 + O(
1
log q
) + O((ω(L)−1)
)
≥ dν J
5∆e
βt
ω(L)
, (III.4.59)
m = o, d, for q, L large. Recalling Lemma III.4.6, Lemma III.4.7, and
Lemma III.4.8, we get Theorem III.2.2.
III.5. Proof of Theorem III.2.1
We shall proceed similarly as in the proof of Theorem III.2.2. We
begin with
LEMMA III.5.1. Let d ≥ 2, J > 0, k0 = 0, 1, . . . , andα = 124d log q−
1. There exist meta-stable specific free energies f̃o and f̃d such that the
following is true for all q, L is sufficiently large, β ≥ 1, 0 ≤ k ≤ k0, and
m = o, d.
(a) The quantity fm(β) is a Ck0 function of β, and
dk f̃m
dβk
=
dkgm
dβk
+ O(q−
1
24d ), (III.5.1)
where gm was defined in (III.3.11).
(b) For any m-labelled s-contour γ with dist(γ, ∂V) ≥ 34 , the activity
K̃m(γ) does not depend on λ. Introducing f̃ (β) = min{ f̃o(β), f̃d(β)}
and ãm(β) = f̃m(β) − f̃ (β), we further have: If ãm(β) diam γ ≤ α,
then K̃m(γ) is a Ck0 function of β, and | ∂
k
∂βk K̃m(γ)
∣∣ ≤ (D0 q−
1
12d )‖γ‖.
Here D0 > 0 is the constant of Lemma III.4.1.
(c) For any volume W of the form (III.3.8) with dist(W, ∂V) ≥ 34 , the
partition function Z̃m,W(β, λ) is independent of λ. In addition, whenever
ãm(β) diam W ≤ α, then
∂k
∂βk
log Z̃m,W(β, λ) = −
dk f̃m
dβk
|B(W)|/d + O(q− 124d )‖∂W‖. (III.5.2)
PROOF: We first observe that any s-contour γ with dist(γ, ∂V) ≥
3
4 satisfies |∂B(int γ)| = 0. Thus, using Remark III.3.2, K̃m(γ) =
Km(γ) once we choose ω(L) = L. It then suffices to apply Lemma
III.4.1 in which we may put ν = 124 . Indeed, if |∂B(int γ)| = 0 for
some contour γ, then the bound (III.B.27) is to be skipped. Q.E.D.
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REMARK III.5.2. Let Xo be the random-cluster configuration con-
sisting of all the bonds of B̄ whose both end-points have the distance
from ∂V less than or equal to 1. Moreover, let Xd = B and consider
the only s-contours Γo(L) and Γd(L) corresponding to Xo and Xd, re-
spectively. Note that dist(Γm(L), ∂V) ≥ 34 for both m = o, d and
diam Γo(L) = L − 32 , diam Γd(L) = L − 12 . Then, in view of (III.5.2),
− lim
L→∞
1
|Λ(L)| log Z̃m,int Γm(L)(β, λ) = f̃m(β) = f̃ (β) (III.5.3)
as soon as ãm(β) = 0. However, it is easy to observe that
Z̃o,int Γo(L)(β, λ) = ZL−2(β, J), Z̃d,int Γd(L)(β, λ) = ZL−2(β, 0),
c.f. Remark III.3.1 and III.3.2. Because ão(β) = 0 or ãd(β) = 0 for
every β > 0, we may conclude that f̃ introduced above is the free
energy of our model and, thus, coincides with f defined by (III.4.3).
Furthermore, we may apply Lemma III.A.5 (a) to show that
f̃ (β) =
{
f̃o(β) if β ≥ βt,
f̃d(β) if β ≤ βt
(III.5.4)
since
d f̃
dβ
∣∣∣
βt+0
− d f̃
dβ
∣∣∣
βt−0
=
d( f̃o − f̃d)
dβ
∣∣∣
βt
≤ −dJ + O(q− 124d ) < 0 (III.5.5)
according to (III.5.1) and (III.3.11). It also follows that f̃m = fm when-
ever ãm = 0. Here fm was defined in (III.4.2).
COROLLARY III.5.3. Let d ≥ 2, J > 0, and k0 = 0, 1, . . . Let α =
1
24d log q − 1. There exist meta-stable specific surface free energies s̃o and
s̃d such that, for all q, L large enough, λ ≥ 0, β ≥ 1, 0 ≤ k ≤ k0, and
m = o, d, we have:
(a) The quantity s̃m(β) is a Ck0 function of β, and
dk s̃m
dβk
=
dkhmm
dβk
+ O(q−ν) =
dkhm
dβk
+ O(q−ν), (III.5.6)
where hmm and hm were defined in (III.3.22) and (III.3.11), respectively.
(b) Let W ⊂ V be of the form (III.3.8) with dist(W, ∂V) ≥ 14 . Whenever
ãm(β) diam W ≤ α, then
∂k
∂βk
log Z̃m,W(β, λ) = −
dk F̃m(B̄(W))
dβk
+ O(q−ν)‖∂W‖+ O(q−νL).
(III.5.7)
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Here F̃m(B̄(W)) = f̃m|B(W)| + s̃m|∂B(W)|. On the other hand, once
ãm(β) > 0, then
∣∣∣ ∂
k
∂βk
Z̃m,W(β, λ)
∣∣∣ ≤ D0|B̄(W)|kZ̃m,W(β, λ) ≤
≤ D0|B̄(W)|ke−F̃mc (B̄(W))+max{0,s̃mc−s̃m+εãm}|∂B(W)|×
× eO(q−ν)‖∂W‖+O(q−νL) (III.5.8)
for any 0 < ε ≤ λ2
dJ2
. Here mc = o if m = d and vice versa.
PROOF: Let W be of the form (III.3.8) with dist(W, ∂V) ≥ 14 .
Then, for any contour γ contributing to Z̃m,W(β, λ), one has that
dist(γ, ∂V) ≥ 34 . Lemma III.5.1 (b) implies that log Z̃m,W(β, λ) and
its derivatives can be controlled by convergent cluster expansions if
ãm(β) diam W ≤ α. This yields (III.5.6) and (III.5.7).
In order to prove (III.5.8), we use Lemma III.5.1 and completely
follow the proof of Lemma III.B.1 (d) in Appendix III.B. Q.E.D.
REMARK III.5.4. Applying Lemma III.A.7 to ψ1(x) = e
−x and the
function ψ2(β) = log Z̃m,W(β, λ), where W is the volume consid-
ered in Corollary III.5.3 (b), and using (III.5.1), (III.5.6), and Lemma
III.A.1, it follows that
∣∣∣ ∂
k
∂βk
(
Z̃m,W(β, λ)
)−1∣∣∣ ≤ k! (D0|B̄(W)|)k
(
Z̃m,W(β, λ)
)−1
(III.5.9)
due to (III.5.7), c.f. Remark III.4.2.
Finally, let us prove
LEMMA III.5.5. Let d ≥ 2, J > 0, µ > 0, and k0 = 0, 1 . . . Let
ν̃ =
1
24d
min{1, 3µ}, α̃ = ν̃ log q − 1
2
.
There exists a finite constant D̃0 > 0 such that, for all q, L sufficiently
large, β ≥ 1, and 0 ≤ k ≤ k0, we have:
(a) If ão(β) diam V ≤ α̃ and 0 ≤ λ ≤ J2(1 − µ), then K̃o(γ) is a Ck0
function of β for any ordered s-contour γ, and | ∂k∂βk K̃o(γ)| ≤ (D̃0 q
−ν̃)‖γ‖.
(b) If ãd(β) diam V ≤ α̃ and λ ≥ J2(1 +µ), then K̃d(γ) is a Ck0 function
of β for any disordered s-contour γ, and | ∂k∂βk K̃d(γ)| ≤ (D̃0 q
−ν̃)‖γ‖.
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PROOF: According to Lemma III.5.1 (b), the above lemma holds
for any s-contour γ with dist(γ, ∂V) ≥ 34 . Hence, let us consider
only those contours with dist(γ, ∂V(L)) = 14 . Given k0 = 0, 1, . . .
and m = o, d, let us assume that ãm(β) diam V ≤ α̃ and β ≥ 1 and
take any 0 ≤ k ≤ k0. Then (III.3.27), (III.3.5), (III.5.8), and (III.5.9)
yield the bound
∣∣∣ ∂
k
∂βk
K̃m(γ)
∣∣∣ ≤ (2k0D0|B̄(int γ)|)k0 K̃m(γ). (III.5.10)
Observing that
ãm(β)|B̄(int γ)| ≤ 2dãm(β) diam γ ‖γ‖ ≤ 2dα̃ ‖γ‖,
we use (III.5.7) and (III.5.8) to get
Z̃mc ,int γ(β, λ)
Z̃m,int γ(β, λ)
≤ max
{
sup
β: ãmc (β)=0,
ãm(β) diam γ≤α̃
e2α̃ ‖γ‖+(s̃m−s̃mc−ãm/d)|∂B(int γ)|,
sup
β:ãmc (β)>0
emax{s̃m−s̃mc+εãmc , 0}|∂B(int γ)|
}
eO(q
−ν̃)‖γ‖ (III.5.11)
similarly to (III.B.23). In view of Lemma III.A.2, Lemma III.A.5 (b),(c),
and (III.4.22), we obtain
Z̃mc ,int γ(β, λ)
Z̃m,int γ(β, λ)
≤ e
(
2α̃± 1dJ (λ−
J
2 ) log q+O(q
−ν̃)
)
‖γ‖
, (III.5.12)
where the sign ‘+’ applies for m = d, while the sign ‘−’ for m = o.
Combined with (III.3.27), Lemma III.A.2, (III.3.5), and the definition
of ν̃ and α̃, it thus follows that
K̃m(γ) ≤ q
(
2α̃+1
log q −
µ
2d
)
‖γ‖
= q
(
2ν̃− µ2d
)
‖γ‖ ≤ q−2ν̃‖γ‖. (III.5.13)
Combined with (III.5.10) and Lemma III.A.3, the lemma is proved.
Q.E.D.
We may now verify Theorem III.2.1. Let us do so for its part (a)
only. By virtue of Lemma III.5.5, the function log Z̃d,V(β, λ) and its
derivatives can be analyzed by convergent cluster expansions for q, L
large and any 0 ≤ λ < J2 whenever ãd(β) diam V ≤ α̃ and β ≥ 1.
Taking an arbitrary k ∈ N, we then have
∂k
∂βk
log Z̃d,V(β, λ) = −
dk F̃d(B̄)
dβk
+ O(q−ν̃L).
Combining this with (III.3.25) and (III.2.8), we get
dk−1
dβk−1
EL(β, λ) =
d f̃d
dβ
Ld + O(Ld−1)
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due to Lemma III.A.1, (III.5.6), and (III.4.23). Since β ≤ βt iff ãd(β) =
0, the relation (III.2.14) follows in view of (III.5.4) and the fact that f̃
is the free energy of our model.
III.A. Auxiliary Lemmas
LEMMA III.A.1. For any k ∈ N, there exists a finite constant Dk > 0
such that the k-th derivative (with respect to β) of any of the functions go,
ho, and h
m
o , m = o, d, defined by (III.3.11) and (III.3.22), respectively, can
be uniformly bounded by Dk on the interval [1, ∞).
PROOF: Consider the function f (x) = − log(eax − 1) with a > 0
is arbitrary. Obviously,
df
dx
= − a
1 − e−ax
can be uniformly bounded on [1, ∞). Using the identity
d2 f
dx2
= a
df
dx
+
(df
dx
)2
,
one shows by induction that, for any k = 1, 2, . . . , there exist positive
constants Ck1, . . . , Ckk such that
dk f
dxk
=
k
∑
i=1
Cki a
k−i
(df
dx
)i
.
Thus, any derivative of f can be uniformly bounded on [1, ∞). Tak-
ing into account the definitions (III.3.11) and (III.3.22), the lemma is
proved. Q.E.D.
LEMMA III.A.2. Let γ be a contour with diam γ < diam V. Then
|∂B(int γ)| ≤ ‖γ‖.
PROOF: If diam γ < diam V, then there is a corner k of V for
which γ ∩ ∂V ⊂ ∂O(k). If dist(γ, ∂V) ≥ 34 , then the lemma is trivial
as |∂B(int γ)| = 0 in this case. Therefore, assume that dist(γ, ∂V) ≤
1
4 . Let b ∈ ∂B(int γ), let p(b) ⊂ Rd be the line which passes through
the end-points of b, and let
B̄(b) = {〈x, y〉 ∈ B̄ : x ∈ p(b), y ∈ p(b)}\{b}.
Necessarily, the line p(b) intersects the boundary of V(γ) at least
twice. Once at a point which lies on the bond b (considered here
as a closed unit line segment). All the other intersections are with
a contour γ itself and cannot occur neither at points which would
lie on ∂V (otherwise diam γ would be equal to diam V if γ is a w-
contour, while V(γ) ∩ ∂V = ∅ for any s-contour), nor at the end-
points of bonds of B̄(b) (contours are defined not to pass through
any site of Zd). In other words, to every b ∈ ∂B(int γ), there is at least
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one bond of B̄(b) which intersects γ. Observing that B̄(b) 6= B̄(b′) for
any two different bonds b, b′ of ∂B, the lemma is proved. Q.E.D.
LEMMA III.A.3. Let γ be an arbitrary contour. Then |B̄(int γ)| ≤
‖γ‖d.
PROOF: Let iγ = min{n ∈ N : n ≤ diam γ}. Recalling the
definition of the set B̄(int γ), we may bound its cardinality by the
number of the centres of the bonds of B̄ which are contained in the
closed d-dimensional box centred at the origin and whose side length
is iγ. This number clearly equals to i
d
γ, i.e. we have
|B̄(int γ)| ≤ idγ .
Now, it suffices to observe that iγ ≤ ‖γ‖. Q.E.D.
LEMMA III.A.4. For any contour γ, let K(γ) ≥ 0 be an arbitrary
contour activity. Let us define
Z(W) = ∑
∂∗<W
∏
γ∈∂∗
(K(γ) e‖γ‖)
for any W of the form (III.3.8), where the sum is over all families ∂∗ of
non-intersecting contours with V(γ) ⊂ W for every γ ∈ ∂∗. In addition,
let
φ = − lim
L→∞
1
Ld
logZ(V(L)), (III.A.1)
σ = − lim
L→∞
1
2dLd−1
(
logZ(V(L)) +φ|B|/d
)
. (III.A.2)
If K(γ) ≤ ǫ 2‖γ‖ with ǫ > 0 sufficiently small, then, for any c1 ≥ −φ and
c2 ≥ −σ ,
∑
∂ext<W
e−c1|B(Ext)|/d−c2|∂B(Ext)| ∏
γ∈∂ext
K(γ) ≤ eO(ǫ)‖∂W‖+O(ǫL),
where the sum goes over sets ∂ext of contours which are all external with
V(γ) ⊂ W for any γ ∈ ∂ext and Ext = W\ ∪γ∈∂ext V(γ).
PROOF: If K(γ) ≤ ǫ 2‖γ‖, then K(γ) e‖γ‖ ≤ ǫ 32 ‖γ‖ for ǫ small
enough. Hence, the partition function Z can be controlled by a con-
vergent cluster expansion, yielding
logZ(W) = −Φ (B̄(W)) + O(ǫ)‖∂W‖+ O(ǫL) (III.A.3)
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with Φ (B̄(W)) = φ|B(W)|/d +σ |∂B(W)|. Assuming now that c1 ≥
−φ and c2 ≥ −σ and using (III.A.3), we get
∑
∂ext<W
e−c1|B(Ext)|/d−c2|∂B(Ext)| ∏
γ∈∂ext
K(γ) ≤
≤ eΦ (B̄(W)) ∑
∂ext<W
∏
γ∈∂ext
(
K(γ)e−Φ (B̄(int γ))
)
=
= eΦ (B̄(W)) ∑
∂ext<W
∏
γ∈∂ext
(
K(γ)Z(int γ)eO(ǫ)‖γ‖
)
≤
≤ eΦ (B̄(W))Z(W) ≤ eO(ǫ)‖∂W‖+O(ǫL).
Q.E.D.
LEMMA III.A.5. Let m = o, d, while mc = o if m = d and vice
versa. Let κ > 0 be arbitrary and let gm, hm be the quantities defined in
(III.3.11). Let ϕm(β) and σm(β) be arbitrary functions which
(i) are continuous, and ϕm = gm + O(q−ω), σm = hm + O(q−κ);
(ii) are differentiable on [1, ∞), and
dϕm
dβ
=
dgm
dβ
+ O(q−κ),
dσm
dβ
=
dhm
dβ
+ O(q−κ). (III.A.4)
For all q sufficiently large and λ ∈ (0, J), J > 0, we have:
(a) There exists a unique point β̂ such that ϕo(β̂) = ϕd(β̂). Moreover,
ϕ(β) = min{ϕo(β),ϕd(β)} =
{
ϕo(β) if β ≥ β̂,
ϕd(β) if β ≤ β̂,
(III.A.5)
and
β̂ =
log q
dJ
+ O(q−κ). (III.A.6)
(b) Let Fm = σm −σmc + ξd (ϕmc −ϕ). If ξ ≤
(
λ
J
)2
, then
sup
β:ϕ(β)=ϕm(β)
Fm(β) = Fm(β̂).
(c) Let Gm = σm −σmc − 1d(ϕm −ϕ). Then
sup
β>0
Gm(β) = Gm(β̂).
PROOF: Throughout the proof, we assume that q is large.
(a) The function ϕo −ϕd is decreasing on [1, ∞) since
d
dβ
(ϕo −ϕd) = −
dJ
1 − e−Jβ + O(q
−κ) ≤ −dJ + O(q−κ) < 0
(III.A.7)
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by (III.3.11) and (III.A.4). In addition,
(ϕo −ϕd)(β) ≥ log q − d log(eJ − 1) + O(q−κ) > 0
for all β ∈ (0, 1] and limβ→∞(ϕo −ϕd)(β) = −∞. Using that ϕo −
ϕd is continuous by assumption, we get the existence of a unique
point β̂ for whichϕo −ϕd ≥ 0 if β ≤ β̂ andϕo −ϕd ≤ 0 if β ≥ β̂. Fi-
nally, the relation (III.A.6) is and immediate consequence of (III.A.4).
(b) Let ξ ≤
(
λ
J
)2
. We start with shoving that ℓ1 = ho − ξd go is a
decreasing function of β. Indeed,
dℓ1
dβ
=
ξ J
1 − e−Jβ −
λ
1 − e−λβ
in view of (III.3.11). Using that πc(x) =
e−cx
(1−e−cx)2 is a decreasing
function of c > 0 for all x > 0, we get
d2ℓ1
dβ2
= −ξ J2πJ(β) + λ2πλ(β) > (λ2 −ξ J2) πJ(β) ≥ 0.
Thus,
dℓ1
dβ
≤ dℓ1
dβ
∣∣∣
β=∞
= ξ J − λ ≤ −λ
(
1 − λ
J
)
< 0
for all λ ∈ (0, J) as was claimed.
Now, by virtue of the assumption (i), we have
Fd(2)−Fd(β) > ℓ1(β)− ℓ1(2) + O(q−κ) ≥
≥ ℓ1(1)− ℓ1(2) + O(q−κ) > 0 (III.A.8)
for all β ∈ (0, 1] since ℓ1(1)− ℓ1(2) is, according to the monotonicity
of ℓ1, a positive number which, in addition, does not depend on q.
Next, with the help of the assumption (ii), (III.A.5), and (III.A.7), we
observe that Fm, m = o, d, is differentiable in β on [1, ∞)\{β̂}. The
Lagrange mean-value theorem thus yields
Fd(β̂)−Fd(β) = (β̂ −β)
dFd
dβ
∣∣∣
β1
=
= (β̂ −β)
(
−dℓ1
dβ
∣∣∣
β1
+ O(q−κ)
)
≥ λ
2
(
1 − λ
J
)
(β̂ −β) > 0
for any β ∈ [1, β̂) and some β1 ∈ (β, β̂). Similarly,
Fo(β̂) −Fo(β) ≥ (β̂ −β)
(dℓ1
dβ
∣∣∣
β2
+ O(q−κ)
)
≥
≥ −λ
2
(
1 − λ
J
)
(β̂ −β) > 0 (III.A.9)
for any β ∈ (β̂, ∞) and some β2 ∈ (β̂, β). The last three bounds
justify the statement (b).
III.A Auxiliary Lemmas 83
(c) Let us only prove the statement for m = o. First, we prove
that ℓ2 = ho − 1d go is an increasing function of β. To this end, one
observes that ηc(x) =
c ecx
ecx−1 is an increasing function of c > 0 for all
x > 0, which, in view of (III.3.11), implies dℓ2dβ = ηJ(β) − ηλ(β) > 0.
Next, using (III.A.6), we have
eaβ̂ − 1 = q
a
dJ (1 + O(δ)), δ = max{q−κ , q−
a
dJ } (III.A.10)
for any 0 < a ≤ J. Combined with the assumption (i), (III.A.5), and
(III.3.11), we get
Go(β̂) − Go(β) = ℓ2(β̂) − ℓ2(β) + O(q−κ) ≥
≥ ℓ2(β̂) − ℓ2
(β̂
2
)
+ O(q−κ) = log
( e λβ̂2 − 1
eλβ̂ − 1
eJβ̂ − 1
e
Jβ̂
2 − 1
)
+ O(q−κ) =
=
J − λ
2dJ
log q + O(δ) > 0
for all β ∈ (0, β̂2 ]. Analogously, using also the assumption (ii),
dGo
dβ
∣∣∣
aβ̂
=
dℓ2
dβ
∣∣∣
aβ̂
+ O(q−κ) = ηJ(aβ̂) − ηλ(aβ̂) + O(q−κ) =
= J − λ + O(δ) > 0
for all a ∈ [ 12 , 1), whereas
dGo
dβ
=
dho
dβ
+ O(q−κ) = − λ
1 − e−λβ + O(q
−κ) ≤ −λ + O(q−κ) < 0
for all β > β̂. As a result, Go(β̂) ≥ Go(β) for any β ≥ β̂2 by the
Lagrange mean-value theorem (see above). Q.E.D.
For any non-empty admissible set ∂ of w-contours, let us con-
sider the connected components C1, . . . , Cn of V\∂. Observing that
B̄(Ci) ⊂ Ωo(V, ∂) or B̄(Ci) ⊂ Ωd(V, ∂) for every 1 ≤ i ≤ n, we define
Wo(∂) as the union of all of the former components and Wd(∂) as the
union of the latter ones.
LEMMA III.A.6. Let ∂ 6= ∅ be an admissible set of w-contours and let
Wo(∂), Wd(∂) be defined as above.
(a) For any m = o, d, we have the bound
∑
γ∈∂
‖γ‖ ≥
∣∣∣ 2|B(Wm(∂))|
L − 1 − |∂B(Wm(∂))|
∣∣∣. (III.A.11)
(b) Let m = o, d. If Θ is an admissible set of w-contours which are all
external and V(γ) ⊂ Wm(∂) for every γ ∈ Θ, then
∑
γ∈∂
‖γ‖+ ∑
γ̂∈Θ
‖γ̂‖ ≤ cm |B̄(Extm)|.
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Here Extm = Wm(∂)\ ∪γ∈Θ V(γ) and co = 2(2d − 1), cd = 2.
PROOF: (a) Let m = o or m = d. Given Ci ∈ Wm(∂), let ∂Ci be
the boundary of Ci and ∂i = {γ ∈ ∂ : γ ⊂ ∂Ci\∂V}. One obviously
has
∂i ∩ ∂ j = ∅ for all 1 ≤ i < j ≤ n, ∂ =
⋃
i: Ci∈Wm(∂)
∂i.
In addition, let C̃i = {x ∈ Ci : dist(x, ∂V) > 14} and let ‖Γi‖ be the
number of the intersections of the boundary of C̃i with the bonds of
B̄. Clearly,
‖Γi‖ = ∑
γ∈∂i
‖γ‖ + |∂B(Ci)|, ∑
i: Ci∈Wm(∂)
‖Γi‖ = ∑
γ∈∂
‖γ‖ + |∂B(Wm(∂))|.
Finally, let π be the set of all the lines in Rd each of which passes
through the end-points of some b ∈ ∂B. Then |B(Ci)| ≤ |πi ∩ B|,
where πi = {p ∈ π : p ∩ C̃i 6= ∅}. Moreover, for any line p ∈ πi,
the set p ∩ B̄ contains either at least one bond of B such that the
boundary of C̃i intersects it twice or at least two bonds of B̄ such that
the boundary of C̃i intersects each of them once. In any case, there
are at least two intersections of this boundary with B̄ corresponding
to every line p ∈ πi, i.e. 2|πi| ≤ ‖Γi‖. Since |p ∩ B| = L − 1 for any
p ∈ π , we get
|B(Ci)| ≤ |πi ∩B| = ∑
p∈πi
|p ∩B| = (L − 1)|πi| ≤ (L − 1)
‖Γi‖
2
.
Consequently,
∑
γ∈∂
‖γ‖ + |∂B(Wm(∂))| = ∑
i: Ci∈Wm(∂)
‖Γi‖ ≥
≥ 2
L − 1 ∑
i: Ci∈Wm(∂)
|B(Ci)| =
2|B(Wm(∂))|
L − 1
and the lemma holds as soon as 2|B(Wm(∂))|L−1 − |∂B(Wm(∂))| ≥ 0.
However,
2|B(Wo(∂))|
L − 1 − |∂B(Wo(∂))|+
2|B(Wd(∂))|
L − 1 − |∂B(Wd(∂))| =
=
2|B|
L − 1 − |∂B| = 0
due to (III.4.23). Thus, the absolute value in (III.A.11) is the same for
both m = o and m = d and non-negative for one of them.
(b) Let m = o, d be fixed. If a contour γ0 of ∂ or Θ intersects a
bond b ∈ B̄, then either one of the end-points of b lies in Λ ∩ Extm
(when γ0 is ordered) or the centre of b has to lie in Extm, i.e. b ∈
B̄(Extm) (when γ0 is disordered).
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Let us take, in the former case, any x ∈ Λ ∩ Extm and consider
all the 2d bonds of B̄ whose one end-point is x. Necessarily, at most
2d − 1 of them are once intersected by some contour of ∂ or Θ, while
at least one of them is in B̄(Extm). Since every bond of B̄(Extm) has
at most two end-points from Λ ∩ Extm, we get
∑
γ∈∂
‖γ‖+ ∑
γ̂∈Θ
‖γ̂‖ ≤ (2d− 1)|Λ ∩Extm | , |Λ ∩Extm | ≤ 2|B̄(Extm)|.
In the latter case, one just observes that any b ∈ B̄ can be inter-
sected at most twice. Q.E.D.
LEMMA III.A.7. Let ψr : R → R, r = 1, 2, be two C∞ functions.
Then, for any k ∈ N,
dkψ1(ψ2(x))
dxk
=
k
∑
j=1
d jψ1(y)
dy j
∣∣∣
y=ψ2(x)
∑
{I1 ,...,I j}
j
∏
i=1
d|Ii|ψ2(x)
dx|Ii|
,
where {I1, . . . , I j}, j = 1, . . . , k, is a set of non-empty sub-sequences which
partition {1, . . . , k} and |Ii|, i = 1, . . . , j, is the cardinality of Ii.
PROOF: By induction on k ∈ N. Q.E.D.
LEMMA III.A.8. Let x1, x2 be two real numbers. For any k = 0, 1, . . . ,
there is a constant θk > 0 such that
∣∣∣
( dk
dxk
tanh x
)
x1
−
( dk
dxk
tanh x
)
x2
∣∣∣ ≤
≤ θk min
{ tanh x1
x1
,
tanh x2
x2
}
| x1 − x2|. (III.A.12)
PROOF: Let x1, x2 ∈ R be given. Without loss of generality, we
may suppose that x1 > x2. Then tanh x1 > tanh x2 and
tanh x1
x1
<
tanh x2
x2
. Thus,
| tanh x1 − tanh x2|
x1
tanh x1
=
(
1 − tanh x2
tanh x1
)
|x1| <
<
∣∣1 − x2
x1
∣∣ |x1| = |x1 − x2|,
which verifies the lemma for k = 0 with θ0 = 1.
Let k ≥ 1 be fixed now. It is easy to show by induction that there
exist constants Ξk1, . . . , Ξkk such that
dk
dxk
tanh x =
( d
dx
tanh x
) k
∑
j=0
Ξk j tanh
j x (III.A.13)
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for any x ∈ R. Using that | tanh x| ≤ 1 for real x ∈ R, we get
∣∣∣
( dk
dxk
tanh x
)
x1
−
( dk
dxk
tanh x
)
x2
∣∣∣ =
∣∣∣
∫ x2
x1
dk+1 tanh x
dxk+1
dx
∣∣∣ ≤
≤
∣∣∣
k+1
∑
j=0
Ξk+1, j
∣∣∣
∣∣∣
∫ x2
x1
d tanh x
dx
dx
∣∣∣ = θk | tanh x2 − tanh x1| .
Q.E.D.
III.B. Proof of Lemma III.4.1
Let us define the truncated activities Km(γ), m = o, d, for any
short w-contour γ in the following inductive manner.
Let m = o, d and an arbitrary n ∈ N be given. Assuming that
Km(γ) has already been defined for any short w-contour γ for which
|B̄(int γ)| < n, we introduce an auxiliary contour model with the
activities10
K
(n−1)
m (γ) =
{
Km(γ) if γ is short and |B̄(int γ)| ≤ n − 1,
0 otherwise,
(III.B.1)
and define the corresponding partition function
Z
(n−1)
m,W (β, λ) = e
−Gm(B̄(W)) ∑(m)
∂∗<W
∏
γ∈∂∗
K
(n−1)
m (γ), W ⊂ V, (III.B.2)
(here the sum is going over the same collections ∂∗ of contours as in
(III.3.14)) and
f
(n−1)
m (β) = − lim
L→∞
1
Ld
log Z
(n−1)
m,V(L)
(β, λ), (III.B.3)
s
(n−1)
m (β) = − lim
L→∞
1
2dLd−1
(
log Z
(n−1)
m,V(L)
(β, λ) + f
(n−1)
m (β) |B|/d
)
.
(III.B.4)
Now, let γ̃ be a short w-contour with |B̄(int γ̃)| = n. Introducing a
smoothed version of the characteristic function χ : R → [0, 1] as a
C∞ function such that
(a) 0 ≤ χ ≤ 1,
(b) χ(x) = 0 if x ≤ −1, while χ(x) = 1 if x ≥ 1,
(c) for every k ∈ N, there exists a positive constant C̄k such that
∣∣∣ d
k
dxk
χ(x)
∣∣∣ ≤ C̄0(k), (III.B.5)
10Note that K
(0)
m (γ) = 0 because there are no contours with |B̄(int γ)| = 0.
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we put
Km(γ̃) = χ
′
m(γ̃)ρ(γ̃)
Zmc,int γ̃(β, λ)
Z
(n−1)
m,int γ̃(β, λ)
, (III.B.6)
where mc = o if m = d and vice versa and
χ′m(γ̃) = χ
(
(4α + 2)‖γ̃‖ − ( f (n−1)m − f (n−1)mc )|B̄(int γ̃)|/d
)
. (III.B.7)
The constant α was defined in (III.4.6). If
K
(n−1)
m (γ) ≤ ǫ‖γ‖ (III.B.8)
for some ǫ > 0 small, then log Z
(n−1)
m,int γ̃(β, λ) can be controlled by a
convergent cluster expansion. As a result, one is then able to estab-
lish the bound Km(γ̃) ≤ ǫ‖γ̃‖. We shall prove this as a part of the
next lemma. Before stating it, let us define
f (n)(β) = min{ f (n)o (β), f (n)d (β)}, a
(n)
m (β) = f
(n)
m (β)− f (n)(β)
(III.B.9)
for every n = 0, 1, . . . and
v(W) = max
γ: V(γ)⊂W,
γ short w-contour
|B̄(int γ)| (III.B.10)
for every W ⊂ V of the form (III.3.8).
LEMMA III.B.1. Let d ≥ 2, J > 0, 0 ≤ µ < 1, and k0 = 0, 1, . . .
Let us define ν and α by (III.4.6). There exist finite constants D1, D2 ≥ 1
such that, for any function ω : N → [0, ∞] for which ω(L) ≤ L and
ω(L) → ∞ as L → ∞, a truncated activity Km(γ) exists for any m-
labelled short w-contour γ, m = o, d, such that the following claims hold
whenever q, L is large enough, |λJ − 12 | ≤ µ2 , 0 ≤ k ≤ k0 and β ≥ 1 or
k = 0 and β > 0, any n = 0, 1, . . . , |B̄(int γ)| ≤ n and v(W) ≤ n, and
m = o, d.
(a) Km(γ) is a Ck0-function of β and
∣∣ ∂k
∂βk Km(γ)
∣∣ ≤
(
D1 q
−2ν)‖γ‖.
(b) If a
(n)
m (β) diam γ ≤ α, then χ′m(γ) = 1 and Km(γ) = Km(γ).
(c) Whenever a
(n)
m (β) min{diam W,ω(L)} ≤ α, then Z(n)m,W(β, λ) =
Zm,W(β, λ).
(d) Let F
(n)
m (B̄(W)) = f
(n)
m |B(W)|/d + s(n)m |∂B(W)|. If a(n)m (β) > 0,
88 POTTS MODEL WITH WEAK BOUNDARY CONDITIONS
then, for any W of the form (III.3.8), we have
∣∣∣∣
∂k
∂βk
Zm,W(β, λ)
∣∣∣∣ ≤ D2 |B̄(W)|kZm,W(β, λ) ≤
≤ D2 |B̄(W)|ke−F
(n)
mc
(B̄(W))+( µ2d log q+O(q
−ν)) |∂B(W)|×
× eO(q−ν)‖∂W‖+O(q−νL), (III.B.11)
where mc = o if m = d and vice versa.
REMARK III.B.2. As a result of the claim (a), one can analyze the
logarithm log Z
(r)
m,W(β, λ), r ≤ n, m = o, d, if β > 0, as well as its
derivatives up to the k0-th order, if β ≥ 1, by convergent cluster
expansions. This yields
∂k
∂βk
log Z
(r)
m,W(β, λ) = −
dkF
(r)
m
dβk
+ O(q−ν)‖∂W‖+ O(q−νL)
(III.B.12)
and
dk f
(r)
m
dβk
=
dkgm
dβk
+ O(q−ν),
dks
(r)
m
dβk
=
dkhm
dβk
+ O(q−ν) (III.B.13)
for all k = 0, . . . , k0 and q, L large. As a consequence, for any r ≤ n
Lemma III.A.5 (a) implies that there exists a unique point β̄(r) such
that
f (r)(β) =
{
f
(r)
o (β) if β ≥ β̄(r),
f
(r)
d (β) if β ≤ β̄(r).
(III.B.14)
Note that applying Lemma III.A.7 to the functions ψ1(x) = e
±x and
ψ2(β) = log Z
(r)
m,W(β, λ) and employing Lemma III.A.1, (III.B.12),
and (III.B.13), one easily finds that
∣∣∣ ∂
k
∂βk
(
Z
(r)
m,W(β, λ)
)±1∣∣∣ ≤ D3 |B̄(W)|k
(
Z
(r)
m,W(β, λ)
)±1
, 1 ≤ k ≤ k0,
(III.B.15)
for some finite constant D3 > 0 whenever β ≥ 1.
PROOF OF LEMMA III.B.1: We proceed by induction on n ∈ Z,
assuming that k0 = 0, 1, . . . is given.
• Proof of Lemma III.B.1 for n = 0. Since there is no w-contour γ with
|B̄(int γ)| = 0, there is nothing to prove in the parts (a) and (b) of the
lemma.
III.B Proof of Lemma III.4.1 89
Next, let W ⊂ V be of the form (III.3.8) with v(W) = 0.11 Then
(III.3.14), (III.B.2), and (III.B.3) directly yield
Zm,W(β, λ) = e
−Gm(B̄(W)) = Z(0)m,W(β, λ), f
(0)
m = gm, and s
(0)
m = hm
(III.B.16)
because K
(0)
m (γ) = 0 (see the footnote on p. 86). Hence,
Zm,W(β, λ) = e
− f (0)m |B(W)|/d−s(0)m |∂B(W)| ≤ e−F
(0)
mc
(B̄(W))+(s
(0)
mc
−s(0)m ) |∂B(W)|
(III.B.17)
for all β > 0 such that a
(0)
m (β) > 0. This proves the parts (c) and (d)
for k = 0 because the right-hand side of (III.B.17) is smaller than or
equal to the right-hand side of (III.B.11) with k = 0.
Let 1 ≤ k ≤ k0 now. Due to Lemma III.A.1, the derivatives of gm
and hm are bounded once β ≥ 1. It then follows that
∣∣∣ ∂
k
∂βk
Gm(B̄(W))
∣∣∣ ≤ C̃ |B̄(W)| (III.B.18)
for some finite constant C̃ > 0 and all β ≥ 1. Combined with
(IV.3.18) and (III.B.17), we arrive at (III.B.11) for any k ≤ k0 and
β ≥ 1. This concludes the proof of the lemma for n = 0, once we
choose D2 > C̃.
Next, we shall prove the lemma for any n ≥ 1, assuming that it
has already been proved for all integers smaller than n.
• Proof of Lemma III.B.1 (a) for n ≥ 1. If |B̄(int γ)| = n, then v(int γ) ≤
n − 1. By the inductive assumption (a), log Z(n−1)m,int γ(β, λ) can be con-
trolled by a convergent cluster expansion, and we have (III.B.12)
with r = n − 1 and k = 0. In order to control Zmc ,int γ(β, λ), we
may use either the inductive assumption (c) or (d), according to the
value of β. This gives
Zmc ,int γ(β, λ)
Z
(n−1)
m,int γ(β, λ)
= ea
(n−1)
m |B(int γ)|/d+(s(n−1)m −s(n−1)mc )|∂B(int γ)|+O(q−ν)‖γ‖
(III.B.19)
for all β > 0 such that a
(n−1)
mc diam γ ≤ α (the former case) and, as
‖∂int γ‖ ≤ ‖γ‖,
Zmc ,int γ(β, λ)
Z
(n−1)
m,int γ(β, λ)
≤ e( µ2d log q+O(q−ν)) |∂B(int γ)|+O(q−ν)‖γ‖ (III.B.20)
otherwise (the latter case). Without loss of generality, we may as-
sume that χ′m(γ) > 0 (if Km(γ) = 0, the statement (a) is trivial). By
11Such a volume certainly exists: take, for example, W = int ¢γ with ¢γ such
that |B̄(int ¢γ)| = 1.
90 POTTS MODEL WITH WEAK BOUNDARY CONDITIONS
the definition of χ′m(γ), this means that
( f
(n−1)
m − f (n−1)mc )|B̄(int γ)|/d ≤ 1 + (4α + 2)‖γ‖ ≤ (4α + 3)‖γ‖,
(III.B.21)
which in turn implies
a
(n−1)
m |B̄(int γ)|/d ≤ (4α + 3)‖γ‖. (III.B.22)
As a result,
Zmc ,int γ(β, λ)
Z
(n−1)
m,int γ(β, λ)
≤
≤ max
{
sup
β: χ′m(γ)>0,
a
(n−1)
mc
diam γ≤α
e(4α+3)‖γ‖+(s
(n−1)
m −s(n−1)mc −a
(n−1)
m /d)|∂B(int γ)|,
e(
µ
2d log q+O(q
−ν)) |∂B(int γ)|} eO(q−ν)‖γ‖. (III.B.23)
Using Lemma III.A.5 (c), we get
Zmc ,int γ(β, λ)
Z
(n−1)
m,int γ(β, λ)
≤ max
{
e(4α+3)‖γ‖+(s
(n−1)
m −s(n−1)mc )(β̄(n−1)) |∂B(int γ)|,
e(
µ
2d log q+O(q
−ν)) |∂B(int γ)|} eO(q−ν)‖γ‖. (III.B.24)
Combined with Lemma III.A.2 and (III.4.22), we finally obtain
Zmc ,int γ(β, λ)
Z
(n−1)
m,int γ(β, λ)
≤ e(4α+3+O(q−ν))‖γ‖+ µ2d log q |∂B(int γ)| (III.B.25)
since |λJ − 12 | ≤ µ2 .
If |∂B(int γ)| = 0, we have dist(γ, ∂V) ≥ 34 and ρ(γ) ≤ q−
1
6d‖γ‖.12
Then (III.B.6), (III.B.25), (III.4.6), and the fact that χ ≤ 1 yield
Km(γ) ≤ q(−
1
6d + 2ν)‖γ‖. (III.B.26)
On the other hand, if |∂B(int γ)| ≥ 1, then dist(γ, ∂V) = 0 and
ρ(γ) = q−
1
2d‖γ‖. Using Lemma III.A.2 again, we have
Km(γ) ≤ q(−
1−µ
2d + 2ν)‖γ‖. (III.B.27)
In view of the definition of ν, the last two bounds justify the state-
ment (a) of the lemma for k = 0 and any β > 0.
Now, let us consider an arbitrary 1 ≤ k ≤ k0 and β ≥ 1. By virtue
of the inductive assumptions (a), (c), and (d), Remark III.B.2, Lemma
12To see the latter bound, we use (III.3.5) and realize that the shortest disor-
dered contour γ with dist(γ, ∂V) ≥ 34 has the length 4d − 2.
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III.A.1, and (III.B.15), the bound (III.B.23) can be generalized to the
k-th derivative. Namely,
∣∣∣∣∣∣
∂k
∂βk
Zmc ,int γ(β, λ)
Z
(n−1)
m,int γ(β, λ)
∣∣∣∣∣∣
≤ k! (2D2|B̄(int γ)|)k
Zmc ,int γ(β, λ)
Z
(n−1)
m,int γ(β, λ)
. (III.B.28)
Next, Lemma III.A.1 and (III.B.13) imply the k-th derivative of f
(n−1)
m
is bounded, which, according to the definition of χ′m(γ), implies that
∣∣∣∣∣
∂k
∂βk
χ′m(γ)
∣∣∣∣∣ ≤ Ĉ|B̄(int γ)|
k (III.B.29)
for some Ĉ > 0 finite. In view of (III.B.6), we thus obtain
∣∣∣∣∣
∂k
∂βk
Km(γ)
∣∣∣∣∣ ≤ (2k0
³C|B̄(int γ)|)k0ρ(γ) Zmc ,int γ(β, λ)
Z
(n−1)
m,int γ(β, λ)
(III.B.30)
with ³C = max{Ĉ, 2D2}. Lemma III.A.3 and (III.B.25) to (III.B.27)
then conclude the proof of the part (a).
• Proof of Lemma III.B.1 (b) for |B̄(int γ)| = r ≤ n with n ≥ 1. Because
we proved the part (a) of the lemma, we can analyze f
(r)
m for all r ≤ n
by a convergent cluster expansion (see Remark III.B.2). Any contour
γ̂ contributing to the difference f
(r)
m − f (n)m , r ≤ n− 1, obeys the lower
bound
‖γ̂‖ ≥ |B̄(int γ̂)| 1d = (r + 1) 1d ≥ r 1d (III.B.31)
by Lemma III.A.3. Therefore,
| f (r)m − f (n)m | ≤ q−νr
1/d
, r ≤ n, (III.B.32)
and we have
| f (r)m − f (n)m | |B̄(int γ)|/d ≤ q−νr
1/d r
d
≤ 1
d
q−ν (III.B.33)
whenever q is large enough. Observing that a
(n)
m ≥ f (n)m − f (n)mc and
estimating
|B̄(int γ)| ≤ 2d diam γ (‖γ‖+ |∂B(int γ)|) ≤ 4d diam γ ‖γ‖
(III.B.34)
with the help of Lemma III.A.2, we get
( f
(r)
m − f (r)mc ) |B̄(int γ)|/d ≤ a
(n)
m |B̄(int γ)|/d +
2
d
q−ν ≤
≤ 4 a(n)m diam γ ‖γ‖ +
2
d
q−ν .(III.B.35)
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As a result, if a
(n)
m diam γ ≤ α, then
(4α + 2)‖γ‖ − ( f (r)m − f (r)mc ) |B̄(int γ)|/d ≥ 2 ‖γ‖ −
2
d
q−ν ≥
≥ 2 − 2
d
q−ν > 1, (III.B.36)
i.e. χ′m(γ) = 1. Moreover, it may now be easily shown that Km(γ) =
Km(γ) once a
(n)
m diam γ ≤ α. A formal proof based on the induction
on the sub-volumes of int γ is given in [8].
• Proof of Lemma III.B.1 (c) for n ≥ 1. This part is an immediate con-
sequence of the just proved parts (a) and (b).
• Proof of Lemma III.B.1 (d) for n ≥ 1. Let us consider k = 0 and
β > 0. We call a contour γ stable if a
(n)
m (β) diam γ ≤ α and unstable if
a
(n)
m (β) diam γ > α. Splitting the external w-contours of every set ∂
contributing to Zm,W(β, λ) in (III.3.13) into stable and unstable and
summing over non-external and stable external w-contours of ∂, we
get
Zm,W(β, λ) = ∑(m)
∂ext<W
Zstablem,Ext(β, λ) ∏
γ∈∂ext
[
ρ(γ) Zmc ,int γ(β, λ)
]
.
(III.B.37)
Here the sum is over sets of m-labelled unstable short w-contours
such that every γ ∈ ∂ext is external and V(γ) ⊂ W. Moreover, we
use Ext to denote W\ ∪γ∈∂ext V(γ) and Zstablem,Ext(β, λ) is obtained from
Zm,Ext(β, λ) by dropping all the unstable external short w-contours.
Since all external w-contours contributing to Zstablem,Ext(β, λ) are sta-
ble, so is any other w-contour contributing it. Thus, using the induc-
tive assumptions (a) and (c), we can control this partition function
by a convergent cluster expansion, obtaining
Zstablem,Ext(β, λ) = e
−Fstablem (B̄(Ext))+O(q−ν)‖∂Ext‖, (III.B.38)
where Fstablem (B̄(Ext)) = f
stable
m |B(Ext)|/d + sstablem |∂B(Ext)| and the
quantities f stablem and s
stable
m corresponding to the contour model with
the activities
Kstablem (γ) =



Km(γ) if γ is a stable short w-contour and
|B̄(int γ)| ≤ n,
0 otherwise.
(III.B.39)
Because 2‖γ0‖ ≥ diam γ0 for any w-contour γ0, we have a lower
bound on the length of every unstable w-contour, namely, ‖γ‖ >
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ζ ≡ α
2a
(n)
m (β)
. Hence,
| f (n)m − f stablem | ≤ q−νζ ≤
2
αν log q
a
(n)
m (β) ≤
ε
2
a
(n)
m (β) (III.B.40)
and, similarly,
|s(n)m − sstablem | ≤ q−νζ ≤
ε
2
a
(n)
m (β) (III.B.41)
for any ε > 0 once q is sufficiently large. Consequently,
Zstablem,Ext(β, λ) ≤ e−F
(n)
m (B̄(Ext))+
ε
2 a
(n)
m
(
|B(Ext)|/d+|∂B(Ext)|
)
+O(q−ν)‖∂Ext‖.
(III.B.42)
Now, since v(int γ) < v(W) ≤ n and a(n)mc (β) = 0 by assump-
tion, we can apply the proved parts (a) through (c) of the lemma to
Zmc ,int γ(β, λ). In view of (III.B.12) with r = n and k = 0, this allows
to establish
Zmc ,int γ(β, λ) = Z
(n)
mc (int γ; β, λ) = e
−F(n)
mc
(B̄(int γ))+O(q−ν)‖γ‖
(III.B.43)
for all β > 0 such that a
(n)
mc (β) = 0.
Combining (III.B.37), (III.B.42), and (III.B.43) with
|B(W)| = |B(Ext)|+ ∑
γ∈∂ext
|B(int γ)|, (III.B.44)
|∂B(W)| = |∂B(Ext)|+ ∑
γ∈∂ext
|∂B(int γ)| (III.B.45)
and ‖∂Ext‖ = ‖∂W‖ + ∑γ∈∂ext ‖γ‖, it follows that
Zm,W(β, λ) ≤ e−F
(n)
mc
(B̄(W))+O(q−ν)‖∂W‖ ∑(m)
∂ext<W
e−(1−
ε
2 )a
(n)
m |B(Ext)|/d ×
× e(s
(n)
mc
−s(n)m + ε2 a
(n)
m )|∂B(Ext)| ∏
γ∈∂ext
[
ρ(γ) eO(q
−ν)‖γ‖] ≤ (III.B.46)
≤ e−F
(n)
mc
(B̄(W))+O(q−ν)‖∂W‖+max{s(n)
mc
−s(n)m +εa(n)m , 0} |∂B(W)| ×
×∑(m)
∂ext<W
e−
ε
2 a
(n)
m (|B(Ext)|/d+|∂B(Ext)|) ∏
γ∈∂ext
[
ρ(γ) e‖γ‖
]
. (III.B.47)
Next, let us take K(γ) = ρ(γ) e‖γ‖ if γ is a w-contour contributing
to the sum in (III.B.47), whereas K(γ) = 0 otherwise. Since ρ(γ) ≤
q−
1
6d ‖γ‖ (c.f. the footnote on p. 90), we have K(γ) ≤ q−2ν‖γ‖. Because
‖γ‖ < ζ , where ζ > 0 is the constant from (III.B.40) and (III.B.41), for
φ andσ introduced in Lemma III.A.4, this yields 0 ≤ −φ ≤ q−νζ and
0 ≤ −σ ≤ q−νζ . As q−νζ ≤ ε2 a
(n)
m , Lemma III.A.4 allows to bound
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the sum in (III.B.47) from above by eO(q
−ν)‖∂W‖+O(q−νL). Moreover,
Lemma III.A.5 (b) and (III.4.22) yield
sup
β: a
(n)
m (β)>0
(s
(n)
mc − s
(n)
m +εa
(n)
m )(β) = (s
(n)
mc − s
(n)
m +εa
(n)
m )(β̄
(n)) ≤
≤ µ
2d
log q + O(q−ν) (III.B.48)
for all |λJ − 12 | ≤ µ2 and ε ≤ λ
2
dJ2
. Since ε > 0 can be chosen arbitrarily
small (for q large enough) and, by assumption, we consider β such
that a
(n)
m (β) > 0, we come to (III.B.11) with k = 0.
Let us prove the part (d) for any 1 ≤ k ≤ k0. Supposing that
a
(n)
mc (β) = 0 and β ≥ 1 and recalling that all the contours con-
tributing to Zstablem,Ext(β, λ) are stable, we can control log Z
stable
m,Ext(β, λ)
and log Zmc ,int γ(β, λ) along with their derivatives up to the k0-th
order by convergent cluster expansions due to inductive assump-
tions (a) and (c). Because any unstable w-contour γ satisfies ‖γ‖ >
ζ ≡ α
2a
(n)
m (β)
, the bounds (III.B.40) and (III.B.41) can be generalized to
the k-th derivative. Hence, the functions f stablem and s
stable
m have uni-
formly bounded derivatives as fm and sm do (by Lemma III.A.1 and
(III.B.13)). By virtue of(III.B.18), we thus get
∣∣∣ ∂
k
∂βk
Fstablem (B̄(W))
∣∣∣ ≤
∣∣∣ ∂
k
∂βk
Fm(B̄(W))
∣∣∣ + O(q−νζ)|B̄(W)| ≤
≤ (2C̃ + O(q−νζ)) |B̄(W)| ≤ C∗|B̄(W)| (III.B.49)
for some C∗ > 0 finite sinceζ > 0 by assumption. This all then yields
relations for Zstablem,Ext(β, λ) and Zmc ,int γ(β, λ) analogous to (III.B.15) if
we choose D2 = max{2C∗, 1}, say. Using now (III.B.37), we readily
get
∣∣∣ ∂
k
∂βk
Zm,W(β, λ)
∣∣∣ ≤ k! (D2|B̄(W)|)kZm,W(β, λ) (III.B.50)
as was to be proved. Q.E.D.
PROOF OF LEMMA III.4.1: Since one has fm = limn→∞ f
(n)
m and
sm = limn→∞ s
(n)
m , Lemma III.4.1 follows from Lemma III.B.1 if tak-
ing D0 = max{D1, D2}. Q.E.D.
III.C. Proof of Corollary III.4.4
Let the assumptions of the corollary be satisfied and let k0 =
0, 1, . . .
(a) For any β ∈ [βo(L), βd(L)], the function log Zm,W(β, λ)(β, λ),
m = o, d, and its derivatives can be controlled by convergent cluster
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expansions. Let us only consider β ∈ [β(λ)= (L), βd(L)], where β(λ)= (L)
was introduced in Corollary III.4.3 (the case β ∈ [βo(L), β(λ)= (L)] can
be treated analogously).
Clearly,
Zbig,V(β, λ)
Zo,V(β, λ) + Zd,V(β, λ)
≤ δ(β) ≡ Zbig,V(β, λ)
Zo,V(β, λ)
. (III.C.1)
Combining (III.3.18) and (III.4.8), we get the estimate
δ(β) ≤ eO(q−νL) ∑
∂l
e( fo− fd)|B(Wd(∂l))|/d+(so−sd)|∂B(Wd(∂l))|×
× ∏
γ∈∂l
ρ(γ) eO(q
−ν)‖γ‖ (III.C.2)
because ‖∂Wm(∂l)‖ = ∑γ∈∂l ‖γ‖ for both m = o and m = d. We
now observe that fo − fd and so − sd are decreasing functions of β
on [1, ∞) if q large enough:
d( fo − fd)
dβ
=
dgo
dβ
+ O(q−ν) < −dJ + O(q−ν) < 0,
d(so − sd)
dβ
< −λ + O(q−ν) < 0,
where we used (III.4.9) and (III.3.11). Hence, we may bound the
first exponential in (III.C.2) from above by its value at β
(λ)
= (L). As
Fo(B̄) = Fd(B̄) + O(q
−νL) at β(λ)= (L) by virtue of Corollary III.4.3
(b), we have
( fo − fd)(β(λ)= (L))|B|/d = −(so − sd)(β(λ)= (L))|∂B|+ O(q−νL).
Along with (III.4.23) and Lemma III.A.6, this yields
δ(β) ≤ eO(q−νL) ∑
∂l
e|(so−sd)(β
(λ)
= (L))|
∣∣ 2
L−1 |B(Wd(∂l))|−|∂B(Wd(∂l))|
∣∣×
× ∏
γ∈∂l
ρ(γ) eO(q
−ν)‖γ‖ ≤
≤ eO(q−νL) ∑
∂l
∏
γ∈∂l
ρ(γ) e
(
|(so−sd)(β̄)|+O(q−ν)+O(L−1)
)
‖γ‖.
Observing that 2‖γ0‖ ≥ diam γ0 holds for every w-contour γ0, any
long w-contour γ satisfies ‖γ‖ ≥ ℓ0 ≡ 12 ω(L). Then (III.3.5) gives
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ρ(γ) ≤ q−c‖γ‖ with c = 12d − 2ω(L) . Combined with (III.4.22), we get
δ(β) ≤ eO(q−νL) ∑
∂l
∏
γ∈∂l
q
(− 1−µ2d + O(
q−ν
log q ) + O(
1
ω(L)
) + O(L−1))‖γ‖ ≤
≤ eO(q−νL) ∑
∂l
∏
γ∈∂l
q−
1−µ
4d ‖γ‖ (III.C.3)
for all q and L large enough. Now,
∑
∂l
∏
γ∈∂l
q−
1−µ
4d ‖γ‖ ≤
∞
∑
n=1
∑
∂l : |∂l |=n
∏
γ∈∂l
q−
1−µ
4d ‖γ‖ ≤
≤
∞
∑
n=1
1
n!
(
∑
γ
q−
1−µ
4d ‖γ‖
)n
, (III.C.4)
where the last sum is over all long w-contours γ in V(L). Bounding
the number of w-contours in V(L) whose length is ℓ by CℓLd, where
C > 0 is a constant depending on d, it follows that
∑
γ
q−
1−µ
4d ‖γ‖ ≤
∞
∑
ℓ=ℓ0
∑
γ: ‖γ‖=ℓ
q−
1−µ
4d ℓ ≤
∞
∑
ℓ=ℓ0
CℓLdq−
1−µ
4d ℓ ≤
≤ Ld
∞
∑
ℓ=ℓ0
q−
1−µ
5d ℓ ≤ q− 1−µ6d ℓ0 = q− 1−µ12d ω(L) (III.C.5)
whenever q and L are taken large enough. As a result,
δ(β) ≤ eO(q−νL)
(
eq
− 1−µ
12d
ω(L)
− 1
)
≤ q− 1−µ16d ω(L) (III.C.6)
for all β ∈ [β(λ)= (L), βd(L)] as soon as q and L are sufficiently large.
Let 0 ≤ k ≤ k0. In view of (III.4.14), we bound
∣∣∣ ∂
k
∂βk
(Zo,V(β, λ) + Zd,V(β, λ))
∣∣∣ ≤
≤ k! (D0|B̄|)k(Zo,V(β, λ) + Zd,V(β, λ)).
Therefore, applying Lemma III.A.7 to ψ1(x) = x
−1 and ψ2(β) =
Zo,V(β, λ) + Zd,V(β, λ), one gets
∣∣∣ ∂
k
∂βk
(Zo,V(β, λ) + Zd,V(β, λ))
−1
∣∣∣ ≤
≤ k! (D0|B̄|)k(Zo,V(β, λ) + Zd,V(β, λ))−1. (III.C.7)
On the other hand, we may combine (III.4.14) and (III.3.18) to esti-
mate
∣∣∣
∂kZbig,V(β, λ)
∂βk
∣∣∣ ≤ k! (D0|B̄|)k Zbig,V(β, λ). (III.C.8)
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Combining (III.C.7) and (III.C.8), we thus have
∣∣∣ ∂
k
∂βk
Zbig,V(β, λ)
Zo,V(β, λ) + Zd,V(β, λ)
∣∣∣ ≤
(2k0D0|B̄|)k0 Zbig,V(β, λ)
Zo,V(β, λ) + Zd,V(β, λ)
.
(III.C.9)
Taking into account (III.C.1) and (III.C.6), this verifies the part (a) of
the corollary.
(b) Let us suppose that β ≥ βd(L). Then ad(β) > 0 and the log-
arithm log Zo,W(β, λ) and its derivatives can be controlled by con-
vergent cluster expansions. Moreover, analogously to (III.B.46), we
get
Zd,V(β, λ) ≤ e−Fo(B̄) ∑(d)
∂ext
e−(1−ε)ad|B(Ext)|/d+(so−sd+εad)|∂B(Ext)|×
× e− ε2 ad
(
|B(Ext)|/d+|∂B(Ext)|
)
∏
γ∈∂ext
[
ρ(γ) eO(q
−ν)‖γ‖]. (III.C.10)
Here the sum is running over sets ∂ext of unstable disordered short
w-contours, Ext stands for V\ ∪γ∈∂ext V(γ), and ε ∈ (0, λ
2
dJ2
). Because
ad is an increasing function of β on (β̄, ∞), see Remark III.4.2, we
have ad(β) ≥ ad(βd(L)) = αω(L) for all β considered. Using also
Lemma III.A.5 (b) and (III.4.22), we may write
Zd,V(β, λ) ≤ e−Fo(B̄) ∑(d)
∂ext
e
−(1−ε) α
ω(L)
|B(Ext)|/d×
× e
(
µ
2d log q+O(q
−ν)
)
|∂B(Ext)|− ε2 ad
(
|B(Ext)|/d+|∂B(Ext)|
)
×
× ∏
γ∈∂ext
[
ρ(γ) eO(q
−ν)‖γ‖]. (III.C.11)
First, let |B(Ext)| ≥ 35 |B|. Since |B| = 12 |∂B|(L − 1) by (III.4.23),
we then have
Zd,V(β, λ) ≤ e−Fo(B̄)e
(
− α4d L−1ω(L) +
µ
2d log q+O(q
−ν)
)
|∂B| ×
× ∑(d)
∂ext
e−
ε
2 ad(|B(Ext)|/d+|∂B(Ext)|) ∏
γ∈∂ext
[
ρ(γ) eO(q
−ν)‖γ‖] (III.C.12)
for any 0 < ε ≤ min{ 16 , λ
2
dJ2
}. Observing that L−1
ω(L)
≥ 6
ν
in view of
the first condition in (III.2.19) and bounding the sum in (III.C.12) by
eO(q
−νL), c.f. (III.B.47), we get
Zd,V(β, λ) ≤ e−Fo(B̄)+O(q
−νL)e
(− 12d +
µ
2d +O(
q−ν
log q )+O(L
−1))|∂B| log q ≤
≤ e−Fo(B̄)q− 1−µ2 Ld−1 . (III.C.13)
for sufficiently large q and L.
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On the other hand, if |B(Ext)| ≤ 35 |B|, then, due to (III.B.34), one
has
∑
γ∈∂ext
‖γ‖ ≥ 1
4d ∑
γ∈∂ext
|B(int γ)|
diam γ
≥ |B| − |B(Ext)|
4dω(L)
≥ 1
20d
L − 1
ω(L)
|∂B|
as every γ ∈ ∂ext is short. Observing also that
ρ(γ) eO(q
−ν)‖γ‖ ≤ q− 16d ‖γ‖ ≤ q−( 112d +2ν)‖γ‖
due to (III.3.5) and (III.4.6), from Lemma III.A.4 and (III.C.11) we
obtain
Zd,V(β, λ) ≤ e−Fo(B̄)+O(q
−νL)q
(−( 112d 120d L−1ω(L)−
µ
2d )+O(
q−ν
log q ))|∂B| ≤
≤ e−Fo(B̄)q− 1−µ2 Ld−1 (III.C.14)
once q, L are large enough; we used that L−1
ω(L)
≥ 6
ν
and that ν ≤ 124d
by (III.4.6).
Combining (III.C.13), (III.C.14), and (III.4.8), it thus follows that
Zd,V(β, λ)
Zo,V(β, λ)
≤ q− 1−µ4 Ld−1 (III.C.15)
for all β ≥ βd(L) and q, L large. Consequently, taking any 0 ≤ k ≤
k0, we may use (III.4.14), (III.B.50), and (III.C.15) to bound
∣∣∣ ∂
k
∂βk
Zd,V(β, λ)
Zo,V(β, λ)
∣∣∣ ≤ (2k0D0|B̄|)k0
Zd,V(β, λ)
Zo,V(β, λ)
≤ q− 1−µ6 Ld−1 (III.C.16)
for all β ≥ βd(L) and q, L large.
Let us now bound the derivatives of the ratio
Zbig,V(β,λ)
Zo,V(β,λ)
. Given
k = 0, . . . , k0, by virtue of (III.4.14), (III.4.7), and (III.3.18), one finds
∣∣∣ ∂
k
∂βk
Zbig,V(β, λ)
Zo,V(β, λ)
∣∣∣ ≤ k0! (2D0|B̄|)k0
Zbig,V(β, λ)
Zo,V(β, λ)
. (III.C.17)
Next, we rewrite the partition function (III.3.13) by summing over
all those sets ∂ contributing to it whose external contours are fixed.
This yields
Zm,W(β, λ) = ∑(m)
∂ext<W
e−Gd(B̄(Ext))Zmc ,int(β, λ) ∏
γ∈∂ext
ρ(γ), (III.C.18)
where int = ∪γ∈∂ext int γ and Ext = W\ ∪γ∈∂ext V(γ) and the sum-
mation is over sets ∂ext of short m-labelled w-contours which are all
external with V(γ) ⊂ W. Combined with (III.3.16), we then find
Zbig,V(β, λ)
Zo,V(β, λ)
= ∑
∂l
∏
γ∈∂l
ρ(γ) ∑(d)
∂̃ext<Wd(∂l)
∏
γ̃∈∂̃ext
ρ(γ̃) eξ(β), (III.C.19)
III.C Proof of Corollary III.4.4 99
where
ξ(β) = −Gd(B̄(Ẽxt)) + log
Zo,Wo(∂l)(β, λ) Zo,ĩnt(β, λ)
Zo,V(β, λ)
(III.C.20)
and ĩnt = ∪γ̃∈∂̃ext int γ, Ẽxt = Wd(∂l)\ ∪γ̃∈∂̃ext V(γ). With the help
of (III.4.8), one easily establishes
dξ
dβ
=
d
dβ
(
Fo(B̄(Ẽxt))− Gd(B̄(Ẽxt))
)
+
+ O(q−ν)
(
‖∂Wo(∂l)‖+ ‖∂ĩnt‖
)
+ O(q−νL). (III.C.21)
However,
d
dβ
(
Fo(B̄(Ẽxt))− Gd(B̄(Ẽxt))
)
< (−λ + O(q−ν))|B̄(Ẽxt)|
(III.C.22)
due to (III.4.9) and (III.3.11). Hence,
dξ
dβ
< (−λ + O(q−ν))|B̄(Ẽxt)|+ O(q−ν)
(
‖∂Wo(∂l)‖ + ‖∂ĩnt‖
)
+
+ O(q−νL). (III.C.23)
Since, obviously,
‖∂ĩnt‖ = ∑
γ̃∈∂̃ext
‖γ̃‖, ‖∂Wo(∂l)‖ = ‖∂Wd(∂l)‖ = ∑
γ∈∂l
‖γ‖,
Lemma III.A.6 (b) yields
‖∂Wo(∂l)‖ + ‖∂ĩnt‖ ≤ 2 |B̄(Ẽxt)|. (III.C.24)
Observing that |B̄(Ẽxt)| ≥ 1, we finally get dξdβ < 0 for all q large.
As a consequence, the ratio
Zbig,V(β,λ)
Zo,V(β,λ)
is a decreasing function of β if
β ≥ βd(L), and, in view of (III.C.17) and (III.C.1), we have
∣∣∣ ∂
k
∂βk
Zbig,V(β, λ)
Zo,V(β, λ)
∣∣∣ < (2k0D0|B̄|)k0
Zbig,V(βd(L), λ)
Zo,V(βd(L), λ)
=
= (2k0D0|B̄|)k0 δ(βd(L)) (III.C.25)
for all k = 0, 1, . . . , k0. Together with (III.C.6) and (III.C.16), this
yields (III.4.32). The estimate (III.4.33) is proved analogously.
REMARK III.C.1. In the proof of Theorem III.2.1 and III.2.2, it
is crucial to have upper bound on the ratio
Zm,W(β,λ)
Zmc ,W(β,λ)
on condition
that amc(β) min{diam W,ω(L)} ≤ α.13 To find it, we combine a
13Here again W is of the form (III.3.8) and mc = o if m = d, while mc = d if
m = o.
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cluster-expansion control over log Zmc ,W(β, λ) with (III.4.7). Nev-
ertheless, we would like to point out that one could do without
the latter bound and use convergent cluster expansions only (even
when one has that am(β) min{diam W,ω(L)} ≥ α). Indeed, from
(III.C.18) it follows that
Zm,W(β, λ)
Zmc ,W(β, λ)
= ∑
∂ext<W
∏
γ∈∂ext
ρ(γ) eϑ(β),
with
ϑ(β) = −Gm(B̄(Ext)) + log
Zmc ,int(β, λ)
Zmc ,W(β, λ)
for all β > 0. Copying the procedure used above, Lemma III.A.6 (b)
implies that ϑ is a monotonous function of β such that
Zm,W(β,λ)
Zmc ,W(β,λ)
≤
Zm,W(βm(W),λ)
Zmc ,W(βm(W),λ)
, where βm(W) is the unique point at which one has
am(β) min{diam W,ω(L)} equals α. At βm(W), however, the func-
tion log Zm,W(β, λ) can be controlled by a convergent cluster expan-
sion.
An analogous remark is true for the ratio
Zm,W(β,λ)
Z
(n)
mc ,W
(β,λ)
, too.
Bibliography
[1] K. Binder. Finite-Size Scaling Analysis of Ising Model Block Distribution
Functions. Z. Phys. B, 43:119–140, 1981.
[2] K. Binder and D. P. Landau. Finite-Size Scaling at First-Order phase Transi-
tions. Phys. Rev. B, 30:1477–1485, 1984.
[3] M. Biskup, C. Borgs, J. T. Chayes, and R. Kotecký. Gibbs States of Graphi-
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CHAPTER IV
Finite-Size Scaling for the 2D Ising Model with Fixed
Boundary Conditions
R. Kotecký† I. Medved’ ‡
ABSTRACT. We study the magnetization mL(h, β) for the Ising
model on a large but finite lattice square under the minus bound-
ary conditions. Using known large-deviation results evaluating
the balance between the competing effects of the minus bound-
ary conditions and the external magnetic field h, we describe the
details of its dependence on h as exemplified by the finite-size
rounding of the infinite-volume magnetization discontinuity and
its shift with respect to the infinite-volume transition point.
IV.1. Introduction
The ferromagnetic nearest-neighbour Ising model on Zd, d ≥ 2,
is perhaps the most familiar spin system undergoing a first-order
phase transition. Its formal Hamiltonian is
H(σ) = − ∑
〈x,y〉
σxσy − h ∑
x
σx, (IV.1.1)
where σx is the spin at the site x ∈ Zd in the configuration σ ∈
{−1, 1}Zd , h ∈ R is the external magnetic field, and 〈x, y〉 stands for
a pair of nearest-neighbour sites x and y of Zd. The phase transition
occurs at h = 0 whenever the inverse temperature β is sufficiently
large: there exists a point βc < ∞ such that, for inverse tempera-
ture β > βc, the set of infinite-volume Gibbs states of the model at
h = 0 contains two distinct pure phases (called the plus and the mi-
nus phase). Physically, the phase transition is characterized by the
discontinuity of the specific magnetization m(h, β) = −m(−h, β):
whereas the one-sided limit1 m(0+, β) := limh→0+ m(h, β) equals
zero for 0 < β < βc, it is positive once β > βc, i.e. the spontaneous
magnetization m∗ := m(0+, β) appears at sub-critical temperatures.
†Center for Theoretical Study, Charles University, Prague.
‡Nuclear Physics Institute, 250 68 ³Re³z near Prague, Czech Republic.
1This limit exists and is non-negative for all β > 0, see [15], for instance.
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Equivalently, since the (specific Gibbs) free energy f (h, β) is a con-
cave function of h for any β ≥ 0, it has one-sided partial derivatives
∂ f (h,β)
∂h± for all β ≥ 0 and h ∈ R, and these do not coincide if and only
if h = 0 and β > βc. Clearly, − ∂ f (h,β)∂h± = m(h±, β).
In general, any discontinuities that arise in a system exhibiting a
first-order phase transition are smoothed out once the system is of a
finite size. While the limiting free energy f (as well as its one-sided
derivatives) does not depend on boundary conditions, its smoothed
finite-volume version is heavily depending on particular boundary
conditions. In [2, 3, 5] and [4] specific cases of periodic and free
boundary conditions, respectively, were considered with a rather
mild and well-controlled size dependence. Here we turn to the case
of fixed (minus) boundary conditions. This is the case with a rather
strong in¤uence of the boundary conditions, and (as will be clarified
later) one has to take into account the competing effects of boundary
conditions and “long contours”.
Let ΛL be the square in Z
2 centred at the origin whose side-length
is L ∈ N. In the present paper we examine the ferromagnetic nearest-
neighbour Ising model in ΛL with the minus boundary conditions
and an external field h ∈ R at a sub-critical temperature. Writing
σL : ΛL → {−1, 1} for a configuration in ΛL, the corresponding
Hamiltonian under the fixed minus boundary conditions is given by
HL,h(σL) = − ∑
〈x,y〉:
x,y∈ΛL
σxσy + ∑
〈x,y〉:
x∈ΛL ,y∈ΛcL
σx − h|ΛL|SL(σL). (IV.1.2)
Here
SL(σL) :=
1
|ΛL| ∑x∈ΛL
σx (IV.1.3)
is the average spin and ΛcL := Z
2\ΛL. The finite-volume Gibbs measure
at the inverse temperature β associated with the Hamiltonian (IV.1.2)
is
µL,h(σL) :=
e−βHL,h(σL)
ZL,h
(IV.1.4)
with the partition function ZL,h := ∑σL∈{−1,1}ΛL e
−βHL,h(σL); in order
to avoid heavy notation, we abstain here and hereafter from refer-
ring explicitly to the dependence of the various quantities on β, and
we stress that we always take fixed minus boundary conditions. We
shall use 〈·〉L,h to denote the expected value with respect to µL,h and
PL,h to denote the distribution of SL under µL,h.
Let β > βc. If h 6= 0, boundary effects in the bulk of ΛL disap-
pear as ΛL extends to the whole lattice Z
d because there is a unique
Gibbs measure in the infinite volume. Nevertheless, the asymptotic
behaviour of the Ising system may become rather delicate once we
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consider a magnetic field hL which depends on L and decreases to
zero as L → ∞. This time, the boundary conditions could play an
important role: while they force the system to be in the minus phase,
a magnetic field hL → 0+ draws it toward the plus phase. The sit-
uation when the in¤uence of the magnetic field h L (a bulk effect)
is comparable to that of the minus boundary conditions (a surface
effect) is of particular interest; this requires hL to be of the order
1/L. Therefore, it is natural to consider hL = B/L, B ∈ R. Schon-
mann and Shlosman [16] proved that there exists a unique point
B0 = B0(β) > 0 such that µL,B/L converges weakly to the pure minus
phase if B < B0, while the limit is the pure plus phase if B > B0. In
both regimes, they investigated the exponential convergence of the
average spin SL under µL,B/L at the surface rate. To this end, they es-
tablished a ‘surface-order’ large-deviation principle valid at B = 0,
extending the results obtained by Ioffe [11, 12]. Greenwood and Sun
[10] pointed out (for any dimension d ≥ 2) how the large-deviation
principles with B = 0 and B 6= 0 are related, and inspected the
surface-rate exponential convergence of SL under µL,B/L, too.
The basic picture behind these results is as follows. Let ΛL be
large but finite. If B < B0, the minus boundary conditions pre-
vail, selecting the minus phase in the box ΛL, and SL converges ex-
ponentially to −m∗ < 0. If B > B0, however, the magnetic field
has the dominant effect, and the plus phase is outweighing in the
system. This time, the average spin converges exponentially to a
point 0 < m(B) < m∗, c.f. (IV.2.6), and a single droplet of the plus
phase within ΛL immersed into the minus phase is created. The most
favourable shape of the droplet is not the usual equilibrium crystal
(or Wulff) shape,2 but rather its squeezed version (see [16]): when-
ever the droplet really appears, it necessarily touches the boundary
of ΛL along four equally long segments.
As a matter of fact, the droplet ¤uctuates around its determin-
istic Wulff shape. Accordingly, the macroscopic-scale separation of
pure phases along the boundary of the equilibrium crystal shape is
a subtle probabilistic problem. Its first rigorous study was done by
Dobrushin, Kotecký, and Shlosman [8, 9] for the 2d Ising model at
very low temperatures, using the cluster expansion analysis. The
main part of their results was extended to all sub-critical tempera-
tures in a non-perturbative approach of Ioffe and Schonmann [13].
In particular, they gave explicit asymptotics on the probabilities of
the deviation of SL from −m∗ at h = 0 under the minus boundary
conditions. For a recent review of main results of the rigorous mi-
croscopic theory of equilibrium crystal shapes, see [1].
2Roughly speaking, the Wulff shape is the one which minimizes the interfacial
surface tension, assuming that its volume is fixed, see [8, 16] for instance.
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IV.2. Main Result
For any 0 < ϑ < ∞, let us consider the open interval
JL(ϑ) := {h ∈ R : |Lh − B0| < ϑ}. (IV.2.1)
Our aim here is to examine, for any β > βc, the asymptotic be-
haviour of the finite-volume specific magnetization
mL(h, β) := 〈SL〉L,h =
1
β|ΛL|
∂
∂h
log ZL,h (IV.2.2)
and susceptibility
χL(h, β) :=
〈
S 2L
〉
L,h
−
(
〈SL〉L,h
)2
=
1
(β|ΛL|)2
∂2
∂h2
log ZL,h (IV.2.3)
on the interval JL(ϑ) with L → ∞. The resulting asymptotics pre-
sented in Theorem IV.2.2 re¤ects the mentioned balance between the
competing in¤uences of the magnetic field and the minus boundary
conditions in our model. First, however, relying on results from [16]
and [10], we explicitly show the limiting values with properly scaled
external field, h ∼ 1/L.
PROPOSITION IV.2.1. Let β > βc, B ∈ R, and let {hL} be a sequence
of real numbers such that limL→∞ LhL = B. Then the limit
ϕ(B) :=
1
β
lim
L→∞
1
L
log
ZL,hL
ZL,0
(IV.2.4)
exists and does not depend on the sequence hL, it is a convex continuous
function, and there exists a single point B0 = B0(β) > 0 at which ϕ is not
differentiable. Moreover,
lim
L→∞
mL(hL, β) = ϕ
′(B) (IV.2.5)
for every B 6= B0 and ϕ′ is explicitly given as
ϕ′(B) =
{
−m∗ if B < B0,
m(B) = m∗ −κ/(2B)2 if B > B0,
(IV.2.6)
with κ = κ(β) ∈ (0, 4(m∗)2).
The first part of Proposition IV.2.1 readily follows from the Varad-
han lemma [6, 7] and Theorem 1 from [16], and can be found in [10]
for the special case hL = B/L with B ≥ 0; the rest of the proposition
is then easy to verify. We present the proof in the next section. It will
turn out there that the point B0 from this proposition coincides with
the critical point B0 of [16] mentioned before — allowing thus to use
the same symbol to denote it.
Let B⋆ := B0(
1
2 +
κ
16m∗(B0)2
). Because κ < 4m∗(B0)2, one has
B⋆ ∈ (B0/2, 3B0/4); it will be shown later that m(B⋆) > −m∗, see the
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remark after Theorem IV.3.2. Let us extend the function m defined
on the interval (B0, ∞) by (IV.2.6). Namely, we take
m+(B) :=
{
m(B) for B ≥ B⋆,
m(B⋆) for B ≤ B⋆. (IV.2.7)
It is a continuous and non-decreasing function satisfying m(B⋆) ≤
m+ < m∗. Introducing the shorthands
m(B) :=
m+(B) + (−m∗)
2
, ∆m(B) :=
m+(B)− (−m∗)
2
, (IV.2.8)
and ∆ := ∆m(B 0) > 0, we now formulate our main result.
THEOREM IV.2.2. Let β > βc, 0 < ϑ < ∞, and 0 < δ < 1/4. There
exists L0 = L0(β, ϑ, δ) < ∞ such that for all L > L0 the following it true.
(a) The susceptibility χL(h) attains its maximal value over the interval
JL(ϑ) at a unique point hχ(L) (which does not depend on ϑ).
(b) The functions R
(0)
L , R
(1)
L (h), and R
(2)
L (h) defined by the equalities
hχ(L) = (B0 + R
(0)
L )/L, (IV.2.9)
mL(h, β) = m(Lh) + ∆m(Lh) tanh
[
β∆(h − h χ(L))L2
]
+ R
(1)
L (h),
(IV.2.10)
and
χL(h, β) =
(
∆m(Lh)
)2
cosh−2
[
β∆(h − h χ(L))L2
]
+ R
(2)
L (h),
(IV.2.11)
satisfy the following bounds:
|R(0)L | ≤ 3(B0)3L−δ/κ (IV.2.12)
and
sup
h∈JL(ϑ)
|R(k)L (h)| ≤ CL−δ, k = 1, 2, (IV.2.13)
with a fixed finite constant C (not depending on β, ϑ, δ, and L).
We divide the proof of Theorem IV.2.2 into two parts. First, we
prove a weaker version of the above theorem in which it is only
claimed that R
(0)
L as well as suph∈JL(ϑ) R
(i)
L (h), i = 1, 2, vanish as
L → ∞; this part is based on the large-deviation principle estab-
lished in [16] and it is the content of Section IV.3. In particular, re-
sults from [16] yield explicit values for parameters B0 and κ above.
In order to obtain then the explicit bounds (IV.2.12) and (IV.2.13), we
employ the local-limit estimates from [13, 1, 9] and Theorem 7.4.3
from [17]; this second step is presented in Section IV.4.
108 2D ISING
It should be pointed out that the division of the proof into two
parts is not necessary and it could be carried out solely with the help
of the local-limit estimates. However, it seems to be more transpar-
ent to examine the problem by means of the large-deviation principle
at the beginning and use the more precise information of the local-
limit estimates only afterwards. Moreover, once the class of mod-
els for which the surface-order large-deviation principles are estab-
lished is extended (at present it only contains the two-dimensional
Ising model), the first part of the proof will be readily applicable,
yielding a result similar to Theorem IV.3.3 below (see [14]).
Finally, let us notice that, using more detailed analysis of the
errors in the surface-order large deviations of the two-dimensional
Ising model [13, 1], one could expect that the upper bounds (IV.2.12)
and (IV.2.13) may be improved to be of the order L−1/4 log2 L. How-
ever, one should not expect that, for suph∈JL(ϑ) |R
(k)
L (h)|, k = 1, 2, an
improvement of the order over L−1/2 is possible. This follows from
the fact that surface large-deviation rate function WB(m) introduced
below in (IV.3.6) behaves (for B ≥ B0) like (m − m(B))2 around its
minimum at m(B). This results in the bound (IV.4.40) below, and
inspecting it one could argue that L1/2 suph∈JL(ϑ) |R
(k)
L (h)| → ∞,
k = 1, 2.
IV.3. Magnetization and the Large-Deviation Rate Function
The aim of this section is to analyze the asymptotic behaviour (as
L → ∞) of the magnetization mL(h, β) and susceptibility χL(h, β)
when h ∈ JL(ϑ) and β > βc, using the large-deviation principle and
the related results from [16, 10]. First, let us fix some notation.
DEFINITION IV.3.1. Let I : R → [0, ∞] be a (lower semicontin-
uous) function with compact level sets3, I 6≡ ∞, and let {εn} be a
sequence of positive numbers such that limn→∞ εn = 0. We say that
a sequence {Pn} of probability measures on (R,B(R)), where B(R)
is the Borel σ-field on R, satisfies the large-deviation principle with the
powers {εn} and the rate I, and write (Pn)εn → e−I , if
sup
G
e−I ≤ lim
n→∞
(Pn(G))
εn for all G ⊂ R open and (IV.3.1)
lim
n→∞
(Pn(F))
εn ≤ sup
F
e−I for all F ⊂ R closed. (IV.3.2)
In the next theorem we gather up the results of Theorem 1 from
[16] and Theorem 3.3 from [10]. To this end, we introduce τ = τ(β)
3That is, the level sets levr(I) := {x ∈ R : I(x) ≤ r} are compact for all r < ∞.
Such a function is automatically lower semi-continuous.
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and w = w(β) to be the zero-field surface tension in the direction
(0, 1) and the Wulff functional of the minimizing Wulff shape, re-
spectively (see e.g., [16] for precise definitions). They satisfy the re-
lations 0 < 4τ/3 < w < 4τ for all β > βc.
THEOREM IV.3.2 ([16], [10]). Let β > βc. Setting
κ :=
16τ2 − w2
2m∗
> 0 (IV.3.3)
and
B0 :=
4τ + w
4m∗
, (IV.3.4)
we have:
(1) Let mt := −m∗
(
1 − w2
8τ2
)
∈ (−m∗, m∗) and
W0(m) :=



w
(
m+m∗
2m∗
)1/2
if −m∗ ≤ m ≤ mt,
4τ − [κ(m∗ − m)]1/2 if mt ≤ m ≤ m∗,
∞ otherwise.
(IV.3.5)
Then (PL,0)
1/L → e−βW0 .
(2) Let
WB(m) := W0(m)− Bm +W∗0 (B), (IV.3.6)
where W∗0 is the Legendre-Fenchel transform of W0. Let {hL},
hL ∈ R, be a sequence with limL→∞ LhL = B ∈ R.4 Then
(PL,hL)
1/L → e−βWB .
(3) The derivative of the Legendre-Fenchel transform W∗0 of W0 has a
unique discontinuity at B0. Moreover, for all B 6= B0, the equation
WB(m) = 0 has a unique solution that equals the derivative dW
∗
0
dB
of W∗0 , while for B = B0 it has two solutions:
dW∗0
dB+ and
dW∗0
dB− .
Proposition IV.2.1 is a quite direct consequence of Theorem IV.3.2.
In particular, it turns out that one can identify the function ϕ with
W∗0 (this was anticipated by denoting B0 the discontinuity point of
both of them). Notice also that the constant B⋆ := B0(
1
2 +
κ
16m∗(B0)2
)
defined in the previous section actually coincides with τ/m∗. More-
over, one has m(B⋆) = mt > −m∗.
PROOF OF PROPOSITION IV.2.1. Let β > βc and B ∈ R. Con-
sider the limit
ψ(B) =
1
β
lim
L→∞
1
L
log
〈
eβBLSL
〉
L,0
. (IV.3.7)
4In fact, Theorem 3.3 of [10] only deals with hL = B/L, where B > 0. It is clear,
however, that the arguments used there work in our slightly more general case as
well.
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In view of the Varadhan lemma5 [6, 7] and Theorem IV.3.2 (1), the
limit exists and we get
ψ(B) =
1
β
sup{βBx −βW0(x)} = W∗0 (B). (IV.3.8)
With the help of (IV.3.5), one may easily find [10] that
ψ(B) =
{
−m∗B if B ≤ B0,
m∗B − [4τ −κ/(4B)] if B ≥ B0,
(IV.3.9)
where B0 = (4τ + w)/(4m
∗). This point coincides with the critical
point B0 of [16], see Theorem 2 stated therein.
We now show that the functions ϕ from (IV.2.4) and ψ defined
above actually coincide. Let thus {hL}, hL ∈ R, be an arbitrary se-
quence such that limL→∞ LhL = B. Since
ZL,hL
ZL,0
= ∑
σL∈{−1,1}ΛL
eβhL|ΛL|SL(σL) µL,0(σL) =
〈
eβhL|ΛL|SL
〉
L,0
(IV.3.10)
and the range of the average spin SL is contained, by definition, in
the interval [−1, 1], we may evaluate
e−β|LhL−B|L
〈
eβBLSL
〉
L,0
≤
〈
eβhL|ΛL|SL
〉
L,0
≤ eβ|LhL−B|L
〈
eβBLSL
〉
L,0
.
(IV.3.11)
As a result,
1
β
lim
L→∞
1
L
log
ZL,hL
ZL,0
= ψ(B). (IV.3.12)
Thus, one has ψ(B) = ϕ(B), and in order to verify (IV.2.5), we notice
that mL(hL, β) = 〈SL〉L,hL =
1
β
1
L
d log〈eβBLSL〉L,0
dB
∣∣∣
B=LhL
, getting the limit
whenever the derivative of ϕ exists. Q.E.D.
The main result of the section is this simplified version of Theo-
rem IV.2.2.
THEOREM IV.3.3. Let β > βc and 0 < ϑ < ∞. There exists L0 =
L0(β, ϑ) < ∞ such that for all L > L0 the claims a) and b) of Theorem
IV.2.2 hold with (IV.2.12) and (IV.2.13) replaced by
lim
L→∞
R
(0)
L = 0 and limL→∞
sup
h∈JL(ϑ)
|R(k)L (h)| = 0, k = 1, 2,
(IV.3.13)
respectively.
5Notice that limM→∞ limL→∞ 1L log ∑m∈Ran SL : βBx≥M e
βBLm PL,0(m) = −∞
because the range Ran SL of average spin SL is bounded, Ran SL ⊂ [−1, 1]. This
allows us to apply an extended version of Varadhan lemma [6], Theorem 4.3.1.
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IV.3.1. Proof of Theorem IV.3.3. Let β > βc and L ∈ N. Given
h ∈ R and a set A ∈ B(R) (which may depend on h) such that
ZL,h(A) := ∑
σL∈ΩL :
SL(σL)∈A
e−βHL,h(σL) > 0, (IV.3.14)
we define
〈·|A〉L,h := ∑
σL∈ΩL :
SL(σL)∈A
·
e−βHL,h(σL)
ZL,h(A)
. (IV.3.15)
In order to control the most relevant contributions to the parti-
tion function on JL(ϑ), ϑ > 0, we split — independently of L — the
interval JL(ϑ) into a finite number of disjoint sub-intervals as follows.
Let ǫ ∈ (0,ǫ0(ϑ)) with
ǫ0(ϑ) := 2 min{m(B0 + ϑ) − m(B0), m(B0) − m(B⋆), ∆m(B ⋆)/4}
(IV.3.16)
and let us consider the sequence {mi = m0 + iǫ}, i ∈ Z, where
m0 = m+(B0) − ǫ2 . As the function m+ is bounded, there clearly
exist unique natural numbers N j = N j(β, ϑ,ǫ), j = 1, 2, for which
m+(B0 − ϑ) ∈ [m−N1 , m−N1+1) and m+(B0 + ϑ) ∈ [mN2 , mN2+1). Let
us consider now the sequence B(i) with B(−N1) = B0 − ϑ, B(N2+1) =
B0 +ϑ, and B
(i) for i = −N1 + 1, . . . , N1 taken as the unique solution
of the equation m+(B(i)) = mi.
6 We split the interval JL(ϑ),
JL(ϑ) =
N2⋃
i=−N1
I (ǫ)L,i , (IV.3.17)
by taking
I (ǫ)L,i :=



(B(i)/L, B(i+1)/L] if i = −N1, . . . ,−1,
(B(0)/L, B(1)/L) for i = 0,
[B(i)/L, B(i+1)/L) if i = 1, . . . , N2.
(IV.3.18)
Moreover, introducing
C−(ǫ) := (−m∗ −ǫ,−m∗ +ǫ), (IV.3.19)
and
C+(Lh,ǫ) := (mi −ǫ, mi+1 +ǫ) for any h ∈ I (ǫ)L,i , (IV.3.20)
we have
∣∣ 〈SL|C+
〉
L,h
− m+(Lh)
∣∣ ≤ 2ǫ and
∣∣ 〈SL|C−
〉
L,h
− (−m∗)
∣∣ ≤ ǫ
(IV.3.21)
for every h ∈ JL(ϑ).
6Since ǫ < ǫ0(ϑ), it follows that B
⋆ < B(0) < B0 < B
(1) < B0 + ϑ.
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Taking C(Lh,ǫ) := C+(Lh,ǫ) ∪ C−(ǫ), we prove Theorem IV.3.3
with the help of the following sequence of lemmas.7
LEMMA IV.3.4. Let β > βc, ϑ > 0, and 0 < ǫ < ǫ0(ϑ). For any
L > ǫ−1/2 and h ∈ JL(ϑ), we have
∣∣ 〈SL〉L,h − T(φ(ǫ)(h); m(Lh), ∆m(Lh))
∣∣ ≤ 2PL,h(Cc) + 3ǫ. (IV.3.22)
Here
T(x; a, b) := a + b tanh x, x, a, b ∈ R, (IV.3.23)
and
φ(L,ǫ)(h) :=
1
2
log
ZL,h(C+)
ZL,h(C−)
=
1
2
log
PL,h(C+)
PL,h(C−)
. (IV.3.24)
PROOF. Let β > βc, ϑ > 0, ǫ < ǫ0(ϑ), and L > ǫ
−1/2 be given.
Let h ∈ JL(ϑ) be arbitrary. Evidently,
〈SL〉L,h = 〈SL|C〉L,h PL,h(C) + 〈SL|Cc〉L,h PL,h(Cc) = (IV.3.25)
= 〈SL|C〉L,h +
(
〈SL|Cc〉L,h − 〈SL|C〉L,h
)
PL,h(Cc). (IV.3.26)
Thus, using that |SL| ≤ 1, one has∣∣〈SL〉L,h − 〈SL|C〉L,h
∣∣ ≤ 2PL,h(Cc). (IV.3.27)
Observing that C+ ∩C− = ∅ (sinceǫ < ∆m(B ⋆)/2) and ZL,h(C±) > 0
(since L > ǫ−1/2), we readily get
〈SL|C〉L,h =
〈SL|C+〉L,h ZL,h(C+) + 〈SL|C−〉L,h ZL,h(C−)
ZL,h(C+) + ZL,h(C−)
=
=
〈SL|C+〉L,h + 〈SL|C−〉L,h
2
+
+
〈SL|C+〉L,h − 〈SL|C−〉L,h
2
tanh(φ(ǫ)(h)). (IV.3.28)
Since | tanh x| ≤ 1 for all x ∈ R, in view of (IV.3.21) it follows that
∣∣ 〈SL|C〉L,h − T(φ(ǫ)(h); m(Lh), ∆m(Lh))
∣∣ ≤ 3ǫ. (IV.3.29)
Combined with (IV.3.27), we obtain the lemma. Q.E.D.
The next lemma provides bounds on the derivatives of 〈SL〉L,h
analogous to that from (IV.3.22). To this end, we start with the fol-
lowing definition.
7The fact that C+ and C− are open is not important: the arguments of the proof
also work if these are closed or half-open.
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DEFINITION IV.3.5. Let k ∈ N. Given a set {g1, . . . , gk} of k real-
valued functions in R, we introduce
Fk({g j}) :=
k
∑
j=1
(−1) j−1( j − 1)! ∑
{I1 ,...,I j}
j
∏
ℓ=1
g|Iℓ| , (IV.3.30)
where the second sum is over all partitions {I1, . . . , I j}, j = 1, . . . , k,
of the set {1, . . . , k} and |Iℓ|, ℓ = 1 . . . , j, is the cardinality of Iℓ.
LEMMA IV.3.6. There exist finite constants Ck, Kk, k ∈ N, such that if
β > βc, ϑ > 0, 0 < ǫ < ǫ0(ϑ), and L > ǫ
−1/2, then
∣∣∣ 1
(β|ΛL|)k−1
∂k−1
∂hk−1
〈SL〉L,h −Fk({T(φ(ǫ)(h);ξ+j ,ξ−j )})
∣∣∣ ≤
≤ Ck PL,h(Cc) + Kk ǫ (IV.3.31)
for all h ∈ JL(ϑ). Here
ξ±j ≡
(m+(Lh)) j ± (−m∗) j
2
, j = 1, . . . , k. (IV.3.32)
PROOF. In order to prove (IV.3.31), it suffices — by Lemma IV.A.2
— to show that for any k ∈ N there exists a finite positive constant
Kk such that
∣∣Fk({
〈
(SL)
j|C
〉
L,h
}) −Fk({T(φ(ǫ)(h);ξ+j ,ξ−j )})
∣∣ ≤ Kkǫ. (IV.3.33)
Indeed, taking into account (IV.3.15) and (IV.3.19) (cf. (IV.3.21)), we
have
∣∣〈(SL)n|C+
〉
L,h
− (m+(Lh))n
∣∣ ≤
≤ ∑
σL∈ΩL :
SL(σL)∈C+
|(SL(σL))n − (m+(Lh))n|
e−βHL,h(σL)
ZL,h(C+)
≤
≤ ∑
σL∈ΩL :
SL(σL)∈C+
|SL(σL) − m+(Lh)|×
×
n−1
∑
r=0
|SL(σL)|r|m+(Lh)|n−r−1
e−βHL,h(σL)
ZL,h(C+)
≤ K̃nǫ (IV.3.34)
for all n ∈ N and K̃n = 2n. Similarly,
∣∣〈(SL)n|C−〉 − (−m∗)n
∣∣ ≤ K̃nǫ
for all n ∈ N with the same constant K̃n. Combined with the equality
〈(SL)n|C〉L,h =
〈(SL)n|C+〉L,h ZL,h(C+) + 〈(SL)n|C−〉L,h ZL,h(C−)
ZL,h(C+) + ZL,h(C−)
,
(IV.3.35)
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n ∈ N, valid once ǫ < ∆m(B ⋆)/2 and L > ǫ−1/2, referring to (IV.3.28)
it follows that
∣∣〈(SL)n|C〉L,h − T(φ(ǫ)(h);ξ+n ,ξ−n )
∣∣ ≤ K̃nǫ (IV.3.36)
for all n ∈ N.
Let now k ∈ N. For any j = 1, . . . , k and any partition {I1, . . . , I j}
one gets
j
∏
ℓ=1
〈
(SL)
|Iℓ||C
〉
L,h
=
j
∏
ℓ=1
T(φ(ǫ)(h);ξ+|Iℓ|,ξ
−
|Iℓ|)+
+ ∑
X⊂{1,..., j}:
X 6={1,..., j}
∏
r∈X
T(φ(ǫ)(h);ξ+|Ir|,ξ
−
|Ir|)×
× ∏
s∈{1,..., j}\X
(〈
(SL)
|Is||C
〉
L,h
− T(φ(ǫ)(h);ξ+|Is|,ξ
−
|Is|)
)
. (IV.3.37)
By virtue of (IV.3.36), the obvious bound |ξ±n | ≤ 1 for any n ∈ N, and
the fact that ǫ ≤ ∆m(B ⋆)/2 ≤ 1, we arrive at (IV.3.33). Q.E.D.
Next, let us examine the behaviour of the φ(L,ǫ)(h) defined by
(IV.3.24).
LEMMA IV.3.7. Let β > βc, ϑ > 0, and 0 < ǫ < ǫ0(ϑ).
(a) Let L > ǫ−1/2. Then the function φ(L,ǫ)(h) is finite on JL(ϑ).
In addition, it is analytic and increasing on I (ǫ)L,i for each i =
−N1, . . . , N2.
(b) There exists a constant L1 = L1(β, ϑ,ǫ) < ∞, L1 ≥ ǫ−1/2, such
that for L > L1 the function φ
(L,ǫ)(h) vanishes inside JL(ϑ) at
a unique point h0(L,ǫ). Moreover, the limit limL→∞ Lh0(L,ǫ)
exists, it is independent of ǫ, and8
lim
L→∞
Lh0(L,ǫ) = B0. (IV.3.38)
(c) Let9
ω(h) := β (h − h0(L,ǫ))|ΛL|∆. (IV.3.39)
There exist finite constants L2 = L2(β, ϑ,ǫ), Mk, k ∈ N, such
that if L > L2, then
∣∣Fk({T(φ(L,ǫ)(h);ξ+j ,ξ−j )})−Fk({T(ω(h);ξ+j ,ξ−j )})
∣∣ ≤
≤ Mk
(∣∣∆m(Lh 0(L,ǫ) + L−1/2)− ∆
∣∣ +ǫ
)
/∆ (IV.3.40)
8Notice that (IV.3.38) implies (PL,h0(L,ǫ))
1/L → e−βWB0 by Theorem IV.3.2 (2),
where WB0 is given by (IV.3.6).
9Recall that ∆ = ∆m(B 0).
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for all h ∈ JL(ϑ) and k ∈ N.
PROOF. Let β > βc, ϑ > 0, and 0 < ǫ < ǫ0(ϑ).
(a) Let L > ǫ−1/2. First, if h ∈ JL(ϑ), then ZL,h(C±) > 0 (since
L > ǫ−1/2), and φ(L,ǫ)(h) is finite by its very definition (IV.3.24). Sec-
ond, let i = −N1, . . . , N2 and let us consider the interval I (ǫ)L,i . By
its definition, the set C+ is independent of h on I (ǫ)L,i , and, hence, the
function ZL,h(C+) is analytic in h on I (ǫ)L,i . The same is thus true for
the function φ(L,ǫ). Moreover, for any h in the interior of I (ǫ)L,i one has
1
β|ΛL|
∂φ(L,ǫ)(h)
∂h
=
〈SL|C+〉L,h − 〈SL|C−〉L,h
2
≥
≥ m+(Lh) + m
∗
2
− 3
2
ǫ >
ǫ0(ϑ)
2
(IV.3.41)
with the help of (IV.3.21). Thus, the function φ(L,ǫ) is increasing on
I (ǫ)L,i .
(b) Let i = −N1, . . . ,−1. Then (PL,B(i+1)/L)1/L → e
−βW
B(i+1) in
view of Theorem IV.3.2 (2). Observing further that, due to Theorem
IV.3.2 (3), one has infm∈C− WB(m) = 0 whenever B < B0, we get
lim
L→∞
1
L
φ(L,ǫ)(B(i+1)/L) = −β
2
inf
x∈[mi−ǫ,mi+1+ǫ]
WB(i+1)(x) =
= −β
2
WB(i+1)(xi) (IV.3.42)
for some xi ∈ [mi −ǫ, mi+1 +ǫ]. Taking into account the bounds
mi −ǫ > m+(B0 − ϑ)− 2ǫ ≥ −m∗ + 4ǫ0(ϑ)− 2ǫ > −m∗ + 2ǫ0(ϑ)
(IV.3.43)
as well as the fact that B(i+1) < B0, we can use Theorem IV.3.2 (3)
once more to get WB(i+1)(x) > 0 and thus
φ(L,ǫ)(B(i+1)/L) < −βLWB(i+1)(xi)/4 < 0 (IV.3.44)
once L is sufficiently large (depending on β, ϑ, ǫ, and i). In a similar
way,
φ(L,ǫ)(B(i)/L) > βLWB(i)(xi)/4 > 0 (IV.3.45)
for any i = 1, . . . , N2 and some xi ∈ [m∗ − ǫ, m∗ + ǫ] once L is
sufficiently large (depending on β, ϑ, ǫ, and i). Referring to the fact
that φ(L,ǫ) is increasing on I (ǫ)L,i for every i = −N1, . . . , N2 by the
claim (a) of this lemma and that N1 + N2 is finite, one concludes that
φ(L,ǫ)(h) 6= 0 for all h ∈ JL(ϑ)\I (ǫ)L,0 as soon as L is large enough
(depending on β, ϑ, and ǫ).
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Let h ∈ I (ǫ)L,0 now. According to the mean-value theorem,
φ(L,ǫ)(h) = φ(L,ǫ)(B0/L) + (h − B0/L)
∂φ(L,ǫ)(h̄)
∂h
(IV.3.46)
for some h̄ between h and B0/L. Since WB0(m+(B0)) = 0 and thus
infm∈C+ WB0(m) = 0, we get
lim
L→∞
φ(L,ǫ)(B0/L)
L
=
1
2
lim
L→∞
1
L
log
PL,B0/L(C+)
PL,B0/L(C−)
= 0 (IV.3.47)
according to Theorem IV.3.2 (3). With the help of (IV.3.46) we thus
get
φ(L,ǫ)(h) ≤ φ(L,ǫ)(B0/L)−
B0 − B(0)
2L
β|ΛL|ǫ0(ϑ)
2
<
< L
(φ(L,ǫ)(B0/L)
L
− β
4
(B0 − B(0))ǫ0(ϑ)
)
< 0 (IV.3.48)
for any h ∈ I (ǫ)L,0 such that h ≤ (B0 + B(0))/(2L) once L is large
enough (depending on β, ϑ, and ǫ). Analogously, one proves that
φ(L,ǫ)(h) > 0 for any h ∈ I (ǫ)L,0 such that h ≥ (B0 + B(1))/(2L) if L is
sufficiently large (depending on β, ϑ, and ǫ). Since φ(L,ǫ) is continu-
ous (it is analytic) and increasing on I (ǫ)L,0 for L > ǫ−1/2, this means
that, for L large (depending on β, ϑ, and ǫ), a unique point h0(L,ǫ)
at which φ(L,ǫ)(h0(L,ǫ)) = 0 exists, and
(B0 + B
(0))/2 < Lh0(L,ǫ) < (B0 + B
(1))/2. (IV.3.49)
Moreover, the relation (IV.3.46) with h = h0(L,ǫ) along with (IV.3.41)
and (IV.3.47) readily implies (IV.3.38).
(c) Let i = −N1, . . . , N2 be such that i 6= 0 and let hi ∈ I (ǫ)L,i . Us-
ing that φ(L,ǫ) is increasing on I (ǫ)L,i for L > L1 and recalling the
bounds (IV.3.44) and (IV.3.45) valid for L > L1, we get |φ(L,ǫ)(hi)| ≥
βLαi(β, ϑ,ǫ)/4 for L > L1, where αi > 0 stands for WB(i+1)(xi) if
i ≤ −1 or WB(i)(xi) if i ≥ 1. Moreover,
|ω(hi)| ≥ β min{Lh0(L,ǫ)− B(0), B(1) − Lh0(L,ǫ)} L∆ >
> β min{B0 − B(0), B(1) − B0}
L
2
∆ (IV.3.50)
for L > L1 by (IV.3.49). Hence, since 1 − 2e−2|x| ≤ tanh |x| ≤ 1, we
have
| tanh(φ(L,ǫ)(hi))− tanh(ω(hi))| ≤ 2e−2 min{|φ
(L,ǫ)(hi)|,|ω(hi)|} ≤
≤ 2e−βLα(β,ϑ,ǫ)/2 (IV.3.51)
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for L larger than some L̃2 = L̃2(β, ϑ,ǫ), L̃2 ≥ L1, with
α(β, ϑ,ǫ) := min
{
min
−N1≤i≤N2
i 6=0
αi(β, ϑ,ǫ), (IV.3.52)
2 min{B0 − B(0), B(1) − B0}∆
}
,
(IV.3.53)
which is positive. Now, let us consider h ∈ I (ǫ)L,0 and take L so large
that L ≥ L̃2 and
IL := {h′ ∈ R : |h′ − h0(L,ǫ)| L ≤ L−1/2} ⊂ I (ǫ)L,0 . (IV.3.54)
If h ∈ I (ǫ)L,0\IL, then |ω(h)| ≥ β∆L 1/2 and
|φ(L,ǫ)(h)| = |h − h0(L,ǫ)|
∂φ(L,ǫ)(ĥ)
∂h
≥ βǫ0L1/2/2 (IV.3.55)
according to the mean-value theorem and (IV.3.41) (here ĥ is some
point between h and h0(L)). Consequently,
| tanh(φ(L,ǫ)(h))− tanh(ω(h))| ≤ 2e−2 min{|φ(L,ǫ)(h)|,|ω(h)|} ≤
≤ 2e−βǫ0L1/2 . (IV.3.56)
On the other hand, if h ∈ IL, then Lemma IV.A.3, an upper bound
similar to (IV.3.41) (c.f. (IV.3.21)), and the mean-value theorem yield
| tanh(φ(L,ǫ)(h))− tanh(ω(h)) | ≤
≤ | tanh(ω(h))||ω(h)| |φ
(L,ǫ)(h)−ω(h)| ≤
≤ 1|ω(h)| β|h − h0(L,ǫ)| |ΛL|
∣∣∣ 1
β|ΛL|
∂φ(L,ǫ)(ĥ)
∂h
− ∆
∣∣∣ ≤
≤ 1
∆
(
|∆m(Lh)− ∆|+ 3
2
ǫ
)
≤
≤ 1
∆
(∣∣∆m(Lh 0(L,ǫ) + L−1/2) − ∆
∣∣ + 3
2
ǫ
)
. (IV.3.57)
Combined with (IV.3.1), (IV.3.56) (the right-hand side is bounded by
ǫ
4∆ for L sufficiently large), and the obvious bound
∣∣ T(φ(L,ǫ)(h);ξ+j ,ξ
−
j ) − T(ω(h);ξ+j ,ξ−j )
∣∣ ≤
≤ |ξ−j | | tanh(φ(L,ǫ)(h))− tanh(ω(h)) |, (IV.3.58)
where j ∈ N, we arrive at (IV.3.40) with k = 1 and M1 = 2 when
we recall that |ξ±j | ≤ 1 and realize that F1({g1}) = g1. In addition,
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similarly to (IV.3.37), one has
j
∏
ℓ=1
T(φ(L,ǫ)(h);ξ+|Iℓ|,ξ
−
|Iℓ|) =
j
∏
ℓ=1
T(ω(h);ξ+|Iℓ|,ξ
−
|Iℓ|)+
+ ∑
X⊂{1,..., j}:
X 6={1,..., j}
∏
r∈X
T(ω(h);ξ+|Ir|,ξ
−
|Ir|)×
× ∏
s∈{1,..., j}\X
ξ−j
(
tanh(φ(L,ǫ)(h))− tanh(ω(h))
)
(IV.3.59)
for any j = 1, . . . , k with k = 2, 3, . . . , and any partition {I1, . . . , I j}.
In view of (IV.3.58), we get (IV.3.40) with a suitable Mk for k ≥ 2.
Q.E.D.
Let us now show that the probability PL,h(Cc) appearing on the
right-hand side of (IV.3.22) and (IV.3.31) converges — within the in-
terval JL(ϑ) — exponentially fast to zero and that the convergence is
uniform in h.
LEMMA IV.3.8. Let β > βc, ϑ > 0, 0 < ǫ < ǫ0(ϑ). There exist finite
constants λ = λ(β, ϑ,ǫ) > 0 and L3 = L3(β, ϑ,ǫ) such that
PL,h(Cc) ≤ e−βλL (IV.3.60)
whenever L > L3 and h ∈ JL(ϑ).
PROOF. Let β > βc, ϑ > 0, 0 < ǫ < ǫ0(ϑ), L ∈ N, and h ∈ JL(ϑ).
Moreover, let
C̃(Lh,ǫ) := (m+(Lh)−ǫ, m+(Lh) +ǫ) ∪ (−m∗ −ǫ, −m∗ +ǫ);
(IV.3.61)
it clearly follows that C̃ ⊂ C, i.e. PL,h(Cc) ≤ PL,h(C̃c).
With the help of Lemma IV.A.5 one has
inf
m∈(C̃(B,ǫ))c
WB(m) ≥
≥ min{WB(−m∗ +ǫ), WB(m(B)−ǫ), WB(m(B) +ǫ)} (IV.3.62)
for any B ∈ R. Since WB(m) as well as m(B) is continuous in B, the
infimum over JL(ϑ) = [B0 − ϑ, B0 + ϑ] is attained,
inf
B∈[B0−ϑ,B0+ϑ]
WB(ξ(B)) = WBξ (ξ(Bξ)) (IV.3.63)
for some point Bξ ∈ [B0 −ϑ, B0 +ϑ], where ξ(B) stands for −m∗ +ǫ,
m(B)−ǫ, or m(B) +ǫ (the value Bξ may differ for each of these three
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functions). Thus, there exist values Bi ∈ [B0 − ϑ, B0 + ϑ], i = 1, 2, 3,
depending on β, ϑ, and ǫ such that
inf
m∈(C̃(Lh,ǫ))c
WLh(m) ≥
≥ inf
h∈JL(ϑ)
inf
m∈(C̃(Lh,ǫ))c
WLh(m) = inf
B∈[B0−ϑ,B0+ϑ]
inf
m∈(C̃(B,ǫ))c
WB(m) ≥
≥ min{WB1(−m∗ +ǫ), WB2(m(B2)−ǫ), WB3(m(B3) +ǫ)} > 0,
(IV.3.64)
where we used Theorem IV.3.2 (3) in the last step. Denoting the last
minimum by 2λ, Lemma IV.A.4 implies
PL,h(C̃c) ≤ e−βλL (IV.3.65)
for all L large (depending on β, ϑ, and ǫ). Q.E.D.
Using the preceding four lemmas, we shall now prove Theorem
IV.3.3.
PROOF OF THEOREM IV.3.3. Let β > βc, ϑ > 0, h ∈ JL(ϑ), and
0 < ǫ < ǫ0(ϑ). We may collect the relations (IV.3.22), (IV.3.31),
(IV.3.40), and (IV.3.60) to conclude that there exists L4 = L4(β, ϑ,ǫ)
such that for L > L4 the following holds: there exist finite positive
constants λ(β, ϑ,ǫ) and Dk, k ∈ N, such that
∣∣∣ 1
(β|ΛL|)k−1
∂k−1
∂hk−1
〈SL〉L,h −Fk({T(ω(h);ξ+j ,ξ−j )})
∣∣∣ ≤ Dk EL(ǫ)
(IV.3.66)
for all k ∈ N, where
EL(ǫ) := e
−βλL +
∣∣∆m(Lh 0(L,ǫ) + L−1/2) − ∆
∣∣ + (1 + 1/∆)ǫ > 0.
(IV.3.67)
Next, we shall use (IV.3.66) to show that the susceptibility χL(h, β)
attains its maximum over JL(ϑ) at a unique point hχ(L) for any L
sufficiently large (depending on β, ϑ, and ǫ), and thus evaluate its
position.
First, notice that
Fk({T(x;ξ+j ,ξ−j )}) = (∆m(Lh)) k
dk−1 tanh x
dxk−1
(IV.3.68)
for k = 2, 3, 4. Now, let us show that if the point hχ(L) exists, then,
necessarily, one has |hχ(L) − h0(L,ǫ)| < α/|ΛL|, where α > 0 will
be specified later.10 Namely, let us show that, for L sufficiently large
10We assume that L is large enough (depending on β, ϑ, and α) to ensure that
the interval |h − h0(L)| ≥ α/|ΛL| fits into JL(ϑ).
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(depending on β, ϑ, ǫ, and α),
χL(h0(L,ǫ), β) > χL(h, β) (IV.3.69)
once h ∈ JL(ϑ) such that |h − h0(L,ǫ)| ≥ α/|ΛL|. This is clear if
|h − h0(L,ǫ)| ≥ L−3/2: then |ω(h)| ≥ β∆L 1/2, and (IV.3.66) with
k = 2 yields
χL(h0(L,ǫ), β)− χL(h, β) ≥
≥ (∆m(Lh 0(L,ǫ)))2 − (∆m(Lh)) 2 cosh−2(ω(h))− 2D2EL(ǫ) ≥
≥ (2ǫ0(ϑ))2 − cosh−2(β∆L 1/2)− 2D2EL(ǫ) > 0 (IV.3.70)
once ǫ > 0 is small enough (depending on β) and L is large (depend-
ing on β, ϑ, and ǫ). On the other hand, if α/|ΛL| ≤ |h − h0(L,ǫ)| ≤
L−3/2, then we have |ω(h)| ≥ βα∆, and
χL(h0(L,ǫ), β)− χL(h, β) ≥
≥ (∆m(Lh 0(L,ǫ)))2 − (∆m(L(h 0(L,ǫ) + L−3/2)))2 cosh−2(ω(h))−
− 2D2EL(ǫ) ≥
≥ (∆m(Lh 0(L,ǫ)))2
[
1−
(∆m(Lh 0(L,ǫ) + L−1/2)
∆m(Lh 0(L,ǫ))
)2
cosh−2(βα∆)
]
− 2D2EL(ǫ) ≥
≥ (2ǫ0(ϑ))2
[
1 −
(∆m(Lh 0(L,ǫ) + L−1/2)
∆m(Lh 0(L,ǫ))
)2
cosh−2(βα∆)
]
−
− 2D2EL(ǫ). (IV.3.71)
Taking L so large that
(∆m(Lh 0(L,ǫ) + L−1/2)
∆m(Lh 0(L,ǫ))
)2
< 1 + (cosh2(βα∆)− 1)/2 (IV.3.72)
(note that the left-hand side above must always be larger than 1), we
obtain
χL(h0(L,ǫ), β)− χL(h, β) ≥
≥ (2ǫ0)2(1 − cosh−2(βα∆))/2 − 2D 2EL(ǫ) > 0 (IV.3.73)
whenever ǫ > 0 is small enough (depending on β and α) and L is
large (depending on β, ϑ, ǫ, andα). This and (IV.3.70) verify (IV.3.69).
Next, we shall show that the susceptibility χL(h, β) is concave on
the interval [h0(L,ǫ) − α|ΛL| , h0(L,ǫ) +
α
|ΛL| ] and that its derivative is
positive at h0(L,ǫ) − α|ΛL| and negative at h0(L,ǫ) −
α
|ΛL| . Indeed, let
us consider h ∈ JL(ϑ) such that |h − h0(L,ǫ)| ≤ α/|ΛL|. In view of
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(IV.3.66) with k = 3, we have
1
β|ΛL|
∂χL(h, β)
∂h
∣∣∣
h=h0(L,ǫ)+α/|ΛL|
≤ (∆m(Lh)) 3 d
2 tanh x
dx2
∣∣∣
x=βα∆
+
+ D3EL(ǫ) ≤ −(2ǫ0)3
∣∣∣d
2 tanh x
dx2
∣∣∣
x=βα∆
+D3EL(ǫ) < 0 (IV.3.74)
and
1
β|ΛL|
∂χL(h, β)
∂h
∣∣∣
h=h0(L,ǫ)−α/|ΛL|
≥
≥ (2ǫ0)3
∣∣∣d
2 tanh x
dx2
∣∣∣
x=βα∆
−D3EL(ǫ) > 0 (IV.3.75)
for ǫ small (depending on β and α) and L large (depending on β, ϑ,
ǫ, and α). Here we used that d
2 tanh x
dx2
is odd and negative for x > 0.
Observing that d
3 tanh x
dx3
< 0 once |x| < 2A for some A > 0, we
choose α = A
β∆
: then |ω(h)| ≤ A, and, using (IV.3.66) with k = 4, we
get
1
(β|ΛL|)2
∂2
∂h2
χL(h) ≤ −(2ǫ0)4
∣∣∣d
3 tanh x
dx3
∣∣∣
x=A
−D4EL(ǫ) < 0
(IV.3.76)
for all |h − h0(L,ǫ)| ≤ α/|ΛL| = A/(β∆|Λ L|) once ǫ is sufficiently
small (depending on β) and L is sufficiently large (depending on β,
ϑ, and ǫ). Combined with the fact that the susceptibility χL(h, β) is
analytic in h, we thus see that the point hχ(L) exists, it is unique, and
|hχ(L)− h0(L,ǫ)| < A/(β∆|Λ L|). Thus,
lim
L→∞
L hχ(L) = B0 (IV.3.77)
due to (IV.3.38), which verifies the first part of (IV.3.13).
Further, let us prove that
|h0(L,ǫ)− hχ(L)| ≤
2D3
βθ(ǫ0/2)4
EL(ǫ)
|ΛL|
(IV.3.78)
for L large (depending on β, ϑ, and ǫ) with θ := − d3 tanh x
dx3
|x=A >
0. This is trivial if hχ(L) happens to coincide with h0(L,ǫ). So, let
us assume that hχ(L) 6= h0(L,ǫ). Then the Lagrange mean-value
theorem yields
∂
∂h
χL(h, β)
∣∣∣
h=h0(L,ǫ)
= (h0(L,ǫ)− hχ(L))
∂2
∂h2
χL(h, β)
∣∣∣
h=h̄
(IV.3.79)
for some h̄ between h0(L,ǫ) and hχ(L) and L large (depending on β,
ϑ, andǫ). By virtue of (IV.3.66) and the bound |ω(h̄)| ≤ |ω(hχ(L))| <
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A, for L large we have
1
(β|ΛL|)2
∂2
∂h2
χL(h, β)
∣∣∣
h=h̄
≤ (2ǫ0)4
d3 tanh x
dx3
∣∣∣
x=A
+ D4EL(ǫ) ≤
≤ −(2ǫ0)4θ/2, (IV.3.80)
yielding a lower bound on its absolute value. On the other hand, the
absolute value of ∂∂h χL(h, β) at h0(L,ǫ) can be bounded from above
by D3β|ΛL|EL(ǫ). Both last bounds are valid for L large enough —
depending on β, ϑ, and ǫ. As a result, the bound (IV.3.78) follows
with the help of (IV.3.79).
Using (IV.3.78), it readily follows that
| tanh(ω(h))− tanh(ω̃(h))| ≤ |ω(h)− ω̃(h)| < 2D3∆
θ(ǫ0/2)4
EL(ǫ)
(IV.3.81)
with
ω̃(h) := β∆(h − h χ(L))|ΛL|, (IV.3.82)
for all L large (depending on β, ϑ, ǫ). This in turn implies that for
any k ∈ N there is a finite positive constant D̃k such that∣∣Fk({T(ω(h);ξ+j ,ξ−j )})−Fk({T(ω̃(h);ξ+j ,ξ−j )})
∣∣ ≤ D̃k EL(ǫ)
(IV.3.83)
for all L large (depending on β, ϑ, ǫ), c.f. (IV.3.59). Since the absolute
value of the error term R
(k)
L (h), k = 1, 2, can be bounded by the sum
of the left-hand side of (IV.3.66) and the left-hand side of (IV.3.83), it
follows from (IV.3.67) that
0 ≤ lim
L→∞
sup
h∈JL(ϑ)
|R(k)L (h)| ≤ (Dk + D̃k) limL→∞ EL(ǫ) ≤
≤ (Dk + D̃k)(1 + 1/∆)ǫ (IV.3.84)
for any ǫ > 0, 0 < ǫ < ǫ0(ϑ). As a result,
lim
L→∞
sup
h∈JL(ϑ)
|R(k)L (h)| = 0,
k = 1, 2, and the second claim of (IV.3.13) is verified. Q.E.D.
IV.4. Local-Limit Estimates
In this section, we use the local-limit estimates established in [1,
9, 13, 17] to prove Theorem IV.2.2. Namely, we shall employ the
following statements (we formulate them in the form in which we
shall need them here).
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THEOREM IV.4.1 ([1], [17]). Let β > βc and let δ ∈ (0, 1/4) be
given. There exists L5 = L5(β, δ) < ∞ such that for any L > L5 and
for any sequence {mL} such that mL ∈ Ran SL, mL ≥ −m∗ + L−δ, and
limL→∞ mL ∈ [−m∗, m∗) exists, one has
log PL,0(mL) ≤ −β(W0(mL) + sL(mL)) L, (IV.4.1)
where
sL(mL) =



O(L−(1/4+δ)/4) if |mL + m∗ − CL−δ̄| ≤ L−(1/4+δ)/2
for some C > 0 and δ̄ ∈ (0, δ],
O(L−1/2 log L) otherwise.
(IV.4.2)
The first case in (IV.4.2) is a consequence of Theorem 7.4.3 from [17],
while the second case is a special case of Theorem 4.3.1 from [1].
The next theorem is a consequence of Theorem 1.5.1 from [9] (c.f.
(1.1.2) in [13]) and the bound (1.1.1) of [13].
THEOREM IV.4.2 ([9], [13]). Let β 6= βc. There exist constants L6 =
L6(β) < ∞ and c1 = c1(β) > 0 such that for L > L6 and any mL ≤
〈SL〉L,0 one has 〈SL〉L,0 = −m∗ + O(L−1) and
log PL,0(mL) ≤ −c1 [(〈SL〉L,0 − mL)L]2. (IV.4.3)
In addition, we also need this consequence of Theorem C from
[13].
THEOREM IV.4.3 ([13]). Let β > βc be given. There exist constants
L7 = L7(β) < ∞ and c2 = c2(β) > 0 such that
PL,0(mL) =
c2
L
(1 + oL(1)) (IV.4.4)
for all L > L7 and an arbitrary mL = 〈SL〉L,0 + o(L−1) ∈ Ran SL such
that mL > 〈SL〉L,0.
Finally, we shall make use of the following lemma.
LEMMA IV.4.4. Let β > βc and ϑ > 0. Introducing
η(β, ϑ) := [m∗ − m+(B0 + ϑ)]/2 = κ(B0 + ϑ)−2/8, (IV.4.5)
there exist constants L8 = L8(β, ϑ) < ∞ and c3 = c3(β, ϑ) > 0 such
that
log PL,h([m
∗ − η, 1]) ≤ −c3 β L (IV.4.6)
for any h ∈ JL(ϑ) and all L > L8.
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PROOF. With the help of (IV.3.6) and (IV.3.5), one may easily ob-
serve (c.f. the proof of Lemma IV.A.5) that the first derivative of W0 is
strictly decreasing on (−m∗, mt), whereas it is strictly increasing on
(mt, m∗). This implies that WLh is strictly increasing on (−m∗, m∗)
once Lh ≤ τ/m∗:
dWLh(m)
dm
≥ dW0(m)
dm
−βτ/m∗ > dW0(mt)
dm
−βτ/m∗ = 0 (IV.4.7)
for all m ∈ (−m∗, m∗). On the other hand, if Lh > τ/m∗, then WLh is
strictly increasing on (m(Lh), m∗). Indeed, for Lh > τ/m∗, we have
m(Lh) > mt. Hence
dWLh(m)
dm
=
dW0(m)
dm
−βLh > dW0(m(Lh))
dm
−βLh = 0 (IV.4.8)
for all m ∈ (m(Lh), m∗). Since m∗ − η ∈ (−m∗, m∗) and m∗ − η >
m(Lh) as soon as Lh ≤ B0 + ϑ, it follows that
inf
m∈[m∗−η, 1]
WLh(m) = WLh(m∗ − η) ≥ inf
h∈JL(ϑ)
WLh(m∗ − η) =
= inf
B∈[B0−ϑ, B0+ϑ]
WB(m∗ − η) (IV.4.9)
for any L ∈ N and h ∈ JL(ϑ). As WB is continuous in B by (IV.3.6)
and Proposition IV.2.1, the infimum on the right-hand side of (IV.4.9)
is attained, i.e. it equals WB̃(m∗ − η) for some B̃ ∈ [B0 − ϑ, B0 + ϑ].
Using c3(β, ϑ) to denote WB̃(m∗ − η)/2, Lemma IV.A.4 implies the
proposition. Q.E.D.
We are now ready to prove Theorem IV.2.2.
IV.4.1. Proof of Theorem IV.2.2. The proof goes along the same
lines as that of Theorem IV.3.3. Nevertheless, instead of the large-
deviation principle for the sequence {PL,0}, here we take into ac-
count a more accurate information on the asymptotic behaviour of
the distribution PL,0 given above. This will enable to get explicit
rates at which the error terms R
(0)
L , R
(1)
L (h), and R
(2)
L (h) tend to zero
as L → ∞. For this reason, the parameter ǫ > 0 appearing in the
definition of the sets C+ and C−, will now be chosen dependent on
L, and we use ǫL to denote it. Only later shall we specify this depen-
dence precisely — the choice will minimize the above error terms.
Let β > βc, ϑ > 0, δ ∈ (0, 1/4), and let η(β, ϑ) > 0 be defined
by (IV.4.5). We consider a fixed sequence {ǫL}, ǫL > 0, which may
depend on δ and β but not on ϑ such that limL→∞ ǫL = 0 and ǫL ≥
L−δ for all L ∈ N. It will actually turn out that an optimal choice for
our purposes is ǫL = L
−δ. Using ǫL in the place of ǫ, for a given L
we divide the interval JL(ϑ) into a finite number of sub-intervals as
at the beginning of Subsection IV.3.1. Consequently, the points mi,
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i ∈ Z, will now depend on β and ǫL, while the finite numbers N1
and N2 as well as the points B
(i), i = −N1, . . . , N2, will depend on β,
ϑ, and ǫL. We again have
JL(ϑ) =
N2⋃
i=−N1
I (ǫL)L,i . (IV.4.10)
Furthermore, for any h ∈ JL(ϑ) we set C+(Lh,ǫL) := (mi −ǫL, mi+1 +
ǫL) if h ∈ I (ǫL)L,i , while C−(ǫL) := (−m∗ −ǫL/4,−m∗ +ǫL/4). As be-
fore, we shall write C(Lh,ǫL) for the union C+(Lh,ǫL) ∪ C−(ǫL).
In order to verify Theorem IV.2.2, we first prove three auxiliary
lemmas. The first is just an expression of the distribution PL,h, h ∈ R,
in terms of PL,0.
LEMMA IV.4.5. Let β > 0, h ∈ R, L ∈ N, and let us take any A ∈
B(R) (the set A may depend on β, h, and L). Then
PL,h(A) =
∑m∈A∩Ran SL e
βh|ΛL|m PL,0(m)
∑m′∈Ran SL e
βh|ΛL|m′ PL,0(m′)
. (IV.4.11)
PROOF. Let β > 0, h ∈ R, L ∈ N, and A ∈ B(R). It suffices to
realize that PL,h(A) = ∑m∈A∩Ran SL PL,h(m) and combine the obvious
equality
PL,h(m) =
eβh|ΛL|m
ZL,h
∑
σL∈{−1,1}
ΛL :
SL(σL)=m
e−βHL,0(σL) = eβh|ΛL|m PL,0(m)
ZL,0
ZL,h
(IV.4.12)
with the fact that ∑m′∈Ran SL PL,h(m
′) = 1. Q.E.D.
The behaviour of the function φ(L,ǫL)(h) is inspected in the next
lemma.
LEMMA IV.4.6. Let β > βc, ϑ > 0, and δ ∈ (0, 1/4). There ex-
ists a finite constant L9 = L9(β, ϑ, δ) such that for L > L9 the function
φ(L,ǫL)(h) equals zero within JL(ϑ) at a unique point
11 h0(L). Moreover,
|Lh0(L)− B0| ≤ 2(B0)3ǫL/κ . (IV.4.13)
11We are not denoting the dependence of h0(L) on ǫL. Since we assume that
the sequence {ǫL} is fixed, this dependence is is actually a dependence on L.
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PROOF. Let β > βc, ϑ > 0, δ ∈ (0, 1/4), and i = −N1, . . . ,−1.
With the help of Lemma IV.4.5 and Theorem IV.4.1 we may bound
PL,B(i+1)/L(C+(B(i+1),ǫL))
PL,B(i+1)/L(C−(ǫL))
=
=
∑m∈C+(B(i+1) ,ǫL)∩Ran SL e
βB(i+1)Lm PL,0(m)
∑m̂∈C−(ǫL)∩Ran SL e
βB(i+1)Lm̂ PL,0(m̂)
≤
≤
8L2ǫL maxm∈C+(B(i+1) ,ǫL)∩Ran SL{e
βB(i+1)Lm PL,0(m)}
eβB
(i+1)Lm̂L PL,0(m̂L)
≤
≤ 8L
2ǫL
PL,0(m̂L)
max
m∈C+(B(i+1) ,ǫL)
{eβB(i+1)Lm−β[W0(m)+O(L−1/2 log L)] L}×
× e−βB(i+1)Lm̂L (IV.4.14)
for all L > L5 and arbitrary m̂L ∈ C−(ǫL) ∩ Ran SL. Choosing m̂L >
〈SL〉L,0 such that m̂L = 〈SL〉L,0 + o(L−1) = −m∗ + O(L−1), Theorem
IV.4.3 and (IV.3.6) yield
PL,B(i+1)/L(C+(B(i+1),ǫL))
PL,B(i+1)/L(C−(ǫL))
≤
≤ 16L
3ǫL
c2
max
m∈(mi−ǫL ,mi+1+ǫL)
e−βL[W0(m)−B
(i+1)m−B(i+1)(−m∗)+O(L−1/2 log L)]
≤ eO(log L) max
m∈[mi−ǫL ,mi+1+ǫL]
e
−βL[W
B(i+1)
(m)−W
B(i+1)
(−m∗)+O(L−1/2 log L)]
(IV.4.15)
once L is large enough (depending on β and δ); we also used the fact
that WB(−m∗) = 0 if B ≤ B0 by Theorem IV.3.2 (3). Since B(i+1) <
B0, we have
φ(L,ǫL)(B(i+1)/L) ≤
≤ −βL [ min
m∈[mi−ǫL ,mi+1+ǫL]
WB(i+1)(m) + O(L−1/2 log L)]/2 =
= −βL [WB(i+1)(m̃i) + O(L−1/2 log L)]/2 (IV.4.16)
for all L large (depending on β and δ) and some m̃i ∈ [mi −ǫL, mi+1 +
ǫL]. When B
(i+1) ≤ τ/m∗, where τ/m∗ < B0, then there is a con-
stant ζ(β, ϑ, i) > 0 such that WB(i+1)(xi) ≥ ζ ; this follows from The-
orem IV.3.2 (3) and the bound (IV.3.43). Thus, φ(L,ǫL)(B(i+1)/L) ≤
−βζL/4 < 0 for any L large (depending on β, ϑ, δ, and i). On the
other hand, if B(i+1) > τ/m∗, then m̃i = m(B(i+1)), for the function
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WB(x) has a local minimum at m(B) once B > τ/m∗. Taking into
account (IV.3.5) and (IV.3.9), one finds
φ(L,ǫL)(B(i+1)/L) ≤ −βL
2
[WB(i+1)(m(B(i+1))) + O(L−1/2 log L)] =
= −βL
2
[4τ − κ
4B(i+1)
− 2m∗B(i+1) + O(L−1/2 log L)] (IV.4.17)
for all L large enough. Introducing g(B) := 4τ −κ/(4B)− 2m∗B and
recalling that w > 4τ/3, one has
dg(B)
dB
= −(m∗ + m(B)) ≤ −m∗w2/(8τ2) < −2m∗/9 < 0 (IV.4.18)
whenever B ≥ τ/m∗. Observing that g(B0) = 0, we thus get
φ(L,ǫL)(B(i+1)/L) ≤ −βL [g(B(0)) + O(L−1/2 log L)]/2 =
= βL [(B(0) − B0)(m∗ + m(B̃)) + O(L−1/2 log L)]/2 (IV.4.19)
for L large and some B̃ ∈ (B(0), B0). From the construction of the
interval I (ǫL)L,−1 it is clear that B0 − B(0) ≥ aǫL for some a(β) > 0 and L
large (depending on β and δ). More acurately, the Taylor expansion
of m(B(0)) around B0 and the fact that m(B
(0)) = m(B0)−ǫL/2 yield
B0 − B(0) = (B0)3ǫL/κ + O((ǫL)2). Therefore, we finally obtain
φ(L,ǫL)(B(i+1)/L) ≤
≤ −βL [(B0)3(m∗ + m(B̃))L−δ/(2κ) + O(L−1/2 log L)]/2 < 0
(IV.4.20)
for all L large enough (depending on β, ϑ, and δ). As a result, we
see that φ(L,ǫL)(h) < 0 for all h ∈ I (ǫL)L,i , i = −N1, . . . ,−1, once L
is sufficiently large (depending on β, ϑ, and δ) because φ(L,ǫL) is in-
creasing on each I (ǫL)L,i according to Lemma IV.3.7 (a). Notice that
one may use the above arguments to show that φ(L,ǫL)(h) < 0 for
all h ∈ I (ǫL)L,0 such that h ≤ (B0 + B(0))/(2L) whenever L is large
(depending on β, ϑ, and δ).
Next, let us consider i = 1, . . . , N2. Taking m̂L ∈ C+(B(i),ǫL) ∩
Ran SL such that m̂L = m(B
(i)) + O(L−2), by virtue of Theorem
128 2D ISING
IV.4.1, Lemma IV.4.5, and the relations (IV.3.6) and (IV.3.9), we bound
PL,B(i)/L(C−(ǫL))
PL,B(i)/L(C+(B(i),ǫL))
≤ e
βB(i)L(−m∗+ǫL/4) PL,0(C−(ǫL))
eβB
(i)Lm̂L PL,0(m̂L)
≤
≤ eβL [WB(i) (m(B(i)))−WB(i) (−m∗)+B(i)ǫL/4+O(L−1/2 log L)] =
= e
−βL [W
B(i)
(−m∗)−B(i)ǫL/4+O(L−1/2 log L)] =
= e−βL [−g(B
(i))−B(i)ǫL/4+O(L−1/2 log L)] (IV.4.21)
for all L > L5. Since
d
dB
(−g(B)− BǫL/4) = m∗ + m(B)−ǫL/4 ≥
≥ 2m∗/9 −ǫL/4 ≥ m∗/9 > 0 (IV.4.22)
for all L large (depending on β and δ), it follows that
PL,B(i)/L(C−(ǫL))
PL,B(i)/L(C+(B(i),ǫL))
≤ e−βL [−g(B(1))−B(1)ǫL/4+O(L−1/2 log L)]
(IV.4.23)
once L is large enough (depending on β and δ). Because m(B(1)) =
m(B0) + ǫL/2, we have B
(1) − B0 = O(ǫL). Namely, the Taylor
expansion of m(B(1)) around B0 yields B
(1) − B0 = (B0)3ǫL/κ +
O((ǫL)
2). Hence,
− g(B(1))− B(1)ǫL/4 =
= (B(1) − B0)(m∗ + m(B0))− B0ǫL/4 + O((ǫL)2) =
= (B0)
3(2m∗ −κ/(2B0)2)ǫL/κ − B0ǫL/4 + O((ǫL)2) (IV.4.24)
by the Taylor expansion of g(B(1)) around B0. Recalling that κ <
4m∗(B0)2, the inequality (2m∗ −κ/(2B0)2)κ > 1/(2B0)2 is true. So,
− g(B(1))− B(1)ǫL/4 =
= B0[(B0)
2(2m∗ −κ/(2B0)2)/κ − 1/4]ǫL + O((ǫL)2) =
> B0[(B0)
2(2m∗ −κ/(2B0)2)/κ − 1/4]ǫL/2 (IV.4.25)
for all L large (depending on β and δ). Combined with (IV.4.23), we
obtain that φ(L,ǫL)(h) > 0 for all h ∈ I (ǫL)L,i , i = 1, . . . , N2, once L is
sufficiently large (depending on β, ϑ, and δ).
In addition, the above may also be used to show that φ(L,ǫL)(h) >
0 for any h ∈ I (ǫL)L,0 such that h ≥ (B(1) − (ǫL)2)/L, say, and any L
large (depending on β, ϑ, and δ). Recalling that, for L large, we have
φ(L,ǫL)(h) < 0 for all h ∈ I (ǫL)L,0 such that h ≤ (B0 + B(0))/(2L), the
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fact that φ(L,ǫL) is analytic and increasing on I (ǫL)L,0 , see Lemma IV.3.7
(a), implies that the point h0(L) ∈ I (ǫL)L,0 exists, it is unique, and
B0/L − h0(L) < (B0 − B(0))/(2L) ≤ (B0)3ǫL/(κL) (IV.4.26)
and
h0(L)− B0/L < (B(1) − B0)/L ≤ 2(B0)3ǫL/(κL) (IV.4.27)
once L is large enough (depending on β, ϑ, and δ). Q.E.D.
Finally, in the following lemma, we establish a uniform bound on
the probability PL,h(Cc) for all h ∈ JL(ϑ) analogous to (IV.3.60).
LEMMA IV.4.7. Let β > βc, ϑ > 0, δ ∈ (0, 1/4), and h ∈ JL(ϑ).
There exists L10 = L10(β, ϑ, δ) < ∞ such that
PL,h(Cc) ≤ 3e−β(τ/m
∗)3L(ǫL)2/κ (IV.4.28)
as long as L > L12 and h ∈ JL(ϑ).
PROOF. Let β > βc, ϑ > 0, δ ∈ (0, 1/4), and h ∈ JL(ϑ). Clearly,
we have m∗ − η > sup C+(Lh,ǫL) once L is large (depending on β
and ϑ), where η(β, ϑ) is given by (IV.4.5). Then, obviously,
PL,h(Cc) ≤ PL,h([−1, −m∗ −ǫL/4]) + PL,h(ALh(ǫL)) + PL,h([a2, 1])
(IV.4.29)
with
ALh(ǫL) := [a1, m+(Lh)−ǫL] ∪ [m+(Lh) +ǫL, a2], (IV.4.30)
where we used the shorthands a1 := −m∗ +ǫL/4 and a2 := m∗ − η.
Next, we shall uniformly bound each of the three above probabilities
separately.
Let m̃L ∈ Ran SL be such that m̃L > 〈SL〉L,0 and m̃L = 〈SL〉L,0 +
O(L−2). Restricting the sum in the denominator of (IV.4.11) to a sin-
gle term with m = m̃L and using Theorem IV.4.2, Theorem IV.4.3,
and Lemma IV.4.5, we get
PL,h([−1,−m∗ −ǫL/4]) ≤
≤
L2 maxm∈[−1,−m∗−ǫL/4]∩Ran SL{e
βh|ΛL|m−c1[(〈SL〉L,0−m)L]2}
eβh|ΛL|m̃L PL,0(m̃L)
≤
≤ 2L
3
c2
max
m∈[−1,−m∗−ǫL/4]
{eβh|ΛL|m−c1[(〈SL〉L,0−m)L]2}×
× e−βh|ΛL|(〈SL〉L,0+O(L−2)) (IV.4.31)
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for all L > max{L6, L7}. The auxiliary function q(m) := βh|ΛL|m −
c1[(〈SL〉L,0 − m)L]2 is increasing on (−∞,−m∗ −ǫL/4] if L is large
enough (depending on β and ϑ): then
dq(m)
dm
= βh|ΛL|+ 2c1 (〈SL〉L,0 − m)L2 ≥
≥ β(B0 − ϑ) L + 2c1 (ǫL/4 + O(L−1))L2 =
= [β(B0 − ϑ) + c1 ǫL L/2 + O(1)] L > 0 (IV.4.32)
because 〈SL〉L,0 = −m∗ + O(L−1) and ǫL L > L3/4. As a conse-
quence,
PL,h([−1,−m∗ −ǫL/4]) ≤
2L3
c2
eq(−m
∗−ǫl/4)−βh|ΛL|(〈SL〉L,0+O(L−2)) =
= eO(log L) eβh|ΛL|(ǫl/4+O(L
−1))−c1(ǫL/4+O(L−1))2L2 ≤
≤ eO(log L)+β(B0+ϑ)LǫL/2−c1(LǫL/6)2 ≤ e−c1(LǫL/8)2 ≤ e−L3/2 . (IV.4.33)
for all L large enough (depending on β and ϑ).
Next, Theorem IV.4.1 and Lemma IV.4.5 yield
PL,h(ALh(ǫL)) ≤ 2L2
maxm∈ALh(ǫL)∩Ran SL e
βh|ΛL|m PL,0(m)
eβh|ΛL|mL PL,0(mL)
≤
≤ 2L2
maxm∈ALh(ǫL)∩Ran SL e
−βL[W0(m)−Lhm+sL(m) ]
eβh|ΛL|mL PL,0(mL)
(IV.4.34)
for any mL ∈ Ran SL and L large (depending on β, ϑ, and δ). Intro-
ducing fLh(m) := W0(m)− Lhm and denoting a∗ := −m∗ +ǫ0(ϑ)/2,
we may now write
PL,h(ALh(ǫL)) ≤
2L2
eβh|ΛL|mL PL,0(mL)
×
× max{ max
m∈[a1 , a∗]
e−βL[ fLh(m)+O(L
−(1/4+δ)/4) ],
max
m∈[a∗ , a2]∩ALh(ǫL)
e−βL[ fLh(m)+O(L
−1/2 log L) ]} (IV.4.35)
if L is large (depending on β, ϑ, and δ). Using Lemma IV.A.5, for L
large (depending on β, ϑ, and δ) we obtain
PL,h(ALh(ǫL)) ≤
2L2
eβh|ΛL|mL PL,0(mL)
e−βL[ fLh(a1)+O(L
−(1/4+δ)/4) ]
(IV.4.36)
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if Lh ≤ τ/m∗, whereas
PL,h(ALh(ǫL)) ≤
2L2
eβh|ΛL|mL PL,0(mL)
×
× max{ max
m∈[a1 , a∗]
e−βL[ fLh(m)+O(L
−(1/4+δ)/4) ],
max
m∈[a∗ , a2]∩ALh(ǫL)
e−βL[ fLh(m)+O(L
−1/2 log L) ]} =
=
2L2
eβh|ΛL|mL PL,0(mL)
max{e−βL[ fLh(a1)+O(L−(1/4+δ)/4) ],
e−βL[ fLh(m(Lh)±ǫL)+O(L
−1/2 log L) ]} (IV.4.37)
whenever Lh ≥ τ/m∗. In the former case, let us take mL > 〈SL〉L,0
such that mL = 〈SL〉L,0 + O(L−2) = −m∗ + O(L−1). Then, in view
of Theorem IV.4.1 and (IV.3.5),
PL,h(ALh(ǫL)) ≤
≤ 2L
2e−βL[ w
√
ǫL/(8m∗)−Lh(−m∗+ǫL/4)+O(L−(1/4+δ)/4) ]
c2 eβh|ΛL|(−m
∗+O(L−1)) (1 + oL(1))/L
=
= e−βL[ w
√
ǫL/(8m∗)−Lh(ǫL/4+O(L−1))+O(L−(1/4+δ)/4)+O(L−1 log L) ] ≤
≤ e−βwL
√
ǫL/(8m∗) [ 1+O(
√
ǫL)+O(L
−(1/4−δ)/4) ] ≤ e−βwL
√
ǫL/(12m∗)
(IV.4.38)
for all L large (depending on β, ϑ, and δ). In the latter case, if the
maximum in (IV.4.37) coincides with the first term, we use the same
procedure as above to get (IV.4.38). However, if the maximum in
(IV.4.37) coincides with the second term, we then take mL = m(Lh) +
O(L−2) and, by virtue of Theorem IV.4.1 and (IV.3.5) we find
PL,h(ALh(ǫL)) ≤
≤ 2L2 e−βL{[W0(m(Lh)±ǫL)−W0(m(Lh)+O(L−2))]±LhǫL+O(L−1/2 log L) } =
= e−βL{−
κ
2Lh [
√
1+(2Lh)2ǫL/κ−
√
1+O(L−2)]±LhǫL+O(L−1/2 log L)} ≤
≤ e−βL[2(Lh)3(ǫL)2/κ+O((ǫL)3)+O(L−1/2 log L) ] ≤
≤ e−2β(Lh)3L(ǫL)2/κ[1+O(ǫL)+O(L−1/4 log L)] ≤ e−β(τ/m∗)3L(ǫL)2/κ
(IV.4.39)
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once L is large (depending on β, ϑ, and δ). Taking into account
Lemma IV.4.4, we may conclude that
PL,h(Cc) ≤ 3 max{e−βwL
√
ǫL/(12m∗), e−β(τ/m
∗)3L(ǫL)2/κ} =
= 3e−β(τ/m
∗)3L(ǫL)2/κ (IV.4.40)
for all sufficiently large L (depending on β, ϑ, and δ). Q.E.D.
Now, we are ready to prove Theorem IV.2.2.
PROOF OF THEOREM IV.2.2. Due to Lemma IV.3.4 and Lemma
IV.3.6, there exist finite constants Ck, Kk, k ∈ N, and L11 = L11(β, ϑ, δ)
such that for all β > βc, ϑ > 0, and δ ∈ (0, 1/4) we have
∣∣∣ 1
(β|ΛL|)k−1
∂k−1
∂hk−1
〈SL〉L,h −Fk({T(φ(L,ǫL)(h);ξ+j ,ξ−j )})
∣∣∣ ≤
≤ Ck PL,h(Cc) + Kk ǫL (IV.4.41)
whenever L > L11 and h ∈ JL(ϑ). Here T(x; a, b) and ξ±j are given by
(IV.3.23) and (IV.3.32), respectively. Moreover, Lemma IV.4.6 yields
|∆m(Lh 0(L) + L−1/2) − ∆| =
= |m(Lh0(L))− m(B0)|/2 + O(L−1/2) = ǫL/4 + O(L−1/2)
(IV.4.42)
for all L > L9 by the Taylor expansion and the fact that h0(L) ∈ I (ǫL)L,0 .
Combined with Lemma IV.3.7 (c), we may conclude that there exists
finite constants Mk, k ∈ N, and L12 = L12(β, ϑ, δ) such that for all
β > βc, ϑ > 0, and δ ∈ (0, 1/4) one has
∣∣Fk({T(φ(L,ǫL)(h);ξ+j ,ξ−j )})−Fk({T(ω(h);ξ+j ,ξ−j )})
∣∣ ≤
≤ 2MkǫL/∆ (IV.4.43)
once L > L12 and h ∈ JL(ϑ), where ω(h) := β∆(h − h 0(L))|ΛL|.
Taking into account Lemma IV.4.7, we may therefore conclude that
there exist finite constants Dk, k ∈ N, and L13 = L13(β, ϑ, δ) such
that
∣∣∣ 1
(β|ΛL|)k−1
∂k−1
∂hk−1
〈SL〉L,h −Fk({T(ω(h);ξ+j ,ξ−j )})
∣∣∣ ≤ Dk EL(ǫL)
(IV.4.44)
for all β > βc, ϑ > 0, and δ ∈ (0, 1/4) as long as L > L13 and
h ∈ JL(ϑ), where
EL(ǫL) := e
−β(τ/m∗)3L(ǫL)2/κ + (1 + 1/∆)ǫ L > 0. (IV.4.45)
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Let β > βc, ϑ > 0, δ ∈ (0, 1/4), and h ∈ JL(ϑ). At this point, we
shall choose ǫL to minimize EL(ǫL). Namely, let us take
ǫL = L
−δ. (IV.4.46)
As a consequence,
EL(ǫL) ≤ 2(1 + 1/∆)L−δ (IV.4.47)
for all L sufficiently large (depending on β, ϑ, and δ).
According to Theorem IV.3.3, there is a unique point hχ(L) ∈
JL(ϑ) such that if L is large (depending on β, ϑ, and δ), then the
susceptibility χL(h, β) attains maximum over JL(ϑ) at hχ(L). In ad-
dition, with the help of (IV.4.44) and (IV.4.47) and using the same
arguments that led to (IV.3.78), one may bound
|h0(L)− hχ(L)| ≤
4D3(1 + 1/∆)
βθ(ǫ0/2)4
L−δ
|ΛL|
, (IV.4.48)
for L large enough (depending on β, ϑ, and δ). Hence,
| tanh(ω(h))− tanh(ω̃(h))| ≤ |ω(h)− ω̃(h)| < 4D3(1 + ∆)
θ(ǫ0/2)4
L−δ,
(IV.4.49)
where
ω̃(h) := β∆(h − h χ(L))|ΛL|, (IV.4.50)
for all L large (depending on β, ϑ, δ). This in turn implies that for
any k ∈ N there is a finite constant D̃k such that∣∣Fk({T(ω(h);ξ+j ,ξ−j )})−Fk({T(ω̃(h);ξ+j ,ξ−j )})
∣∣ ≤ D̃k L−δ
(IV.4.51)
for all L large (depending on β, ϑ, and δ), c.f. (IV.3.59). In view of
(IV.4.44), (IV.4.47) and (IV.3.68), Theorem IV.2.2 follows. Q.E.D.
IV.A. Technical Lemmas
Here we collect various technical lemmas, some of them rather
standard.
LEMMA IV.A.1. Let ψr : R → R, r = 1, 2, be two C∞ functions.
Then, for any k ∈ N,
dkψ2(ψ1(x))
dxk
=
k
∑
i=1
diψ2(y)
dyi
∣∣∣
y=ψ1(x)
∑
{I1 ,...,Ii}
i
∏
j=1
d|I j|ψ1(x)
dx|I j|
,
where the second sum runs over all partitions {I1, . . . , Ii}, i = 1, . . . , k, of
the set {1, . . . , k} and |I j|, j = 1 . . . , i, is the cardinality of I j.
PROOF. By induction on k ∈ N. Q.E.D.
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LEMMA IV.A.2. Let h ∈ R, L ∈ N, β > 0. Given any k = 2, 3 . . . ,
there exists a finite positive constant Ck such that
∣∣∣ 1
(β|ΛL|)k−1
∂k−1
∂hk−1
〈SL〉L,h −Fk({
〈
(SL)
i|A
〉
L,h
})
∣∣∣ ≤ CkPL,h(Ac)
(IV.A.1)
for any set A ∈ B(R) for which ZL,h(A) > 0 (the set A may depend on
h).
PROOF. Let h ∈ R, L ∈ N, β > 0, and k ∈ N. Let A ∈ B(R) be
given (it may depend on h) such that ZL,h(A) > 0. Since
∂n
∂hn
ZL,h = (β|ΛL|)n 〈(SL)n〉L,h ZL,h (IV.A.2)
for all n ∈ N, Lemma IV.A.1 applied to ψ1(h) = ZL,h and ψ2(x) =
log x readily yields
1
(β|ΛL|)k−1
∂k−1
∂hk−1
〈SL〉L,h =
1
(β|ΛL|)k
∂k
∂hk
log ZL,h =
= Fk({
〈
(SL)
i
〉
L,h
}). (IV.A.3)
Observing that
〈(SL)n〉L,h = 〈(SL)n|A〉L,h PL,h(A) + 〈(SL)n|Ac〉L,h PL,h(Ac) =
= 〈(SL)n|A〉L,h +
(
〈(SL)n|Ac〉L,h − 〈(SL)n|A〉L,h
)
PL,h(A
c) (IV.A.4)
for any n ∈ N, it follows that
i
∏
j=1
〈
(SL)
|I j|
〉
L,h
=
i
∏
j=1
〈
(SL)
|I j||A
〉
L,h
+
+ ∑
X⊂{1,...,i}:
X 6={1,...,i}
∏
r∈X
〈
(SL)
|Ir||A
〉
L,h
×
× ∏
s∈{1,...,i}\X
(〈
(SL)
|Is||Ac
〉
L,h
−
〈
(SL)
|Is||A
〉
L,h
)
PL,h(A
c) (IV.A.5)
for all partitions {I1, . . . , Ii} of {1, . . . , k}. Since | 〈SL|A〉L,h | ≤ 1 as
well as | 〈SL|Ac〉L,h | ≤ 1 and that PL,h(Ac) ≤ 1, the relations (IV.A.3)
and (IV.A.5) imply the lemma. Q.E.D.
LEMMA IV.A.3 (Lemma 6.1 from [4]). Let x1, x2 ∈ R be either both
positive or both negative. Then
| tanh x1 − tanh x2 | ≤ min
{ tanh x1
x1
,
tanh x2
x2
}
| x1 − x2|. (IV.A.6)
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PROOF. Let x1, x2 ∈ R be given. Without loss of generality, we
may suppose that x1 > x2 > 0. Then tanh x1 > tanh x2 and
tanh x1
x1
<
tanh x2
x2
. Thus,
| tanh x1 − tanh x2|
x1
tanh x1
=
(
1 − tanh x2
tanh x1
)
|x1| <
<
∣∣1 − x2
x1
∣∣ |x1| = |x1 − x2|. (IV.A.7)
Q.E.D.
LEMMA IV.A.4. Let β > βc, ϑ > 0, L ∈ N, and F ⊂ R be a closed
set (it may depend on h and L). Given h ∈ JL(ϑ), let us assume that there
exists a constant c > 0 independent of L for which
inf
m∈F
WLh(m) ≥ c for all L ∈ N. (IV.A.8)
Then there exists L0(β, ϑ, c) such that
PL,h(F) ≤ e−βcL/2 once L > L0. (IV.A.9)
PROOF. Let δ > 0, B ∈ R, h ∈ JL(ϑ), and a closed F ⊂ R be given.
First, let us show that there exists a finite positive integer 1 ≤
N(δ) ≤ 3/δ such that
PL,h(F) ≤ N(δ) e2βδϑL
supm∈F
{
eβ|ΛL|(h−B/L)m PL,B/L(Uδ(m))
}
supm∈R
{
eβ|ΛL|(h−B/L)m PL,B/L(Uδ(m))
}
(IV.A.10)
with Uδ(m) := (m − δ, m + δ). In view of (IV.3.14),
ZL,h ≥ ∑
σL∈ΩL :SL(σL)∈Uδ(m)
e−βHL,B/L(σL)+β|ΛL|(h−B/L)SL(σL) ≥
≥ eβ|ΛL|((h−B/L)m−δϑ/L) ZL,B/L(Uδ(m))
for any m ∈ R. Hence,
ZL,h ≥ e−βδϑL sup
m∈R
{
eβ|ΛL|(h−B/L)m ZL,B/L(Uδ(m))
}
. (IV.A.11)
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On the other hand, one may find 1 ≤ N(δ) ≤ 3/δ and the values
m1, . . . , mN(δ) ∈ [−1, 1] such that [−1, 1] ⊂ ∪N(δ)i=1 Uδ(mi). As a conse-
quence,
ZL,h(F) = ZL,h(F ∩ [−1, 1]) ≤
≤
N(δ)
∑
i=1
∑
σL∈ΩL :
SL(σL)∈F∩Uδ(mi)
e−βHL,B/L(σL)+β|ΛL|(h−B/L)SL(σL) ≤
≤ N(δ) max
1≤i≤N(δ)
eβ|ΛL|(mi(h−B/L)+δϑ/L) ZL,B/L(F ∩ Uδ(mi)).
(IV.A.12)
Thus,
ZL,h(F) ≤ N(δ) eβδϑL sup
m∈F
{
eβ|ΛL|(m(h−B/L) ZL,B/L(Uδ(m))
}
.
(IV.A.13)
Combining (IV.A.11) with (IV.A.13) and (IV.3.15), we get (IV.A.10).
Further, let m ∈ R be arbitrary. The function g : δ 7→ infUδ(m) WB
is obviously non-increasing. So, considering the closure Uδ(m) =
[m − δ, m + δ], the equality infUδ(m) WB = infUδ(m) WB holds for all
the continuity points of g. Recalling that (PL,B/L)
1/L → e−βWB with
WB defined by (IV.3.6), we get that the limit
β inf
Uδ(m)
WB = − lim
L→∞
1
L
log PL,B/L(Uδ(m)) (IV.A.14)
exists for almost all δ > 0. Because WB(m) − δ ≤ infUδ(m) WB ≤
WB(m) (the former bound is due to the lower semi-continuity of
WB), for almost all δ > 0 it follows that, given any ε > 0, there is
L0(ε) finite such that
−WB(m)−ε <
1
βL
log PL,B/L(Uδ(m)) < WB(m) +ε + δ (IV.A.15)
whenever L > L0(ε). In view of (IV.A.10) and (IV.3.6), we may con-
clude that, for almost all δ > 0 and any ε > 0, the bound
1
βL
log PL,h(F) ≤
≤ sup
m∈F
{βL(h − B/L)m +WB(m)−W∗B(βL(h − B/L))}
+ (2βϑ + 1) δ + 2ε +
log(3/δ)
L
=
= − inf
F
WLh + (2βϑ + 1) δ + 2ε +
log(3/δ)
L
(IV.A.16)
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holds for all h ∈ JL(ϑ) on condition that L > L0(ε). Taking, for
instance, ε = c/12, (2βϑ + 1) δ ∈ [c/7, c/6], and L so large that one
has (log(3/δ))/L ≤ c/6 and L > L0(c/12), the lemma follows due
to (IV.A.8). Q.E.D.
LEMMA IV.A.5. Let β > βc and let {aL} and {bL} be two sequences of
positive numbers smaller that ∆m(B ⋆)/2. Defining the function fB(m) :=
W0(m)− Bm, B ∈ R, and the set AL(B) := [−m∗ + aL, m+(B)− bL]∪
[m+(B) + bL, m
∗], we have
min
m∈AL(B)
fB(m) = fB(−m∗ + aL) (IV.A.17)
for B ≤ τ/m∗, whereas
min
m∈AL(B)
fB(m)≥min{ fB(−m∗ + aL), fB(m(B)− bL), fB(m(B) + bL)}
(IV.A.18)
for B ≥ τ/m∗.
PROOF. Let β > βc and let sequences {aL} and {bL} be given.
Realizing that m+ ≥ −m∗ +ǫ0, it follows that [−m∗ + aL, m+(B) −
bL] 6= ∅ since
m+(B)− bL − (−m∗ + aL) = m+(B)− (−m∗)− (aL + bL) > 2ǫ0 > 0.
(IV.A.19)
Notice, however, that, taking into account (IV.2.6), one has m+(B) +
bL > m
∗ when B > (
√
κ/bL)/2.
We shall use the following properties of the the function fB:
(a) it is strictly concave on [−m∗, mt],
(b) it is strictly convex on [mt, m∗],
(c) it is increasing on [−m∗, m∗] for any B ≤ τ/m∗, and
(d) it has a local minimum at m(B) for all B > τ/m∗;
they all directly follow from (IV.3.5). Recall that mt = −m∗
(
1 −
w2
8τ2
)
∈ (−m∗, m∗).
Since a continuous and strictly concave function attains its mini-
mum over an interval at the end-point(s) of the interval, the property
(a) implies
min
m∈[−m∗+aL ,mt]
fB(m) = min{ fB(−m∗ + aL), fB(mt)} for all B ∈ R.
(IV.A.20)
Moreover, in view of (c), we have
min
m∈AL(B)
fB(m) = fB(−m∗ + aL) for all B ≤ τ/m∗. (IV.A.21)
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With the help of (b) and (d), obviously
min
m∈[mt ,m∗]
fB(m) = min
m∈[m(B)−bL ,m(B)+bL]∩[mt ,m∗]
fB(m) for all B ≥ τ/m∗.
(IV.A.22)
Using, further, the fact that B⋆ = τ/m∗ (see the remark after Theorem
IV.3.2), in view of (IV.2.7) we have m+(B) = m(B) whenever B ≥
τ/m∗ and thus
min
m∈AL(B)∩[mt ,m∗]
fB(m) = min
m∈{m(B)−bL , m(B)+bL}∩[mt ,m∗]
fB(m) (IV.A.23)
for B ≥ τ/m∗. Finally, observing that
min
m∈AL(B)
fB(m) =
= min{ min
m∈AL(B)∩[−m∗+aL ,mt]
fB(m), min
m∈AL(B)∩[mt ,m∗]
fB(m)} ≥
≥ min{ min
m∈[−m∗+aL ,mt]
fB(m), min
m∈AL(B)∩[mt ,m∗]
fB(m)}, (IV.A.24)
the lemma follows from (IV.A.20), (IV.A.23), and (IV.A.21). Q.E.D.
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CHAPTER V
Finite-Size Effects and Large Deviations: Some
Generalities
The goal of this chapter is to investigate the finite-size behaviour
of lattice models determined by the surface-order large-deviation
principles from a general point of view. In particular, we shall be in-
terested in the models describing the coexistence of two phases. To
this end, we extract the features of the two-dimensional Ising model
which are essential for its finite-size analysis carried out in the previ-
ous chapter, namely, those necessary to prove Theorem IV.3.3. This
will specify the group of models that we shall consider in the follow-
ing.
At present there only exists a very small repertiore of models
(limited practically to the two-dimensional Ising model) for which
large-deviation principles at surface orders have been established.
Nevertheless, it may be expected that it will soon be extended to
cover, for instance, the Ising model in higher dimensions as well as
other simple lattice models (like the Potts model). Then our analy-
sis could also be readily applied to these models, yielding explicit
asymptotic formulas for the corresponding finite-volume quantities
such as the magnetization or the mean energy.
V.1. The Setting
Let {Λn} be a sequence of finite subsets of the lattice Zd, d ≥ 2,
such that limn→∞ |Λn| = ∞. Let us consider a spin model in Λn
whose single spin-space is a finite set S and the Hamiltonian has the
form
Hn,h(σn) = Hn(σn) − h |Λn| Xn(σn) (V.1.1)
for all configurationsσn ∈ SΛn . Here h is a real parameter and Hn, Xn
are real-valued functions on SΛn . The corresponding finite-volume
Gibbs measure is
µn,h :=
e−Hn,h(σn)
Zn,h
, (V.1.2)
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where Zn,h := ∑σn∈SΛn e
−Hn,h(σn) is the partition function. We shall use
〈·〉n,h to denote the expected value with respect to µn,h and Pn,h to de-
note the distribution of Xn under µn,h. In addition, we also introduce
Zn,h(A) := ∑
σn∈SΛn :
Xn(σn)∈A
e−Hn,h(σn) and 〈·|A〉n,h := ∑
σn∈SΛn :
Xn(σn)∈A
· e
−Hn,h(σn)
Zn,h
(V.1.3)
for any set A ∈ B(R), and the points
x := lim
n→∞
inf Ran Xn, x := lim
n→∞
sup Ran Xn, (V.1.4)
where Ran Xn stands for the range of Xn. We shall assume that
(A) max {|x| , |x|} < ∞,
(B) there is a sequence {h0n}, h0n ∈ R, such that an LD sequence
{(Pn,h0n)
εn} satisfies a weak large-deviation with a rate I 6≡
∞.
Moreover, let us suppose that there exists a point ξ0 ∈ R such that
(C) (I∗)′−(ξ) < (I
∗)′+(ξ) iff ξ = ξ0,
(D) I > coI on the interval ((I∗)′−(ξ0), (I
∗)′+(ξ0)).
Here (I∗)±(ξ) are the one-sided derivatives of the Legendre-Frenchel
transform I∗ of I at ξ ∈ R and coI is the closed convex hull of I.1
Let us now demonstrate that the above setting means that we
consider a situation analogous to the two-dimensional Ising model,
see Fig. I.3 and Remark V.1.4 (iii). We start with the following lemma.
LEMMA V.1.1. Let (A) and (B) be true. We have:
(1) (Pn,h0n)
εn → e−I fully and the rate I is good.
(2) dom I ⊂ [x, x] and dom I 6= ∅, whereas dom I∗ = R.
(3) For any ξ and x in R, let
Iξ(x) := I(x)−ξx + I∗(ξ). (V.1.5)
Then Iξ is a good rate, and dom Iξ = dom I. Moreover, let {hn}
be a sequence of real numbers such that the limit
lim
n→∞
(hn − h0n)εn |Λn| (V.1.6)
exists and equals ξ . Then (Pn,hn)
εn → e−Iξ fully.
REMARK V.1.2. Notice that I∗ is a finite function: since I∗ is con-
vex, one has I∗ > −∞, while I∗ < ∞ as dom I∗ = R by the part
(2).
1Since I 6≡ ∞ and I ≥ 0, the closed convex hull of I is well-defined.
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PROOF OF LEMMA V.1.1.
(1) In view of (B) and Lemma II.2.5, it suffices to show that the LD
sequence {(Pn,h0n)
εn} is exponentially tight. This, however, follows
from (A).
(2) Let x ∈ R and ǫ > 0. Let Uǫ(x) = (x −ǫ, x +ǫ). Due to the
definition of x and x, for every δ > 0 there exists n1 > 0 such that
Ran Xn ⊂ (x − δ, x + δ) for all n > n1. Hence, given any x 6∈ [x, x],
there always exist ǫ0 > 0 and δ0 > 0 such that Uε(x) ∩ (x − δ, x +
δ) = ∅ if ǫ < ǫ0 and δ < δ0. Then Pn,h0n(Uε(x)) = 0, and Lemma
II.2.8 implies that I(x) = ∞. Hence, dom I ⊂ [x, x]. In addition, one
has dom I 6= ∅ by Lemma II.2.7. Finally, dom I∗ = R as I∗(ξ) =
supx∈dom I{ xξ − I(x)}, and, clearly, I∗ ≤ supx∈dom I xξ < ∞ for
any ξ ∈ R because I ≥ 0.
(3) The function Iξ is a rate with dom Iξ = dom I due to its very
definition (V.1.5) and the fact that dom I∗ = R. Let x ∈ R and ǫ > 0
be arbitrary. Observing that
Zn,hn(Uǫ(x)) = ∑
σn∈SΛn :
Xn(σn)∈Uǫ(x)
e
−H
n,h0n
(σn)+|Λn|(hn−h0n)Xn(σn)
= e|Λn| [(hn−h
0
n)x+|hn−h0n|O(ǫ)]Zn,h0n(Uǫ(x)), (V.1.7)
we have
Pn,hn(Uǫ(x)) =
Zn,hn(Uǫ(x))
Zn,hn
=
= Pn,h0n(Uǫ(x)) e
|Λn| [(hn−h0n)x+|hn−h0n|O(ǫ)]
Zn,h0n
Zn,hn
. (V.1.8)
Finding that
Zn,hn
Zn,h0n
= ∑
σn∈SΛn
e(hn−h
0
n)|Λn|Xn(σn) e
−H
n,h0n
(σn)
Zn,h0n
=
〈
e(hn−h
0
n)|Λn|Xn(σn)〉
n,h0n
(V.1.9)
and, with the help of (A),
〈
e(hn−h
0
n)|Λn|Xn(σn)〉
n,h0n
=
〈
eξXn(σn)/εn
〉
n,h0n
eO(|(hn−h
0
n)εn|Λn|−ξ |/εn)
(V.1.10)
whenever n is large, we may use Theorem II.2.9 to get
lim
n→∞
(Zn,hn
Zn,h0n
)εn
= sup
x∈R
eξx−I(x) = eI
∗(ξ). (V.1.11)
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Recalling that (Pn,h0n)
εn → e−I weakly, it thus follows that
lim
ǫ→0+
lim
n→∞
(Pn,hn(Uǫ(x)))εn = lim
ǫ→0+
lim
n→∞
(Pn,hn(Uǫ(x)))εn = e−Iξ (x),
(V.1.12)
i.e. (Pn,hn)
εn → e−Iξ weakly according to Lemma II.2.8. As in the part
(2), one may show that Pn,hn is exponentially tight. Lemma II.2.5 then
says that (Pn,hn)
εn → e−Iξ fully and the rate Iξ is good. Q.E.D.
The next lemma describes the minimum set Mξ of the rate Iξ
given by (V.1.5) for any ξ ∈ R. To this end, we introduce the count-
able set D(I∗) = {ξ ∈ R : (I∗)′−(ξ) < (I∗)′+(ξ)} of points at which
the derivative of I∗ does not exist.
LEMMA V.1.3. Let (A) and (B) be true. We have:
(1) The minimum set Mξ is a non-empty compact subset of dom Iξ ,
and contains all the points at which Iξ equals zero. In addition,
Mξ = {x ∈ ∂I∗(ξ) : I(x) = coI(x)}. (V.1.13)
(2) The set Mξ is a singleton iff ξ ∈ R\D(I∗). In this case one has
Mξ = {(I∗)′(ξ)}.
(3) Ifξ ∈ D(I∗), then minMξ = (I∗)′−(ξ), maxMξ = (I∗)′+(ξ),
and Mξ contains also all other points of the interval ∂I∗(ξ) at
which I and coI coincide.
(4) ω− : R ∋ ξ 7→ minMξ and ω+ : R ∋ ξ 7→ maxMξ
are non-decreasing and lower and upper semi-continuous, respec-
tively, with the only discontinuities at the points of D(I∗). More-
over,
lim
ξ ′→ξ−0
ω±(ξ ′) = ω−(ξ), lim
ξ ′→ξ+0
ω±(ξ ′) = ω+(ξ), (V.1.14)
for all ξ ∈ R and
lim
ξ→−∞
ω±(ξ) = inf dom I, lim
ξ→∞
ω±(ξ) = sup dom I. (V.1.15)
REMARK V.1.4.
(i) Notice that coI is affine on the interval ∂I∗(ξ) once ξ ∈ D(I∗).
(ii) If the rate I is convex, then Mξ = ∂I∗(ξ), and {[ξ , x] ∈ R2 : x ∈
Mξ} is thus a complete non-decreasing curve in R × dom I [1]. In
particular, if I is strictly convex, it is a graph of a continuous non-
decreasing function.
(iii) Taking into account that the rate I satisfies the conditions (C)
and (D), the above lemma yields
Mξ =
{
{(I∗)′(ξ)} for ξ 6= ξ0,
{(I∗)′−(ξ), (I∗)′+(ξ)} for ξ = ξ0.
(V.1.16)
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This is precisely the situation of the two-dimensional Ising model
studied in the previous chapter (c.f. Fig. I.3). Obviously, the condi-
tions (C) and (D) characterize the very class of all the rates with the
same form (V.1.16) of the corresponding minimum set Mξ .
PROOF OF LEMMA V.1.3.
(1) The fact that Mξ = {x ∈ R : Iξ(x) = 0} 6= ∅ follows from
the preceding lemma and Lemma II.2.7. The set Mξ is compact, for
it coincides with lev0(Iξ).
Let us verify (V.1.13). According to Lemma II.3.21 (2) and Theo-
rem II.3.17, a point x is a minimum of Iξ iff x is a minimum of coIξ
and Iξ(x) = coIξ(x). Since
I∗ξ (ξ
′) = sup
x∈R
{(ξ ′ +ξ) x − I(x)} − I∗(ξ) = I∗(ξ ′ +ξ) − I∗(ξ)
(V.1.17)
by (V.1.5), we have
coIξ(x) = (Iξ)
∗∗(x) = sup
ξ ′∈R
{ξ ′ x − I∗(ξ ′ +ξ)} + I∗(ξ) =
= sup
ξ ′′∈R
{(ξ ′′ −ξ) x − I∗(ξ ′′)}+ I∗(ξ) = I∗∗(x)−ξ x + I∗(ξ).
(V.1.18)
Thus, Iξ(x) = coIξ(x) iff I(x) = I
∗∗(x) = coI(x). Moreover, the
point x is a minimum of coIξ iff x ∈ ∂(Iξ)∗(0) by Remark II.3.13 (iii).
Observing that ∂(Iξ)∗(0) = ∂I∗(ξ) due to (V.1.5), we obtain (V.1.13).
(2), (3) The statements readily follows from (V.1.13) once one re-
alizes that (coI)((I∗)′±(ξ)) = I((I
∗)′±(ξ)).
(4) Using (2) and (3), one gets ω±(ξ) = (I∗)′±(ξ). Thus, in view
of Remark II.3.11, the monotonicity of ω± is implied by the mono-
tonicity of one-sided derivatives of convex functions on R. In addi-
tion, since I∗ is convex and lower semi-continuous, we have
lim
ξ ′→ξ−0
(I∗)′±(ξ
′) = (I∗)′−(ξ),
lim
ξ ′→ξ+0
(I∗)′±(ξ
′) = (I∗)′+(ξ)
for allξ ∈ R, which proves (V.1.14). The latter also obviously implies
that ω− and ω+ is lower and upper semi-continuous, respectively.
It remains to prove the two relations of (V.1.15). Let us only show
the second one, say. Taking into account that Ran ω± ⊂ Ran ∂I∗ by
(V.1.13) and Ran ∂I∗ = dom coI (by Theorem II.3.19 (1) and (4)), we
see that ω± ≤ sup dom coI. However, the latter equals sup dom I
as one may easily observe. Hence, ω± ≤ sup dom I. It thus suffices
to show that limξ→∞(I∗)′−(ξ) ≥ sup dom I because ω± ≥ (I∗)′−.
So, let ǫ > 0 be arbitrary. Then there surely exists a point x0 >
sup dom I −ǫ which is in dom coI = Ran ∂I∗, i.e. x0 ∈ ∂I∗(ξ0) for
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some ξ0 ∈ R (dependent on ǫ). Using again the monotonicity of the
one-sided derivatives of convex functions on R, we get sup dom I −
ǫ < x0 ≤ (I∗)′+(ξ0) ≤ (I∗)′−(ξ) for all ξ > ξ0, and we are done.
Q.E.D.
V.2. Main Result
The main result of the chapter is the following theorem. Before
stating it, let us first define
x+(ξ) :=
{
(I∗)′+(ξ) for ξ ≥ ξ0,
x+(ξ) for ξ ≤ ξ0,
x−(ξ) :=
{
(I∗)′−(ξ) for ξ ≤ ξ0,
x−(ξ) for ξ ≥ ξ0,
(V.2.1)
where ξ0 is the point appearing in the conditions (C) and (D) and
x± : R → R are two continuous non-decreasing functions such that
x±(ξ0) = (I∗)±(ξ0) and x+ − x− ≥ ǫ0 > 0. Notice that x+ as well as
x− is a non-decreasing function with the range in [x, x]. Moreover,
let
x̄ := (x+ + x−)/2, ∆x := (x + − x−)/2, (V.2.2)
and ∆ := ∆x(ξ 0) = [(I
∗)+(ξ0) − (I∗)−(ξ0)]/2.
THEOREM V.2.1. Let 0 < ϑ < ∞. There exists n0 = n0(ϑ) ∈ N such
that for all n > n0 the following holds.
(1) The quantity 1|Λn|
∂
∂h 〈Xn〉n,h attains its maximum over the open
interval Jn(ϑ) := {h ∈ R : |h − h⋆n|εn|Λn| < ϑ} at a unique
point hmax(n), and
lim
n→∞
(hmax(n)− h⋆n)εn|Λn| = 0. (V.2.3)
Here h⋆n := h
0
n +
ξ0
εn|Λn| .
(2) Introducing the functions R
(1)
n (h) and R
(2)
n (h) through the rela-
tions
〈Xn〉n,h = x̄(ξn,h) + ∆x(ξ n,h) tanh
[
∆(h − h max(n))|Λn|
]
+ R
(1)
n (h)
(V.2.4)
and
∂
∂h
〈Xn〉n,h =
= |Λn|
{
(∆x(ξ n,h))
2 cosh−2
[
∆(h − h max(n))|Λn|
]
+ R
(2)
n (h)
}
,
(V.2.5)
where ξn,h := (h − h0n)εn|Λn|,it follows that
lim
n→∞
sup
h∈Jn(ϑ)
R
(i)
n (h) = 0, i = 1, 2. (V.2.6)
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PROOF. The theorem can be readily proved with the help of the
same arguments as those used to prove Theorem 3.3 in the previous
chapter once we take into account Lemma V.2.2 and introduce the
corresponding sets C+ and C− as follows. First, there obviously ex-
ist unique finite numbers N1, N2 ∈ N (depending on ϑ and ǫ) and
unique points ξ(−N1), . . . ,ξ(N2) in Jn(ϑ) satisfying
(a) ξ(0) < ξ0 < ξ
(1),
(b) x±(ξ(i+1)) − x±(ξ(i)) ≤ ǫ for all i = −N1, . . . , N2 − 1, and
(c) ξ(i+1) −ξ(i) > 0, i = −N1, . . . , N2 − 1, is ‘maximal possible’,
i.e. either x+(b) − x+(a) > ǫ or x−(b) − x−(a) > ǫ for any a
and b such that (a, b) ⊃ [ξ(i),ξ(i)].
Notice that x±( ˜̃ξ) − x±(ξ̃) ≤ ǫ for all ξ̃ , ˜̃ξ ∈ [ξ(i),ξ(i)], ξ̃ < ˜̃ξ , and
any i = −N1, . . . , N2 − 1 due to the non-decreasness of both x+ and
x−. We now set
C±(ξn,h,ǫ) := (x±(ξ(i)) −ǫ, x±(ξ(i+1)) +ǫ) (V.2.7)
for any h ∈ Jn(ϑ) for which ξn,h falls within the interval
I (ǫ)i :=



(ξ(i),ξ(i+1)] if i = −N1, . . . ,−1,
(ξ(0),ξ(1)) if i = 0,
[ξ(i),ξ(i+1)) if i = 1, . . . , N2 − 1.
(V.2.8)
Q.E.D.
LEMMA V.2.2. Let ϑ > 0, ǫ ∈ (0,ǫ0/4), and h ∈ Jn(ϑ). There exists
a finite positive constant λ = λ(ϑ,ǫ) and n2 = n2(ϑ,ǫ) ∈ N such that
Pn,h((C+ ∪ C−)c) ≤ e−λn (V.2.9)
as soon as n > n2.
PROOF. Let
J (1)ξ := [x, x−(ξ)−ǫ],J
(2)
ξ := [x−(ξ) +ǫ, x+(ξ)−ǫ], (V.2.10)
J (3)ξ := [x+(ξ) +ǫ, x], (V.2.11)
and let
C̃(ξn,h,ǫ) := (x+(ξn,h) −ǫ, x+(ξn,h) +ǫ)∪ (V.2.12)
∪(x−(ξn,h) −ǫ, x−(ξn,h) +ǫ). (V.2.13)
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Since Iξ(x) = ∞ if x 6∈ [x, x] and since lower semi-continuous func-
tions attain their infima over compact sets, Lemma V.2.3 yield
inf
(C̃(ξn,h ,ǫ))c
Iξn,h ≥ inf
h∈Jn(ϑ)
inf
(C̃(ξn,h ,ǫ))c
Iξn,h = inf
ξ∈[ξ0−ϑ,ξ0+ϑ]
inf
(C̃(ξ ,ǫ))c
Iξ
= min
i=1,2,3
inf
ξ∈[ξ0−ϑ,ξ0+ϑ]
inf
J (i)
ξ
Iξ = min
i=1,2,3
inf
J (i)
ξi
Iξi = mini=1,2,3
Iξi(xi) > 0
(V.2.14)
for all n ∈ N, some points ξi = ξi(ϑ) from [ξ0 − ϑ,ξ0 + ϑ], and some
points xi = xi(ϑ,ǫ) from J (i)ξi , where i = 1, 2, 3. Defining λ(ϑ,ǫ)
as mini=1,2,3 Iξi(xi)/2, one may use the arguments of Lemma © to
bound Pn,h(C̃c) ≤ e−λn whenever n is large enough (depending on ϑ
and ǫ). It now suffices to realize that C̃ ⊂ C+ ∪ C−. Q.E.D.
LEMMA V.2.3. Let 0 < ǫ < ǫ0/2 and ξ ∈ R. Let J (i)ξ , i = 1, 2, 3,
be the intervals given by (V.2.10). The functions g(i)(ξ) := infJ (i)
ξ
Iξ ,
i = 1, 2, 3, are lower semi-continuous in ξ .
PROOF. Let ξ ∈ R and i = 1, 2, 3. In order to show that g(i) is
lower semi-continuous, by Remark II.3.2 (iii) it suffices to show that
g(i)(ξ) ≤ lim
δ→0+
inf
Uδ(ξ)
g(i), (V.2.15)
where Uδ(ξ) := (ξ − δ,ξ + δ). Thus, let us prove the latter. To this
end, we introduce the set
M(i)ξ := {x ∈ J
(i)
ξ : Iξ(x) = inf
J (i)
ξ
Iξ}.
Since lower semi-continuous functions attain their infima over com-
pact sets, the set M(i)ξ is non-empty. Moreover, it is closed because it
equals an intersection of two closed sets: M(i)ξ = levinfJ (i)
ξ
Iξ ∩J
(i)
ξ .
In the first place, let us show that
maxM(i)ξ1 ≤ minM
(i)
ξ2
every time ξ1 < ξ2. (V.2.16)
Given any ξ1 < ξ2 and any x
(i)
ℓ ∈ M
(i)
ξℓ
, ℓ = 1, 2, such that x
(i)
1 > x
(i)
2 ,
the definition of Iξ implies
inf
J (i)
ξ2
Iξ2 − Iξ2(x
(i)
1 ) = Iξ2(x
(i)
2 )− Iξ2(x
(i)
1 ) = Iξ1(x
(i)
2 ) − Iξ1(x
(i)
1 )−
− (ξ2 −ξ1)(x(i)2 − x
(i)
1 ) > Iξ1(x
(i)
2 ) − inf
J (i)
ξ1
Iξ1 . (V.2.17)
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As minJ (i)ξ1 ≤ minJ
(i)
ξ2
≤ x(i)2 < x
(i)
1 ≤ maxJ
(i)
ξ1
≤ maxJ (i)ξ2 be-
cause of the monotonicity of minJ (i)ξ and maxJ
(i)
ξ in ξ , we have
x
(i)
1 ∈ J
(i)
ξ2
as well as x
(i)
2 ∈ J
(i)
ξ1
. Therefore, the assumption x
(i)
1 >
x
(i)
2 leads to a contradiction, for the inequality (V.2.17) cannot be true.
The bound (V.2.16) is thus justified.
Let us introduce the function
M(i)(ξ) := minM(i)ξ . (V.2.18)
In view of (V.2.16), we have M(i)(ξ1) ≤ maxM(i)ξ1 ≤ M
(i)(ξ2) for
any ξ1 < ξ2, i.e. the function M
(i) is non-decreasing. Hence, the
one-sided limits
M(i)(ξ ± 0) := lim
ξ ′→ξ±0
M(i)(ξ ′) (V.2.19)
exist and M(i)(ξ − 0) ≤ M(i)(ξ) ≤ M(i)(ξ + 0). Moreover, the equal-
ity M(i)(ξ ′ − 0) = M(i)(ξ ′ + 0) fails to hold for at most countable
many points ξ ′ ∈ R. We shall now use the function M(i) to prove
(V.2.15).
The definition of Iξ yields
inf
ξ ′∈Uδ(ξ)
g(i)(ξ ′) = inf
ξ ′∈Uδ(ξ)
Iξ ′(M
(i)(ξ ′)) ≥ inf
ξ ′∈Uδ(ξ)
Iξ(M
(i)(ξ ′))+
+ inf
ξ ′∈Uδ(ξ)
(−(ξ ′ −ξ)M(i)(ξ ′)) + inf
ξ ′∈Uδ(ξ)
I∗ξ (ξ
′ −ξ). (V.2.20)
As I∗ξ (ξ
′ − ξ) = I∗(ξ ′) − I∗(ξ) and I∗ is continuous (by Remark
II.3.11 and the fact that dom I∗ = R), we get
lim
δ→0+
inf
ξ ′∈Uδ(ξ)
I∗ξ (ξ
′ −ξ) = lim
δ→0+
inf
ξ ′∈Uδ(ξ)
I∗(ξ ′)− I∗(ξ) = 0. (V.2.21)
Next, using that |M(i)| ≤ max{|x|, |x|}, one finds
−max{|x|, |x|} |ξ ′−ξ | ≤ (ξ ′−ξ)M(i)(ξ ′) ≤ max{|x|, |x|} |ξ ′−ξ |.
(V.2.22)
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Consequently, limδ→0+ infξ ′∈Uδ(ξ)(−(ξ ′ − ξ)M(i)(ξ ′)) = 0. Finally,
observing that
inf
ξ ′∈Uδ(ξ)
Iξ(M
(i)(ξ ′)) =
= min
{
inf
ξ ′∈(ξ−δ,ξ)
Iξ(M
(i)(ξ ′)), inf
ξ ′∈(ξ ,ξ+δ)
Iξ(M
(i)(ξ ′)), Iξ(M(i)(ξ))
}
= min
{
inf
(M(i)(ξ−δ),M(i)(ξ−0))
Iξ , inf
(M(i)(ξ+0),M(i)(ξ+δ)
Iξ , Iξ(M
(i)(ξ))
}
(V.2.23)
for δ > 0 small, we obtain
lim
δ→0+
inf
ξ ′∈Uδ(ξ)
Iξ(M
(i)(ξ ′)) =
= min{Iξ(M(i)(ξ − 0)), Iξ(M(i)(ξ + 0)), Iξ(M(i)(ξ))}. (V.2.24)
Realizing that M(i)(ξ ± 0) ∈ J (i)(ξ), it follows that
g(i)(ξ) = inf
J (i)
ξ
Iξ = Iξ(M
(i)(ξ)) ≤ Iξ(M(i)(ξ ± 0)).
Combined with the above, we arrive at (V.2.15). Q.E.D.
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