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1. INTRODUCTION 
Integral equations with difference kernels on finite intervals occur in the 
study of a wide class of transport phenomena such as neutron transport [l], 
radiative transfer [2], linearized gas dynamics [3, 41, and electromagnetic 
wave refraction [5], as well as in the study of fields such as stochastic processes, 
elasticity, etc. By such an equation, we mean an integral equation of the form 
fW =g@) + J1’K(~ - Y)f(Y) dy. (1.1) 
The spectral analysis of these integral operators plays an important role 
in the determination of the critical dimensions of nuclear reactors in which the 
energy of the neutrons is considered constant (that is, monoenergetic neutron 
transport). The spectral analysis has also received attention from a different 
context, namely, these integral operators can be regarded as continual 
analogs of Toeplitz matrices [6-91. 
In this paper we will be studying some properties of the spectrum of these 
integral operators. We prove three theorems. Of these the first one is valid 
even without the assumption that the kernel is a difference kernel. 
We denote by 
where we make the following assumptions on the kernel: 
q, Y) = qy, 4, 
K(X, y) is locally square integrable. 
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(1.3) 
(1.4) 
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2. THE SPECTRUM OF T, 
By (1.4) it follows for every T in [0, co); T, defines a compact operator on 
L,[O, T], and this is also self-adjoint by condition (1.3). From the general 
theory of such operators [lo], it follows that the spectrum of T, consists of a 
discrete set of real eigenvalues with the origin as the only possible limit point, 
and all the eigenvalues are of finite multiplicity. 
Let {Ala(~)} be the eigenvalues of T, and &(T)} and {m(T)} be the positive 
and negative eigenvalues arranged such that 
those with multiplicity greater than one being repeated as many times. (In 
our notation above we have emphasized the fact that the eigenvalues are 
fUnctions of T). 
The three theorems that we prove in this paper follow next. 
THEOREM 1. For every jixed i, pi( ) 7 is a monotone nondecreasing function 
of 7 and yi(T) is a monotone nonincreasing function of T. 
An obvious corollary to this is 
COROLLARY. For every $xed i, pi(T) and y<(T) are differentiable for almost 
every 7, and pi’(T) and yi’(T) are integrable over any finite subinterval of [0, CO). 
For the next two theorems we make the following additional assumptions 
on the kernel. 
We suppose that there exists a function k(x) defined on -cc < x < co 
such that 
K(x, y) = k(x - y), (2.1) 
k(x) = k(-x), (2.2) 
K(x) is locally square integrable. (2.3) 
Then we have 
THEOREM 2. For every fixed i, pi(T) and Ye are absolutely continuous 
fUnCtiOm Of 7. 
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THEOREM 3. If the multiplicity of pi(r) is mi , then we can choose mi 
continuous orthonormal eigenfunctions, {pij(x; T)}~L~ , corresponding to the 
eigenvalue pi(~) such that 
Pf’(‘) = Pi(T) I %(T; T)129 j = 1, 2 ,..., Wli , (2.4) 
at all points of dzj@entiability of pi(T). A similar statement holds for yj(~) also. 
In our notation in Theorem 3, we have emphasized the fact that the eigen- 
functions are also functions of 7. 
We now proceed to prove the theorems. We shall prove the theorems only 
for the positive eigenvalues, for then the results for the negative eigenvalues 
will follow by considering the operator - T, . 
3. n$ONOTONICITY OF THE EIGENVALUES 
In this section we prove Theorem 1. The proof involves an application of 
the minimax characterization of the eigenvalues [lo] by which we get that 
pi(~) is given by 
where (f, g) is the notation for the L,[O, T] inner product, that is, 
(f, g) = jyf(4 gi fix* 
Now let 0 < or < 72 < co. We want to show that ~~(7~) < pi(T2). Let 
{h,yi:: be any set of (i - 1) functions in&JO, T*]. Then 
Maximum (>“I{)* > Maximum (>“,{” , 
:;=;yla] , 2 f~L,D,+,l , 1 (3.2) 
3 “8 (fJ&=O 
l<ff<i-1 l<n<i-1 
where 
(f, g), = J-d’fk) g(x) d-y, 
(f, g)2 = ~“f(x) g(x) dx 
are the L,[O, ~~1 and L,[O, T*] inner products, respectively. The inequality 
(3.2) is justified as follows. If f EL,[O, TJ and (f, h,), = 0, then by extending 
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f to be zero on [T i , ~a], we get a function f~La[0, us] such that (f, h,)a = 0 
and such that 
Hence, every ratio on the right side in (3.2) is also a candidate on the left side; 
hence, the inequality. Now taking the minimum of the right side of (3.2) over 
all possible sets {h,}k:\ inL,[O, ~5, we get 
Minimum 
I<n<(i-I) 
over all possible sets 
(h }‘-lcL*[o,T1] 
n n-1 l<n<i-1 
Maximum (T;;1;x)’ . 
(3.3) 
3 Minimum 
over al! possible sets jda[O,sI] 
h~~~~~2[0,~11 (f,h,),=O 
, 1 
I<&-1 
The last inequality is due to the fact that the latter minimum is taken over 
a larger class. This last quantity is nothing but ~~(71). Now taking the minimum 
of the left side over all possible sets 
as claimed. 
4. ABSOLUTE CONTINUITY OF THE EIGENVALWS 
As observed in the corollary for Theorem 1, the eigenvalues, as functions 
of 7, are differentiable almost everywhere. However, it is well known that 
mere differentiability alone does not imply that 
In fact, the above identity is valid if and only if pi(T) is an absolutely con- 
tinuous function of T. We now proceed to prove this fact. We first prove the 
following lemma. 
LEMMA. For each fixed i, pi(T) is a continuous function of 7. 
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Proof of Lemma. Since for each 7, T, defines a Hilbert-Schmidt operator, 
it follows from the general theory of such operators [lo] that 
(4.2) 
for all 7 E [0, co). The above can be written as 
(This rearrangement is possible because the terms of the infinite series are 
positive.) 
Now if A is a small positive real number, then 
; pi2(7 + h) + 7 yi”(~ + h) = /oT+h/;+h 1 k(x - y)l’ d-v dy. 
From these two relations we get 
F bi’(T + 4 - Pi2(41 + 7 [YiYT + h) - Yi”(41 
= fTcn dy \’ I k(x - y)I” dx + frth dx j;+” / k(x - y)\’ dx. 
-7 ‘0 ‘T 
It follows from Theorem 1 that each term in the summations above is non- 
negative. Hence, for every i, 
< frth dy j; j k(x - 4,)12 dx + 1”” dx I;+’ I k(x - y)]” dy. 
-7 7 
Now we can pick a large enough M such that for all h sufficiently small, 
F T I k(x - y)l’ dx < kw for ally in [7, 7 + h] ‘0 
and 
s 
rfh 
I k(x - y)/’ dy < k,,., forallxin[7,~+h], 
0 
where 
.M 
h, = J 1 k(x)l” ds. --M 
EIGENVALUES OF INTEGRAL OPERATORS 559 
Hence, we get 
that is, 
0 < pjy7 + h) - /Lip(T) < 2hk,, 
0 < [/Jj(T + h) + CLi(T)I[Pi(T + A) - Pi(41 < %%4~ (4.3) 
Since pi(r) is a monotone function, it possesses the right and left limits at all 
points. So letting h + 0 in (4.3), we get 
MT + 0) + Pi(~NPi(~ + 0) - h(T)1 = 0. (4.4) 
There arise two possibilities: 
Case 1. T, has (z’ - 1) or less positive eigenvalues. In this case pi(~) = 0, 
and hence, from (4.4) we get 
pLi(7 + 0) = pi(T) = 0. 
Case 2. T, has i or more positive eigenvalues. In this case the first factor 
in the right side of (4.4) is strictly positive, and hence, we get 
Hence, in either case .pLi(7) is right continuous. Left continuity follows by a 
similar argument. Hence, the lemma. 
We now proceed to prove (4.1). It can be seen easily that there exists a 
nonnegative 7s such that 
Pi(t) = 0 for O<t<~s, 
>o for t > 7s . 
Let 7 > 7s , and let T' be such that r,, < 7’ < 7. Let {r,> be a sequence of 
points in [T', T] and {A,} a sequence of real positive numbers such that 
rV + h, E [T’, T] for all y. Then, 
Using this in (4.3), we get 
Hence, given E > 0, we get, 
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if x, h, < 6, where S = (P~(T’)/~~~,)E. H ence, pi(t) is absolutely continuous in 
T’ < t < 7, which gives us 
/Jo - Pi = j’ pi’(t) dt. 
7’ 
Letting T’ --+ To and using continuity of pi(t), we get 
/Lo = frpi’(t) dt. 
- 70 
But ,LQ’(~) = 0 in (0, To) as pi(t) = 0 there. Hence, we get 
/G(T) = joT pi’ 4 
which proves (4.1) and, hence, Theorem 2. 
5. AN EXPRESSION FOR THE DERIVATIVE OF THE EIGENVALUES 
We now prove Theorem 3. But before proceeding to prove Theorem 3 we 
shall look first at our motivation to seek a relation of the form (2.4). Consider 
the eigenequation 
hi(T) ‘?‘i(“; T) = j’ k&y - J’) q’i(y; 7) dy, 
0 
(5.1) 
where the eigenfunction is normalized, i.e., 
s 
’ j &; T)]’ da- = 1. (5.2) 
0 
We first observe that 
b(') '93(X; 7) = j‘k(y - x) ~~(3'; T)dy, 
0 
(5.3) 
which follows from (2.2) and (5.1). N ow, let us assume that all the functions 
involved are “sufficiently smooth,” so that we can differentiate (5.1) with 
respect to T to obtain, after some rearrangement of terms, 
= -[--hi’(T) %(x; 7) + &X - 7) ‘h(T; T)] + LT k(” - J’) 9)i’(J’, T) dy, 
(5.4) 
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that is, ~~‘(x; T) is a solution of the integral equation (5.4). Since &(T) is an 
eigenvalue of T, , it follows from the Fredholm alternative [IO] that in order 
for the above integral equation to have a solution, it is necessary that 
c*> r; T) [--hi’(~) C&(X; T) + k(x - T) vi(T, T)] dx. 
This relation together with (5.2) and (5.3) gives 
h,‘(T) = ‘\<(T) / v)i(T; T)l’. 
The above argument, though heuristic, suggests a relation of the above 
form for the derivative of the eigenvalues. We now proceed to prove 
Theorem 3. There arise two cases: 
Case 1. ~~(7) is of unit multiplicity at TV . 
Let 70 and i be fixed. Let {TV} b e a sequence of positive real numbers 
decreasing to To. Consider the sequence of eigenvalues {pi(Tn)}Exl. and 
corresponding sequence {&x; ~~)}:=r of normalized eigenfunctions. We have 
s 
‘” 1 pi(x; T# dx = 1. 
0 
(5.6) 
The function F~(x; T,J can be extended outside the interval [0, T,] by means 
of the right side of (5.5). So without loss of generality we can take each one of 
the P)~(x; Tn) to be defined on the interval [0, TJ. Also, it follows easily from 
(5.5) that the ~~(x; 7,) are also continuous functions of x for each n. 
The sequence (vi(x; T,)}El has the following properties: 
(a) The sequence is uniformly bounded, i.e., there exists a J, 
0 < J < co, such that 
for all X[O, T1] 
and for all n, 
(b) The sequence is equicontinuous. 
Proof of(a). Applying Schwarz’ inequality to (5.3), we get 
PdTn) 1 ‘$‘i(“; T,)I < I I’ / k(x - y)l” dyi l”. \ 
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We can now pick an M large enough such that 
for all x[O, TJ and for all n. Hence, we get 
This proves (a). 
Proof of (b). For X, , x2 E [0, ~~1 we have 
k&n) 1 dxl > Tn> - ‘S’i(%; T,)I = / [” [+I - Y> - @, - ~11 &Y; T,) dy / 
d 11’” I k(x, - Y) - &2 - y)12 dyllie 
by Schwarz’ inequality and (5.6). From the above inequality we get 
, vi(xl; T,) _ 93i(x2. T >I < {.fo7” I 4x1 -Y) - k(x2 - r)l” 4+1’2 Y)? 1 
Pi(Tn) 
< (j-07” I 0, - Y> - 4x2 - y>l” 441’2 
Pui(Tl) 
by Theorem 1. From the local square integrability of k(x), it follows that the 
right side tends to zero, independent of n, as / x1 - x2 I + 0. This proves (b). 
Hence from the Arzela-Ascoli theorem [lo], it follows that there exists a 
subsequence 
{9%(x; Td)%=, 
that converges uniformly in [0, ~~1. Let the uniform limit be denoted by 
c&x; To). Now 
s 
Tn’ 
Pi(Tn’) ‘Pi(“; Td) = k(x - Y) R(Y; ‘-n’) dr- 
0 
Letting 1~’ + 00 and using the continuity of pi(~) and the uniform conver- 
gence, we get 
I 
‘0 
PdTo) Vi@; To) = k(x - Y> R(Y; To) 4x 
0 
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which proves that &x; T,,) is an eigenfunction corresponding 
value P~(T&. Also, 
to the eigen- 
Now, from (5.5) and (*) it is easily seen that 
and hence, 
/%(Td) - Pi(To) 
7,’ - To s 7o Pi(To) s6”’ %(Y; Td) %(Y; To) 4 c&(X; T,,) t&(X; To) dx = ___ o Tn’ - To 
Letting n’ + co, we get 
Pil(To) = &To) / %(To Y To)i2 
if To is a point of differentiability of pi(T). This proves (2.4) for Case 1, 
namely, the case where &T) has unit multiplicity at 7 = To . 
Case 2. pi(T) has multiplicity mi > 1 at T = To. 
We shall consider only the case mi = 2. This proof could then be easily 
modified for the case mi > 2 also. There again arise two possibilities: 
(A) 3 an interval [TV, 7. f h] such that pi(~) is of multiplicity 2 for all 
T E [To 1 To + h], 
(B) 3 no such interval. 
In Case (A) we choose a sequence {TV} E [T, T f h] such that 7, decreases 
to T. Consider a sequence of eigenfunctions {vi,r(x, Tn)>zzl corresponding to 
the eigenvalues {pi(~n)}~z=l . Then by the same argument as in Case 1 above we 
extract a subsequence {Tn’} such that the subsequence {~~,r(x; T,,)} converges 
uniformly to an eigenfunction v<,~(.x; To) corresponding to the eigenvalue 
~~(7~). Next choose a sequence of eigenfunctions 
corresponding to 
and orthogonal to 
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be., 
.c T.’ 9)i,l(x; T,,) pi.2(x; T,,) d.r =0.o (5.7) 
This choice is possible since P~(T~,) are all of multiplicity 2. Once again we 
can extract a subsequence {~~“}r~=i of {~~,}c~=r such that {V&X; ~~n)}$=r 
converges uniformly to an eigenfunction pi,a(x; ~a) corresponding to the 
eigenvalue ~~(7s). Also, F~,~(x; me) and vi,s(~; me) are orthogonal since 
=o by (5.7). 
If r,, is also a point of differentiability of pi(~), arguments similar to those in 
Case 1 would give us 
This proves our assertion for Case (A). 
In Case (B), 3 a sequence {T,}~=~ decreasing to To such that pi(Tn) and 
pi+l(Tn) are distinct and 
f+t Pi(Tn) = Pi(Too) = Pi+dTo) = i-2 Pi+kn). (5.8) 
This follows from Theorem 1 and the lemma in Section 4. As before, we 
choose a sequence {pi(x; T,)>~=‘=, f ‘g f o ei en unctions corresponding to (pi(Tn)}~=f=l 
and then extract a subsequence {~~(x; Tn’)}~l=l converging uniformly to an 
eigenfunction IJJ~(X; To) corresponding to pi(To). Next we choose a sequence 
{qi+r(x; Tnt)}~r=l of eigenfunctions corresponding to {pi+l(Tn’))~T=l and then 
extract a subsequence {vi+r(“; T,“)}zMx=l that converges uniformly to an 
eigenfunction qi+r(x; TV) of P~+~(T~). But by (5.8), jAi+l(To) = ~~(7~). lve 
denote ‘P~+~(x; TV) by F~,*(x; To). Also, we have 
since ~~(7~“) and pi+l(Tn”) are distinct and the operator T,,. is self-adjoint. 
Letting ,” -+ co, we get that vi,r(x; To) and pi,*(x; TV) are orthogonal. Similar 
arguments as before give us the result 
Pi+o) = PdTo) 1 %.dTo 9 To)l* 
= I’dTo,) I ‘P)i.2(70 3 TO)I’ 
if To is a point of differentiability of pi(T), as required. 
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Remarks. (A) As observed earlier, it is easy to see that the above proof 
can be modified to the case where the multiplicity is greater than 2 also. 
(B) It may be that in (5.8) instead of &T,,) = P~+~(T,,), we have 
~~~~(7~) = ~~(7~). But the above proof can easily be seen to apply to this case 
also. 
6. SOME RE~IARKS AND CONCLUSION 
Remark 1. We see that Theorems 2 and 3 hold even for kernels of the 
form K(.Y, v) = k(.r - y)f(~), where k is as in the theorems and f is a 
locally L, function. 
Remark 2. It can be seen easily that if we assume that the kernel k(x, y) 
is real and further that for all 7 the operator T, have only simple eigenvalues, 
then by choosing the normalized eigenvalues to be real and such that 
T(T, T) >, 0, we make the eigenfunctions 9(x, T) continuous functions of 7, 
continuity in 7 being uniform with respect to x, in any finite interval. (This 
follows from claim (b) in the proof of Theorem 3.) 
In a future paper we shall use these results to generalize an identity due 
to Ahiezer [7] for the Fredholm determinant of such integral operators and, 
as a consequence of this identity, establish a relation between the spectrum 
of such integral operators and the Chandrasekhar X-function [ll]. 
The author expresses his sincere thanks to Professor T. W. Mullikin, Division of 
Mathematical Sciences, Purdue University, for suggesting the problem and offering 
many useful suggestions during the course of this work. 
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