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In this article we study the Gleason problem locally. A new method for solving the
Gleason A problem is presented. This is done by showing an equivalent statement to the
Gleason A problem. In order to prove this statement, necessary and a suﬃcient conditions
for a bounded domain to have the Gleason A property are found. Also an example of
a bounded but not smoothly-bounded domain in Cn is given, which satisﬁes the suﬃcient
condition at the origin, and hence has the Gleason A property there.
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1. Introduction and notations
In this article we present an equivalence to the Gleason problem. The Gleason problem was ﬁrst studied by Andrew
Gleason. In his article [11], Gleason studied maximal ideals of a commutative Banach algebra. In particular he showed
a theorem about the Banach algebra A(B(0,1)) consisting of those holomorphic functions deﬁned on the open unit ball
in Cn which can be continuously extended up to the boundary. He asked whether the algebra A(B(0,1)) was ﬁnitely
generated. He proved that if this was the case then the maximal ideal consisting of functions vanishing at the origin, is
generated by the coordinate functions.
The question, whether these ideals in algebras of holomorphic functions are generated by the coordinate functions, has
been named the Gleason problem.
We now state the problem more explicitly. For each bounded open set D ⊂ Cn , let B(D) denote some speciﬁc Banach
algebra of holomorphic functions on D . We shall mostly be concerned with the example B(D) = A(D), the uniform algebra
of all holomorphic functions on D which may be extended continuously to the boundary of D .
We say that a domain D ⊂ Cn has the Gleason B property at a point p ∈ D if for every f ∈ B(D) such that f (p) = 0
there exist functions f1, f2, . . . , fn ∈ B(D) such that
f (z) =
∑
(z j − p j) f j(z)
for all z ∈ D .
Many authors have addressed the Gleason problem. The ﬁrst one to solve Gleason’s original question was Leibenzon, the
details can be found in [12]. Leibenzon actually proved that the open unit ball B(0,1) has the Gleason A property at each
of its points.
When a domain D  Cn has the Gleason B property at every point in D , we simply say that D has the Gleason B
property.
One can use the knowledge that when a domain D has the Gleason B property at p ∈ D , where B is a commutative
Banach sub-algebra of the bounded holomorphic functions on D then the maximal ideal space over p is just the point
evaluations (see e.g. [7] and [5]).
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type of domains. The solution functions to the Gleason problem has been found in various ways; for example by explicit
methods (see e.g. [12,13,3,16]), by ∂¯ solutions (see e.g. [1,9,8,7,6]). The usual obstacle is the properties (or rather the lack
of properties) the boundary of the domain in question possess.
Some counterexamples (see e.g. [18] and [2]) are known, in these examples it is shown that there is a subset of the
domain where the maximal ideal space consists of more elements than the point evaluations, and therefore the domain
does not have the Gleason B property.
In view of these results, we study the Gleason problem locally (i.e. we show that there exist points w ∈ D where D has
the Gleason B property) and provide a functional method for solving the Gleason problem. In the remainder of this article
D will be a bounded domain in Cn and the algebra considered will be A(D).
We now present the main result of this paper, which is the summarized results of Propositions 1 and 2. The deﬁnition
of Tw is given by Eq. (1) and the norm ‖ · ‖∼ is deﬁned in Section 2.2.
Theorem 1. Let D ⊂ Cn be a bounded domain.
Necessity: If D possess the Gleason A property at w ∈ D then there exists a constant K < ∞ which only depends on D and w such
that
‖F‖∼  K
∥∥Tw(F )∥∥∞
for all F = ( f1, f2, . . . , fn) ∈ A(D)n.
Suﬃcency: Assume that the ring of polynomials, P(D), is dense in A(D) with respect to the supremum norm. Further assume that
there exists a constant K < ∞ which only depends on D and w ∈ D such that
‖P‖∼  K
∥∥Tw(P )∥∥∞
for all polynomials P ∈ P(D)n = P(D) × · · · × P(D). Then D has the Gleason A property at w.
The outline of the paper is the following: In Section 2 we state some deﬁnitions.
In Section 3 we show a necessary condition for a domain D ⊂ Cn to have the Gleason A property. In Section 4 we give
suﬃcient conditions for certain domains D ⊂ Cn to have the Gleason A property. The suﬃcient condition is ﬁnally used to
produce an example of a non-smooth Reinhardt domain in Cn which has the Gleason A property in a neighborhood of the
origin.
2. Preliminaries
Let D ⊂ Cn be a bounded domain and denote the closure of D as D . We are going to study the Banach algebra A(D) =
H(D) ∩ C(D), equipped with the usual supremum norm denoted by ‖ · ‖∞ . Let J w(D) denote the maximal ideal of A(D)
deﬁned by
J w(D) =
{
f ∈ A(D): f (w) = 0},
where w is a point in D . On the product space A(D)n = A(D) × · · · × A(D) we use the norm∥∥( f1, f2, . . . , fn)∥∥∞ = max{‖ f i‖∞: 1 i  n},
which turns A(D)n into a Banach space.
Given a point w = (w1,w2, . . . ,wn) ∈ D we deﬁne the operator
Tw : A(D)
n → J w(D) (1)
as
Tw( f1, f2, . . . , fn)(z) =
n∑
i=1
(zi − wi) f i(z),
where z = (z1, z2, . . . , zn) ∈ D¯ . It is easy to check that Tw is linear and continuous.
In this paper the capital letter F = ( f1, f2, . . . , fn) will denote a Cn-valued mapping.
2.1. The Gleason property
With D and Tw as above. We have that D has the Gleason A property at w if and only if:
For every f ∈ A(D) such that f (w) = 0 there exists F = ( f1, f2, . . . , fn) ∈ A(D)n such that
f (z) = Tw( f1, f2, . . . , fn)(z) = Tw(F )(z)
for all z ∈ D¯ .
That is; D has the Gleason A property at w ∈ D if and only if operator Tw maps onto J w(D).
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For ﬁxed w ∈ D , let ∼ deﬁne the equivalence relation in A(D)n deﬁned by X ∼ Y iff Tw(X)(z) = Tw(Y )(z) for all z ∈ D .
With M = {X ∈ A(D)n: Tw(X) = 0} we deﬁne
‖X + M‖ = inf{‖Y‖∞: X ∼ Y }= inf{‖Y‖∞: Y − X ∈ T−1w (0)}.
This space is the quotient space A(D)n/M. In the following we write ‖X‖∼ instead of ‖X + M‖. From standard functional
analysis we have that ‖ · ‖∼ deﬁnes a norm on the space of equivalence classes, i.e. on the quotient space, A(D)n/M.
3. Main result for necessity
Proposition 1. Let D ⊂ Cn be a bounded domain which possesses the Gleason A property at w ∈ D. Then there exists a constant
K < ∞ which only depends on D and w such that
‖F‖∼  K
∥∥Tw(F )∥∥∞
for all F = ( f1, f2, . . . , fn) ∈ A(D)n.
Proof. The Gleason property gives that Tw maps onto J w , and hence, the range of Tw is closed. The result follows as a
direct consequence of the open mapping theorem (e.g. Corollary 8.7 in [17]). 
Remark 1. Proposition 1 is true for any Banach algebra, B(D) ⊂ H(D), where D ⊂ Cn is a bounded domain. This same proof
is applicable.
Proposition 1 shows that if we have the Gleason B property then there exists a set of functions f j , which is a solution
to the Gleason problem, and where we have control over the norm of each f j .
Example 1. Let D ⊂ C2 be the unit bi-disc and let f j1 (z) = ( j + 1)z2, f j2 = − jz1.
With F j = ( f j2 , f j2 ) and w = 0, we have
z1z2 = Tw(F j)(z),
so ‖Tw(F j)‖∞ = ‖z1z2‖∞ = 1 while ‖ f j2‖∞ = j ↗ ∞, but
‖F j‖∼ =
∥∥(( j + 1)z2,− jz1)∥∥∼ =
∥∥(z2,0)∥∥∼ 
∥∥(z2,0)∥∥∞ = 1,
so for z1z2 we actually see that K  1, that is ‖F j‖∼  ‖Tw(F j)‖∞ .
4. Main result for suﬃciency
Proposition 2. Let D ⊂ Cn be a bounded domain such that the ring of polynomials, P(D) is dense in A(D) with respect to the
supremum norm. Assume that there exists a constant K < ∞ which only depends on D and w ∈ D such that
‖P‖∼  K
∥∥Tw(P )∥∥∞ (2)
for all polynomials P ∈ P(D)n = P(D) × · · · × P(D). Then D has the Gleason A property at w.
Proof. Given h ∈ A(D) such that h(w) = 0, set M = ‖h‖∞ < ∞ and let h0 = h. If M = 0, that is h ≡ 0 then we are done, so
assume that M > 0. Deﬁne inductively polynomials P j and functions f j and f ij (1 i  n) in the following way.
Each induction stage consists of three steps. First we ﬁnd a polynomial P j which is close to h j−1 in norm and P j(w) = 0.
In Step 2 we split P j using the hypothesis as P j(z) =∑(zi − wi) f ij(z). In Step 3 we let h j = h j−1 − P j .
When the inductive construction is complete, we end the proof by showing that the sum
∑
j f
i
j converge to the desired
functions.
Step 1: Assume that h j−1 ∈ A(D) has been deﬁned such that h j−1(w) = 0. Let P j ∈ P(D) be such that P j(w) = 0,
‖P j − h j−1‖∞ < 2−( j+1) .
Step 2: We obviously have that P j = Tw(Q j) for some
Q j =
(
Q 1j , Q
2
j , . . . , Q
n
j
) ∈ P(D)n ⊂ A(D)n.
From the deﬁnition of the norm we can choose(
f 1, . . . , f n
)
∼
(
Q 1, Q 2, . . . , Q n
)
j j j j j
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n
j ) ∈ A(D)n and∥∥( f 1j , f 2j , . . . , f nj )∥∥∞  ‖Q j‖∼ + K2−( j+1).
By the assumptions we have
∥∥( f 1j , . . . , f nj )∥∥∞  ‖Q j‖∼ + K2−( j+1)
 K2−( j+1) + K∥∥Tw(Q j)∥∥∞
= K2−( j+1) + K‖P j‖∞
 K2−( j+1) + K (2−( j+1) + ‖h j−1‖∞)
= K (2− j + ‖h j−1‖∞).
Step 3: Let h j = h j−1 − P j which implies that ‖h j‖∞ < 2− j if j > 0. After this construction we now have
h = hk +
k∑
j=1
Tw
(
f 1j , . . . , f
n
j
)
for all k > 0. Deﬁning f˜ ik =
∑k
j=1 f ij , i = 1,2, . . . ,n, we get by the linearity of Tw that
h = hk + Tw
(
f˜ 1k , . . . , f˜
n
k
)
for all k > 0. Since hk tends uniformly to 0 and ( f˜ 1k , . . . , f˜
n
k ) form a Cauchy sequence by the triangle inequality and (3), we
get by letting k → ∞ that
f i =
∞∑
j=1
f ij ∈ A(D)
and
h =
n∑
i=1
(zi − wi) f i
which completes the proof. 
Remark 2. Examining the proof, one sees that if (2) holds, then given a function f ∈ A(D), such that f (w) = 0, we can
choose a solution(
f 1, f 2, . . . , f n
) ∈ A(D)n
to the Gleason A problem such that∥∥( f 1, f 2, . . . , f n)∥∥∞  K‖ f ‖∞,
where K depends only on D and w .
Remark 3. Even though the estimate (2) is stated for polynomials, the functions f ij may not be polynomials.
Remark 4. One can prove this by a functional analytic approach since the norm ‖ · ‖ is a quotient norm on a Banach space.
(See for example Proposition 5.12 and 8.4 in [17] and use the fact that the polynomials are dense in A(D) with respect to
the supremum norm.) But the direct method used in the proof shows the idea of how to apply the proposition.
4.1. An application to Reinhardt domains
In this section we will give by an example a family of Reinhardt domains D  Cn , n  2, with non-smooth boundaries.
But in every domain D of this family we are still able to solve the Gleason A problem at the origin.
The Gleason problem for Reinhardt domains has been studied extensively in C2, see e.g. [4] and [14]. In both these
articles C2-smoothness of the boundary is required. Even though non-smooth boundaries (e.g. a cusp in the origin) have
been studied [15], we will present a family of domains which are not covered before. In the example below we present a
complete Reinhardt domain in Cn , where n 2 is arbitrary. Also the boundary is prescribed in such a way that the domain
may have a non-smooth boundary away from the coordinate axis. This domain has the Gleason A property at all points in
an open neighborhood of the origin.
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(λ j)
n
1 with |λ j| = 1, j = 1,2, . . . ,n, then D is said to be a Reinhardt domain. If the same statement is true for |λ j |  1,
j = 1,2, . . . ,n, we say that D is a complete Reinhardt domain.
Example 2. Let 0 < ε < 1 and f i : [0,1] → [1,∞), i = 2,3, . . . ,n, where n > 1 are continuous functions such that f i(r) = 1
when r ∈ [0, ε]. Deﬁne
D = {(z1,z2, . . . , zn) ∈ Cn: |z1| < 1, |zi | < f i(|z1|), i = 2,3, . . . ,n}.
We claim that the domain D has the Gleason A property at w , for every w ∈ n(0, ε).
Proof. By Theorem 3.2 in [10] we have that P(D) is dense in A(D).
Given a polynomial P˜ = ( P˜1, P˜2, . . . , P˜n) ∈ P(D)n , we get a unique polynomial P such that Tw P = Tw P˜ , where
P = (P1(z1), P2(z1, z2), . . . , Pn(z1, z2, . . . , zn)).
First we show that
max
j=1,2,...,n
{∥∥(z j − w j)P j∥∥∞} 12
∥∥Tw(P )∥∥∞. (3)
Fix j ∈ {1,2, . . . ,n}. Let z0 be such that
M j :=
∣∣(z0j − w j)P j(z01, z02, . . . , z0j )∣∣= ∥∥(z j − w j)P j∥∥∞. (4)
By the maximum principle we may assume that |z0j | > |w j | for j = 1,2, . . . ,n.
Assume ‖Tw(P )‖∞ < 12M j . It follows that
1
2
M j >
∥∥Tw(P )∥∥∞ 
∣∣∣∣∣
n∑
i=1
(
z0i − wi
)
Pi
(
z01, z
0
2, . . . , z
0
i
)∣∣∣∣∣. (5)
By the principle of argument we ﬁnd constants λi , i = 1,2, . . . ,n, such that |λi | = 1 and such that the argument of
n∑
i= j+1
(
λi z
0
i − wi
)
Pi
(
z01, z
0
2, . . . , z
0
j , λ j+1z
0
j+1, λ j+2z
0
j+2, . . . , λi z
0
i
)
is equal to the argument of (z0j − w j)P j(z01, z02, . . . , z0j ). If j = 1 then this obviously gives that
∥∥Tw(P )∥∥∞ 
∣∣∣∣∣
(
z01 − w1
)
P1
(
z01
)+
n∑
i=2
(
λi z
0
i − wi
)
Pi
(
z01, λ2z
0
2, λ3z
0
3, . . . , λi z
0
i
)∣∣∣∣∣

∣∣(z01 − w1)P1(z01)∣∣= M1,
which contradicts Eq. (5). If j > 1 we have from Eqs. (4) and (5), with the λi chosen above, that
M j 
∣∣∣∣∣
(
z0j − w j
)
P1
(
z0j
)+
n∑
i= j+1
(
λi z
0
i − wi
)
Pi
(
z01, z
0
2, . . . , z
0
j , λ j+1z
0
j+1, λ j+2z
0
j+2, . . . , λi z
0
i
)∣∣∣∣∣
and
1
2
M j >
∣∣∣∣∣
j∑
i=1
(
z0i − wi
)
Pi
(
z01, z
0
2, . . . , z
0
i
)+
n∑
i= j+1
(
λi z
0
i − wi
)
Pi
(
z01, z
0
2, . . . , z
0
j , λ j+1z
0
j+1, λ j+2z
0
j+2, . . . , λi z
0
i
)∣∣∣∣∣
and hence∣∣∣∣∣
j−1∑
i=1
(
z0i − wi
)
Pi
(
z01, z
0
2, . . . , z
0
i
)∣∣∣∣∣>
1
2
M j .
Again by the principle of argument we can ﬁnd constants μi , i = j, j + 1, . . . ,n, such that |μi | = 1 and such that the
argument of
n∑(
μi z
0
i − wi
)
Pi
(
z01, z
0
2, . . . , z
0
j−1,μ j z
0
j ,μ j+1z
0
j+1, . . . ,μi z
0
i
)
i= j
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j−1∑
i=1
(
z0i − wi
)
Pi
(
z01, z
0
2, . . . , z
0
i
)
,
so
∥∥Tw(P )∥∥∞ 
∣∣Tw(P )(z01, z02, . . . , z0j−1, λ j z0j , λ j+1z0j+1, . . . , λnz0n)∣∣∞ > 12M j,
which is a contradiction and thereby Eq. (3) is true.
From Eq. (3) it follows that
‖ P˜‖∼ = inf
{‖Y‖∞: P˜ ∼ Y }
 ‖P‖∞ = max
i=0,1,2,...,n
(‖Pi‖∞)
 max
i=0,1,2,...,n
∥∥∥∥ (zi − wi)(zi − wi) Pi
∥∥∥∥∞
by the maximum principle, we can assume that |zi | ε when calculating the maxi=0,1,2,...,n ‖ (zi−wi)(zi−wi) Pi‖∞ , so
max
i=0,1,2,...,n
∥∥∥∥ (zi − wi)(zi − wi) Pi
∥∥∥∥∞  maxj=1,2,...,n
{
1
ε − |w j|
∥∥(z j − w j)P j∥∥∞
}
 Kw,ε max
j=1,2,...,n
{∥∥(z j − w j)P j∥∥∞} Kw,ε2
∥∥Tw(P )∥∥∞
and using Proposition 2 we get that D has the Gleason A property at w . We are done. 
Acknowledgment
The author would like to thank the reviewer for useful comments and suggestion, improving the preprint version of this paper.
References
[1] Frank Beatrous Jr., Hölder estimates for the ∂¯ equation with a support condition, Paciﬁc J. Math. 90 (2) (1980) 249–257.
[2] U. Backlund, A. Fällström, A pseudoconvex domain with nonschlicht H∞-envelope, in: Geometrical and Algebraical Aspects in Several Complex Vari-
ables, Cetraro, 1989, in: Sem. Conf., vol. 8, EditEl, Rende, 1991, pp. 13–18.
[3] Ulf Backlund, Anders Fällström, The Gleason problem for A(Ω), New Zealand J. Math. 24 (1) (1995) 17–22.
[4] Ulf Backlund, Anders Fällström, The Gleason property for Reinhardt domains, Math. Ann. 308 (1) (1997) 85–91.
[5] Linus Carlsson, Analytic properties in the spectrum of certain Banach algebras, Math. Z. 261 (1) (2009) 189–200.
[6] Linus Carlsson, Nebenhülle and the Gleason problem, Proc. Amer. Math. Soc. 138 (1) (2010) 267–273.
[7] Linus Carlsson, Urban Cegrell, Anders Fällström, Spectrum of certain Banach algebras and ∂-problems, Ann. Polon. Math. 90 (1) (2007) 51–58.
[8] Urban Cegrell, On the spectrum of A(Ω) and H∞(Ω), Ann. Polon. Math. 58 (2) (1993) 193–199.
[9] J.E. Fornæss, N. Øvrelid, Finitely generated ideals in A(Ω), Ann. Inst. Fourier (Grenoble) 33 (2) (1983) 77–85.
[10] Theodore W. Gamelin, Uniform Algebras, Prentice Hall Inc., Englewood Cliffs, NJ, 1969.
[11] Andrew M. Gleason, Finitely generated ideals in Banach algebras, J. Math. Mech. 13 (1964) 125–132.
[12] G.M. Henkin, The approximation of functions in pseudo-convex domains and a theorem of Z.L. Leı˘benzon, Bull. Acad. Polon. Sci. Sér. Sci. Math. As-
tronom. Phys. 19 (1971) 37–42.
[13] Piotr Jakóbczak, On Fornæss’ imbedding theorem, Univ. Iagel. Acta Math. 24 (1984) 273–294.
[14] Oscar Lemmers, Jan Wiegerinck, Reinhardt domains and the Gleason problem, Ann. Sc. Norm. Super. Pisa Cl. Sci. (4) 30 (2) (2001) 405–414.
[15] Oscar Lemmers, Jan Wiegerinck, Reinhardt domains with a cusp at the origin, arXiv:math/0112302v1, 2001.
[16] O. Lemmers, J. Wiegerinck, Solving the Gleason problem on linearly convex domains, Math. Z. 240 (4) (2002) 823–834.
[17] Reinhold Meise, Dietmar Vogt, Introduction to Functional Analysis, Oxf. Grad. Texts Math., vol. 2, The Clarendon Press Oxford University Press, New
York, 1997, translated from the German by M.S. Ramanujan and revised by the authors.
[18] Joaquín Ma, Ortega Aramburu, On Gleason’s decomposition for A∞(D), Math. Z. 194 (4) (1987) 565–571.
