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Abstract
We determine canonical representatives and generating functions of orbit sizes for sesqui-
linear and quadratic forms under unitriangular action. These results are used to control how
far character degrees and class sizes of unipotent subgroups of classical groups are from being
powers of the order of the underlying field.
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1. Introduction
Let G = G(F) be a classical group defined over a finite field F . As usual we
call p = char(F ) the natural characteristic of G. Let U be a maximal unipotent
subgroup (or equivalently a Sylow p-subgroup) of G. If the natural module for G
is the orthogonal sum of hyperbolic planes (maximal Witt index) and p is odd, we
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have shown (see [18,19]) that all irreducible complex character degrees and conju-
gacy class sizes of U are q-powers, where |F | = qm, m = 2 when G = SU(2n, F )
and m = 1 when G = Sp(2n, F ) or G = SO+(2n, F ). These results relied upon
the existence of a maximal abelian normal subgroup A of U whose complement is
isomorphic to the lower unitriangular group K of SL(n, F ) and the fact that the same
orbit sizes occurred under the action of K on A and on Irr(A) (weak equivalence).
Examples given in [12,19] show that this is not true if p = 2, e.g. if G = Sp(4, q)
then q/2 is both a character degree and a class size of U . In [17,9] we prove that
any element of A or Irr(A) may be identified with a sesquilinear or a quadratic form.
Moreover CU(a) = ACK(a), where K acts on A via ak = kakτ , where (kij )τ =
(k
q
ji). Therefore the orbit sizes under this action occur as conjugacy class sizes of U .
On the other hand, let tr be the field trace from F to Fp and ψ(a, b) = tr
(∑
i (ab)ii
)
.
Fix λ ∈ C∗ such that λp = 1. Then ψ defines a non-degenerate pairing on R = (F )n
and any χ ∈ Irr(A) has shape χ(a) = λψ(a,b), for some b ∈ R. Since A = ker(1 −
ετ), i.e. aτ = εa, where ε = ±1, we would like to determine A⊥ and R/A⊥. We
can prove that these sets may be identified with sesquilinear and quadratic forms,
respectively. They admit a K-module structure via the dual action of K on A. By
Clifford theory the sizes of the orbits in this action occur as character degrees of U .
We first refine some results obtained in [14,9] providing canonical representatives
for such forms under the action of K . It turns out that to any sesquilinear form f is
uniquely associated an involution σ = σ(f ) of type 1t2s , and a list of t + s scalars.
This data is sufficient to recover the K-conjugacy class of f unless char(F ) = 2,
where we need a further list of scalars of length s. For a quadratic form Q, not sur-
prisingly, we also need its Arf invariant. To prove that this data completely character-
ize QK , we need to apply Witt’s Lemma in an inductive argument, where, strangely
enough, we increase the dimension of the underlying vector space. Moreover we
define a recursive procedure to obtain the centralizer of a given form in K . In partic-
ular, we are able to obtain recursive relations for the generating function associated to
the sequence counting the orbits of given size. It turns out that when p is odd the set
of orbit sizes of K on B, s(B,K), B = A or Irr(A), has shape {qj : 0  j  bG(n)},
where bG is an explicit function depending only on the type of G. As we mentioned
already s(A,K) = s(Irr(A),K) when p is odd (see [17]).
In the characteristic 2 case, we show that the same results hold when B = A.
When B = Irr(A) the picture changes drastically. If G is of symplectic type, then A
is the set of symmetric matrices and Irr(A) is equivalent as aK-set to the collection of
quadratic forms. We pin down exactly s(Irr(A),K) in this case proving it coincides
with
{
qk/2j : (2j2 )  k  (n2), 0  j  n/2}, generalizing results in [9].
The striking novelty here is that we have a complete control even on multiplicities
and not only on the size of the orbits. Most of the results have been checked and
conjectured using code written for Magma (see [5]) freely available on the author’s
web page http:\\scienze-como.uninsubria.it\prevital\Research.html.
We also have the feeling that much more may be unearthed from the recurrence
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relations describing the orbit size polynomials. We could not unfortunately find
closed-forms for them, since these relations do not have hypergeometric coefficients
in n = dim(V ) (see [16,13]).
Finally we prove a non-degeneracy result on restricting sesquilinear forms to suit-
able subspaces and use some results from [18,19] to establish that any irreducible
character of U ∈ Syl2(SU(2n, q2)), q even, has q-power degree.
We are confident that the techniques used in this paper will turn useful in the
problem of determining the number of conjugacy classes of the unitriangular groups
over Fq according to size, in particular whether this can be expressed by a polynomial
in q (see [1–3,22]).
2. Notation
Given a finite group U we call Irr(U) the set of its irreducible complex characters,
cd(U) the set of their degrees, cc(U) its conjugacy classes and cs(U) the class sizes
of U . If cs(U) ⊆ {qj } or cd(U) ⊆ {qj }, for some integer q, we say that U is a q-
power size or q-power degree group. Given a vector space V , we denote with F a
maximal flag in V and with b an ordered basis of V . If L,M are lists, cut(L,M)
will be the sublist of L obtained striking out the elements in M , and add(L,M)
will be the list obtained concatenating L with M . Let [n] be the set {1, . . . , n}. If σ
is an involution, we define the set of its ancestors, (σ ) as {i : i < iσ }. We denote
with F the field of order qm, m = 2 in the unitary case, m = 1 otherwise, with α
the automorphism xα = xq , for any x ∈ F , and with F0 the fixed points CF (α) of
α. Given a sesquilinear form f on Fn, N = Nf will the be the norm of f , namely
N(v) = f (v, v). We recall that f is alternating if N ≡ 0, symmetric if f (u, v) =
f (v, u) and hermitian if f (u, v) = f (v, u)q , where |F | = q2. We denote with τ =
τ(f ) the endomorphism of R = (F )n defined via (aij )τ = (εaqji), where ε = −1 for
alternating forms, 1 otherwise (see [6,23]).
3. Unitriangular equivalence
Let G be Sp(2n, F ), SO+(2n, F ), or SU(2n, F ), F a finite field. Denote with
U a maximal unipotent subgroup of G. Then U = A0K0, where A0 is a maxi-
mal abelian normal subgroup and K0 is isomorphic to the lower unitriangular sub-
group K of GL(n, F ) (see [19]). Let R = (F )n be the full matrix algebra over F .
Given β ∈ Aut(F ) we define τ ∈ End(R) via (rij )τ = (rβji). Then A0 is isomorphic
to ker(1 − ετ), i.e. aτ = εa, where (ε, β) = (1, idF ), (−1, idF ), or (1, α), |α| = 2.
The determination of cs(U) and cd(U) led us to consider the K-orbits of A under
the action ak = kakτ (see [19]).
We now prove an existence and uniqueness result on canonical representatives for
such orbits which may be of independent interest. The inspiration for the subsequent
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assertions is the Bruhat decomposition for GL(n, F ). In fact, GL(n, F ) =⊔i BwiB,
where B is the Borel subgroup of lower triangular invertible matrices over F and
wi is associated to some element of the Weyl group W of GL(n, F ). More pre-
cisely,W ∼= Symn and the wi’s may be chosen as permutation matrices. Let V = Fn
be endowed with a sesquilinear reflexive form f . We remind that reflexive means
that f -orthogonality is a symmetric relation. Let α = α(f ) ∈ Aut(F ) be defined as
f (u, λv) = λαf (u, v).
We recall that, up to a change of basis, V = ⊥iHi , where dim(Hi) = 1 or Hi is a
hyperbolic plane. Therefore one would expect such a result under the action of K up
to scalars and permutations.
Since we will work by induction on dim(V ), we feel we must provide a more
intrinsic definition for the group K . We digress on the concept of height function
and maximal flag.
Definition 1. Given an n-dimensional space V , we call F a maximal flag of V , if
F = (V0, V1, . . . , Vn), where V0 = 0, Vn = V , Vi  Vi+1, and dim(Vi+1/Vi) = 1.
Given F , we may define a function h = hF as hF (v) = min{i | v ∈ Vi}. Then h
satisfies some properties:
(H1) h(v) = 0 iff v = 0;
(H2) h(λv)  h(v), λ ∈ F ;
(H3) h(v1 + v2)  max(h(v1), h(v2));
(H4) h(V ) = {0, . . . , dim(V )}.
We remark that (H2) implies h(v) = h(λv), for λ = 0 and (H3), the ultramet-
ric inequality, implies the apparently stronger statement that h(v1 + v2) = h(v2), if
h(v1) < h(v2).
Definition 2. If h from V to N satisfies (H1)–(H4), we call it a height function.
Conversely, given a height function h, we may define a maximal flag Fh of V
as follows: Vi = {v ∈ V |h(v)  i}. In fact, by (H1)–(H3) Vi is a subspace of V ,
moreover, by (H4) ∃vi+1 of height i + 1, so Vi < Vi+1. Finally dim(Vi) = i. Using
induction dim(Vi)  i, but it can not be greater otherwise dim(Vn) > dim(V ).
It is easy to prove that the maps F → hF and h → Fh are inverse to each other.
Given an ordered basis b = (b1, . . . , bn), define a maximal flag F of V whose ele-
ments are Vi = 〈b1, . . . , bi〉. Let CGL(Vi/Vi−1)= {g ∈GL(V ) : gVi/Vi−1 = 1Vi/Vi−1}
and C(b) =⋂ni=1 CGL(Vi/Vi−1).
For example if b is the standard basis (e1, . . . , en), then K = C(b) coincides with
the group of lower unitriangular matrices. In particular, we make the convention that
V is a right K-module.
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Example 3. Suppose that N(e1) = 0, f (e1, e2) = β. For k ∈ K , ek2 = e2 + ae1,
ek1 = e1, then f (e1, e2 + ae1) = β, so this value can not be reduced to 1. More-
over, N(e2 + ae1) = N(e2)+ aβ + ε(aβ)α , where α = α(f ), ε = ±1, may always
be reduced to 0 unless α = idF , char(F ) = 2, and f is symmetric.
Definition 4. We say that (u, v) is a generalized hyperbolic pair for f , if f (u, u) =
f (v, v) = 0 = f (u, v) and call its span a generalized hyperbolic plane (ghp).
If f is symmetric and char(F ) = 2 we need another fundamental building block.
Example 5. Let V = F 2, char(F ) = 2, and f symmetric. If N(e1) = 0, then f k =
f for any k ∈ K; so V is not K-equivalent to a ghp.
Definition 6. We say that (u, v) is a generalized elliptic pair for f , if u is f -isotropic
and f (u, v)f (v, v) = 0 and call its span a generalized elliptic plane (gep).
In the following examples we assume that char(F ) = 2 and f symmetric. We will
only list those pairs (ei, ej ) for which f (ei, ej ) = f (ej , ei) = 0.
Example 7. Let char(F ) = 2, V = 〈e1, e3〉⊥〈e2〉, f (e1, e3) = β, f (e3, e3) = δ and
f (e2, e2) = γ . Then V = 〈e1, e3 + be2〉⊥〈e2 + ae1〉, the orthogonal sum of a hyper-
bolic plane and an anisotropic vector, where b = √δ/γ and a = √δγ /β.
Example 8. Let char(F ) = 2, V = F 4, f = β(e14 + e41)+ γ (e23 + e32)+ δe33 +
5e44, βγ δ5 /= 0. Again V = 〈e1, e4 +√5/δe3〉⊥〈e2 + γ
√
5δe1, e3 +
√
5δ/βe2〉 is
an orthogonal sum of a hyperbolic plane and an elliptic one.
We now provide an example of a four-dimensional space whose only at most
two-dimensional orthogonal summands are gep.
Example 9. Let char(F ) = 2, V = F 4, and f = β(e13 + e31)+ γ (e24 + e42)+
δe33 + 5e44, βγ δ5 /= 0. Thus V = 〈e1, e3〉⊥〈e2, e4〉, a sum of two generalized
elliptic planes. Let V = B⊥B ′, with B = 〈exi , exj 〉 and B ′ = 〈exk , exl 〉, where x ∈ K
and {i, j, k, l} = [4]. Then f = f x . In particular B, B ′ are generalized elliptic
planes.
Proof. Let e1 ∈ B ⇒ B ′  〈e1〉⊥ = 〈e1, e2, e4〉  ex3 ⇒ B ′ = 〈ex2 , ex4 〉 and B =〈e1, ex3 〉. Thus ex4 ∈ 〈e1, e2, e4〉. Since N ≡ 0 on 〈e1, e2〉 and N(
∑
αiei) =∑
α2i N(ei), it follows that N(e
x
i ) = N(ei), for i = 3, 4. Moreover f (ex3 , ex2 ) = 0
forces ex2 = e2. Finally exi − ei ∈ 〈e1, e2〉⊥, for i = 3, 4, so f = f x . In particular
B,B ′ are generalized elliptic planes. 
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In general if 〈e1, ei〉 is an elliptic plane, then eki = ei + λe1 + w, w ∈ 〈es | 1 <
s < i〉 = W . Then eki is isotropic iff N(ei) = N(w). This forces NW ≡ 0. Example
9 shows that this condition is not sufficient to reduce an elliptic plane to a hyperbolic
one.
Given a triple (V , f, b) where V is a vector space, b an ordered basis for V and f
a sesquilinear form on V our aim is to determine a suitable element of k ∈ C(b) such
that with respect to bk V becomes the orthogonal sum of one-dimensional subspaces,
generalized hyperbolic or generalized elliptic planes, the latter occurring only when
char(F ) = 2 and f is symmetric. (In fact, it is otherwise easy to transform a gep to
a ghp.) Examples 8 and 7 show that a gep occurring as an orthogonal summand may
be reduced to a hyperbolic one.
Definition 10. Given a triple (V , f, b), we say that V admits an f -nice decompo-
sition with respect to b if V = ⊥iHi , where Hi is generated by elements in b and
has dimension 1 or is a ghp or a gep; the latter case occurring only if char(F ) = 2
and f symmetric. If H = 〈u, v〉 is a gep in the decomposition, we further require
that there is no other orthogonal summand H ′ = 〈w, z〉 a gep with u < w < z < v
or H ′ = 〈z〉, z anisotropic and u < z < v, where u < v means u occurs before v in
b. We also say that f has standard shape with respect to b.
Theorem 11. Given a triple (V , f, b), there exists k ∈ K = C(b) so that V admits
an f -nice decomposition with respect to bk.
Proof. We work by induction on dim(V ). Let b = (ei)ni=1.
(A) e1 ∈ Radf : by induction W = 〈ei | i > 1〉 admits a nice decomposition, that
is, ∃k′ ∈ C(b′), b′ = cut(b, e1) such that {ek′i | i > 1}, induces a nice decomposition
on W . Now k′ lifts to k = 1⊥k′ ∈ C(b) and (eki ) induces a nice decomposition.
(B) N(e1) = 0: k : ei → ei − f (ei ,e1)N(e1) e1 lies in K and V = 〈e1〉⊥W , where W =
〈eki : i > 1〉. By induction ∃k′ ∈ C(b′), b′ = cut(b, e1), such that {ekk
′
i | i > 1} in-
duces a nice decomposition. Now k′ lifts to u ∈ K , say eui = ek
′
i , i > 1, e1 fixed.
Thus {ekui } induces a nice decomposition.
(C) N(e1) = 0, e1 ∈ Radf : set i = min{j | f (e1, ej ) = 0} and substitute ej with
ej − f (ej ,ei )f (ei ,e1) ei for j > i, then ej becomes orthogonal to e1. Thus we may assume
that f (e1, ej ) = 0 for j = i. For j = 1, i, send ej to ej − f (ej ,ei )f (e1,ei ) e1, then these
vectors are orthogonal to 〈e1, ei〉. Assume from the beginning that W = 〈ej | j =
1, i〉 = 〈e1, ei〉⊥, then ∃k′ ∈ K ′ such that {ek′j | j = 1, i} induces a nice decompo-
sition on W , k′ lifts to k ∈ K so that {e1, ei, ekj } induces a nice decomposition on
V . If N(ei) = 0 we are done. On the contrary suppose that N(ei) = 0. Now N(ei +
λe1) = N(ei)+ λαf (ei, e1)+ λf (e1, ei), where α = α(f ) ∈ Aut(F ). If |α| = 2,
since F is finite, F/F0 is separable and trF/F0 is onto, hence ∃λ ∈ F such that
N(ei + λe1) = 0. If α = 1 thenN(ei + λe1) = N(ei)+ 2λf (e1, ei)may be mapped
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to zero unless char(F ) = 2 and N(ei) = 0. In this circumstance examples 7, 8 show
that the gep 〈e1, ei〉 may be modified until we obtain an f -nice decomposition for
V . 
We now prove that such a decomposition is unique.
Theorem 12. Given a triple (V , f, b), set K = C(b). If b = {ei} and bk = {eki } are
f -nice bases, k ∈ K, then k is an f -isometry.
Proof. (A) e1 ∈ Radf : remark that in general given v ∈ Radf , ϕ ∈ End(V ), V =
V/〈v〉, ϕ(w) := ϕ(w), then ϕ is an isometry iff ϕ is such. Now set V = V/〈e1〉,
b = cut(b, e1), then ∃k ∈ C(b) such that eki = eik . By induction k is an isometry
and the same holds for k.
(B) N(e1) = 0: here V = 〈e1〉⊥〈e1〉⊥. Since ek1 = e1 and {eki } induces a nice
decomposition, W := 〈e1〉⊥ equals 〈eki | i  2〉. By induction kW is an isometry so
that k = 1〈e1〉⊥kW is an isometry, too.
(C) N(e1) = 0, e1 ∈ Radf : let ei be the unique vector in b〈e1〉⊥. Set H =
〈e1, ei〉, thenW = H⊥ equals 〈ej | j /= 1, i〉. Let V = L⊥Z be a nice decomposition
with respect to bk with e1 ∈ L, L of minimal dimension. We claim that L = 〈e1, eki 〉.
In fact f (e1, eki ) = f (e1, ei + w) = f (e1, ei) = 0, since h(w) < i. Recall that Z =
〈ekj : j ∈ 〉, for some subset  ⊆ [n], thus eki ∈ Z ⇒ eki ∈ L. Secondly, if H
ϕ→ L
and W ψ→ Z are isometries, then ϕ⊥ψ is an isometry of V . Now W = 〈ej | j =
1, i〉 = H⊥ and Z = 〈ekj | j = 1, i〉 = L⊥. Define on V = 〈e1〉⊥/〈e1〉 the following
metric f (v,w) := f (v,w) and consider
(W,ResW(f ))
β→ (V , f ) γ→ (V , f ) δ→ (Z,ResZ(f ))
acting elementwise
ej → ej → ekj → ekj , j = 1, i.
We claim that β, γ , δ are isometries. Since W , Z ⊆ 〈e1〉⊥, we may consider the
restriction of the canonical map 〈e1〉⊥ π V to these spaces. Since kerπ = 〈e1〉,W ∩
〈e1〉 = Z ∩ 〈e1〉 = 0, ResW(π) and ResZ(π) are monomorphisms. Since dim(W) =
dim(Z) = dim(V ), they are bijections and β = ResW(π), δ = ResZ(π)−1. As is
easily seen, they are also isometries. Let b = cut(b, {e1, ei})π then ∃k ∈ C(b) such
that ekj = ej k . Since {ej }j =1,i and {ej k}j =1,i induce nice decompositions on V , by
induction, we have that γ is an isometry. Thus ResW(k) = βγ δ is an isometry. We
only need to prove that H ResH (k)−→ L is an isometry. Assume the contrary. Since
ek1 = e1 and eki − ei ∈ 〈e1〉⊥, we must have N(ei) = N(eki ). By symmetry assume
N(ei) = 0. Recall that under our assumption this forces char(F ) = 2. Thus
N(ei) = N(ei + λe1 + w) = N(ei)+N(w),
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where w =∑i−1j=2 ωjej . Thus 0 = N(w) =∑i−1j=2 ω2jN(ej ). But, by nice decom-
posability, N(ej ) = 0 in the summation range and we reach a contradiction. 
We describe the matrix associated to f with respect to a nice basis b. If |b| = n,
then f is encoded by
1. an involution σ = σ(f ) ∈ Sn whose fixed points correspond to one-dimensional
orthogonal summands and whose 2-cycles (i, j) prescribe the pairs bi, bj ∈ b
such that f (bi, bj ) /= 0;
2. the vector N(b) = (N(bi)), where
(a) if p = 2 and f symmetric then N(bi) = 0 if i < iσ or iσ < jσ  j < i with
N(bj ) /= 0;
(b) otherwise N(bi) = 0 if i /= iσ .
We would like to spend some words on the determination of |CK(f )|. Let B =
NGL(K) = DK , D a torus of GL, then |f dK | = |f Kd | = |f K |. Hence, without loss
of generality, we may substitute f with f d , d = diag(d1, . . . , dn). Assume that f has
standard shape with respect to b. Since f → f d corresponds to fij → dαi fij dj and
at most two entries are different from zero on any row and column, we deduce that
any nonzero entry of f may be reduced to 1, unless f is alternating; here non-diag-
onal entries equal to −1 must occur. When this happens we say that f has reduced
standard shape. Such an f is therefore encoded by an involution σ and a (0, 1)-vec-
tor. We would like to analyze how |f K | is related to σ(f ). We need to recall that the
number of inversions of σ , I (σ ), is the cardinality of {(i, j) : i < j, iσ > jσ }. This
set is the disjoint union of (σ ) = {(i, iσ ) : i < iσ }, the trivial inversions, + =
{(i, j) : i < j, iσ > jσ > i}, and − = {(i, j) : i < j,min(iσ , i) > jσ }. Moreover
(i, j)↔ (jσ , iσ ) induces a bijection between + and −, so that I (σ ) = |(σ )| +
2|+|. We determine |CK(f )| restricting f on a suitable CK(f )-module V in such a
way that the restriction f still has reduced standard shape. We describe the setup we
need to handle the various situations. Given a G-module V , we call the action of G
on V the homomorphism ρ : G→ End(V ). We need a somewhat technical lemma.
Lemma 13. Assume f has reduced standard shape with respect to a basis b; set
K = C(b). Let v be the first vector in b. Then V = 〈v〉⊥/〈v〉 is a CK(f )-module
endowed with a form f = fV . Let ρ denote the induced action, b = (b ∩ 〈v〉⊥){v},
K = C(b) then
ker ρCK(f )
ρ
 CK(f ).
Proof. Observe that ρ : K → GL(V ) is defined as ukρ := uk . Moreover let h denote
the height function induced by the ordering on b, then h(wk − w) < h(w) implies
h(wk
ρ − w) < h(w) for any w ∈ b ∩ 〈v〉⊥. Thus ρ(K)  K . If k ∈ CK(f ), then
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f (wk
ρ
, uk
ρ
) = f (wk, uk) = f (wk, uk) = f (w, u) = f (w, u),
hence ρ(CK(f ))  CK(f ). The hard part is to prove that ρ is surjective. Choose
k ∈ CK(f ) and for any u ∈ b let uk = wu for a fixed wu ∈ 〈v〉⊥. A candidate exten-
sion k for k should act on any element u of b ∩ 〈v〉⊥ as follows: uk = wu + µuv. If
u, t ∈ b ∩ 〈v〉⊥, then
f (uk, tk) = f (wu,wt ) = f (wu,wt ) = f (uk, tk) = f (u, t) = f (u, t).
Therefore if V = 〈v〉⊥ we are done. Otherwise, let z be the unique element in b〈v〉⊥,
then 0 = f (v, z) = f (v, zk), so
f (uk, zk) = f (wu, zk)+ µuf (v, zk) = f (u, z)
is a non-trivial linear equation in µu, for any u ∈ b ∩ 〈v〉⊥. If z = v, then zk = z
otherwise zk = z+∑bu<z λuu = z+ λv + w. Since z ∈ 〈v〉⊥, we have that
N(zk)−N(z) = λ+ ελα +N(w) = 0,
ε = ±1, admits a solution in λ unless char(F ) = 2, α = α(f ) = 1. In this case we
are led to the condition
0 = N(w) = N
( ∑
v<u<z
λuu
)
=
∑
v<u<z
λ2uN(u) =
( ∑
v<u<z
λufu
)2
,
that is,
∑
v<u<z λufu = 0, where N(u) = f 2u ∈ F , which is linear in λu. In this way
we proved that ρ is surjective. 
Lemma 14. Given (V , f, b), where f has reduced standard shape with respect to
b, let v be the first vector in b ∩ Rad(f ), V = V/〈v〉, f = fV , b = cut(b, v),K =
C(b). Then f has reduced standard shape with respect to b and |CK(f )| =
|F |dim(V )−h(v)|CK(f )|.
Proof. Let ρ be the action of CK(f ) on V . Arguing as in Lemma 13 we see that
ρ(CK(f )) = CK(f ). Since ker ρ = {k ∈ K : uk − u = µuv}, for any u ∈ b, h(u) >
h(v), it has order |F |dim(V )−h(v). 
Applying Lemma 14 enough times we may assume that Rad(f ) = 0.
Theorem 15. Let (V , f, b) be a triple with f in reduced standard shape with respect
to b, Rad(f ) = 0. Let σ = σ(f ) be the involution associated to f. Set K = C(b).
Then there exists a triple (V , f , b), where V is a CK(f )-module, f in reduced
standard shape with respect to b, such that the sequence
ker ρCK(f )
ρ
 CK(f )
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is exact, where K = C(b). Let v = b1 be the first element of b, z the unique basis
vector not orthogonal to v and W = 〈u : v < u < z, u ∈ b〉:
1. if N(v) = 1, then | ker ρ| = 1 and V = 〈v〉⊥;
2. if N(v) = 0, f alternating or f symmetric with char(F ) = 2, and NW ≡ 0, then
| ker ρ| = |F |1σ−1 and V = 〈v〉⊥/〈v〉;
3. if N(v) = 0, f hermitian, then | ker ρ| = |F |1σ− 32 and V = 〈v〉⊥/〈v〉;
4. if N(v) = 0, f symmetric and either char(F ) /= 2 or char(F ) = 2 and NW ≡ 0,
then | ker ρ| = |F |1σ−2 and V = 〈v〉⊥/〈v〉.
Proof. We build the above exact sequence distinguishing several cases:
(A) N(v) = 1: L = 〈v〉⊥ is K-invariant and restriction realizes an isomorphism
between CK(f ) and CNK(L)(fL).
(B) N(v) = 0: let V be 〈v〉⊥/〈v〉 endowed with f , f (v,w) = f (v,w). Define
b = cut(b, {v, z}), K = C(b), and let ρ be the induced action on V . Then Lemma 13
proves that ρ(CK(f )) = CK(f ). Clearly f has reduced standard shape with respect
to b. To determine the order of ker ρ we apply again Lemma 13. Referring to the
notation used there, we know that µu’s are determined by zk = z+ λv + w, and
N(z) is preserved iff ελ+ λα +N(w) = 0. We must consider different situations.
If f is alternating, there is no condition, hence | ker ρ| = |F |1σ−1. If f is hermitian,
then k ∈ CK(f ) iff tr(λ)+N(w) = 0, which admits |F |1σ− 32 solutions (λ,w). If f
is symmetric, then k ∈ CK(f ) iff 2λ+N(w) = 0. If char(F ) = 2 the former con-
dition admits |F |1σ−2 solutions, otherwise N(w) = L(w)2 for some linear form L.
Clearly L ≡ 0 iff NW ≡ 0. 
As we proved in [17] when char(F ) is odd any orbit has q-power size, |F | = qm,
m = 2 in the unitary case, 1 otherwise. Here we extend this result to any prime, an
improvement justified by the section on quadratic forms.
Corollary 16. Given a sesquilinear form f on V = Fn, |F | = q |α(f )| and K =
C(F ), F a maximal flag in V, then |fK | is a q-power.
We apply Theorem 15 to obtain more detailed information on orbit sizes and their
multiplicities. We organize it using generating functions. It turns out that we have to
distinguish four cases:
(A) alternating;
(H) hermitian;
(S) symmetric in odd characteristic;
(B) symmetric in even characteristic.
The last case requires a more difficult analysis.
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Definition 17. Given a sequence {ai}i0, we call a(t) =∑i0 ait i its generating
function.
Notice that formally a generating function is a power series in the indeterminate t .
Given n ∈ N and a field F of order qm, m equals 2 in case H, 1 otherwise, we define
for each of the four cases a generating function which turns out to be a polynomial
in t .
Definition 18. We denote Bn(t) the polynomial
∑
i0 Bni t
i
, where Bni counts the
number of orbits of order qi in case L, L ∈ {B,A, S,H}. We call Bn(t) the orbit size
polynomial in case L.
We obtain initial conditions and recurrence equations of degree 2 for the orbit
polynomials in the first three cases and derive some useful consequences from this
description. Unfortunately these equations do not meet the requirements in [16] or
[13], since their coefficients are sum of hypergeometric terms in n not reducible to a
single hypergeometric term.
Theorem 19. Let Bn be the orbit size polynomial in case L over Fqm. Set w = q − 1,
then Bn ∈ N[w, t] and, for n ∈ N,
Bn+2 = cnBn+1 + dnBn, (1)
where cn, dn ∈ N[w, t] and B0, B1 are as follows:
(A) cn = 1, dn = wtn tn+1−1t−1 , B0 = B1 = 1, degw Bn =
⌊
n
2
⌋
, degt Bn =
(
n
2
)− ⌊n2⌋;
(S) cn = 1 + wtn+1, dn = wtn+1 tn+1−1t−1 , B0 = 1 and B1 = w + 1, degw Bn = n,
degt Bn =
(
n
2
);
(H) cn = 1 + wt2n+2, dn = w(w + 2)t2n+1 t2n+2−1t2−1 , B0 = 1 and B1 = w + 1,
degw Bn = n, degt Bn = n(n− 1).
Write Bn(w, t) =∑i Bn,i(w)t i =∑j Bˆn,j (t)wj , then Bn,i has coefficients indepen-
dent from w. Moreover, Bn,i(w) /= 0 as polynomials in w for 0  i  degt Bn. In
particular Bn,i(u) > 0 in the same range for any u ∈ N>0, that is, any orbit size
occurs. A similar conclusion holds for Bˆn,j . Finally Bn,i(0) = δ0,i .
Proof. We denote with an, sn, and hn the polynomial Bn in case A, S, and H. The
initial conditions were obtained with explicit calculations for n = 1, 2 and using
the recurrence equation (1) backwards to get B0. We work out the details only in
case H, the other cases being similar. So let (V , f, b) be a triple with f hermi-
tian in standard shape, |b| = n+ 2. If e1 ∈ Rad(f ), then f = 0 ⊥ f and |f K | =
|f K | leading to a contribution of hn+1 to hn+2. If N(e1) = ν /= 0, then f = ν ⊥
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f and |fK | = q2(n+1)|f K |. Now N(e1) may assume q − 1 = |F ∗0 | values. Thus
we obtain a further contribution of (q − 1)t2(n+1)hn+1. Otherwise assume i is the
unique index such that f (e1, ei) /= 0, then f = f1 ⊥ f , where f1 = fL, f = fL⊥
and L = 〈e1, ei〉. By Theorem 19 |f K | = q4n+5−2i |fK |. In fact, |K| = q4n+2|K|
and |CK(f )| = q2i−3|CK(f )|. Since f (e1, ei) may assume q2 − 1 = |F ∗| values,
we get a final contribution of
(q2 − 1)
(
n+2∑
i=2
t4n+5−2i
)
hn = (q2 − 1)t2n+1 t
2(n+1) − 1
t2 − 1 hn.
We show by induction on n that degt hn = n(n− 1) and 0 /= hn,i(w) ∈ N[w] for
0  i  n(n− 1), where w = q − 1. This holds for n = 0, 1. Using induction and
the first summand on the right hand side of the recurrence relation (1) we see that
0 /= hn+2,i ∈ N[w] unless (n+ 1)n < 2n+ 1, namely n = 0, 1. In these cases the
second summand involves non-zero polynomial coefficients in w for t2n+1. Thus
degt hn+2 = max(2(n+ 1)+ degt hn+1, 4n+ 1 + degt hn) = (n+ 2)(n+ 1)
by an easy induction argument. Again induction and the shape of the first summand
in the recurrence equation (1) show that 0 /= hˆn,i(t) ∈ N[t] for 0  i  n. The final
claim also follows by induction on n since hn+2(0, t) = hn+1(0, t) = h1(0, t) = 1.

We now turn to the more difficult case B. To deal with this case we need to remark
that when F is a perfect field of characteristic 2, then N , the norm function cor-
responding to a given symmetric form f , is the square of a linear form. In fact,
N
(∑
i λiei
) =∑i λ2i N(ei) = (∑i √N(ei)λi)2. Moreover, given an ordered basis
b = (e1, . . . , en) and the associated maximal flag 0 = V0 < V1 < · · · < Vn = Fn,
Vi = 〈e1, . . . , ei〉, we may define the depth of f , m(f ), to be 0 if f is alternating or
min{j : NVj ≡ 0}, where N(v) = f (v, v). Then m(f ) = min{j : N(ej ) /= 0} and
m(f ) = m(f k), for any k ∈ K = C(b). Namely m(f ) is an invariant of the orbit
f K .
Definition 20. Let F = Fq , q even. We denote with bnj (t) the polynomial∑
i0 bnji t
i
, where bnji counts the number of orbits of order qi of symmetric forms
f of dimension n over F with m(f ) = j . Notice that bn0 = an. We set bnj = 0 if
j < 0 or j > n.
We now provide recursive equations satisfied by bnj . Notice that in case B the
orbit size polynomial bn equals
∑n
j=0 bnj . We apply the convention
∑b
a t = 0 if
a > b.
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Theorem 21. Let bnj denote the orbit size polynomials relative to symmetric forms
f with m(f ) = j of dimension n over Fq, q even. Set w = q − 1. Then bnj is com-
pletely determined by the following initial conditions and recurrence equations:
(a) bn0 = an;
(b) bn1 = wtn−1∑n−1k=0 bn−1,k;
(c) for 2  j  n,
bnj = bn−1,j−1 + wt2n−j−1 t
j−2 − 1
t − 1 bn−2,j−2 + wt
n−1 tn−j − 1
t − 1 bn−2,j−1
+w2t2n−2−j
an−2 + n−2∑
k=j−1
bn−2,k
 .
Moreover, bnj ∈ N[w, t], degt (bn0) = n2 , degt (bnj ) = n, for 1  j  1 + n2 ,
degt (bn,1+ n2 +j ) = n− j, for 1  j  n−12  and degw(bn0) =
(
n
2
)− n2 ,
degw(bnj ) =
(
n
2
)−  j2 , for 1  j  n. In particular, since bn =∑nj=0 bnj ,
degw bn = n, degt bn =
(
n
2
)
and any orbit size qi, i in the range 0, . . . ,
(
n
2
)
, occurs.
Proof. Claim (a) is immediate since bn0 counts alternating form orbits by con-
vention. If m(f ) = 1, then f = N(e1) ⊥ f , where f is arbitrary. Since |f K | =
qn−1|FK |, we get claim (b). Assume j = m(f )  2, with f in standard shape. If
e1 ∈ Rad(f ), then f = 0 ⊥ f , |f K | = |fK |, andm(f ) = j − 1. So we get a contri-
bution to bnj of bn−1,j−1. Otherwise let i be the unique index such that f (e1, ei) /= 0.
Then f = f1 ⊥ f , where f1 has dimension 2 and f dimension n− 2. We distin-
guish 3 cases:
1. 1 < i < j : here m(f ) = j − 2. By Theorem 15.2 the contribution amounts to
wt2n−2−ibn−2,j−2. Since
∑j−1
i=2 t2n−2−i = t2n−j−1 t
j−2−1
t−1 we get the term
wt2n−j−1 tj−2−1
t−1 bn−2,j−2;
2. i = j : here m(f ) ≥ j − 1 or m(f ) = 0. By Theorem 15.2 the contribution
amounts to w2t2n−2−ibn−2,j−2(an−2 +∑n−2k=j−1 bn−2,k). Notice that the factor
w2 counts the number of choices for f (e1, ei) and N(ei) in F ∗;
3. n ≥ i > j : here m(f ) = j − 1. By Theorem 15.4 the contribution amounts to
wt2n−1−ibn−2,j−1. Since
∑n
i=j+1 t2n−1−i = tn−1 t
n−j−1
t−1 we get the term
wtn−1 tn−j−1
t−1 bn−2,j−1.
The remaining part of the assertion follows by induction on n using the recurrence
equation. 
A. Previtali / Linear Algebra and its Applications 408 (2005) 120–150 133
We have implemented these recurrences in Magma (see [5]) using the two variable
generating polynomial Bn(w, t, u) =∑j bnj (w, t)uj . Thus bn(w, t) = Bn(w, t, 1).
Example 22. B3(w, t, u) = (w2t2 + w2t + w2 + w)u3 + ((w3 + 2w2)t2 + (w2 +
w)t)u2 + ((w3 + w2)t3 + w(w2 + 2w + 1)t2)u+ wt2 + wt + w + 1 and b3(w, t)
= (w2 + 2w + 1)+ 2w(w + 1)t + w(2w2 + 5w + 2)t2 + w2(w + 1)t3.
We point out that instead of looking for global information, one might use Theo-
rem 15 to get |f K |, f in reduced standard shape. If we consider the case when σ is
a fixed-point-free involution,
+(σ (f )) = {(i, j) : i < j, iσ > jσ > i},
V = 〈e1〉⊥〈e1〉 , then +(σ (f )) = {(i, j) ∈ +(σ (f )) : i, j ∈ {1, 1σ }}. Now (i, j) ∈
+(σ (f )) iff 1σ > jσ > 1, while (i, 1σ ), (1σ , j) ∈ +(σ (f )). So |+(σ (f ))| =
1σ − 2 + |+(σ (f ))| and we may relate the number of inversions of σ = σ(f ) to
|f K | (see [14]).
4. Quadratic forms
As we saw in [17,18], cd(U) was related to s(A,K) = {|f K | : f ∈ A}, the set
of sizes of K-orbits on A. There we proved that s(A,K) = s(Irr(A),K) associating
to any element of Irr(A) a unique element of A provided char(F ) = 2. Isaacs [12]
proved the latter equality does not hold when char(F ) = 2 and G is a symplectic
group. Recall that in this situation A may be identified with the set of symmetric
matrices on F . We will show that its dual Irr(A) coincides as a K-set withQ(V ), the
collection of quadratic forms on V = Fn.
Lemma 23. Denote with R = (F )n, τ ∈ End(R) the transposition, S = ker(1 − τ),
T = R1−τ , and ψ the bilinear pairing on R defined as ψ(a, b) = tr(ab) ∈ F. Then
ψ is non-degenerate and S⊥ = T .
Proof. Choose 0 = a ∈ R, ∃aij = 0, then ψ(aeji) = aij and ψ is non-degenerate.
Now ψ(s, a1−τ ) = ψ(s, a)− ψ(s, aτ ) = ψ(s, a)− ψ(a, s) = 0, for s ∈ S, a ∈ R.
Thus T  S⊥. Since n2 = dim(S)+ dim(S⊥) = dim(S)+ dim(T ), we have equal-
ity. 
For any a ∈ R we may define a quadratic form Qa : V → F as Qa(x) = xaxτ ,
x ∈ V . Define ρ : R → Q(V ) as aρ = Qa .
Lemma 24. Let ρ be defined as aρ = Qa, then TR
ρ
 Q(V ) is exact.
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Proof. Clearly ρ is surjective. Now Qa(x) =∑i aiix2i +∑i =j (aij + aji)xixj ≡ 0
iff aii = aij + aji = 0 iff a ∈ T . 
Therefore as vector spaces Ŝ # R/T # Q(V ). Now S is a K-set via s → kskτ .
Since tr(bkskτ ) = tr(kτ bks), we see that the dual action of K on Ŝ # R/T is given
by (b + T )k = kτ bk + T . So if we define a K-action on Q(V ) via Qkb = Qkτ bk
we see that Ŝ and Q(V ) are K-equivalent sets. Our goal will be to classify the K-
orbits on Q(V ), their sizes and to determine canonical representatives as we did for
sesquilinear forms. Trying to figure out the shape of a canonical representative we
worked on some examples which turned out to be the paradigm for all situations.
From now on we assume that char(F ) = 2,Qwill always denote a quadratic form
on V and f = Pol(Q) its polarization, that is, the bilinear alternating form defined
via
f (v,w) = Q(v + w)+Q(v)+Q(w).
In what follows we essentially assume that we are given an ordered basis for V
with stabilizing group K and an alternating form in standard shape with respect to
this basis. We would like to analyze which moves are allowed to reduce most of the
values of Q on this basis to zero acting via f -isometries. We start with the case when
there exists a non singular vector in Rad(f ).
Example 25. Assume u ∈ Rad(f ) and Q(u) = 0. Choose v such that h(v) > h(u),
then k : v → v + au is an f -isometry in K and Q(v + au) may be reduced to zero
for a suitable a.
We next examine reduction on non-degenerate planes.
Example 26. Let f = α(e12 + e21) = 0, Q(e1) = 0. Then CK(f ) coincides with
the maps fixing e1 and applying e2 to e2 + ae1. Now Q(e2 + ae1) = Q(e2)+ aα
may be reduced to zero for a suitable a ∈ F .
Definition 27. We say that (u, v) is a Q-singular pair if (u, v) is an f -generalized
hyperbolic pair and u, v are Q-singular.
We need to digress on the maps defined as ℘β,α(a) = βa2 + αa. Those maps
are elements of EndF2(F ). If αβ = 0, (α, β) = 0, then ℘β,α(F ) = F . Thus assume
αβ = 0, then ℘β,α(a) = ℘1, α√
β
(
√
βa). Set ℘α = ℘1,α , ℘ = ℘1, then ℘α(a) =
α2℘(a/α). Now ker℘ = F2 has order 2 and ℘(F) is an F2-hyperplane of F . Call
T = {0, τ } a transversal for ℘(F) in F , then Tα = {0, α2τ } is a transversal for
℘α(F ) in F .
Proposition 28. If α = β then℘α(F ) = ℘β(F ), hence any F2-hyperplane of F coin-
cides with ℘α(F ) for some 0 = α ∈ F.
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Proof. We may assume that αβ = 0. By way of contradiction let ℘α(F ) = ℘β(F ),
then α2
β2
℘(F) = ℘(F), that is, setting λ = α
β
,
x2 + x = λ2(a2 + a) (2)
always admits a solution for any a. Setting y = x + λa, this reduces to y2 + y +
(λ2 + λ)a = 0 being always soluble in y. Since λ ∈ F2, then λ2 + λ = 0 and (λ2 +
λ)F = F ·> ℘(F), there exists a ∈ F such that ℘(λ)a ∈ ℘(F) and (2) is not solu-
ble. 
Example 29. The same f of Example 26, but Q(e1) = β = 0, then Q(e2 + ae1) =
Q(e2)+ αa + βa2. Therefore we may assume that Q(e2) lies in α2β T .
Definition 30. We say that (u, v) is a reduced non-singular pair, if (u, v) is an f -
generalized hyperbolic pair, u < v, and Q(v) ∈ α2
β
T , where Q(u) = β = 0 = α =
f (u, v), T a fixed transversal for ℘(F) in F .
We switch to four-dimensional non-degenerate spaces.
Example 31. Assume f = α1(e14 + e41)+ α2(e23 + e32), then k fixing e1, e3 and
sending e2 to e2 + ae1and e4 to e4 + ρae3, ρ = α1α2 is an f -isometry. If Q(e1) = 0,
there exists k ∈ CK(f ) satisfying Q(ek2) = 0.
Example 32. Assume f = α1(e13+e31)+α2(e24+e42), then CK(f )=
(
1 0
A 1
)
,
A =
(
a b
ρb ρc
)
, where ρ = α2
α1
. If both Q(e1)Q(e2) /= 0, then we may reduce one
out of {Q(e3),Q(e4)} to zero. Using the Arf’s invariant Arf(Q) ∈ F/℘(F) (see [8])
we see that the other term is determined since Q(e1)Q(e3)
f (e1,e3)2
+ Q(e2)Q(e4)
f (e2,e4)2
mod ℘(F) is
CK(f )-invariant.
Remark that if {vi} is a standard symplectic basis, that is, f (vi, vj ) = δi,iσ for a
fixed-point-free involution σ (usually σ : i → i + n in Z2n), then ∑Q(vi)Q(viσ )
mod ℘(F) is C(f )-invariant. If f has standard shape with respect to {ei : i ∈ [2n]},
then vi = eif (ei ,eiσ ) , for i ∈ (σ ), vj = ej otherwise, defines a standard symplec-
tic basis, thus
∑
i∈(σ ) Q(vi)Q(viσ ) =
∑
i∈(σ )
Q(ei )Q(eiσ )
f (ei ,eiσ )
2 mod ℘(F) is CK(f )-
invariant. We would like to build a graph associated to Q. Assume that with respect
to (ei)2ni=1, f = Pol(Q) has standard shape and let σ = σ(f ). We say that (iiσ )
braids (jjσ ) if i < j < iσ < jσ and Q(ei)Q(ej ) = 0. Let B be the symmetric and
transitive closure of the braid relation.
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Definition 33. We define the braid graph associated to Q, B(Q), the graph whose
vertices V (B) are the cycles (iiσ ) and whose edges E(B) are (v,w), where vBw,
v /= w.
Definition 34. Given a subgraph  of B(Q), let f = Pol(Q), σ = σ(f ); we define
() as {i ∈ (σ ) : (iiσ ) ∈ V ()}.
Proposition 35. Let Q ∈ Q(V ) and assume that f = Pol(Q) has standard shape
with respect to {ei} and is non-degenerate. Denote with σ the fixed-point-free invo-
lution associated to f and with (σ ) its set of ancestors. Let B0 be a connected com-
ponent of the braid graph B(Q). Fix l ∈ (B0). Then there exists k ∈ CK(f ) such
that Q(eiσ ) = 0 for all i ∈ (B0){l} and eki = ei, for i ∈ (B0). Moreover Q(elσ )
is determined as the unique element in f (el ,elσ )
2
Q(el)
T such that
∑
i∈(B0)
Q(ei )Q(eiσ )
f (ei ,eiσ )
2 ≡
Q(el)Q(e
k
lσ
)
f (el ,elσ )
2 mod ℘(F).
Proof. We proceed by induction on |B0|. Call B˜ the subgraph ofB0 obtained striking
out (llσ ) and all edges adjacent to it, then B˜ =⋃i Bi , Bi the connected components
of B˜. Choose li ∈ (Bi) such that (li lσi )B(llσ ). By induction we may
assume that ∃ki ∈ CKi (fWi ), where Wi = 〈ej , ejσ : j ∈ (Bi)〉 and Ki = NK(Wi),
such that ekij = ej , j ∈ (Bi) and Q(ekij ) = 0 for j ∈ ((Bi){li})σ . Remark that
fWi is non-degenerate and ui may be extended to all of V letting it act trivially
on W⊥i . By Example 32 there exists xi ∈ CK(fUi ), where Ui = 〈eli , elσi , el, elσ 〉
fixing eli and el and sending Q(elσi ) to zero. Clearly
∏
i kixi is the desired trans-
formation. Moreover since Arf(Q) is K-invariant we also get the last part of the
assertion. 
According to the preceding examples and propositions we state some reduction
principles. Assume we are given an ordered basis {ei} for V and Q ∈ Q(V ):
(Q1) f = Pol(Q) has standard shape with respect to {ei};
(Q2) if ei ∈ Rad(f ), Q(ei) = 0, then Q(ej ) = 0, ∀j > i;
(Q3) if Q(ei) = 0, i ∈ (σ ), then Q(eiσ ) = 0;
(Q4) if Q(ei) = 0, i ∈ (σ ), then Q(eiσ ) ∈ Tf (ei ,eiσ )√
Q(ei )
;
(Q5) if i < j < jσ < iσ , Q(ei) = 0, then Q(ej ) = Q(ejσ ) = 0;
(Q6) if B0 is a connected component of B(Q), lσ = max(B0)σ , then Q(ej ) = 0,
for j ∈ ((B0){l})σ and Q(elσ ) ∈ Tf (el ,elσ )√
Q(el )
.
Definition 36. We say that Q has standard shape with respect to {ei} if (Q1)–(Q6)
are satisfied or, equivalently, that {ei} is a Q-nice basis.
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In general if {ei : i ∈ [n]} is Q-nice, it is not true that {ei : i ∈ J ⊆ [n]} remains
nice for the restriction of Q.
Example 37. Take f such that σ(f ) = (13)(24), e1, e2 non-singular, then {e1, e2}
is not Q-nice.
We show though that somehow nicety is inherited by suitable subsets of [n].
Lemma 38. Assume that {ei} is Q-nice, f = Pol(Q), σ = σ(f ), then {ei : j =
i, iσ } is QW -nice, W = 〈ej : j = i, iσ 〉.
Proof. Clearly (Q1)–(Q5) hold. Any connected component of the braid graph of QW
is a subgraph of B(Q), so (Q6) holds, too. 
Theorem 39. Given (V ,Q, b), K = C(b), there exists k ∈ K such that bk is Q-
nice.
Proof. Theorem 11 assures that (Q1) holds. Example 25, 26, 29, and 31 take care
of (Q2), (Q3), (Q4), and (Q5), respectively. Example 32 and Proposition 35 prove
(Q6). 
We prove that QK contains a unique element in standard shape.
Theorem 40. If b = {ei}, bk = {eki } are Q-nice bases, k ∈ K, then k is a Q-isome-
try.
Proof. We proceed by induction on dim(V ). By (Q1), f = Pol(Q) has standard
shape with respect to both bases and, by Theorem 12, k is an f -isometry. Define
S(Q) = {v ∈ Rad(f ) : Q(v) = 0}, the singular radical of Q. We first prove that we
may reduce to the non-degenerate case (Rad(f ) = 0).
(R1) S(Q) = 0: since f has standard shape with respect to b, Rad(f ) = 〈u : u =
uσ 〉. Let v be the first vector in b ∩ Rad(f ), then k ∈ CK(f ) implies that vk = v. If
Q(v) = 0, we may defineQ on V = V〈v〉 asQ(u) := Q(u) and k induces k : V → V ,
k : u → uk . Now b and bk areQ-nice bases, so k is aQ-isometry and k is aQ-isome-
try. If v is not singular and Rad(f ) = 〈v〉 we are done, otherwise dim(Rad(f ))  2.
Let w be the second vector in b ∩ Rad(f ). By (Q2) w, wk are Q-singular. Since
Rad(f ) is k-invariant wk = w + λv, then 0 = Q(wk) = λ2Q(v). So λ = 0 and w is
fixed. Therefore we may argue as before with V = V〈w〉 .
(R2) Rad(f ) = 0: since S(Q) = 0, dim(Rad(f ))  1 = |F : F 2|; in fact if v,
w ∈ Rad(f ) were independent and Q(w) = 0, then ∃λ such that Q(v + λw) =
Q(v)+ λ2Q(w) = 0. Hence Rad(f ) = 〈v〉 and v is k-invariant. We embed V as
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a hyperplane into V˜ whose basis is b˜ = add(b, z), for a new vector z, and extending
Q to Q˜ as follows:
f˜ (u, z) =
{
0, u = v
1, u = v
and Q˜(z) = 0. Call K˜ the stabilizer of b˜. By (Q2) Q(u) = 0 for any u > v, hence
Q˜ satisfies (Q1)–(Q5) with respect to b˜. We are also done if j < h(v) < jσ and if
k < j < kσ < h(v), the validity of (Q6) for Q˜ follows since this property holds for
Q. We are faced with the problem to extend k to k˜ ∈ CK˜(f˜ ) such that b˜k˜ is Q˜-nice.
By Witt’s Lemma (see [4, Chapter VII, p. 81]) there exists k˜ ∈ Sp(V˜ ) extending
k. Set zk˜ =∑ λuu, then 1 = f˜ (vk˜, zk˜) = λz, so that k˜ ∈ K˜ . Since zk˜ − z and uk˜
belong to 〈v〉⊥, for u = z, we see that λv may be chosen arbitrarily. This means that
Q˜(zk˜) is determined up to an element in 1
Q(ei)
℘ (F ). Thus, for a suitable k˜ among all
extensions of k, we have Q˜(zk˜) ∈ 1
Q(ei)
T and b˜k˜ is Q˜-nice.
If we may prove the theorem when the symplectic form is non-degenerate, then k˜
would be a Q˜-isometry and k a Q-isometry. Therefore we assume from now on that
Rad(f ) = 0 and use induction on dim(V ). We distinguish some cases:
(A)Q(e1) = 0:Q(v) := Q(v) defines a quadratic form on V = 〈e1〉⊥/〈e1〉. Since
V is a K-module, k : ei → eki is well defined. Now by Lemma 38 b and b
k
are
Q-nice, then k is a Q-isometry. Since e1, e1σ , ek1σ are Q-singular by (Q3), k is a
Q-isometry.
(B) Q(e1) = 0: there are three subcases
(a) if 1σ = 2 ⇒ H = 〈e1, e2〉 and H⊥ are K-invariant, thus k = kH⊥kH⊥ . Now
b ∩W and bk ∩W , are QW -nice, W ∈ {H,H⊥}, so kW is a QW -isometry and
k is a Q-isometry;
(b) if 2σ < 1σ ⇒ e2, e2σ , ek2, ek2σ are Q-singular by (Q5). Since Q(ek2) = Q(e2 +
µe1), we have that µ = 0 and e2 is k-invariant. As in case (A) with V = 〈e2〉⊥/
〈e2〉, Q(v) := Q(v), eik = eki , we obtain that k is a Q-isometry and k a Q-
isometry;
(c) if 1σ < 2σ ⇒ ek2 = e2; in fact ek2 = e2 + µe1, ek1σ = e1σ + v, v ∈ 〈e1, e2〉⊥,
then µ = f (ek2, ek1σ ) = 0. If Q(e2) = 0 we may proceed as in (b). Otherwise
q2 = Q(e2) = 0. Set q1 = Q(e1) = 0, then Q(e2 + µe1) = 0 for µ2 = q2q1 . Let
α1 = f (e1, e1σ ) and α2 = f (e2, e2σ ) and ρ = α2µα1 . Define x ∈ K as follows
ex2 = e2 + µe1, ex2σ = e2σ + ρe1σ and acting as the identity on the other vectors
in b. Since Q(ex2 ) = 0 we may endow V = 〈ex2 〉⊥/〈ex2 〉 with a quadratic form
Q in the usual way. Since V is k-invariant, it is generated both by {exi : i =
1, 2σ } and {exki : i = 1, 2σ }. We would like to prove that these bases are Q-
nice. By symmetry we consider only b. First of all V = 〈exi : i = 1, 2σ 〉⊥〈exi :
i = 1, 2, 1σ , 2σ 〉, so that (Q1) holds. By non-degeneracy (Q2) is voidly true. If
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i ∈ (σ ){1, 2}, then (Q3) and (Q4) hold for (ei, eiσ ) with respect to Q. Let
b = cut(bx{ex2 , ex1σ }) and h the height induced by this basis. Remark that σ =
σ(f ) sends 1 = h(e1) to 2σ − 2 = h(ex2σ ). Let j = h(exj ), j = 2, 1σ . Assume
i < j < jσ < i
σ
, Q(ei)Q(ej ) = 0. If i = 1, pulling back we would contradict
(Q5) referred to Q. But the same happens if i = 1 since then 2 < j < jσ < 2σ .
Thus (Q5) holds. Finally let B0 be a connected component of the braid graph
B(Q). Fix a suitable l ∈ (B0). Then Q(eiσ ) = 0 for i ∈ (B0){l}. Therefore
Q(exiσ ) = 0 unless i = l or 2. But Q(ex2σ ) = Q(ex2σ ) which is zero unless l = 2
and (Q6) holds. Now k : exi → exki is well defined, preserves h and {exi }, {exki }
are Q-nice, so k is a Q-isometry and Q(exi ) = Q(exki ) unless i = 2, 1σ . But
e2 = ek2 and Q(e1σ ) = Q(ek1σ ) = 0 by (Q6). So k is a Q-isometry. 
Our next attempt is to determine |CK(Q)|, forQ ∈ Q(V ). As in Section 3 we may
assume that Q has standard shape. If we act by an element of the torus the orbit size
remains unchanged. If H is a two-dimensional orthogonal summand of V and fH =
α(e12 + e21), Q(e1) = q1, d = diag(τ, ς), then f d = df d ′ and Q(ed1 ) = τ 2q1. For
a suitable choice of τ, ς , ατς = 1 and τ 2q1 ∈ {0, 1}. Remark that Q(ςe2) ∈ T , so
that the new basis is Qd -nice. If that is the case for any element of a basis b we say
thatQ has reduced standard shape (with respect to b). We need a somewhat technical
lemma. Our purpose is to provide recurrence relations counting the number of orbits
of K of given size on Q(V ). We will usually try to induce a new quadratic Q on a
suitable quotient space or subspace of V . In order to do so we look for Q-singular
vectors stabilized by CK(Q).
Lemma 41. Let (V ,Q, b) be a triple where Q has reduced standard shape with
respect to b. Assume there exists x ∈ K such that bx contains a Q-singular vector
stabilized by CK(Q). Let v ∈ bx be the first such vector. Then Q(u) := Q(u) defines
a quadratic form on V = 〈v〉⊥/〈v〉. Let b = bx ∩ 〈v〉⊥, and K = C(b). Assume fur-
ther that h(v)  2, |bx ∩ 〈v〉⊥| + |bx〈v〉⊥| = n, |bx〈v〉⊥|  1, then ∃ ker ρ
CK(Q)
ρ
 CK(Q). Moreover | ker ρ| is a power of |F |.
Proof. Since V is a CK(Q)-module, there exists ρ : K → GL(V ) defined as ukρ :=
uk . Moreover let h denote the height function induced by the ordering on b, then
h(wk − w)<h(w) implies h(wkρ − w) < h(w) for any w ∈ bx ∩ 〈v〉⊥ and ρ(K)
K . If k ∈ CK(Q), then
Q(wk
ρ
) = Q(wk) = Q(wk) = Q(w) = Q(w)
and ρ(CK(Q))  CK(Q). The hard part is to prove that ρ is surjective. Choose
k ∈ CK(Q) and for any u ∈ b let uk = wu for a fixed wu ∈ 〈v〉⊥. A candidate exten-
sion k for k should act on any element u of bx ∩ 〈v〉⊥ as follows uk = wu + µuv.
Let f = Pol(Q). If u, t ∈ bx ∩ 〈v〉⊥, then
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f (uk, tk) = f (wu,wt ) = f (wu,wt ) = f (uk, tk) = f (u, t) = f (u, t)
and
Q(uk) = Q(wu + µuv) = Q(wu) = Q(uk) = Q(u) = Q(u).
Since Q(uk) = Q(u) and f (u,w) = f (uk,wk), u,w arbitrary vectors of a fixed
basis, imply that k ∈ CK(Q), we are done if V = 〈v〉⊥. Otherwise let z be the unique
element in bx〈v〉⊥ and write zk as
z+
h(u)<h(z)∑
u∈bx
λuu = z+ λvv + w.
Since z ∈ 〈v〉⊥, we have that 0 = f (v, z) = f (v, zk), so
f (uk, zk) = f (wu, zk)+ µuf (v, zk) = f (u, z)
is a non-trivial linear equation in µu, for any u ∈ bx ∩ 〈v〉⊥. Finally
Q(zk) = Q(z)+ λvf (v, z)+Q(w)+ f (z,w) = Q(z)
is a non-trivial linear equation in λv . We need to check that the putative isometry k
we defined really lies in K . If h(v) = 1 we are done. If h(v) = 2, let t be the first
element in bx . Then we must have f (t, zk − z) = 0. We claim that f (t, v) = 0. By
contradiction assume t = z. By the minimality of v, t is not Q-singular; but then
v → v + az, would be an isometry for a suitable 0 /= a ∈ F , against the invariance
of v. Therefore f (t, zk − z) = 0 is a linear equation in the λ’s not involving λv .
Finally | ker ρ| = |〈u ∈ bx{v, z} : h(u) < h(z)〉 ∩ 〈t〉⊥| is an |F |-power. 
We successively reduce to the case where the singular radical of Q is zero
Lemma 42. Assume that Q has reduced standard shape with respect to b, S(Q) its
singular radical and v the first vector in b ∩ S(Q). Let V = V/〈v〉 and b the ordered
basis induced by b on V , K = C(b). Then |CK(Q)| equals |F |dim(V )−h(v)|CK(Q)|.
Proof. We need only to specialize Lemma 41 to our case. So take x = 1 and consider
that all µu’s are arbitrary for u ∈ b, h(u) > h(v). 
Keeping the due control on the orbit size and applying Lemma 42, we may assume
that S(Q) = 0. Thus dim(Rad(f ))  1.
Lemma 43. Let v be the first vector of b ∩ Rad(f ). Set V = V/〈v〉, f , b as usual,
then CK(Q) # CK(f ).
Proof. In fact any f -isometry k lifts in a unique way to a Q-isometry k defined as
uk = wu + µuv, where uk = wu and µu is uniquely determined by the condition
Q(wu)+ µ2uQ(v) = Q(u). 
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Remark that this observation is the kernel in the proof of the isomorphism of
orthogonal groups in odd dimension and symplectic ones in dimension one less (see
[7, Chapter 1]). Now we are reduced to the non-degenerate case.
Lemma 44. Assume that Q has reduced standard shape with respect to b = {ei},
S(Q) = 0 and e1 ∈ Rad(f ). Then there exist V a CK(Q)-module, b Q-nice, and an
exact sequence
ker ρCK(Q)CK(Q).
Moreover, | ker ρ| = 2 or a power of |F | depending on σ(f ), f = Pol(Q).
Proof. We apply and cling to the notation in Lemma 41. Let W = 〈u ∈ bx : v /=
u < z〉, where v is Q-singular and CK(Q)-invariant and f (v, z) /= 0, v, z ∈ bx .
(A) Q(e1) = 0: take x = 1, v = e1, z = e1σ in Lemma 41, then all µ’s are deter-
mined by zk = z+ λvv + w and λv = Q(w), where w ∈ W , so dim(ker ρ) =
h(z)− 2.
From now on suppose that Q(e1) = 1.
(B) 2 = 1σ : then V = 〈u ∈ b : u > e2〉 is a CK(Q)-module. Let ρ be the restric-
tion map on V , then ρ is onto and | ker ρ| = 2.
From now on 2 < 1σ . Since Q(e2 + ae1) = Q(e2)+ a2, e2 is CK(Q)-stable.
(C) e2 ∈ Rad(f ): by assumption Q(e2) = 1. Let x fix all basis vectors but e2,
where ex2 = e2 + e1. Apply Lemma 41 with v = e2 + e1, x as above, z = e1σ . All
µu’s are determined by zk = z+ λvv + w, w ∈ W . Since W  〈e1〉⊥, dim(ker ρ) =
h(z)− 2. Remark that Rad(f ) is generated by e1 and we are in the situation of
Lemma 43.
(D) 1σ > 2σ > 2: by assumption of Q-nicety of b, e2 is Q-singular. Take x = 1,
v = e2, and z = e2σ in Lemma 41, then all µ’s are determined by zk = z+ λvv + w,
w ∈ W and λv = Q(w). Since W  〈e1〉⊥, dim(ker ρ) = h(z)− 2.
(E) 1σ < 2σ and Q(e2) = 0: take x = 1, v = e2, and z = e2σ in Lemma 41, then
all µ’s are determined by zk = z+ λvv + w, where λv = Q(w), w ∈ W . This time
W  〈e1〉⊥, so dim(ker ρ) = h(z)− 3.
(F) 1σ < 2σ and Q(e2) = 1: then v = e2 + e1 is Q-singular and orthogonal to
e2σ + e1σ . Thus define x via ex2 = v, ex2σ = e2σ + e1σ , exi = ei if i /= 2, 2σ . We may
apply Lemma 41 with z = e1σ . Then W  〈t〉⊥, so dim(ker ρ) = h(z)− 2.
The Q-nicety of b follows applying Lemma 38 unless x = 1. In case C) it is easy
to check that Q satisfies Q1) with respect to b and because Q2) holds for Q all
vectors in b are Q-singular, so b is Q-nice. In case F) we may argue as in Theorem
40.B.c. 
We use the preceding lemmas to obtain global and detailed information on orbit
sizes and their multiplicities under unitriangular action on quadratic forms.
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Definition 45. Let F = Fq , q = 2r . We denote with qn(q, t) the orbit size polyno-
mial, namely the generating function associated to {cj }, where cj is the number of
orbits of K on Q(F n) of size 2j . For 2  i  n, qn,i(q, t) denotes the generating
function associated to the number of orbits according to size of quadratic forms Q
such that Q(e1) /= 0 and 1σ = i (notice that i is well defined even if Q is not in
standard shape).
Since we are more interested on how far orbit sizes are from being q-powers, we
encode orbits of size qm/2s via tmus , where t, u are considered as two independent
variables. The corresponding orbit size over F2r will then be obtained evaluating t to
2r and u to 1/2.
Theorem 46. Let pn(w, t, u), pni(w, t, u), n ∈ N, 2  i  n, be the polynomials
uniquely determined by the following recurrence relations and initial conditions,
where an(w, t) are the orbit size polynomials in case A:
(a) p0 = 1, p1 = w + 1;
(b) for n  2,
pn = pn−1 + wtn−1
(
an−1 + t
n−1 − 1
t − 1 pn−2
)
+
n∑
i=2
pni;
(c) pn2 = 2uw2t2n−3pn−2;
(d) for 3  i  n,
pni = tpn−1,i−1 + w3t3n−4−ian−3 + wt2n−i t
i−3 − 1
t − 1 pn−2,i−2
+wtn t
n−i − 1
t − 1 pn−2,i−1 + w
2t2n−1−i
n∑
j=i+1
pn−2,j−2.
Then pn and pni are non-zero polynomials in N[w, t, u]. Moreover, qn(q, t) and
qni(q, t) equal pn(q − 1, t r , t−1) and pni(q − 1, t r , t−1).
Proof. The claim about uniqueness follows immediately. Notice that we do not need
to assume pni = 0 if i  1 or i > n, since in the recursive description for pn3 the
term pn−2,1 is multiplied by 0. Now we justify the second and third claim apply-
ing Lemmas 41–44. As we said the three variables w, t , and u must be considered
as follows: w = q − 1, q = |F |; tmus denotes the occurrence of an orbit of size
qm/2s . Clearly p1 = q, and p0 = 1 is obtained using backwards the recurrence rela-
tion (b) on p2. Assume now that n  2. Given a triple (V ,Q, b), where |b| = n and
Q has (reduced) standard shape, we will analyze different cases according to some
conditions on e1 and e2.
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(A) e1 ∈ S(Q): set V = V/〈e1〉 and Q(u) = Q(u), then |QK | = |QK |; we have
a contribution of pn−1.
(B) Q(e1) = 1, e1 ∈ Rad(f ): again V = V/〈e1〉. By Lemma 43 |QK | = |fK |.
Since f is an alternating form on V , and Q(e1) may assume w = |F ∗| values, we
get a contribution of wtn−1an−1.
From now on we assume that e1 /∈ Rad(f ) and set i = 1σ the position of the only
vector in b〈e1〉⊥.
(C) Q(e1) = 0: on V = 〈e1〉⊥/〈e1〉 we define Q(u) = Q(u). Then |QK |
= q2n−1−i |QK |, since |K| = q2n−3|K| and | ker ρ| = qi−2 according to Lemma
44.A. Since 2  i  n, Q is any quadratic form on V , and f (e1, ei) may assume
w values, we get a contribution of wtn−1 tn−1−1
t−1 pn−2.
From now on Q(e1) = 1, so wet get a final contribution to pn of ∑ni=2 pni , thus
proving equation (b).
(D) 1σ = 2: V = 〈e1, e2〉⊥, Q = QV , |QK | = q
2n−3
2 |Q
K |. Since Q(e1) and
f (e1, e2) may be chosen in w2 ways and Q(e2) in two ways by Q4), we get pn2 =
2w2ut2n−3pn−2, hence (c) holds.
From now on we further assume n  i  3.
(E) e2 ∈ S(Q): set V = V/〈e2〉 andQ(u)=Q(u). By Lemma 43, |QK | = q|QK |.
Since 1σ = i − 1 we have a contribution of tpn−1,i−1.
(F) Q(e2) = 1, e2 ∈ Rad(f ): set v = e2 + e1, then Q(v) = 0 and v is CK(Q)-
stable. Let ex2 = v and exj = ej , j /= 2, V = 〈v〉⊥/〈v〉, z = e1σ . By Lemma 44.C,
|QK | = q2n−1−i |QK |. Since e1 ∈ Rad(f ) we are back to step B) in dimension n−
2. By Lemma 43, |QK | = qn−3|f K |, where f is an alternating form in dimension
n− 3. Since Q(e1), Q(e2), and f (e1, e2) may be chosen in w3 ways, we get a con-
tribution of w3t3n−4−ian−3.
(G) 1 < 2 < 2σ < 1σ : by (Q5) Q(e2) = 0 and e2 is CK(Q)-stable. So set v =
e2, z = e2σ , x = 1K , V = 〈v〉⊥/〈v〉. By Lemma 44.D |QK | = q2n−1−j |QK |, where
j = 2σ . Since f (e2, e2σ ) may assume w values, 1σ = i − 2, and 3  j  i − 1, we
get the term wt2n−i t i−3−1
t−1 pn−2,i−2.(H) 1 < 2 < 1σ < 2σ , Q(e2) = 0: with the same notation as in case G), we get
|QK | = q2n−j |QK | by Lemma 44.E. Since f (e2, e2σ ) may assume w values and
1σ = i − 1, we get the term wtn tn−i−1
t−1 pn−2,i−1.(I) 1 < 2 < 1σ < 2σ , Q(e2) = 1: v = e2 + e1 is Q-singular and CK(Q)-stable.
In order to apply Lemma 41, we need to modify e2σ into e2σ + e1σ . If ex2 = e2 +
e1, e
x
2σ = e2σ + e1σ , and exi = ei , otherwise, then bx〈v〉⊥ = {z}, where z = e1σ .
Set V = 〈v〉⊥/〈v〉. By Lemma 44.F |QK | = q2n−1−i |QK |. Since 〈e1, e1σ 〉 has been
replaced by 〈e1, e2σ + e1σ 〉, then 1σ = j − 2. We need to sum for j from i + 1 to n.
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Since f (e2, e2σ ) and Q(e2) may assume w values each, we get a final contribution
of w2t2n−1−i
∑n
j=i+1 pn−2,j−2 and (d) follows.
The claim pn, pni ∈ N[w, t, u] follows easily from the recurrence equations. 
As shown by Isaacs [12], a Sylow 2-subgroup U of Sp(2n, F ) possesses an
irreducible character of degree |F |2 , when n = 1. We extend this result reminding
that U = AK0, A is isomorphic to the set of symmetric matrices on V , K0 is
isomorphic to the lower unitriangular group K of dimension n over F , and Irr(A)
is K-equivalent to Q(V ). Any ζ ∈ Irr(A) extends to its inertia subgroup I in U .
Call ζ0 such extension, then ζU0 ∈ Irr(U) and ζU0 (1) = |ζK0 | ∈ cd(U). In particular
s(Q(V ),K) ⊆ cd(U). We now apply Theorem 46 and prove that degu pn equals
m = n2  and that all monomial tkuj occur whenever 0  j  m and
(2j
2
)
 k (
n
2
)
. This refines Theorem 1.8 in [9], where such a result was proved only when
k = (n2). In particular this implies that
s(Irr(A),K) =
{
qk
2j
| 0  j  m,
(
2j
2
)
 k 
(
n
2
)}
.
Definition 47. Given a polynomial s(t) =∑k sktk ∈ R[t] over some ring R, we
define the support, Supp(s), as the set of all integers k such that sk /= 0.
Theorem 48. Let pn(w, t, u) =∑j snj (w, t)uj andm = n2 . Then snj /= 0 for 0 
j  m. More precisely Supp(snj (w, t)) =
{(2j
2
)
, . . . ,
(
n
2
)}
with respect to t. In par-
ticular s(Q(Fnq),K) =
{ qk
2j | 0  j  m,
(2j
2
)
 k 
(
n
2
)}
.
Proof. We first introduce explicitly the coefficients of uj in pni , namely pni =∑
j snij (w, t)u
j
. By the recurrence relations in Theorem 46, we see that w occurs
only in step c). Using induction on n we immediately deduce that degu pn = m.
Moreover, snj equals
sn−1,j + δj0wtn−1an−1 + wtn−1 t
n−1 − 1
t − 1 sn−2,j + 2w
2t2n−3sn−2,j−1
+
n∑
i=3
(
tsn−1,i−1,j + δj0w3t3n−4−ian−3 + wt2n−i t
i−3 − 1
t − 1 sn−2,i−2,j
+wtn t
n−i − 1
t − 1 sn−2,i−1,j + w
2t2n−1−i
n∑
k=i+1
sn−2,k−2,j
)
, (3)
where δ denotes the Kronecker delta and we set snj = snij = 0 if j < 0 or j > m. By
induction we may assume that degt slj =
(
l
2
)
, l < n. It follows that degt slij 
(
l
2
)
.
By Eq. (3), we get that t(n2) occurs in wtn−1 tn−1−1
t−1 sn−2,j + 2w2t2n−3sn−2,j−1. Since
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there is no cancellation (slj ∈ N[w, t]) and the degree in t of the other terms is smal-
ler, we obtain degt snj =
(
n
2
)
. Let dj denote the highest power of t dividing snj (w, t),
tdj ‖snj . We claim that dj =
(2j
2
)
. In particular, it is independent from n (as long as
0  j  m). Again the lack of cancellation forces tdj ‖slij . Clearly the claim holds
for j = 0 using induction and considering the term sn−1,0. Assume j > 0. Applying
induction on n, we see that tdj occurs only in sn−1,j and 2w2t2n−3sn−2,j−1, the latter
contributing only when n = 2m and j = m. Since there is no cancellation, it follows
that tdj ‖snj . Finally assume by induction that Supp(slj ) =
{(2j
2
)
, . . . ,
(
l
2
)}
, for l < n.
We first exhibit snj for n = 2, 3, 4 obtained applying the recurrence relations in
Theorem 46. We actually implemented some code in Magma (see [5]) available at
the author web site in order to get in principle any pn. The results are as follows
p2 = 2w2tu+ 2wt + w + 1,
s3,1 = 2w2(w + 1)t3 + 2w2t2 + 2w2t,
s3,0 = w(w + 1)t3 + w(w2 + 2w + 2)t2 + 2wt + w + 1,
s4,2 = 4w4t6,
s4,1 = 6w3t6 + 2w2(w2 + 4w + 1)t5 + 2w2(2w + 1)t4
+ 2w3(1 + 2w)t3 + 2w2t2 + 2w2t,
and
s4,0 = 2w2t6 + w(w2 + 4w + 1)t5 + w(w2 + 4w + 1)t4
+w(w2 + 3w + 3)t3 + w(w + 1)2t2 + 2wt + w + 1.
Given S ⊆ N, we denote a + S = {a + s : s ∈ S}. Assume j = 0, then
Supp(snj ) ⊇ Supp(sn−1,j ) ∪ (2n− 3)+ Supp(sn−2,j ).
So we are done unless 2n− 3 − (n−12 )  2; this happens only if n = 3, 4, where the
above union misses the term
(
n−1
2
)+ 1. It nonetheless occurs as we can see from the
explicit information reported above.
Assume n = 2m and j = m, then
Supp(snm) ⊇ (2n− 3)+ Supp(sn−2,m−1) =
{(
n
2
)}
and we are done.
So we may assume that n−12  j  1. Here
Supp(snj ) ⊇ Supp(sn−1,j ) ∪ (2n− 3)+ Supp(sn−2,j−1).
Therefore the claim follows unless
(2j−2
2
)+ 2n− 3  (n−12 )+ 2 iff 2j  n− 1 or
2j  6 − n. The second case forces n  4. Thus n = 2m+ 1 and j = m. We pro-
vide a more detailed information here. Using Eq. (3) we get that s2m,m =
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2w2t4m−3sn−2,m−1: By induction s2m,m = 2mw2mt(2m2 ). More precisely s2m,m =
s2m,2,m and s2m,i,m = 0 if i > 2. We claim that
s2m+1,m = 2mw2m
(w + 1)t(2m+12 ) + (
2m+1
2 )−1∑
j=(2m2 )
tj
 .
This holds for m = 0. By Eq. (3)
s2m+1,m = s2m,m + 2w2t4m−1s2m−1,m−1 +
2m+1∑
i=3
ts2m,i−1,m.
By the previous remark the latter sum reduces only to the term ts2m,2,m. Applying
the inductive hypothesis the result follows. 
Corollary 49. Let Q(Fnq), q even, m = n2 . Then the number of orbits of Kn(q)
of size q(n2) equals 2(q − 1)m if n = 2m and q(q − 1)m if n = 2m+ 1. On the
other extreme the number of orbits of size 2−mq(n2) equals 2m(q − 1)n, if n = 2m,
2mq(q − 1)m if n = 2m+ 1.
Proof. The proof of the second fact is already given in the previous proof, while the
first claim may be obtained by an easy induction. 
As we already pointed out this provides information on character degrees, namely
Corollary 50. Let U ∈ Syl2(Sp(2n, q)), q even. Then
cd(U) ⊇
{
qk
2j
: 0  j  m,
(
2j
2
)
 k 
(
n
2
)}
.
It might be interesting to investigate whether the above inclusion is really an
equality. Notice that by Itô’s Theorem χ(1)  q(n2), for any χ ∈ Irr(U). To answer
such a question one needs to control cd(C), where C = CK(Q), Q ∈ Q(Fnq) (see
[9]).
5. Unitary groups
In [18] we proved that any irreducible character of a Sylow p-subgroup U of
PSU(2n, q2), q a p-power, p odd, is a q-power. We show, using a result in [17],
that the same holds when p = 2. According to Isaacs, we call such groups q-power-
degree groups. In [12,18] it was proved that U is a q-power-degree group, whenever
U is a Sylow p-subgroup of a classical group G whose natural module M is even
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dimensional and p is the natural characteristic. The determination of cd(U) when
G is the general linear, symplectic or orthogonal group was accomplished in [10],
[19], and [14], respectively. We close up the gap and find cd(U) in the unitary case.
For reasons which will become clear later we analyze some conditions under which
non-degeneracy of sesquilinear forms is preserved restricting to suitable subspaces.
Let LL(V ) be the group of semilinear maps on V . Choose τ ∈ LL(V ) and call ψ =
ψ(τ) the associated automorphism, that is, (λv)τ = λψvτ , ψ ∈ Aut(F ), λ ∈ F , v ∈
V . We are interested in the case τ 2 = 1, then ψ2 = 1. We denote with Sesq(V)
the collection of sesquilinear forms on V . Consider f ∈ Sesq(V) satisfying a quite
strong condition, ∀v,w ∈ V , ∃ε ∈ F , β ∈ Aut(F ) such that
f (vτ , wτ ) = εf (v,w)β. (4)
We start pointing out
Lemma 51. Let τ be an involution in LL(V ), ψ = ψ(τ), 0 = f ∈ Sesq(V ). Sup-
pose ∃ε ∈ F, β ∈ Aut(F ) such that f (vτ , wτ ) = εf (v,w)β, then ε1+ψ = 1 and
β = ψ.
Proof. Take v,w ∈ V so that f (v,w) = 0. Letµ = f (v,w)−1, then f (µv,w) = 1.
So assume f (v,w) = 1. It follows that 1 = εf (vτ , wτ )β , so ε /= 0. Moreover,
ελβf (v,w)β = εf (λv,w)β = f ((λv)τ , wτ ) = f (λψvτ , wτ ) = λψεf (v,w).
Thus β = ψ . Since τ 2 = 1,
f (v,w) = εf (vτ , wτ )ψ = ε1+ψf (v,w),
and ε1+ψ = 1 . 
Let Vρ = {u ∈ V : uτ = ρu}. If F0 = CF (ψ(τ)), then Vρ turns out to be an F0-
vector subspace of V . Assume Vρ  v = 0, then
v = vτ 2 = (ρv)τ = ρ1+ψv
so that ρ1+ψ = 1. If v, u ∈ Vρ , then εf (u, v)ψ = f (uτ , vτ ) = ρ1+αf (u, v), where
α is the automorphism associated to f . Denote η = ε
ρ1+α . Since F is a cyclic exten-
sion of any of its subfields, ψ and α commute. So η1+ψ = 1 and by Hilbert’s Satz
90 (see [15]) ∃a ∈ F such that a1−ψ = η. Therefore f (Vρ, Vρ) = 0 or a−ψF0. We
may wonder whether a sesquilinear form satisfying (4) remains non-degenerate when
restricting on the eigenspaces Vρ .
Proposition 52. Let τ be an involution in LL(V ), ψ = ψ(τ), 0 = f ∈ Sesq(V )
meeting f (vτ , wτ ) = εf (v,w)ψ, and Vρ an eigenspace for τ. Then unless ψ = 1,
ε = −1, Rad(V ) = 0 implies Rad(Vρ) = 0.
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Proof. The assertion is trivial if Vρ = 0. Otherwise ρ = 0. Consider w = ρ−1v +
vτ , then wτ ∈ Vρ . Let u ∈ Vρ , then ρu ∈ Vρ−1 . Assume that u ∈ Rad(Vρ), then
0= f (u, ρ−1v + vτ ) = f (uρ−1, v)+ f ((ρu)τ , vτ )
= f (uρ−1, v)+ εf (ρu, v)ψ = ρ−αf (u, v)+ ερψf (u, v)ψ .
If ψ = 1, (ρ−α + ερ)f (u, v) = 0. Since ρ2 = 1, ρ = ±1 and ρα = ρ, then ρ(1 +
ε)f (u, v) = 0. If ε = −1, then u ∈ Rad(V ) = 0. If ψ = 1, substitute v with λαv,
then
ρ−αλf (u, v)+ ερψλψf (u, v)ψ = 0.
Let µ = µψ , then det
(
ρ−α ερψ
ρ−αµ ερψµψ
)
= ερψ−α(µψ − µ) = 0, so f (u, v) = 0
and again u = 0 . 
We provide a couple of examples:
Example 53. Let V = (F )n, the full matrix algebra and f (v,w) = tr(vw).
Let |ψ | = 2, ψ ∈ Aut(F ), and τ defined via (aij )τ = (aψij ). Then f (vτ , wτ ) =
tr(vτwτ ) = f (v,w)ψ , but α = α(f ) = 1, so that the automorphism associated to f
does not coincide with that related to τ .
The next example proves that in the former proposition the exception really oc-
curs.
Example 54. Let V = 〈a, b〉. Define τ ∈ GL(V ) via aτ = a, bτ = −b. Consider the
symmetric bilinear form f = e12 + e21. Then f (vτ , wτ ) = −f (v,w), Rad(V ) = 0,
but Rad(Vρ) = Vρ , for any ρ ∈ F .
Corollary 55. Let V = (F )n, ψ ∈ Aut(F ) of order two, f (a, b) = tr(ab), (aij )τ =
(a
ψ
ji), then Rad(V1) = 0.
Proof. Since Rad(V ) = 0 and f (aτ , bτ ) = f (a, b)ψ , apply Proposition 52 . 
This Corollary is essentially needed to identify the space of hermitian matrices A
with its dual Hom(A,CF (ψ)).
Theorem 56. Let U be a Sylow p-subgroup of U(2n, F ), the unitary group over the
field F = Fq2 , q a p-power, then U is a q-power-degree group.
Proof. Let (aij )τ = (aqji). In [19] we proved that U is isomorphic to the semidirect
product AK , A = ker(1 − τ) the set of hermitian matrices on F , and K the uni-
triangular group on F acting on A via ak = kakτ . Let φ : F → Fp be the field trace
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and χ : Fp → C∗ a non trivial character. Pick b out of A, then λb : a → χφtr(ab)
lies in Irr(A). By Corollary 55 the correspondence b ↔ λb is a bijection from A to
Irr(A). Routine check shows that λk−1b = λkτ bk . As a consequence of Corollary 16
and the weak equivalence of A with Irr(A) as K-set (compare [19]), s(Irr(A),K) ⊆
{qj : 0 j}. By Clifford theory cd(U)= {β(1)|λK | : λ∈ Irr(A), β ∈ Irr(IU (λ)/A)}.
Using Theorem 4 in [19], it turns out that IU (λ)/A # CK(λ) is a strong CF (ψ)-sub-
group of K (see [12]), hence a q-power-degree group and the same holds
for U . 
We now provide a complete description for cd(U).
Theorem 57. Let U be a Sylow p-subgroup of SU(2n, q2), q a p-power, then
cd(U) = {qj : 0  j  n2 − n}.
Proof. As we already mentioned s(A,K) = s(Irr(A),K). By Clifford theory
cd(U) ⊇ s(Irr(A),K). By Itô’s Theorem (see [11, p. 84]) max cd(U)  |K| =
max s(A,K) = q2(n2). By Theorem 56 cd(U) ⊆ {qj : 0  j}. By Theorem 19,
s(A,K) = {qj : 0  j  n2 − n}. 
We would like to point out that using techniques from [19] Sangroniz [20] and
Szegedy [21] have proved that the maximal unipotent subgroups of classical groups,
apart from symplectic or orthogonal groups in even characteristic, are q-power-
degree groups.
We conclude with some open problems:
1. determine the degree polynomial for U , δU (t) =∑i di t i , where di is the number
of irreducible characters of U whose degree is qi ;
2. in particular, if q is even establish whether cd(U) = s(Irr(A),K), when G is of
symplectic type.
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