This paper presents and evaluates two frequency-domain methods for multi-channel sound source separation. The sources are assumed to couple to the microphones with unknown room responses. Independent component analysis (ICA) is applied in the frequency domain to obtain maximally independent amplitude envelopes (AEs) at every frequency. Due to the nature of ICA, the AEs across frequencies need to be de-permuted. To this end, we seek to assign AEs to the same source solely based on the correlation in their magnitude variation against time. The resulted time-varying spectra are inverse Fourier transformed to synthesize separated signals. Objective evaluation showed that both methods achieve a signal-to-interference ratio (SIR) that is comparable to Mazur et al (2013). In addition, we created spoken Mandarin materials and recruited age-matched subjects to perform wordby-word transcription. Results showed that, first, speech intelligibility significantly improved after unmixing. Secondly, while both methods achieved similar SIR, the subjects preferred to listen to the results that were post-processed to ensure a speech-like spectral shape; the mean opinion scores were 2.9 vs. 4.3 (out of 5) between the two methods. The present results may provide suggestions regarding deployment of the correlation-based source separation algorithms into devices with limited computational resources.
Introduction
Independent component analysis (ICA) has been successfully applied for source separation in various domains. For sound source separation, however, direct application of ICA in the time domain (TD) might be ineffective due to convolution of the sources with room responses. It is possible to un-mix convolutive mixtures by modeling the room response with a finite impulse response (FIR) filter, but the computation load is heavy; typically, thousands of FIR coefficients need to be estimated.
Alternatively, one may attempt to perform the separation by applying ICA in the frequency domain (FD) via the short-time Fourier transform (STFT); its plausibility is due to the fact that linear time-invariant filtering is multiplicative in the FD. However, two challenges remain to be conquered; first, the scaling factors at every frequency need to be determined, and secondly, the sources across frequencies need to be grouped because the outputs of ICA can be arbitrarily permuted. The first challenge, known as the scaling problem, can be solved via a minimal distortion principle [1] . The second challenge, known as the permutation problem, turns out to be the more difficult one and additional assumptions need to be made. In this paper, we use the term "de-permutation" to refer to the task of resolving the permutation ambiguity across frequency bins.
Existing methods for de-permutation can be categorized into two kinds [2] . Methods of the first kind utilize information derived from the unmixing matrices, such as the direction of arrivals (DOA) [3] , the directivity patterns [4, 5] , and time difference of arrival (TDOA) [6, 7] . These methods could be prone to errors at high frequencies due to spatial aliasing. Methods of the second kinds, instead, rely on the assumption that the correlation of the amplitude envelopes (AEs) from the same source should be high across frequencies. Clustering algorithms have thus been established for depermutation [2, [8] [9] [10] [11] . The two kinds of depermutation methods could also be hybridized [2] for performance optimization. In this work, we attempted to (i) investigate whether it is still possible to depermute and achieve a similar signal-to-interference ratio (SIR) as reported in [2] purely by examining the correlation between AEs (i.e., without hybridization), and (ii) to investigate whether the minimumdistortion principle provides the best solution to the scaling problem as far as user experiences are concerned. The rest of this paper is organized as follows: Sec. 2 briefly reviews the blind source separation problem. Sec. 3 describes two depermutation algorithms that we developed for this research. Sec. 4 describes the speech materials used for testing the methods, and evaluates the performance of the methods both objectively and subjectively. Discussion and conclusions are given in Sec. 5 and 6, respectively.
Blind source separation (BSS) for convolutive mixtures
Suppose that there are N sources and N sensors in a room and mixing of the sources can be modeled by FIR filtering,
where denotes the time index, and are ×1 vectors denoting the mixtures and the sources respectively, and is a sequence of N × N matrices that describes of the impulse response of the mixing channels. To separate the sources, one can attempt to use finite impulse-response (FIR) filters [13]:
is a sequence of unmixing matrices to be estimated, and L is the length of the filters. Identification involves blind de-convolution and is a difficult task. In this research, we choose to transform the problem into the frequency domain. Equation (1) can be written as follows,
where is the frequency index, ! denotes the discrete Fourier transform of , and denotes the frame number. At every frequency , the complex-valued ICA [12] can be applied over a sequence of frames = 1, … , to identify an unmixing matrix ! of size × that best separates the mixed signals; we have
where the resulting , can be regarded as if it contains independent outputs of length at every frequency . However, ICA algorithms typically involve random initialization, so the resulting matrix ! is ambiguous against scaling and permutation of the rows. Extra criteria need to be adopted to resolve the ambiguities.
The proposed algorithms
In this section, we describe two de-permutation methods that have been developed for this research. For discussion purposes, an envelope correlation coefficient (ECC) between frequencies k and l is defined as follows [2] ,
where
) is the AE for the ith separated source produced by complex-valued ICA at frequency k (the ":" symbol of Matlab is adopted here to denote all the elements in a row). In the rest of the paper we focus on separation of two sources recorded by two channels. To determine the correct permutation between bin k and l, two possible alignment options exist, (i) Align ! , ∶ with ! , ∶ , and ! , ∶ with ! , ∶ .
(ii) Align ! , ∶ with ! , ∶ , and ! , ∶ with ! , ∶ . Ideally, the alignment can be determined based on the following ratio [2] :
and if , > 1, option (i) is preferred and vice versa. However, in practice it often happens that , ≅ 1 at adjacent frequencies and how best to align the AEs becomes uncertain.
Method A: "clustering first"
In this method, the entire frequency range is clustered into segments first so that within each segment we could perform permutation to ensure that the AEs of adjacent frequency bins all satisfy the following criterion,
where we empiricially chose d = 0.2. Note that (7) is a stricter criterion than requiring >1.
Next, we identify all the segments {seg1, …, segK} that are wider than 150 Hz. For each segment narrower than 150 Hz, we align it with the nearest segment among {seg1, …, segK} at a lower frequency based on the following rule,
where !"# is the highest frequency bin of the wide segment, !"# is the lowest frequency bin of the narrow segment, and P and R denotes the number of frequencies to be considered in this calculation. Empirically, we set both P and R to be equivalent to the bandwidth of 100 Hz. Finally, (8) is used repeatedly to align segments that now become all wider than 150 Hz to complete de-permutation. Note that Eq. (8) differs from Eq. (7) in the sense that it does not contain a margin . In other words, the de-permutation decision is final.
Method B: zone expansion from an anchor chunk
In this method, we first exhaustively considered all chunks of 5 consecutive frequency bins and calculate depermutation confidence scores for each chunk. For the convenience of discussion, let "1" denote the situation when switching is necessary, and "0" denote otherwise. Let ! ! ! ! ∈ ℬ = 0,1 ! denote a binary sequence of length 4 corresponding to a possible choice of de-permutation; for instance, the choice of permutation depicted by Fig. 1 is denoted by {0011}. Then, a score function corresponding to this choice is calculated as follows,
where ! , … , ! are K consecutive frequencies. The score for any other sequence in ℬ = 0,1 ! is defined similarly, and the same procedure is applied to the other channel to obtain scores !"# ( ) for all sequences ∈ ℬ. The final confidence score !"! for any ! , ! ∈ ℬ×ℬ is defined as follows,
The chunk that has the largest difference between the highest and the lowest scores among all 16x16 choices in ℬ×ℬ is regarded as an anchor, because we have a rather high certainty about the correct permutation for that chunk being the choice that gives the highest score. The anchor chunk is hereafter considered de-permuted. Subsequently, we expand the de-permuted zone to its left and to its right by looking at one more frequency each time. Let us take ! as an example. We determine that the correct permutation between ! and ! is "0" if
The same procedure repeats until permutation is determined for all frequency bins. 
Post processing and inverse Fourier transform
The scaling problem has been regarded as a less challenging problem than de-permutation. Nevertheless, we empirically found that the method proposed in [1] tends to result in a rather flat spectrum, which contains excessive high intensity at high frequencies and reduces the comfort of listening. Therefore, instead of applying the minimal distortion principle [1] , we devised a heuristic post-processing method to deal with the scaling problem. First, a Gaussian mixture model is compared against that of the mixture signals, and the difference in the mean is compensated so that the resulting spectral envelope becomes more speech-like. This is equivalent to multiplying a different scaling factor across all frequencies and for each channel,
where diag( ! , ! ) denotes a diagonal matrix of size 2×2, and scaling factors ! and ! both vary against frequency . This technique is hereafter referred to as speech-shaped filtering.
Afterwards, ! ′( , ) and ! ′( , ) are subject to inverse Fourier transform respectively, in an overlap-add manner as the frame number proceeds. In this research, we set = 2048 samples and the sampling rate is 16 kHz. The original signals are all 5 second long so the number of frames is 39.
Materials and results
For objective evaluation, we used the mixed speech signals materials available at [13] as the test materials. The output of de-permutation method A was post-processed by a minimumdistortion principle [1] , while the output of method B was post-processed by speech-shaped filtering as described in Sec. 3.3. The average signal-to-interference ratio (SIR) for both methods and the computation time are listed in Table 1 -the execution time was measured by running Matlab implementation on a notebook with Intel Core i5 CPU at 2.8 GHz clock rate. [2] 17.3 14.5 sec
While the results in Table 1 might seem to suggest that both methods achieve a better performance than reported in [2] , the difference is probably not significant because we found that the SIR strongly depends on the materials. This will be further discussed below when reporting the results of unmixing Mandarin speech. The spoken Mandarin materials consist of three mixtures. One is a mixture of two female voices, another one is a mixture of a female voice and a male voice, and the third one is a mixture of two male voices. These mixtures were obtained by simultaneously playing one clean signal from each of two loudspeakers (to emulate two talking persons) and recording the signals back by a pair of microphones in an office.
The microphones were placed 15 cm apart from each other, the loudspeakers were placed at 40 cm from the midpoint between the microphones with an azimuth angle of ±60 degrees, respectively. The microphones and the loudspeakers were all placed on a desk that was enclosed by cubicle boards on three sides. We expected the recording to be subject to reverberation to a certain extent. The recording was conducted while keeping the background as quiet as possible. Table 2 shows the SIR achieved by both of the proposed methods. It appears that the results vary significantly from one mixture to another. The mixtures and the unmixing results produced by Method B in .wav format can be found in supplementary materials, under the file names {FF,FM,MM}-{Mix,ICA}-{1,2}.wav. (We found a minor programming error in calculating the location of the anchor chunk in Method B. Since then, the programming error has been fixed, and the supplementary materials have been updated accordingly. However, the subjective listening test was completed prior to our discovery of the bug. After comparing to the unmixing results obtained before and after fixing the error, we decided that the sound quality does not change significantly as much as speech intelligibility is concerned. Therefore, we choose to report the subjective evaluation results that were obtained using the old listening materials, which can also be found in supplementary materials under the file names {FF,FM,MM}-Old-{1,2}.wav).
To investigate if the proposed methods enhance the speech in terms of intelligibility, we recruited a total of 66 subjects, all residents of Taiwan, to perform word-by-word transcription. Because that SIR for Method B seemed to be higher than that of Method A (Table 2) , we decided to focus on Method B in this part of the study. The subjects were separated into two groups that are matched in both their age and their educational background ( Table 3 ). The subjects in the first group were asked to transcribe by listening only to the speech mixtures, and the subjects in the second group listened to the unmixing results produced by Method B. The subjects all listened to the test materials via the same headphone connecting to the same computer, and they were allowed to adjust the volume and listen to the samples as many times as they would. The word transcription accuracy is shown in Table 4 ; Group 2 consistently performed better than group 1, which validated that the method worked well for unmixing these particular test materials. 
Discussion
The two proposed methods differ mainly in the strategy of depermutation. Method A is more conservative in the sense that adjacent bins within a "cluster" must be aligned with high certainty; this is ensured by setting d at a rather high margin of 0.2 in Eq. (7). The "clustering first" strategy described in Method A is inspired by [2] , but they differ in several ways; first, in [2] , all bins within a cluster were ensured to be pairwise correctly aligned. However, in [2] the margin d was zero, which is not as strict as in Method A. Finally, in [2] the clustering step was followed by a merging strategy that took the average time-difference of arrival (TDOA) at every cluster into consideration, while in Method A we seek to de-permute solely based on the ECC across frequencies (Eq. 5).
Method B does not require clustering, and hence the computation cost is lower. Nevertheless, it achieves comparable performance in terms of the SIR when compared against Method A. It is worth reporting that we also asked the subjects to judge effectiveness of unmixing by giving a clarity score on a scale of 1 to 5 (1.0 = "cannot recognize the words at all", 2.0 = "tolerable", 3.0 = "fair", 4.0 = "good", 5.0 = "very good").
Somewhat remarkably, the mean score was 4.3 ± 0.56 for Method B (mean ± 1 st. dev.) and 2.9 ± 0.92 for Method A. So Method B produced results that sounded superior to those of Method A in this regard even though Method A follows a "minimum distortion principle" when dealing with the scaling problem (and though we later found a programming bug in Method B). It remains uncertain whether the subjects' overall preference to Method B suggests that its de-permutation is superior to Method A, or it is the speechshaping filter that caused the participating subjects to prefer to it. Follow-up studies are necessary to tease apart which of the afore-mentioned factors are most crucial. Finally but not the least important, the simplicity and rigor of the algorithms can also be improved, because parameters in the current methods were undeniably tuned manually by trial and error before we recruited subjects to conduct listening tests; it may also be worthy to consider and compare against a vastly different approach that circumvents the permutation problem by constrained ICA [14] .
Conclusions
In this study, we developed two de-permutation strategies to perform BSS in the frequency domain via ICA. Both of them achieved similar levels of SIR when compared against a state of the art [2] . When the two methods are compared against each other, we found that de-permutation might not require clustering the frequency bins first; a sequential alignment might just do the job equally well as long as an "anchor" chunk can be identified at the beginning. User feedback partially supported that the sequential alignment produced no inferior quality than using the more conservative "clustering first" strategy. Further studies are warranted to pinpoint which of the factors being adjusted in this research are crucial for BSS. Nevertheless, the sequential alignment (Method B) should be preferable if computational cost is a main concern. This may provide some guidelines if one ever needs to deploy similar BSS algorithms to devices with limited computational power, such as any wearable assistive hearing apparatus.
