U nderstanding the properties of materials is important for a wide range of engineering applications and for answering fundamental questions in condensed-matter physics and materials science. While existing computational capabilities are sufficient to provide both highly accurate results for simple, idealized systems and approximate results for larger systems, the capabilities needed for ab initio investigations of realistic materials, including defects and disorder at operating temperatures, are beyond the practical limits of current systems.
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A major and growing impediment to delivering the computational performance needed for next-generation materials science breakthroughs-and similar breakthroughs in any number of other scientific domains-is the amount of power consumed by widely deployed computer architectures. Indeed, power requirements for state-of-the-art leadership computing facilities are now measured in units of megawatts and aren't scalable for many practical reasons. This is one of the major drivers for the introduction of new machine architectures, such as those designed around many-core processors and specialized accelerators.
Toward Modeling Realistic Materials
Although the ground-state properties of a pure compound can readily be calculated with density functional theory (DFT) today, real materials-structures with atomic impurities, crystal Editors: James J. Hack, jhack@ornl.gov | Michael E. Papka, papka@anl.gov defects, dislocations, grain boundaries, and other low symmetry structures-have to be considered. Yet, the calculation of even the ground state for realistic models of systems of more than 1,000 atoms is a daunting problem for current computer systems.
The need for computational resources at least an order of magnitude more powerful than current machines also arises from the need to calculate the finite temperature properties of these materials. Realistic materials are significantly more complex than idealized materials and need the consideration of a significantly larger number of possible configurations arising from chemical order and atomic displacements, consequently requiring more computational resources. A relevant length scale can be obtained by considering the thickness of a magnetic domain wall, typically a few hundred atomic layers thick.
A computational super-cell to describe the thermodynamics of such a system will require more than 100,000 atoms, which is 100 times larger than the cell sizes used in current-generation computations. Going beyond the static behavior of magnetic systems requires the inclusion of magnetic kinetics in the calculations, driving the need for computational resources capable of calculating realistic systems at finite temperatures well into exascale computing.
One approach to tackling this problem is to use the locally self-consistent multiple scattering (LSMS) method, which was designed to efficiently perform scalable first-principles calculations of materials and condensed-matter systems. The usual approach of finding the solution of the Kohn-Sham equation that underpins DFT relies on expanding the electron wave functions in a way that assumes an ideal, "defectless" periodic crystal with a small cell of representative atoms. This traditional approach scales with the cube of the system size.
An alternative expression for the solution of the Kohn-Sham equation that contains all the necessary information to calculate the physical quantities can be elegantly formulated in the context of the multiple scattering theory for electrons, also known as the Kohn-Korringa-Rostoker (KKR) method. In real space, this allows linear scaling in the number of total atoms in the system for all electron first-principles calculations. Additionally, the main computational requirement of this method lies in inverting dense complex matrices, as the code achieves high compute intensity and benefits from highly optimized dense linear algebra libraries, such as BLAS and LAPACK.
The computational efficiency of LSMS led to its recognition as an outstanding achievement in high-performance computing (HPC), winning the prestigious ACM Gordon Bell Prize in 1998 for enabling the efficient first-principles calculations of ground-state properties of realistic models of materials with disorder or internal nanostructure.
More recently, the capabilities of LSMS have been expanded to investigate the behavior of material properties at finite temperatures. With the extended ability to perform calculations for large simulation cells addressed with the original version of LSMS, calculations of these finite temperature behaviors require the calculation and sampling of a large number of configurations that the atomic sites in these cells can occupy.
This capability was achieved by combining the LSMS code with the Wang-Landau Monte Carlo method to systematically sample randomly selected configurations of simulation cells to compute a system's finite temperature behavior, resulting in the WL-LSMS code. This sampling of configurations introduced an additional level of parallelism that enables the scaling of these calculations to the largest currently available HPC architectures. Thus WL-LSMS was one of the earliest codes to achieve double-precision performance beyond the PFLOP/s mark, which resulted in it being recognized with a Gordon Bell Prize in 2009.
Exploiting the GPU
The large-scale, first-principles simulations enabled with LSMS has allowed a research team using Oak Ridge Leadership Computing Facility's Titan supercomputer to investigate magnetism in large structures and, by using the first-principles-based Monte Carlo simulation, to obtain finite temperature behavior of magnetic materials and alloys. Understanding phase transitions in alloys is of fundamental importance in materials science, and the design of new materials relies on the knowledge of the thermodynamic properties of the different phases. Hence, there's a desire to be able to calculate properties such as phase transition temperatures and specific heat of alloys from first principles.
The advances in available computational resources have made it possible to consider direct simulation of the order-disorder transition in solidsolution alloys without resorting to fitting to models or the need to resort to mean field theories. For example, the team has been able to calculate the ordering transition in brass (Cu 0.5 Zn 0.5 ) without model parameters, where the atoms randomly occupy the lattice sites at high temperature to a regular order at low temperature.
The emergence of hybrid, accelerator-based HPC architectures has opened the door to significant on-node, multithreaded parallelism. To be able to take advantage of these new capabilities of multithreaded and accelerated architectures, the WL-LSMS data layout was restructured to enable bundling multiple atoms into a single MPI process and allow multithreaded execution of multi-atom and multi-energy calculations on a single node.
For the GPU accelerators available on Titan, the team focused on porting the matrix inversion in the multiple scattering part of LSMS to the GPUs, as this part is responsible for roughly 95 percent of all the floating-point operations in the code. The matrix inversion algorithm for general complex matrices employed in LSMS consists of multiple matrix-matrix multiplications and inversions of small submatrices. The matrix-matrix multiplications employ the routines provided in cuBLAS, while the sub-block inversion uses an optimized matrix inversion algorithm that performs LU factorization (a method that transforms a square matrix to two triangular matrices) completely on the GPU device without needing data communication with the CPU host.
To assess the power efficiency of LSMS's GPU port, the team measured Titan's instantaneous power consumption during the execution of the WL-LSMS code. Figure 1 shows the power consumption over time of a simulated cell of 1,024 iron atoms. An identical simulation was performed using a GPUoptimized, CPU-only version of the code. The different phases of the calculation are clearly visible in the power consumption graph, where the high power requirement of LSMS's computationally intensive dense linear algebra calculations are interspersed with the low power demand of the Monte Carlo and communication part of the Wang-Landau calculation. The code's execution pattern is clearly visible in this power trace, both for the CPU and GPU versions. This measurement utilized 18,561 of Titan's nodes, equivalent to 99 percent of the system's capacity. The GPU-accelerated code executes 8.6 times faster than the version of the code that doesn't utilize accelerators, achieving a sustained performance of 14.5 Pflops versus 1.86 Pflops for the nonaccelerated code.
Moreover, the energy consumption for this calculation of the GPU version was 3,500 kilowatt hours, while the identical calculation using only CPUs consumed 25,700 kilowatt hours. Consequently, while the peak instantaneous power consumption of the accelerated version of LSMS is 30 percent higher than the nonaccelerated version, the simultaneous speedup results in a 7.3-fold reduction in energy to solution.
At the same time, LSMS maintains scalability and achieves weak scaling efficiency of 96 percent when scaling from a 16-atom calculation on 4 Titan nodes to 65,536 atoms on 16,384 nodes.
T hese results illustrate the benefits of exploring new, more power-efficient architectures by refactoring algorithms and, in the process, enabling new scientific capabilities. The GPU-enabled version of the code shows significantly increased instantaneous power consumption, with 14.5 Pflops sustained performance for GPU code versus 1.86 Pflops for CPU only. Runtime is 8.6x faster for the accelerated code, and energy consumed is 7.3x less. The GPU-accelerated code consumed 3,500 kWh, and the CPU-only code consumed 25,700 kWh for the same calculation. CPU only GPU enabled
