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Abstract
This thesis presents methods for adding data capture instrumentation to
3D virtual learning environments, determining the extent to which the data
that is captured from them can be used to support the teaching and learning
of computer science concepts.
Initial experiments identified four major vectors (external video/device
event capture, in-client, in-server, and in-world instrumentation) for cap-
turing information from within a virtual world’s client-server system. This
work formed the basis for a case study: implementing a Computer Science
Unplugged learning activity using OpenSim, an open-source variant of Lin-
den Lab’s Second Life virtual world, in a mixed methods study alongside a
2D computer interactive and a physical map-and-counters version.
In order to determine how well the data capture techniques used could
be transferred to another 3D virtual environment, and to address the chal-
lenge of providing a 3D virtual learning environment as a teaching resource
rather than primarily as an experimental user study, a second case study
was conducted using MinecraftEdu, a modification of the game Minecraft for
educational use.
Some insights into learner behaviours within virtual environments have
been characterised from the data, complementing more traditional forms of
assessment. Some practical recommendations for data capture policies, man-
agement and the future development of tools are made, and recommendations
about assessing the use and usefulness of 3D virtual environments in schools.
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The beginning decades of the 21st Century are a time of rapid technologi-
cal change. With advances in technology we are becoming a more networked,
interconnected society, and seeing an evolution in the ways in which we work
and socialise. In New Zealand schools, the “Modern Learning Environment”
has given way to the “Innovative Learning Environment,1” encouraging flex-
ible learning programmes and providing more support for learning that can
happen outside the physical classroom. The call for “more technology in
schools” means that computing devices and high speed networks are becom-
ing more accessible for teachers. . . but does more technology necessarily mean
better learning?
Back in 1971 Seymour Papert, co-inventor of the Logo programming lan-
guage and early computer science educator, wrote [88] of his concerns about
the state of educational technologies:
The phrase “technology and education” usually means inventing new
gadgets to teach the same old stuff in a thinly disguised version of the
same old way. Moreover, if the gadgets are computers, the same old
teaching becomes incredibly more expensive and biased towards the
dumbest parts, namely the kind of rote learning in which measurable
results can be obtained by treating children like pigeons in a Skinner
box.
45 years later these concerns are still with us. Computing is far more
affordable, but the challenges inherent in using it to best effect for teaching
and learning are ongoing. In the spirit of Papert and other early pioneers,
1 http://ile.education.govt.nz/talking-terminology/
1
we have the opportunity harness the possibilities that computing technology
affords us for more than content presentation, skill-drilling exercises and
automating assessment.
Yet while computerised education tools and platforms are increasingly
common, solid evidence that they are supplying or supporting a better qual-
ity of education is not always forthcoming. In The Flickering Mind [87],
journalist Todd Oppenheimer’s 2004 book on technology and education, he
describes the way in which the promises of technology in the classroom have
often fallen short of expectations:
The cycle always began with big promises, backed by the technology
developers’ research. In the classroom, teachers never really embraced
the new tools, and no significant academic improvement occurred. This
provoked consistent responses from technology promoters: The prob-
lem was money, or teacher resistance, or the paralyzing school bureau-
cracy. Meanwhile, few people questioned the technology advocates’
claims. As results continued to lag, the blame was finally laid on the
machines. Soon schools were sold on the next generation of technology,
and the lucrative cycle started all over again.
In order to make consistent effective use of digital technologies for educa-
tion, we need to have robust tools and approaches — to evaluate the offerings
that are being built and delivered to learners, and integrate them with the
best pedagogical practices. Oppenheimer again:
By and large, computers have given schools an easy way to neglect the
hard work of teaching and learning, replacing it with shortcuts and
high-tech tricks that have entranced both teachers and parents.
This thesis explores the use of 3D virtual worlds as a tool and environ-
ment for teaching theoretical concepts in computer science education, and
the potential for adding data capture instrumentation to these virtual envi-
ronments to inform and support more effective teaching and learning.
Teaching computer science is often centred around teaching programming
first, and filling in concepts along the way. This research uses the Computer
2
Science Unplugged programme [12, 13] as the basis for inquiry, which focuses
on communicating the theoretical concepts underlying computer science to
give students a broader understanding of the discipline, and what it is that
computer scientists do. The CS Unplugged activities and supplemental learn-
ing materials have been translated into over 20 languages, are used in many
countries around the world, and have received considerable global attention
as countries introduce forms of computer science into their mainstream cur-
riculum.
The activities aim to provide learners with an understanding of authentic
problems that computer scientists attempt to solve, to present a valuable
‘why’ component to complement the ‘how’ of other methods that focus on
learning coding skills first and foremost.
As a set of activities generally conducted in the physical world (some-
times in playgrounds rather than classrooms), Unplugged represents a learn-
ing approach that separates the computational thinking aspects of learning
computer science from the need to first understand coding in order to start
solving problems. One of the advantages of Unplugged from an educational
research perspective is that it can make the learners’ problem-solving pro-
cesses more visible than in a coding-only approach, where learning outcomes
may also be limited by the rate of development of specific programming lan-
guage skills. Mapping these activities into 3D virtual worlds opens up the
possibility of providing fine-grained data capture that would could be difficult
or costly to physically instrument.
The relatively abstract nature of writing code means that you can do it
in pretty much any environment; as such, adding instrumentation to a code-
writing system inside a 3D virtual environment would only exercise a small
subset of the range of activities and spatially mediated relationships that
could be captured in collected data, and would require significantly more
modification of the virtual learning environments’ client or server code. As
there are many possibilities to explore, the net is cast wide.
While it using an Unplugged approach inside a computer-mediated en-
vironment may seem counter-intuitive to some, the interactive affordances
provided by virtual spaces may enable teachers to provide experiential oppor-
tunities that are either difficult, risky or costly to provide inside a traditional
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physical school environment.
In virtual environments, the major cost factors are in design time and
scene performance based on complexity. The same hardware can be used
for multiple activities without incurring any further material costs, and the
same software can potentially be used across multiple classrooms without
any further design costs. Representing entities in virtual space can also span
a range of scales, allowing learners to visualise and potentially experiment
with things from galactic to atomic scales or anywhere in between.
Where high speed networks allow, they can also provide a shared real-time
activity space for geographically distributed learners: in distance learning,
home-schooling or cross-school learning groups.
Along with these new affordances, there are also new challenges for teach-
ers and instructional designers to tackle: in gaining the necessary knowledge,
skills and tools to use them for best effect, and in evaluating their design and
use alongside other approaches and technologies.
With video games being a common pastime for young people, gamification
is a popular approach that attempts to provide extra motivation for learners.
Increases in motivation caused by using these techniques have seen mixed
success, with poorly-designed gamification forcing ‘play’ that is not fun and
motivating, and may even lead to poorer learning outcomes [75]. As such,
a focus on effective environmental design is an important part of supporting
motivated learning experiences.
This research poses a number of questions about how we can make use
of data that can be collected from within 3D virtual learning systems, to
understand better how learners engage with them, and with the intent of
providing both teachers and instructional designers the tools to evaluate and
improve the effectiveness of learning activities using these platforms.
1.1 Research Questions
The overarching aim of the research, put concisely, is to answer this ques-
tion: “In the realm of 3D virtual worlds, how can I practically instrument
computer-mediated learning activities, to provide rich data that can be anal-
ysed to support effective pedagogy?”
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Unpacking this idea further draws out four major research themes, each
with supplementary questions:
• RQ1: How easy is it to instrument a 3D virtual world for
data capture? What kinds of data are available, and how easy are
they to collect, store and analyse? What kinds of data are available
in virtual environments that aren’t typically captured in other learning
experiences that could be useful to know? How can we practically and
ethically manage the data capture, storage and analysis lifecycle?
• RQ2: To what extent is behavioural data captured from within
a 3D Virtual Learning Environment (VLE) generalisable to
other learning methods, like 2D computer use and physical
activities? Can we characterise the ways in which behaviours change
between platforms, and given those differences, can we evaluate their
effectiveness for teaching and learning?
• RQ3: How can we process the data and provide educational
analytics and insights to teachers in a timely fashion? Are there
useful general behavioural measures? Can we deduce how students are
approaching problem-solving activities through their captured data? If
we are looking for activity-specific measures, can we add instrumenta-
tion for them in order to improve the speed and quality of analysis?
• RQ4: What challenges need to be addressed in order to ef-
fectively support teachers and learning designers in using 3D
VLEs effectively? Can we aid them in evaluating what, when, where
and how these systems should be used in schools?
In characterising the volume and features of data that can be made avail-
able, RQ1 establishes a baseline of high-granularity, low-level elements that
can be discovered from within instrumented systems. As much as address-
ing the practical constraints is more of a software development and logistical
challenge than expanding the theoretical limits of possibility, the motivation
to build systems that can be used within today’s school environments and
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budgets nevertheless underpins the value of this characterisation process, and
the context in which the results of the research should be understood and
interpreted.
Physical activities and 2D computer-mediated interactives have a degree
of maturity in terms of their length of use and developed best practices
that 3D VLEs do not yet possess. As such, the latter may not yet have
reached its full potential in terms of being an effective teaching tool. RQ2
aims to characterise both the similarities and differences found between 3D
environments and their more mature predecessors, to understand what design
assumptions that we can borrow and which we may need to abandon in
building effective learning activities. Addressing this also has potential to
help us understand differences across teaching and learning styles.
While again there are software development challenges entwined with
RQ3, the chief aim here is to look at what higher-level information can
be composed from the lower-level event data that an instrumented system
captures, in order to provide teachers with timely attention- and decision-
support tools for their classes. Some pertinent pieces of information may be
strongly bound to the context of the activity taking place, but other measures
such as persistent avatar proximity, long periods of idle time or repeated at-
tempts to interact with objects that have no interactive affordances could be
generalised across multiple activity environments.
Whether by pre-defining areas or objects that have specific significance
in the context of the activity, or by detecting states that have emergent
interest, we can start to address and empower the kinds of decisions that
teachers need to make about how to be direct their efforts in a classroom.
This might include assisting learners who are struggling, addressing off-task
activities, or encouraging enrichment and extension activities to meet the
demands of higher achievers.
With RQ4, we look at how the use of 3D VLEs in schools can be ef-
fectively supported; highlighting any best practices discovered in literature
and research, outlining caveats and challenges, and working to establish crit-
ical decision guidelines to support teachers and learners in getting the most
benefits and fewest drawbacks from employing these technologies.
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1.2 Contributions
This work presents a novel approach to instrumenting 3D virtual environ-
ments and exploring their use as a means of teaching computer science the-
ory, using Computer Science Unplugged activities, in support of the learning
goals of the New Zealand Digital Technologies Curriculum. Alongside tra-
ditional methods of assessment, data collected from within virtual learning
environments has been able to provide additional insights into how the de-
sign affordances of these systems can affect learners’ choice of problem-solving
strategies, and how the design of those activities can be tested and improved
over time. While in this case the approach was applied to assessing be-
haviours of learners solving computer science-related problems, it could also
be applied broadly across other subjects as well.
Initial inquiries into the use of data capture were conducted using the
Second Life general-purpose 3D virtual world, and its open-source equivalent,
OpenSim. To establish a baseline against other teaching methods for, a school
case study was conducted along the lines of a formal multi-condition research
experiment. The study compared learners in an intermediate (middle) school
engaging in a problem-solving activity using either a 3D OpenSim virtual
learning environment (see Figure 1.1), a 2D computer-based interactive or a
physical puzzle with a map and counters. In the 3D case, around 2.8 million
lines of log data were parsed and analysed across three days of research, and
approximately 1.5 gigabytes of data were collected, including video footage
of the physical condition.
We were able to determine from data analysis how problem-solving be-
haviours differed between various learning methods, and that spatial design
was able to encourage or discourage different problem-solving approaches (i.e.
Kruskal’s vs. Prim’s algorithms, based on locality of perception).
Building on what was learned in both practical considerations and anal-
ysis of the data captured, a second case study using naturalistic inquiry
methodology developed a teaching resource and data capture instrumenta-
tion for MinecraftEdu, a second virtual world that takes the existing 3D
environment of the popular game Minecraft and modifies it for educational
use. This produced an understanding of how the approach could be gener-
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Figure 1.1: 3D virtual learning activity under construction in OpenSim.
alised to a second 3D virtual environment platform, to further validate the
approach in both activity design and data analysis. The study results are re-
ported, and conclusions drawn about the general approach to instrumenting
3D virtual learning environments. The second study logged over 13 million
events over the course of eight days, with nearly 5GB of log files. Handling
a dataset of this size posed its own challenges for analysis.
While some of the potentials of this approach have been demonstrated
through the two case studies, a number of practical challenges in implementa-
tion, performance and deploying the technology in school ICT environments
have been also identified. Building on the recommendations of other virtual
worlds researchers across Australasia, this thesis makes further recommenda-
tions for the improvement of software tooling around data collection, storage
and analysis; and empowering teachers and learning designers to have bet-
ter control over the data that is being made available to them by adding
instrumentation into these 3D virtual environments. Through filtering and
automated annotation of events relevant to learning, they can explore cap-
tured data streams to better understand how their learners interact with
and within the environment, and ensure that their activities are effectively
supporting learning.
This data collection approach also has potential to provide an ambient
awareness for teachers of learning conditions and milestones across a class
to inform their attention and efforts, and integrate more broadly with other
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learning ICT systems in ways that respect learners’ security and privacy.
1.3 Related Publications
Some of the work reported in this thesis has been published during the course
of the research. In Chapter 3, a survey of data capture methods, discussion
of their properties and ethical and privacy concerns was reported in “Vir-
tual Worlds: Evaluating CS education activities through automated moni-
toring” [96]. In Chapters 5 and 6, some of the earlier results were published
under the title “Virtually Unplugged: rich data capture to evaluate CS ped-
agogy in 3D virtual worlds” [98].
Other research completed alongside the thesis, and helping to inform its
context, are detailed in the papers “The role of teachers in implementing cur-
riculum changes” [99] and “Adoption of new Computer Science high school
standards by New Zealand teachers” [97]. This research was also informed
by investigations into virtual worlds taken prior to beginning the thesis, un-
dertaken with Mick Grimley et al. at Applied Games Research Ltd. [49, 84].
1.4 Thesis structure
Chapter 2 establishes some context for the changes currently underway in
the New Zealand Curriculum pertaining to digital technologies and computer
science in particular, a description of the Computer Science Unplugged pro-
gramme, and description of virtual worlds and their characteristics in relation
to other e-learning approaches.
Chapter 3 discusses education in virtual worlds: prior work in learning
applications for 3D virtual learning environments, how they can be monitored
and evaluated, ethical considerations in doing so, and drilling down into the
practicalities of implementing data capture across various approaches.
Chapter 4 provides an outline of the methodological context of the thesis:
situating it with respect to the computer science and education disciplines;
the transition between research methodologies across the initial research and
two subsequent case studies; and the characteristics of their population sam-
pling and observational environments.
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Chapter 5 details the design, implementation and instrumentation of the
first case study, teaching the CS concept of minimal spanning trees by adapt-
ing a CS Unplugged activity to use a physical board-game-like map, a 2D
computer interactive, and a 3D virtual learning environment using OpenSim.
Chapter 6 reports on the first case study: detailing challenges and obser-
vations encountered during the school research, the management and treat-
ment of various data sources collected, comparisons between the three con-
ditions investigated, and insights gained about how the technologies used
appeared to affect the student learning experience.
Chapter 7 details the design, implementation and instrumentation of the
second case study, teaching students about image representation by adapting
a CS Unplugged activity for use in a MinecraftEdu virtual learning environ-
ment.
Chapter 8 reports on the second case study, combining data capture with
field notes and teacher observations, formative assessment, and other digital
artifacts of the research process.
Chapter 9 draws on findings from the previous chapters, discussing both
technical and educational outcomes. It details some potential approach to
guide continuing design and tooling work in this area of research, in order
to draw more valuable insights out of 3D virtual learning environments, and
builds on earlier work to provide recommendations to teachers and institu-
tions about how to address the challenges that they may face in using this
kind of technology in their teaching practice.
Chapter 10 provides a concluding overview of the research: answering
research questions, reflecting on the school research context and issues of




Being able to teach students about computer science concepts effectively
is a growing priority from primary through to secondary schools. In order
to address the growing demand for both using and learning about digital
technologies in schools, teachers need to develop not just their technical and
content knowledge, but also best-practice pedagogical approaches around the
use and teaching of digital technologies.
2.1 Developing Standards and Skills for Digital Technologies
The introduction of New Zealand’s NCEA Digital Technologies Achievement
Standards1 in Programming and Computer Science established a qualifica-
tion framework for teaching and learning computer science concepts in a
secondary school context. The standards are at a level deemed suitable for
the final three years of high school (Year 11–13).
This reform, along with developments overseas in countries like the UK,
Australia, Estonia and Finland further encouraged the development of CS
resources for use in intermediate and primary schools [38]. These develop-
ments have in turn contributed to the New Zealand Ministry of Education’s
decision in 2016 to integrate digital technologies more formally into The New
Zealand Curriculum / Te Marautanga o Aotearoa2, resulting in an officially
released Digital Technologies and Hangarau Matihiko curriculum in Decem-
ber 2017. There is increasing demand for both using and learning about





Teachers are very often motivated by the desire to provide better opportu-
nities for their students [99], but finding and evaluating good resources can be
difficult and time-consuming for them. This problem is further compounded
when teachers do not come into teaching digital technologies from a special-
ist computer science background. This is often the case in New Zealand,
may hold true in other countries where digital technologies as a curricular
area has evolved from a typing and office skills curriculum rather than cre-
ated as an independent area of specialist teaching [83]. This gradual and
largely organic evolution into a specialist digital technologies area highlights
the important role of subject matter experts (often academics or commercial
e-learning providers) in supporting teachers to make good decisions about
technologies in this area.
In exploring new education technologies, teachers have three major areas
of knowledge that inform their practice: the subject matter (content knowl-
edge; CK), an understanding of how to teach (pedagogical knowledge; PK)
and knowing how to operate one or more technologies (technological knowl-
edge; TK). Having each one of these things is necessary, but not always
sufficient, to guarantee the most effective teaching.
It is possible to know a subject (CK) and know how to teach (PK) without
necessary having a good model of how to teach that subject (pedagogical
content knowledge; PCK). One can also know how to teach a subject and
use a technology, without having a good strategy for using that technology to
teach the subject (the Technological Pedagogical Content Knowledge; TPCK
or TPACK [65])3.
The TPACK model illustrated in Figure 2.1 provided a useful framing
design lens when it came to forming a research approach in this field, es-
pecially in the later case study. Teachers are naturally trained experts in
pedagogical knowledge, but depending on their background they may need
to engage with subject matter experts and technology experts to fully inte-
grate the three areas for effective teaching and learning. Such resources are
not always immediately available in a school environment, so it is desirable to
find ways to develop teachers’ skills: through giving them opportunities for
3 See also: http://tpack.org/
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professional development, forming communities of practice and engaging in
partnerships with technological experts to share and information hone their
capabilities.
Figure 2.1: The Technological Pedagogical Content Knowledge (TPACK)
Framework. [Source: free image at http://tpack.org]
2.2 Computer Science Unplugged
The “Computer Science Unplugged” programme of activities [13] forms the
primary basis for the activities and framing lesson materials used in this
research. Traditionally, Unplugged activities are presented as physical activ-
ities conducted away from the computer, often involving moving around a
room or even outdoors. This movement aspect translates well into virtual
worlds, where the physical materials used to support the activities can be
constructed with “free” and reusable virtual materials.
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Many approaches to introducing computer science in education start with
learning how to write code; popular tools such as Scratch allow young learners
to drag and drop elements into a structure in order to compose a computer
program. However, it is also possible to teach learners about important
concepts of computer science without first requiring learners to build coding
skills. By teaching about the kinds of problems that computer scientists are
interested in and attempt to solve in our work, without requiring coding as
a prerequisite skill, this can improve motivation and self-efficacy in learners
who may not be initially engaged by conventional coding-first approaches.
The two teaching approaches can be used complementarily, integrating
both the “hows” and “whys” of computer science and authentic learning
experiences across both non-programming and programming problem-solving
exercises. In the interests of maintaining a suitably focused scope for this
research, a non-blended theoretical CS approach was studied.
In 2017, Hermans and Avialoglou published a study [56] where Unplugged
and Scratch were used in a controlled study to determine the effects of
“plugged first” versus “unplugged first” approaches in an elementary school
classroom over a four-week period, followed by another four weeks of teach-
ing programming with Scratch. At the end of that period, both groups
showed similar mastery of programming concepts, but those who started
with the Unplugged activities were more confident in explaining concepts,
demonstrated strong self-efficacy and employed a wider selection of Scratch
command blocks in their programs.
As mentioned above, Unplugged activities generally avoid programming
(although they may explore the use of algorithms in other ways). Teaching
that is based around writing code or computer use in general can be easily
monitored by more traditional forms of analytic methods around the use
of software, whereas Unplugged activities would require monitoring what is
happening in the “world” that students are moving around in. Figure 2.2
shows the “Sorting Network” activity (discussed further in Chapter 3), where
avatars controlled by students move around a network of parallel sorting
nodes following the same rules that they would use in a network realised in
the physical world; such a network might be marked out with tape or drawn
with chalk on a playground (see Figure 2.3); in the virtual world the network
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can have extra features, such as nodes that light up when someone stands on
them.
Figure 2.2: Computer Science Unplugged sorting network activity, imple-
mented in Second Life.
Figure 2.3: Computer Science Unplugged sorting network activity, imple-
mented in a school playground. [Provided by Tim Bell, with student permission.]
CS Unplugged provides a broad variety of problem-based learning activ-
ities to introduce Computer Science concepts without requiring the use of a
computer, or assuming any prior understanding of computer programming.
Topics include activities around sorting, text and image compression, error
correction, and various aspects of trees, sets, graphs and other data struc-
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tures4.
Although virtual versions of these activities are obviously very dependent
on computer technology, the skills needed to access and interact with the
activities in a virtual world can be learned quickly by digital natives, and
students may be able to transfer the such skills from their prior experience
in games or other computer-based 3D worlds.
2.3 Virtual Worlds and Learning Environments
The terms “virtual world” and “virtual environment” can be used in a num-
ber of ways. “Virtual environment” has been used to describe any number
of computer-mediated environments, including text-based chat rooms and
MUDs [8], web portals and forums (including MOOCs), massively multi-
player online games such as World of Warcraft, and user-constructed sandbox
worlds like Second Life.
As part of earlier research, Trond Nilsen and I conducted a review of
several virtual world offerings [84], identifying the following as important
characteristics of virtual worlds:
• Simulated — Virtual worlds are systems modelled and mediated by
a computer and presented to the user in some way (for example, a
computer monitor, VR headset, or mobile device). Worlds may be
visualised as graphics, text, or even represented via haptic and audio
feedback [31, 111, 79].
• Spatial — Virtual worlds incorporate some representation of space
and of objects and other constructs within that space.
• Persistent — Changes to the contents of a virtual world persist across
time. This persistence can be subject to laws, such as simulated physics
or garbage collection (culling old, discarded or ephemeral content).
4 For a full set of activities available, please see https://classic.csunplugged.org/
activities/
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• Shared — Virtual Worlds allow simultaneous connection by multiple
users. Actions performed by one user can affect the world as experi-
enced by another user. Though some worlds are massively multi-user,
that scale of simultaneous connection is not a necessary feature.
• Embodied — Users are represented as entities within the world, com-
monly called avatars. These may be as simple as pictures, or the may
be rendered and animated 3D models.
Combining facets of earlier definitions from Richard Bartle, Edward Cas-
tronova and Raph Koster, Mark Bell defines a virtual world as “A syn-
chronous, persistent network of people, represented as avatars, facilitated us-
ing networked computers.” [11]. While his one-sentence definition does not
explicitly address the spatial aspect, Bell includes the following in his discus-
sion of being synchronous: “Virtual worlds also offer an awareness of space,
distance and co-existence of other participants found in real life spaces giving
a sense of environment.” These definitions are broadly compatible with each
other.
In an education context, a “virtual learning environment” could be mean
any virtual environment where learning is intended to take place. This in-
cludes environments that are purpose-built for educational use, general-use
environments where educational content has been developed, and special-use
environments (e.g. games) that have been repurposed for educational uses.
The research in this thesis focuses specifically on instrumenting learn-
ing within 3D virtual worlds, using approaches that could be applied across
multiple styles of virtual environment, and using a traditional personal com-
puter environment with mouse and keyboard, widely available in educational
institutions. (Trends in classroom devices suggest that future research into
using tablets for virtual worlds research may be desirable, but at the time of
writing there are relatively few virtual world offerings that directly support
both tablet use and instrumentation opportunities.)
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Figure 2.4: MUD1, a text-based multi-user virtual environment.
Figure 2.5: A user-created tutorial area from Second Life. [“RL Education in
Second Life”; Waterhead region, Second Life; taken December 2015]
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2.3.1 Comparing Virtual Worlds to Other E-Learning Approaches
It is important to understand that virtual worlds are just one approach among
a wide range of other e-learning approaches. The term “e-learning” is neces-
sarily broad, covering a wide range of methods and technologies for teaching
and learning, unified by being in some way provided through or mediated by
computing technology of some sort.
One of the earlier and more basic forms of e-learning is providing text and
embedded multimedia resources (images, video, audio) either through some
form of learning managment system or standalone application. Some of these
techniques can also be integrated with or replicated within virtual worlds.
Figure 2.6 shows the content of a number of MS PowerPoint presentations
on display in Second Life. These can be interacted with using button objects
to advance and reverse the slides.
Figure 2.6: PowerPoint slideshows imported into Second Life as “poster ses-
sion” interactives.[Auckland University of Technology; Koru region, Second Life; taken December
2015]
Figure 2.7 shows a giant molecule being used as part of a presentation on
the history of tuberculosis and science education at the Virtual Worlds Best
Practices in Education conference. Rather than a static presentation, Dr.
Miller enhanced a live lecture with the use of free-floating virtual objects.
Other examples of e-learning approaches that may be found adjacent to
virtual worlds include: wikis or other hypertextual systems, used for collabo-
rative projects and building knowledge bases; collaborative document-writing
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Figure 2.7: Molecular structure display in Second Life.[Peter Miller, University of
Liverpool; taken June 2014]
or drawing systems; animations of algorithms or other processes; intelligent
computer tutoring systems; web pages; and applications.
Digital game-based learning is also an increasingly common form of e-
learning approach. This can involve using either existing commercial game
software and wrapping educational framing around it [67], taking existing
learning resources and using “gamification” techniques [32], or designing
game experiences that embed educational content into their environment
and gameplay [48].
In a study of players in Massively Multiplayer Online Roleplaying Games
(MMORPGs), Nick Yee identifies three major components [115] of motiva-
tion: Achievement, Social and Immersion factors. Players who score higher
in one component than the others may find different parts of a game-like
learning experience appealing. For example, Achievers may enjoy something
with a competitive nature, where they feel they are being challenged. So-
cialisers may prefer an experience that highlights teamwork and collaboration
aspects. Immersives may prefer an experience that allows them opportunities
to explore and discover new things.
The boundary between games and virtual worlds is not a hard and fast
one. Especially in games where there is support for user modifications, the
game environments can be repurposed for other activities [93] — the class-
room finds its own uses for things. As one example, the game Minecraft has
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been modified into an educational virtual environment called MinecraftEdu,
which will be described in detail for the second case study in Chapter 7.
2.3.2 Introducing Second Life
In activities such as programming, a rich variety of data can be collected
by observing the actions of students at an editor event level, observing and
analysing saved files versions, compilation attempts and potentially unit tests
to determine variable levels of success at tasks. Without using more active
observational measures such as cameras, it is hard to get an impression of
what students are doing when they are not typing in commands.
3D virtual environments offer an opportunity to explore different kinds
of peripheral information about student behaviour as they work on solving
problems that may be more in line with physical observation. (Further dis-
cussion of the ways in which these systems are being employed for education
is provided in Chapter 3.) The initial platform explored for use as an edu-
cational virtual world was Second Life.
Second Life5 is a general-use virtual world that was created by Linden Lab
in 2003. Second Life’s users (called residents) were able to make their own
content (virtual objects, textures and active scripting of object behaviours),
and lease regions of land (virtual territory) for a monthly fee. It saw early
use as a virtual world for education purposes, with 50% discounts on region
leasing fees offered to educational institutions. There was also a separate
“Teen Grid” that allowed teenagers as young as 13 to use a virtual world
that adults (outside of registered teachers) were not allowed in.
Second Life’s use for education dropped sharply near the end of 2010
when Linden Lab announced the Teen Grid was to be removed and education
providers were required to pay full rent on their virtual land [74]. This
accelerated the move by many Second Life Educators to start their own
simulators using OpenSim6, a free, open source virtual world server designed
to be interoperable with Second Life’s clients and protocols.




“primitives” or “prims”: simple geometric shapes that can have their dimen-
sions and graphical textures customised. Smaller prims can be build up into
groups, to form complex objects. In later years, 3D mesh objects have also
been added, though these require the use of external 3D modelling tools to
create.
By default, an object is considered the property of the avatar who owns it.
Ownership permissions can be changed if an object is given or sold to another
avatar. The creator can set “copy”, “modify” and “transfer” permissions on
their objects to allow others to make copies, edit object properties, or pass on
ownership to others. Objects cost nothing to create, but uploading textures
for use in Second Life attracts a small fee in Linden Labs’ virtual currency,
Linden Dollars (L$). Along with land rentals and user subscriptions, virtual
currency purchase and transaction fees comprise the primary Linden Lab
business model for Second Life.
2.3.3 OpenSim, An Open-Source Alternative
OpenSim provides a number of useful features for educators that Second Life
does not, including the ability to host a server within a school environment
(rather than connecting to an open world with servers in San Francisco) and
restricting use to only permitted users. It does suffer from not having as
many user-created models and assets available from which to build content,
but it features a C#-based module system that allows programmers to add
new features to the code base (such as logging a wide variety of server events).
Users can also upload as many textures as they want without incurring any
costs.
As part of an initiative to improve their user experience and accessibility,
Linden Lab also opened the source of a large part of their client (“viewer”)
software, permitting the creation of a number of third-party viewers. These
are typically also usable for OpenSim servers. The software used and modified
for this study was the Imprudence7 viewer. Since the client code provides no
explicit modding interfaces, custom data collection code needed to be wired
into the existing source code in a variety of places.
7 http://wiki.kokuaviewer.org/wiki/About Imprudence
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Direct observation is one way of evaluating new teaching methods, but
taking observation notes in class or research with methods video/screen cap-
ture can be obtrusive, time-consuming and difficult to get quick insights from.
The next chapter discusses education in virtual worlds, and explores various




In Chapter 2, the general character of virtual worlds was outlined, across
both general-purpose environments and those purpose-built for education. In
virtual worlds where education is not the primary focus of development, the
education content has to coexist alongside other content and other activities,
in a system that may have been built with design features that distract from
or even actively hamper the accomplishment of learning outcomes.
Different approaches to focusing on education outcomes include struc-
turing learning around existing activities, partitioning the virtual landscape
into dedicated education areas, and supervising or moderating learner ac-
tivity within the environment. Where the source code and terms of use of
platforms allow, it may also be possible to make alterations to that underly-
ing platform in order to better enable and support such educational uses.
Before considering how this might be achieved, it is worth reviewing how
virtual environments are already being used for learning purposes, and how
some of their features may make them specifically appealing for educational
use.
3.1 Learning in Virtual Environments
One excellent pool of research information to draw from, especially in Aus-
tralia and New Zealand, was the members of the DEHub Virtual Worlds
Working Group (VWWG)1 which spans 54 higher education institutions in
the region, and conducts systematic reviews of the use of 3D immersive vir-
tual worlds among its members [53, 27].
1 http://www.vwwg.info/
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In 2010, Dalgarno and Lee [28] investigated the affordances of 3D virtual
learning environments, and illustrated that 3D VLEs can be used to facilitate:
1. learning tasks that lead to the development of enhanced spatial knowl-
edge representation of the explored domain
2. experiential learning tasks that would be impractical or impossible to
undertake in the real world
3. learning tasks that lead to increased intrinsic motivation and engage-
ment
4. learning tasks that lead to improved transfer of knowledge and skills
to real situations through contextualisation of learning
5. tasks that lead to richer and/or more effective collaborative learning
than is possible with 2-D alternatives
Given the increasing amount of effort being put into 3D games and VLEs,
they called for “a concerted and systematic effort by researchers to ascertain
whether or not, and if so, how, the capabilities and features of 3-D VLEs can
be exploited in pedagogically sound ways.” Their roadmap proposed extend-
ing existing research with empirical studies exploring their characteristics
further, deriving principles and guidelines to inform their use.
The case is also put forth that it is not possible to separate the learning
design from the media, with minimal unique learning benefits to be found
when comparing 2D and 3D environments with a common learning design.
This informs the RQ2 theme of this thesis, of testing how generalisable be-
havioural data is when providing the same problem to solve via the different
methods.
In Hearns et al.’s 2011 report of New Zealand studies [53] and Dalgarno
et al.’s 2013 DEHub report [27] across Australasia, 3D virtual learning envi-
ronments are reported to have explored a broad range of learning areas and
schooling levels.
Many respondents commented that virtual worlds provided a more “ac-
tive / alive / hands-on” style of learning compared to more traditional class
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activities. They also appreciated increased engagement with learning tasks,
and the ability to create tasks that practice skills in a safe environment with
no/less real-life risk or concern when errors occurred while performing tasks.
While there is a general theme of enthusiasm and potential visible from
respondents, and positive feedback from participants, few attempts at sys-
tematic evaluation have been described.
The primary instruments used in studies for evaluation were question-
naires and interviews. Some transcripts were analysed, with little data cap-
tured from within virtual environments other than that. As the following
DEHub respondent points out, analysing student performance within a vir-
tual world is a challenge:
“Pre-test, post-test testing and analysis of . . . transcripts and that’s
basically how we are doing it. But it’s pretty hard to . . . we sort of
are still looking at constructability in terms of . . . is the environment
able to show how well people perform and then what does performance
mean, and that’s the whole problem with it.”
Table 3.1 shows the variety of different learning activities designed by
the DEHub respondents, though some activities feature in multiple cate-
gories. Using Hew and Cheung’s three broad categories of virtual learning
space uses [57], the largest activity counts are seen in communication spaces,
followed by experiential and (spatial) simulation activities.
Seven of the 52 studies feature the “concept exploration” category, which
is the best primary fit for the case studies in in this thesis. Studies featur-
ing students not studying for tertiary degrees were uncommon (14%) and
despite being in a computer-mediated environment, IT/Computing was a
relatively uncommon subject area (18%)2. Within that group, the focus was
on scripting rather than exploring theoretical computer science concepts.
The DEHub report also made a number of recommendations for institu-
tions and their staff that will be covered in more detail in Chapter 9.
As well as research directly within 3D virtual learning environments, there
are some potentially useful ideas being developed in other related fields as
2 Indeed, it is much more common for “ICT in Education” to refer to using computing











Task or skill practice 5
Gaming 1
Other 11
Table 3.1: 3D virtual world learning activities designed and implemented by
DEHub report respondents. [Adapted from [27]; CC BY-NC-SA 3.0 AU]
well, such as 2D virtual environments, virtual reality and serious games.
Falloon’s 2010 use of animated avatars in the MARVIN system [45] for
digital teaching and storytelling looked at their use in a 2D virtual envi-
ronment for learner engagement, positively linked with the achievement of
learning goals and outcomes, in support of the thinking and relating to oth-
ers Key Competences within the 2007 New Zealand Curriculum Framework3.
(By comparison, thinking and using language, symbols, and texts are the most
relevant competencies for CS Unplugged.)
An interesting consideration from virtual reality is presence theory [76]: if
a user experiences a high degree of engaged presence within virtual realities,
psychological processes activated by interactions in VR will be similar to
those in the physical world. This kind of presence-establishing approach
been successfully used in VR systems for a number of applications, including
the therapeutic treatment of PTSD [34] and arachnophobia [70] through
the carefully controlled activation of psychological processes without being
exposed to the real-life stimuli that provoke them.
Chow’s 2016 study [20] looks at the user characteristics that are important
in the establishment of presence in 3D VLEs, employing a structural equation
3 http://nzcurriculum.tki.org.nz/Key-competencies
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modelling approach to determine that “subjective norm4, perceived ease of
use, computer self-efficacy, and perceived usefulness account for 52% of the
total variance of the sense of presence” alongside the immersive, interactive,
and perceptually realistic aspects of the technology.
The field of serious games — games used for serious educative, informa-
tive and persuasive purposes — has seen a similar evolution in attempts to
provide tools and methodological frameworks to support their use in edu-
cation. Mayer et al.’s 2014 paper [81] identifies the need for methodology
that can ensure accountability (to user critique) and responsibility (duty of
care) from learning designers and providers to their learners, especially to
vulnerable groups within societies. They also identify a lack of available
tools for inobtrusive data gathering and assessment within this space. This
perspective is echoed by Arnab et al. in 2015 [2]. Their LM-GM model maps
between learning mechanics and game mechanics, mapping them against
Bloom’s ordered thinking skills. The model also differentiates between ab-
stract mechanics (e.g. ‘Plan’ or ‘Challenge’) and concrete mechanics (e.g.
‘Experimentation’ or ‘Levels’) in each group.
3.1.1 Examples of Learning in 3D Virtual Environments
A 2012 survey by Kim et al. [63] performed a research trends and methods
analysis on 3D virtual worlds being used for education that showed trends
across a number of broad education subject areas, including language (25%),
science (18%) and general education (17%). Only 12% of the studies they
found were specific to computer education. In terms of their major appli-
cation, 62% of studies used the virtual world for simulation of space with
embedded curriculum content, 25% to provide a communication space, 6%
to provide an experiential construction space and 9% a combination of the
above techniques.
Duncan et al. [39] engaged in a study of virtual worlds that differentiated
on factors of population, educational activities, learning theories, learning
environment, supporting technologies and research areas (type of research
4 The degree to which a user perceives the demands of significant others on him/her to
use the technology.
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and/or evaluation). Over 100 papers, this study found that 56.8% of virtual
worlds described were experimental only, 40.5% had also been evaluated, but
only 2.7% had been deployed in a non-experimental setting. This highlights
the importance of identifying and tackling challenges to widespread adoption
of virtual world technologies in and across schools, so that ongoing practi-
cal research can be conducted closer to the real experience of teaching and
learning.
Learning areas where virtual worlds have been used to teach and research
include: foreign language and culture learning [89, 24, 116, 90, 69]; social
studies [35]; healthcare, counselling and occupational therapy [26, 61, 30,
101, 19, 100, 106]; bioinformatics [86]; operations management [71]; science
and society [6]; peace and justice studies [58]; sports coaching [77]; foundation
studies [113]; and temporary traffic management [23]. Alongside school and
university use, there have been a number of private sector virtual world
training environments created [59], and even military training simulations5 [1,
94, 91].
Figure 3.1: VLENZ Te wāhi whānau virtual birthing unit for healthcare
education.[SLENZ/NMIT;Koru region, Second Life; taken December 2015]
Kim et al.’s analysis determined that studies had traditionally been more
descriptive, i.e. “a method describing spontaneously generated situations
without any artificial operation on educational fields in virtual worlds.” How-
5 q.v. http://fvwc.army.mil/moses/
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ever, recent years have seen a marked increase in the number of experimental
studies. An experimental study “deliberately controls possible variables and
compares experimental groups with control groups to provide hypothesis and
causation.” [63] This trend seems to echo the suggestion Guzdial [50] makes
about the natural progression from early exploratory work towards producing
theory-driven research in CS education.
Using the above classification, the 3D virtual worlds used in this thesis
would be classified as “experimental CS education simulation spaces”.
3.1.2 3D VLEs for Computer Science Education
For teaching computer science, and teaching theoretical computer science
concepts in particular, there are comparatively few examples available of
virtual worlds being used as tools to teach concepts or skills.
Wang and Burton [107] made a review of education research papers about
Second Life between 2006 and 2011, considering 107 papers from 68 journals.
They also reported only five papers that features computer studies and/or
information systems. They also found that the proportion of empirical stud-
ies was increasing over time, but not necessarily the volume of studies. Very
small to medium studies (50 people or below) predominated, but average
study sizes slowly increased over time.
In 1998, Bares et al. [7] created a 3D virtual environment called CPU
City. This was developed in their Situated Avatar-Based Immersive Learn-
ing (SAIL) framework to allow learners to study various aspects of computer
architecture, following a situated problem solving approach and role-based
immersivity. It incorporated context-sensitive goal reminders and hints, sim-
ilar to those used in computer games to encourage their players towards an
active goal.
Esteves et al. [43, 44] used the Linden Scripting Language (LSL) as a way
to teach project-based programming learning in Second Life, using action re-
search methodology. The data sources used in their study were screenshots,
session reports, participatory observation and questionnaires, but no instru-
mentation within the virtual environment itself. Their findings recommend
projects with strong visual behaviour, adjusted to fit students’ levels of ex-
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pertise.
Akins and Caukill [3] report a student project using Second Life as an
environment for constructing an Internet Protocol (IP) subnetting tutorial.
While the project had some successful outcomes, the process of learning
pedagogical skills and technological tool mastery to supplement the stu-
dent’s developing content knowledge about subnetting was a difficult one,
with progress sometimes a matter of trial and error rather than having a
clear, structured pathway to construction of the tutorial.
Girvan et al. [46] used Eric Rosenbaum’s “Scratch for Second Life”
(S4SL) [51]6 for a pilot study, creating interactive installations using pro-
grammable turtles in a constructionist paradigm; Sajjanar and Faulkner [92]
have been exploring its use for experiental problem-based learning pedago-
gies. The focus for each of these studies was on learning computer program-
ming concepts, rather than non-programming theory.
Sajjanar and Faulkner’s work studied a small number of students (N =
12) building programs to construct staircases using questionnaires to collect
data from the experience. In this sense, Second Life was used more as a pre-
sentation medium for a Scratch programming challenge, making limited use
of the particular learning affordances of 3D virtual environments. Neverthe-
less, the students reported that the environment helped to interest them, and
that the virtual presence of the teacher was useful and appreciated in solving
the problem. The response to virtual presence of peers in the environment
was mixed, seen as interesting and potentially useful, but also distracting
from the task.
Marghitu et al. [80] used a Computer Science Unplugged activity about
sorting networks as the basis of a study on engaging students with disabili-
ties in STEM subjects, implementing the activity in both Second Life (with
embodied avatars) and the “Alice” educational programming environment.7
The sorting network activity is detailed in §3.6.
Virtual worlds can be a good way for people with disabilities to interact on




matter as much if a location isn’t immediately wheelchair accessible8 [117].
While Alice is not a fully-formed 3D virtual world in the sense we are
using (it provides a spatial simulation, but not in a shared, persistent and
embodied fashion), it has been specifically designed as an educational pro-
gramming environment, with a drag-and-drop interaction paradigm for com-
posing programs that can create 3D animations and games incorporating
user interaction events. The programs created in this fashion have a struc-
ture similar to those found in other imperative programming languages such
as Java, with objects within the 3D scene graph having attached properties
and methods, including a global World object.
Werner et al. [108] collected data from games built using Alice made by
either single learners or in pair programming, and analysed the structure of
the programs looking for particular features. Since dragging and dropping
code snippets into the program was no guarantee that they would actually
be executed, different functions were analysed for how often they used and
also how often they were reachable within the program, and how often they
failed upon execution once they were reached. This helped to gauge stu-
dent familiarity with concepts around variable use, flow control and event
handling.
In later research, Werner et al. [109] mined the data logged during the
creation of programs by middle school students, reconstructing High-Level
Alice Actions (HLAAs) from lower-level user interface events as an interme-
diary step to a more comprehensive behavioural analysis of learners’ actions
while learning to create programs.
3.2 Recording Educational Experiences
A broad range of observational methods were considered for assessing the
learning environments in this research, drawing on traditional educational
research measures and those used more in the domain of computer science
for user studies in human-computer interaction.
In a previous longitudinal study of students learning constructivist educa-
8 When it is an important part of expressing or exploring a disabled identity, some Second
Life users have created wheelchair items for in-world use as well.
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tional theory and game design in 2008 [48], the understanding of learner ex-
periences was characterised by a combination of direct observation by teach-
ing practitioners (lecturers and tutors) and asking students to record their
own subjective experiences during each of their classes. In that study it was
found that learners using the digital mode of teaching were happier and more
involved, reported higher levels of concentration but also considered the ses-
sions more challenging than those using the traditional lecture theatre mode
of teaching — a not entirely surprising result, considering the relative matu-
rity of lectures and novelty of game environments for delivering education.
Of particular interest to the constructivist understanding of engagement
in learning is Csikszentmihalyi’s concept of “flow” [25], where peak involve-
ment and performance is encouraged by finding a good balance between an
interested learner’s ability and the challenge of what they are learning.
In the course of investigating the concept of flow, Csikszentmihalyi and
his associates came up with a method of classifying flow states called an
Experience Sampling Method or ESM [54]. This questionnaire captures a
snapshot of a person’s physical, intellectual and emotional state at a ran-
domised point within the study period. Answers can be used to determine
which of four general states (boredom, relaxation, anxiety and flow) the par-
ticipant is experiencing.
A major drawback with the ESM as an observational instrument is that
the questionnaire interrupts the activity at an arbitrary point, and the par-
ticipant experiences a mental context switch in order to fill out the question-
naire. Sampling also means that it yields a picture of a single point in time,
rather than across the course of an entire experience. While it may produce
a detailed inventory of a subject’s current state at that point, the method is
obtrusive and time-consuming, especially in short-duration studies.
The most common instrument used for measuring learning across an ed-
ucational experience or intervention is pre– and post-testing. A short assess-
ment of prior knowledge and/or ability in the problem domain is administered
before and after an experience to test for learning effects. Where tests are
administered directly after the experience, recall is an especially important
factor to consider: learners may be relying more on their short-term recall
of facts from the experience (or indeed, the pre-test) rather than their active
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comprehension of the educational subject matter. Measures can be taken to
mitigate this effect, such as asking a mix of recall questions and those that
require active processing using the learnt knowledge.
Semi-structured interviews can allow researchers to touch on the major
points of interest from their study, but also take in other salient contribu-
tions that fall outside of the formal experimental design framework. Both
individual and group interviews have bias in terms of the kind and quality of
information they will yield; responses may be influenced by what participants
think their peers or the researchers may want to hear. It can be desirable
for questions and codings to be developed and adapted over the course of
pilot interviews, as the researcher becomes more familiar with the range of
responses that interviewees may give [10].
Direct observation is a straightforward method of gathering data. How-
ever, this technique is also not without its biases. The Hawthorne Effect [112]
and related conditions suggest that having the researcher physically present
in the situation is a source of participant reactivity — they may modify the
way they act in relation to the fact that someone is observing them. Passive
recording devices can mitigate these reactions to some extent, but they may
persist if the recording devices remain visible and prominent in the partici-
patory space.
When observing for education research purposes, as opposed to a regular
teaching and learning environment, informed consent requires that partici-
pants need to be informed of the ways in which they will be recorded, and as
such some observation effect is unavoidable. This thesis research specifically
investigates the use of passive, inobtrusive data recording methods, though
researchers and/or teachers were present during learning activities and able
to make direct observations as well, and recorded data was calibrated against
traditional tests and questionnaires.
When it comes to evaluating the use of virtual worlds for education pur-
poses, a wide range of measures are in use. This reflects input from a broad
range of researcher backgrounds across traditional education, cognitive psy-
chology and human-computer interaction and other research disciplines, em-
ploying qualitative, quantitative and combined analysis approaches.
Beck and Perkins [9] conducted a review of research methods in desktop
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virtual world environments, using Ellis’ framework on education research
innovations [41] as a lens for categorising the stages of maturity in 127 peer-
reviewed research papers. Ellis proposed a framework for educational re-
search in new fields, spanning their inception as theoretical concepts through
to widespread integration into practice. His “Level I” research consists of
building the theoretical models that underpin our understanding of observed
phenomena. “Level II” research happens when these models are analysed
and empirically tested to determine their educational implications. “Level
III” research is where educational implications are collected to form a coher-
ent set of suggested strategies for teaching practice, learning materials and
activities, that can be implemented and evaluated on a wide scale.
Beck and Perkins found that 61% of papers surveyed in virtual world edu-
cation environments were at the theory-building, “Level I” phase of research.
36% were qualitative or quantitative empirical “Level II” research, or mixed
methods. Only 3% were “Level III” research that examined the success of
widespread implementations. (These figures are similar in distribution to the
experimental, evaluated and deployed virtual worlds from Duncan et al. [39]
as discussed earlier in this chapter, reflecting the relative rarity of mature
and widespread deployments, though a direct comparison between their two
sets of analysis could not be made from what has been published in each
paper.)
Compared to more mature teaching methods, virtual worlds research is
relatively new and quantitative data collection relatively uncommon. As
supported by Beck and Perkins’ review, traditional qualitative research in-
strumentation predominates: surveys and questionnaires (47%), and direct
learner observation and interviews (37%) are all more common than any
methods that collect quantitative data from the environment or the learners.
Only 23% of the researchers surveyed used in-world tools to collect data,
and only 5% had access to “back-end” server data. Methods used for the
latter included video (12%), chat logs (9%), audio recordings or in-world data
collection (5% each).
Clarke et al. [22] describe a system within the River City MUVE at Har-
vard (an Active Worlds virtual environment) that created a database of “per-
sonalized histories” for each student, recording every pre-tagged item that
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they interacted with or conversational dialogue initated with one of the “cit-
izen” virtual agents within the environment, using that data to inform an
Individualised Guidance System (IGS) that could provide “hints” to users
to support guided discovery learning. Methods like this can now be imple-
mented by other Active Worlds users through a publicly released software
development kit (SDK) provided by Activeworlds Inc.
Barab et al. [5] took the approach of creating their own game to ex-
plore the impact of playable fictions in a peacekeeping scenario. Through a
cutscene dialogue system they were able to record players’ choices during the
experience and use them to promote player self-reflection.
Alongside observation and semi-structured interviews, Dodge et al. [36]
were able to review computerised records from within the Quest Atlantis sys-
tem’s database while studying the impact of their virtual learning environ-
ment in prosocial engagement. These consisted of in–world communication
(chat and email logs), tasks accomplished and places the chose to visit.
3.2.1 Examples of monitoring in virtual learning environments
Some VLE research is conducted using traditional instrumentation as the
primary data source. In the studies by Esteves et al. into using Second
Life for problem-based learning [43], data collection was conducted primarily
through questionnaires and teacher reports, rather than using any direct
environmental data capture.
A variety approaches have been investigated for capturing data from vir-
tual environments for a variety of purposes. Along with educational use,
virtual environment monitoring has been used in other research areas includ-
ing information science [72], cognitive science [55] and social psychology [42].
Brandherm et al. have taken a directly simulationist approach [16], using
Second Life as a way of testing emulated real-world sensors (e.g. RFID track-
ing). In a more high-level approach, Kinicki and Claypool performed network
analysis comparing bandwidth requirements and “turbulence” of zones with
dense/sparse populations of both objects and avatars [64]. Their attempts
to reproduce earlier results were hampered, however, because the zones from
the original research have since disappeared.
36
La and Michiardi simulated mobile ad-hoc networks and delay-tolerant
networking, as applied to Networked Virtual Environments (NVEs) in Second
Life [68]. Their goal was performing spatial, temporal and topological anal-
ysis of user interaction, with some comparison to real-world spatial analysis
techniques and the problems faced there. They found that their analyses were
a useful approximation of what would have been expected from real-life data.
In particular their methodology could be applicable to user interaction in a
learning environment; measuring contact time between users, inter-contact
times, neighbour ranges and clustering coefficients may provide interesting
insights into learners’ sharing of spatial and temporal context during activi-
ties.
While they were looking at the use of Second Life in business, many of the
observations of Bessière et al. [14] are also relevant to learning environments.
They draw upon the constructionist, problem-based learning paradigm to
help encourage team-building and collaboration in their studies. In their
data collection, observational notes were collected along with semi-structured
interviews conducted either in-world or via instant messenger. They also
collected and analysed chat logs and survey results.
3.3 Ways to Monitor 3D Virtual Environments
In addition to direct observation, there are a number of ways in which a 3D
VLE experience can be monitored. Four main points at which automated
data collection is possible have been identified9 and illustrated in Figure 3.2:
1. Video and interaction events could be directly captured from the user’s
computer at the operating system level.
2. Modifications could be made to an existing Second Life client (a.k.a.
viewer) in order to extract data.
9 “Man in the middle” network interception of messages between client and server is also
possible, if the communication protocol is known or able to be reverse-engineered. It
could be explored in cases where the server is proprietary, and the link is unencrypted
and the communication protocol open / legally discoverable, but it would otherwise
behave like client or server capture with extra latency complications.
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3. The server could be modified to capture data on participants’ activities.
4. Data could be captured from within the virtual environment itself,
using script-based methods for periodic sampling or detecting event
triggers.
Figure 3.2: Four capture approaches marked in red: (1) Video/Event (2)
Client (3) Server (4) Simulation
Each of these has benefits and issues to do with performance, privacy, and
ease of deployment. Using the Second Life and OpenSim virtual worlds as a
testbed, each of the four approaches has been considered in detail. Table 3.2
summarises a number of salient features across the four approaches, and is
explained in further detail in §3.3.5.
3.3.1 Video/Event Capture
A video capture program such as Camtasia or FRAPS can be used on a
participant’s computer. While it is typical to capture the whole display at
once using this method, some capture apps will allow you to mask the input
down to the part of a screen that a particular application window is using.
Using this approach allows researchers to see everything that the participant
sees, including any interactions occurring between the 3D scene, 2D user
interface elements (e.g. maps or inventory dialog windows) and potentially
focus-switching between the world and other applications. Knowing what
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parts of the scene are visible versus occluded could allow the researcher to
get a better idea of what areas of the scene a player is able to attend to.
While video captures a lot of data, naturally ordered in a temporal fash-
ion, it typically does not contain any encoded semantic understanding of the
experience. One of the typically problematic parts of video analysis is an-
notating video data with markers that represent interesting events. Manual
analysis and annotation of user study video data can be a time-consuming
process [33, 60]. Transcribing speech typically takes more than three hours
for a single hour of recorded conversation, and coding against finer visual
details can take ten hours per hour of recording [4].
The video analysis process can be improved by capturing user interaction
events alongside the video stream, such as mouse clicks and key events. These
have the advantage of taking up a small amount of space relative to their
semantic value, and can provide points of interest for automated or semi-
automated classification of video. It is also possible to visualise the events
during playback, by either expanding the viewport and displaying events
side-by-side with the video or by overlaying visual representations onto the
video stream10.
Mouse and key events can also provide useful information in their own
right. For example, determining the frequency and length of the periods be-
tween interactions can show times when a user is actively interacting with the
virtual world application, versus passive participation or out-of-environment
attention. While it doesn’t map directly to the amount of time a learner
is spending on-task — which can consist of thinking, listening, asking and
answering questions as well as doing — it can help to inform such analyses
alongside other measures.
Capture is generally initiated and controlled at the participant’s PC, and
users will typically have immediate knowledge of what is being captured
and when. Depending on the experimental environment, there may still
be privacy concerns in using video capture, however. Using some capture
techniques, private notifications from other applications such as instant mes-
10 Care should be taken using these methods. While there is value to seeing events in
situ, extra clutter in on-screen visualisations could occlude or distract from analysing
the scene as the participant sees it.
39
saging clients (e.g. Google Talk or Windows Live Messenger) could show up
in frame. Even where data from external applications is excluded, there
may be data that identifies participants: names appearing in chat logs,
titles above avatars’ heads, or even the characteristic appearance of user-
customised avatars.
Uncompressed video files are large, and storing compressed video requires
processing power. Both of these factors have potential to interfere with
the performance of the client program. For example, in order to capture a
1024× 768 stream at 30 frames per second at a 32–bit colour depth without
compression requires 90 megabytes of storage space per second. Lowering the
capture resolution or framerate will reduce the size the storage requirements,
but with a potential loss of fine detail if either is dropped too far. On-the-fly
(realtime) compression can drop the file size, but at the risk of costing further
overheads that may interfere with the experiment.11
If sufficient storage and time is available, compression can occur offline
afterwards. This may not be practical in situations where multiple cohorts
need to be studied in a short space of time.
As an indication, using the Techsmith TSCC codec from Camtasia and
later transcoding with the Indeo 4.5 video codec, four runs of sample footage
were compressed to between 6% and 9% of their original uncompressed size.
Compressibility of video varies depending on motion and scene complexity;
stationary or slowly-moving scenes are generally much easier to compress
than those where a lot of fast motion is occurring.
Applications for video capture from a personal computer are mature, and
readily available to the public. Keyboard and mouse event capture may not
be possible with some operating systems or security policies. In a real-world
education environment, school security suites may prohibit applications from
capturing events from a global context: these techniques are sometimes used
by malicious “keylogging” software, which has been used for theft of authen-
tication details. Use of these techniques may be limited in practice to a
researcher-controlled test environment.
11 The extent of this risk depends on a number of factors including threading models,
available memory, and disk swapping time if insufficient extra RAM is available to the
compression codec.
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For analysis to be completed, the large file sizes of video data streams
typically need to be stored and offloaded after the experiment. In certain
conditions, this become less practical than other methods: when working
with participants in long-distance learning, or with slow bandwidth connec-
tions, collecting captured video data could be prohibitively costly.
In a controlled environment and with a sufficient budget, it is possible
to transfer some of the load caused by video and event capture to a second
external computer system. Employing a display signal splitter, video capture
card and key-logging software can significantly reduce performance degrada-
tion for the participant, but it is not without caveats. Extra hardware per
user adds to the expense of research, and deploying specialised hardware re-
quires physical access to participants’ computers, limiting its practical use
to short range or colocated studies. With the data capture process being
less visible to the user, more care may need to be taken in ensuring informed
consent for study participants. It may also prove more difficult to integrate
data streams from multiple approaches, as the external capture hardware
would need to have its timestamps synchronised against the client machine
as well as any server-based data.
3.3.2 In-client Capture
For this approach, a standard virtual world client application typically needs
to be modified in order to enable rich data logging. Capturing data from
within the virtual environment’s client instead of the server allows us to
collect virtual world information as a player receives it, including any network
latency effects between the server and other clients. Alongside properties
such as camera and avatar position, interaction with UI elements (status
messages, dialog boxes, etc.) can also be noted, timestamped and logged as
and when they change.
Capturing within the client can also give us useful insights into commu-
nication for transcript analysis. Where appropriate (i.e. between consent-
ing research participants) private message text can be captured that is not
available to in-simulation recording scripts. It also allows us to characterise
multi-party conversations in which different participants may receive mes-
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sages from each other at different times and in different orders depending on
the latency features of the network. (Indeed, on an unreliable network, some
messages may not be received by some participants at all.)
The quality and sampling of captured data is affected (just as the partic-
ipant’s experience is) by system overheads such as network latency or CPU
processing, with potential drops in displayed framerate and responsiveness.
Such effects should be accounted for in both the experimental design and
data analysis. It is also important to note that the accuracy of participants’
system clocks may differ widely, so timestamps from different data sources
may need to be synchronised for multi-source analyses [33].
In terms of privacy, the modified version of the client software must be
provided to the study participant in order to capture log data this way. In
a classroom setting, this would typically be done by school IT managers or
teachers, and only used for the purposes of participating in a study. How-
ever, when experiments are taking place in a public virtual world, the client
may not be able to automatically differentiate between events related to the
experiment and events that are unrelated (messages from non-participants,
group notifications, etc.). Care should be taken to inform participants of
this possibility. If possible to arrange beforehand, instant message logging
functions could be filtered to only match a list of approved avatars.
Client-captured data can be saved locally to a file or database, or posted
live to an external service. For live logging, there needs to be a secure, re-
liable and highly available network connection maintained between the data
collection service and all participants. This may be difficult to achieve in
practice, especially in experiments where data is transmitted across public
internet. Event log files are typically small and compressible (especially com-
pared to video data), but a mechanism or procedure to collect log files from
participants’ PCs is still required.
In order to perform this kind of data extraction, the source code of an
existing virtual environment client must first be obtained and modified. For
Second Life and OpenSim, a number of open source “third-party” viewers
can be modified for this purpose.12
12 http://wiki.secondlife.com/wiki/Third Party Viewer Directory
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For longer-term studies this software modification process could cause
problems with maintainability, as the source code matures over time. Writing
log files or opening network connections may also fall afoul of IT security
policies for managed software and networks, even when data capture is taking
place within an application that the participant chooses to run.
In order to reliably support widespread implementation, the software
would have to be developed, deployed and tested to perform consistently
on client computers in geographically distant locations, with multiple op-
erating systems, and with different hardware configurations. Second Life
has no official plugin architecture, and attempts to create one stalled,13 but
other virtual worlds that support standardised plugin interfaces could miti-
gate some maintainability issues.
3.3.3 In-server Capture
Given the proprietary, commercial nature of Second Life and some other
commercial virtual world offerings, collecting data from directly within their
server software would not be possible without buy-in from the company. This
is not a particularly realistic option to pursue for small-scale, noncommercial
educational research.
For proprietary virtual worlds where users can run their own instances
of virtual world server software, options are often limited. They include
reverse-engineering and plugin architectures for modifications where the ven-
dor chooses to make those available. Reverse-engineering of server code can
have legal ramifications in many jurisdictions, as it runs afoul of a number of
intellectual property laws, and since the reverse-engineered code is essentially
unsupported and undocumented, there is little guarantee that modifications
will continue to work consistently from version to version.
Unlike their proprietary counterparts, open source offerings such as the
OpenSim server provide us with the ability, in an isolated experimental en-
vironment, to capture information about multiple simultaneous participants
without having to modify their client software. Adding instrumentation at
the server constitutes a single point of cost in processing speed that is not
13 http://wiki.secondlife.com/wiki/Plugin architecture
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dependent on the performance of individual participants’ hardware or their
network configuration. It captures their actions “as the server sees it”, and
can tie directly into the server’s event manager.
OpenSim features a modular plugin architecture, written in C# and us-
ing the Mono.Addins framework. This provides developers with a common
interface to the server’s core functionality, allowing them to write application
modules that are dynamically loaded by the server at runtime. By default,
OpenSim runs a web service module that reports basic statistics (number of
users, network latency) and the occupancy of virtual regions (avatars and
their positions). Capture of fine-grained data streams is not directly sup-
ported, and client-side effects such as network latency are also not directly
captured.
Using the log4net logging functionality in OpenSim it is possible to
build a module that outputs data in a compact form, with file sizes largely
dependent on the sample rate of the data captured. Bespoke binary formats
are possible, but plaintext log files can be significantly compacted with little
overhead using common text compression techniques in libraries such as zlib.
One caveat is that logging to the server application’s interactive console has
a higher overhead than logging directly to a file, so any status messages
presented to the console administrator should be high level, informational
and infrequent so as to avoid degrading system performance.
The OpenSim plugin architecture is mature and easy to use. The data
capture module like one developed for this research can be deployed as a
standalone DLL file, potentially using an external configuration file for minor
changes. It does require custom code, and this may need to be recompiled
or patched if OpenSim APIs are changed. However, as server versions tend
to be less frequent and upgrades more easily controlled by researchers, this
technique has better longevity than potentially having to support logging
from within a range of clients and client versions, or restricting participants
to a very narrow range of the client options available.
This kind of data logging can take place with no perceptible effect to
the participant. For ethical reasons, it is important to have an experimental
environment where informed consent is sought and obtained before logging
takes place. Gathering consent could be conducted externally, or within the
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simulation: users could notify the system of their consent or withdrawal using
either pre-defined chat messages or object scripts by registering listeners
against the EventManager, and checking for script and message events issued
by the participant’s avatar to register their participation or withdrawal from
the study.
3.3.4 In-world Capture
Some virtual worlds provide the capability to interact with their content
programmatically, by writing scripts that are attached to objects or avatars
within the environment. Both Second Life and OpenSim support the Lin-
den Scripting Language14 (LSL), which enables some methods for capturing
information “as the world sees it” from within the virtual world itself.
These scripts can be embedded in environmental features alongside any
code that is required for the functionality of the activity, making this ap-
proach a good fit for embedding task-related event data to be recorded along-
side other information streams, automatically recording significant interac-
tion events. For example, a door scripted to open on touch could emit a
message to a recording object, noting who opened or closed it and when.
While closest to having a semantic model representation of the learning
experience, this approach also runs the risk of interacting with the experi-
ence, with potential for affecting performance and outcomes. For example,
an observing agent in-world may be perceived and reacted to by the partici-
pants [68], just as the presence of a human observer in a real-world activity
may be reacted to.
There are also some limits to the kind of information that can be captured.
To ensure users can communicate privately, it is not possible to write a
listener script in LSL that can record private messages sent between two
avatars. A bugging device worn on or placed near an avatar could still
pick up conversation that used a low-range “whisper” command, or regular
talk commands where the listener was not virtually present. Such devices
could be employed for research with the informed consent of participants, but
care would have to be taken to ensure that they did not continue to record
14 http://wiki.secondlife.com/wiki/LSL Portal
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once participants had left the experimental context (i.e. when the experiment
finished or they withdraw).
When designing information-reporting mechanisms, a number of factors
have to be considered. The scripting architecture used by Second Life and
OpenSim provides what is essentially a sandbox to execute user code in.
While the resource restrictions tend to be more relaxed in OpenSim, Second
Life has a number of features that impose throttling limitations, making it
difficult for individual scripts and objects to adversely affect the functionality
and responsiveness of the simulation as a whole:
• Object energy is required for certain physics functions. This value
depletes when using most certain built-in functions, and regenerates
over time. Most functions have a small fixed cost, but some functions
(such as llTeleportAgentHome teleporting an avatar to their home
position) can cost considerably more. Objects that are out of energy
because they try to do too much at once may operate slowly as a
result. This could include rapid polling of the nearby environment by
a scanning script.
• Time dilation is caused by the server being unable to complete all
the script actions in a timely fashion, regardless of the object energy
levels. This can result in one second of “subjective” script time being
longer than a second in the real world.
• A single timer event is allowed per script. Consequently, adding
timed reporting functions directly to a script that relies on a timer for
other purposes can cause race conditions and other conflicts between
them.
• There is a default event delay that limits the rate at which an
object’s event-handling scripts can accept new events. Receiving too
many events within a short span of time may cause queuing problems.
• There are built-in delays in certain resource-hungry functions, such
as a 20–second forced sleep delay when a script uses llEmail. This
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function is also throttled across all scripts owned by a given user, as
a spam-prevention measure. Emails are also limited to a 4096 ASCII
character packet, including message headers, so any information exfil-
trated using this method should be as concise as possible.
• Storage memory per script in Second Life is limited (to either 16k or
64k, depending on the compiler). Reporting data to an external source
would need to be done fairly frequently to avoid memory overruns.
Capture Approach Video/Event In-client In-server In-world
Data captured at Client machine Client or external server Server External server (e.g. HTTP)
Data aggregated Offline Offline or at server At server At external server
Capture timestamps Client time Client time Server time Server time
Performance overhead High CPU load∗ Small CPU load Small-Moderate Potential reduced
CPU load∗∗ script responsiveness
Data bandwidth / storage Large Small per client Small-Moderate Small-Moderate
required (MB/sec) (B/sec) (B/sec — kB/sec) (B/sec — kB/sec)∗∗∗
Client code modified? No Yes No No
Server code modified? No No Yes No
Implementation difficulty Third party Multiple platform and Version upgrades Relies on consistent script
version support easily controlled behaviour between servers
Report avatar position? No Yes Yes Yes
Report camera position? No Yes Yes Yes
Report key presses? Yes Yes — in world and UI Limited$ Limited$
Report mouse clicks? Yes Yes — in world and UI No No
Report object interaction? No Touch, no collision Yes Yes
Experiment-specific events? No No Yes Yes
* May be very high if on-the-fly compression used, or offset by external signal capture
** Varies with amount of data. Performance effects manageable on dedicated experimental server hardware
*** Amount of data transferable may be restricted by script engine limits
$ Limited to standard avatar/vehicle control events
Table 3.2: Comparison of difference capture approach features across Second
Life and OpenSim
3.3.5 Evaluating and integrating approaches
Table 3.2 presents a number of salient features about the four data capture
approaches discussed above. The first section looks at performance-related
details. Looking at where the data is captured and aggregated shows where
extra support may be needed to provide storage, and helps to identify when
and where we may need to store and transfer data in order for collection and
analysis.
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Capture timestamps need to be synchronised between virtual world server
sources and all client-based capture sources, as we cannot ensure that all sys-
tem clocks are synchronised, and cannot safely assume that network latency
is a constant value.
The performance overhead indicated the potential for degradation in the
performance of the virtual world system that data capture could cause. Tech-
niques with higher performance overheads may require the provisioning of
more powerful hardware in order to avoid this degradation. Server-based
techniques tend to be the easiest to manage in this regard, as it is easier to
install extra hardware and configure software to use elevated privileges and
permissions when only a single machine has to be provisioned, instead of one
for each participant.
Attempting to perform video compression (see §3.3.1) while the experi-
ment is running represents a significant performance degradation on a client
machine. This could be offset by splitting the video signal and diverting it
to a separate machine for capture purposes, where the hardware is available.
The data bandwidth and storage requirements vary depending on the
amount of information that is being logged. However, video capture rep-
resents an order of magnitude increase in volume over the other techniques.
In-client capture is likely to be smaller than in-server or in-world techniques,
as it is storing information from only a single user that will be aggregated
later, rather than potentially collating information from several users at once.
For data that is shared between users such as chat transcripts, there may how-
ever be significant duplication of data across multiple clients that a server
capture technique would only log once.
The second section of the table deals with ongoing implementation and
maintenance concerns. Video capture relies on third-party software to im-
plement, but it does not require any changes to the virtual world client or
server software directly.
In-client capture will require changes to a client’s software. As multi-
ple clients, operating system platforms and application versions are in use
in the Second Life and OpenSim virtual world space, this may require ei-
ther restricting the client used for experiments, or modifying and supporting
multiple code bases.
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In-server techniques require modification of the server code, but when
the researcher is in control of the server, any software version upgrades can
usually be controlled and managed without encountering any of the surprise
client updates that an externally-managed server may require from time to
time.
In-world techniques may rely on the server’s providers to upgrade the
server software, and could run into problems where an earlier implementation
is broken changes in how the simulation’s features are engineered. Changes in
scripting language function signatures or behind-the-scenes implementation
details could cause capture scripts to behave unpredictably, or even stop
working. While it requires no alteration of the client or server software,
scripts may need to be updated in order to maintain functionality over the
course of a long-term research project.
The third section deals with the kind and quality of data collected. Re-
porting avatar and camera positions allows us to see where in the simulation
our learners are, and give some indication of where their visual attention may
be focused.
In conversation analysis, spatial proximity and focus can be used to pro-
vide insights into a speaker’s audience, and deixis (contextual information
cues) regarding objects that form a shared frame of reference for communi-
cation.
When reviewing a chat transcript, a phrase such as “no, in the middle”
might be hard to determine a context for, especially if other conversations
taking place at the same time. If you can tell that the speaker is next to
another avatar who is interacting with a Towers of Hanoi puzzle that they
are both facing, rather than another group nearby that is trying to solve a
similar problem, those spatial relationships establish an informed context for
the conversation analysis that cannot reliably be inferred from the transcript
alone.
Reporting key presses and mouse clicks allows us to look at a user’s
active interactions, within the environment or in the user interface of the
virtual world client application. This could allow us to see what a user is
attempting to interact with, whether or not any such interaction is supported
in the virtual environment. This ties into the concept of designing virtual
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objects that learners can intuitively understand how to interact with, and
are encouraged to do so by the affordances they present.
On the other hand, reporting object interaction at the server level allows
us to capture only those events that have some potential to affect the envi-
ronment, and cannot capture those deal with client user interface elements
unless the client software reports a change in state to the server. With the
in-client approach, we can currently register an explicit user “touch” of an
object with a mouse click, but mechanisms for calculating collision with ob-
jects by avatar movement and simulated physics are limited to the server-side
approaches.
In capturing Experiment-specific events, data is logged with semantic con-
tent specific to a particular experiment or virtual learning activity. Event
data is collected when buttons are pressed, doors opened, puzzles solved,
and so on. In theory, some of these events could be detected and recorded in
the client, if the customised software understands enough about the specific
environment in which it will be used. In practise this could require recompil-
ing and restributing the client application, parsing an external resource that
needs to be updated every time the environment is changed, or being reliant
on post-hoc analysis and classification of other generic event data.
The lack of a robust plugin architecture makes this approach much more
challenging and time-consuming for Second Life / OpenSim viewers, com-
pared to either in-simulation scripting or OpenSim server-side logging ap-
proaches.
Section 3.4 deals with some of the functional artifacts and limitations ex-
perienced in implementing monitoring mechanisms in-world for Second Life
and OpenSim. The examples given are specific to those virtual worlds, but
analogous concepts may be found in the frameworks other scriptable virtual
environments15. Translating activity and world designs across multiple vir-
tual world realisations will require being aware of the features and limitations
of each.
15 Where Second Life has notecards and scripts, Minecraft has books that its players can
write in and share, and virtual disks with its ComputerCraft mod.
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3.4 Experiences with in-world monitoring
In Second Life and OpenSim, script-embedding objects in the environment
can capture data pertaining to the things around them, using some of LSL’s
built in functions. Some examples follow:
• Sensor and listening scripts [72, 47, 78] can monitor within a region
or a certain range from an object, detecting objects, avatars or mes-
sages. This includes access to a number of message channels used for
inter-object communication and private user-issued commands. These
channels cannot typically be perceived by users without the use of a
listening script to “translate” for them.
• Worn objects using the llTimer() function [72] can report details of
the avatar wearing them on a periodic basis. This allows a researcher
to gather coarse-grained information with a low data volume, and is
suitable for use in research that doesn’t expect realtime positional in-
formation to be of high value.
• Interaction object [21, 31, 37] scripts can register event-listening
hooks, such as a touch (when the user clicks on the object), collision
(when an avatar makes physical contact with an object) and physical
pushing (when an object is moved according to simulated physics).
• Notecards [101, 95] are objects that have no physical representation
in the world. They consist of a blob of text, shown as a text area dialog
in the viewer, and may be editable. Notecards can be contained in an
avatar’s inventory, or embedded in a virtual object. Both the triggered
dataserver event and the content of the notecard can be reported by
scripts. This can be useful for both providing and collecting in-world
survey content.
Perhaps the easiest method of getting data out of a Second Life or Open-
Sim script environment is to use the llHTTPRequest() function to connect
to an external URL and send out data, then asynchronously receive response
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events16. This can be done from multiple scripts, but it may prove useful to
aggregate the data within the world and have the majority of reporting done
through a single source rather than distributed throughout the network, so
as to manage the complexity of the environment and rationalise some of the
message volume. Scripts in Second Life can also listen for external HTTP
requests, allowing for external polling or sending commands into the simula-
tion. The URLs issued for this purpose are temporary, and will need to be
regenerated and reregistered.
There are limitations with this technique, however. Requests per object
in Second Life are throttled to a rate of 25 per 20 seconds17, and each re-
quest body is (theoretically) limited to 2048 bytes. Sending larger volumes of
data may require either buffering or a more distributed approach, and more
intelligent coordination with the collecting HTTP server to ingest the data
reliably and with appropriate ordering. Given message packet size limita-
tions the data needs to be represented efficiently, possibly using a predefined
data schema for known and expected events. Some information can also be
embedded within predefined metadata fields in the HTTTP header such as
“X-SecondLife-Local-Position”, as these do not count toward the body
limit.
3.5 Choosing a Data Capture Approach
When approaching experimental design for CS education research in virtual
worlds, researchers face a balancing act. Ease of implementation, ease of
analysis, and prioritising which data streams will provide the best value.
While video capture provides the most comprehensive baseline under-
standing of what a learner is experiencing in the virtual world system, it is
difficult to automatically annotate. The file sizes needed to capture detail
at a suitable quality may be prohibitively large to store and move about,
especially for large cohort sizes. Using external capture hardware may lower
the resource overheads associated with processing and storing video data,
but it increases the overall cost and may be difficult to use in studies that




Capturing events from within the virtual world client software still closely
matches what the learner experiences, without network latency effects. Re-
search use could be limited to controlled environments unless there is sig-
nificant ongoing logistical support, due to the risk of incompatibility from
gradual changes over time in the codebase of a live virtual world.
In-server capture can provide a comprehensive picture of multiple partic-
ipants’ actions in the environment from a single capture source, but in order
to implement it the research has to have software and logistical support in
hosting and instrumenting the server.
Capture in-world can be performed in publicly accessible server grids,
making it a suitable method to use in less formal assessments, or longitudinal
research taking place in a public virtual world. Technical limits on the type
and volume of data collected can however restrict its value as a source for
big data analysis techniques, and reliance on a potentially volatile public
environment could make controlled replication of studies infeasible.
Combining several of these approaches at once is possible, though again
there is a balancing act in doing so. The extra effort involved in implementing
and integrating multiple forms of capture data needs to be weighed against
the potential benefits: does seeing the same events from more than one
perspective give us more meaningful insight into what users are experiencing?
3.6 Practical implementation of data capture in virtual learning
environments
There are a number of desirable factors for evaluating data capture methods
for their utility in and applicability to virtual learning environments.
1. Captured data should ideally be rich in semantic content, and col-
lected into a structure that supports automated analysis. Unstructured
data can be a rich source of reflective information for qualitative anal-
ysis, but it is also time-consuming to process, especially when cohort
sizes are large.
2. Collection should be sensitive to ethical and privacy concerns.
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This includes ethical design and researcher conduct within the envi-
ronment, and in handling of the collected data in a wider context.
Research participants need to be made aware of the extent of data
that is being collected, any measures that will be taken to ensure that
their identifying features will be anonymised for analysis and publishing
purposes, and be supported by mechanisms for actively consenting to
and withdrawing from the research (including withdrawal of any data
collected up until that point).
3. It should be conducted with an awareness of whatever practical sys-
tem limitations may be present, including the impact on data storage
capacity, processing overheads and the constraints of the IT environ-
ment in which it is to be deployed (most notably around security and
networking).
4. It is important to consider ease of implementation, in terms its abil-
ity to adapt and update to meet the evolving requirements of research.
As part of this research, preliminary coding and building to support ex-
periments were conducted in order to explore some of the practical technical
and design limitations of translating non-computer-mediated activities for
use in Second Life and OpenSim environments. These tools and environ-
ments described here were based around some of the Computer Science Un-
plugged activities referred to in §2.2, and used to inform candidate selection
for the subsequent formal classroom case studies, discussed in depth in the
later chapters.
Simple proof-of-concept interactives were implemented including an in-
teractive quiz, a tool for representing binary numbers, and a 2D image rep-
resentation tool.
Using the binary length comparison tool in Figure 3.3, learners are in-
troduced to a machine in which bits are represented as multi-coloured rods
of varying 2n unit lengths. By pressing buttons on the machine, they must
find the combination of rods that matches the length of a “mystery” rod.
Using this machine as a basis, we could alter the various factors (e.g. puzzle
difficulty, levels of feedback, visual vs. audio feedback, framing information,
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etc.) and study how those factors affect a learner’s understanding of how
numbers are represented in binary.
Figure 3.3: Binary length comparison tool.
The “run-length” image representation tool in Figure 3.4 allowed avatars
to touch individual pixels in a 2D array, toggling them between black and
white. When the base board was touched, a script would “say” a message
containing a representation of the image using run-length encoding. (This
concept will be discussed in full in Chapter 7.)
Figure 3.4: Run-length image representation tool.
While demonstrating that physical learning activities could be translated
into a virtual context, these tools as implemented did not offer features that
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were particularly interesting to study from a data-collection standpoint in a
3D VLE context. Using them involved an avatar standing in one place and
clicking various elements, rather than any dynamic spatial movement.
The CS Unplugged activity about sorting networks18 is a way of demon-
strating how computation can be done faster if several operations can be
completed in parallel rather than sequentially. Figure 3.5 shows the physical
activity taking place in an outside setting. In this version, students holding
numbered cards line up at the start of the network, proceeding forward to
specially marked comparison areas. They compare numbers, and the lower-
numbered student moves on the left path while the higher-numbered student
moves on the right path.
Figure 3.5: Students in New Zealand run the sorting network outdoors. [Source:
CS Unplugged website]
Figure 3.6 shows a more compact “boardgame” version that can be used
indoors in small areas, if there is insufficient space for a larger activity. Each
board uses small cards that can be moved through the sorting network by
smaller groups or individual learners.
A virtual world for learning about parallel sorting was constructed [12, 80]
where participant avatars wearing numbered T-shirts could “walk” through
the network on the ground, choosing their path following simple rules and
emerging in sorted order.
18 http://csunplugged.org/sorting-networks/
56
Figure 3.6: “Boardgame” versions of CS Unplugged sorting activities. [Source:
CS Unplugged website]
Figure 3.7 shows an adapted version of the activity that adds the option
of numbered blocks, with their movement through the network automated
and animated. This allowed learners to see the network in action when
there were few participants available as a vicarious experience [76], while
still getting a similar first-person localised perspective of the activity. The
learner’s avatar can move through the scene by “sitting” on one of the sorting
blocks, experiencing how many sorting steps were needed for that particular
element from a first-person perspective, or observe the sorting process from
outside (see Figure 3.7). This initial version was limited to numbers 1 thru
6, but could be extended to use larger numbers, or other sortable symbols
such as letters.
When compared to a physical activity, it is a lot easier to monitor the
learners’ movement through the network’s paths in a virtual world, and auto-
matically evaluate whether they are following the sorting rules. This enables
automatic direct feedback to the learners, as well as providing verification
to instructional designers about whether their assumptions about how the
activity is being used are reasonable ones to be making.
The following chapter establishes the methodological context of the thesis,
describes the transition between research methodologies that occurred across
the course of the upcoming case studies, and the motivations for doing so.
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Over the course of this thesis, a number of different kinds of research
and analysis methodology were used. In the early stages, alongside literature
survey, fundamental research was undertaken to characterise the shape, flow
and other qualities of data that were available across the various components
of 3D virtual world systems, and to explore existing methods of instrumenting
them for capture and analysis.
Some practical Computer Science Unplugged activity prototyping was
undertaken as a proof of concept to build familiarity with how interactive
experiences in Second Life (initially) and OpenSim, could be designed, im-
plemented and instrumented.
In order to address research question RQ2 about generalising between
different learning platforms, the first primary case study consisted of a mixed-
methods comparison of 3D, 2D and physical methods of interacting with a
computer science problem solving activity, run essentially as a computer
scientist’s interaction study with behavioural observations of an educational
topic, rather than under the formalisms of the academic education research
discipline.
However, even after piloting the structure of this design did not lend
itself well to conducting field research in a relatively unconstrained classroom
setting, where in practice there were too many environmental factors, time
pressures, etc. that were difficult to control for. The analysis process was also
time-consuming, and highlighted several roadblocks in achieving the kind of
timely analysis and feedback processes desired for RQ3.
The landscape of popular educational technologies has changed over time
and continues to do so, sometimes rapidly. Consequently, it was decided that
the second case study should attempt to instrument a different virtual world
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system to validate the generalisability of the approaches being undertaken, in
pursuit of RQ4’s goal of supporting teachers’ ability to make critical analyses
and informed decisions about the best technologies to use in their teaching
practice.
Improving what we know about our learners involves obtaining mean-
ingful results from practical trials of new approaches to computer science
education. Difficulties in collecting data to evaluate the effectiveness of these
methods has led to so-called “Marco Polo” reporting [104] where the main
message is ‘I went there and I saw this.’ Such trials are a natural starting
point in a field where data is thin on the ground, but to progress past that
point we need to be able to provide tooling that supports repeatable analysis
and results: capturing contextual data that can be explored in breadth and
depth, at a larger scale than the single classroom or institution.
In order to bring the research closer to an authentic teaching and learning
experience, inspiration was drawn from the action research paradigm and
experiences in agile software development to pursue a course of research
best characterised as naturalistic inquiry [73]. While traditional computer
science user studies focus more on separating the researcher from the research,
eliminating as many sources of bias as possible in the process, naturalistic
inquiry traditionally employs an ethnographic approach to provide a “thick”
description of people and culture.
Researcher roles in naturalistic inquiry span from complete participants
to complete observers. In this case, the researcher was not purely an ob-
server but also an occasional participant in the activity; working alongside
the teacher to help ensure that the learning design and teaching approach
shared a common understanding of the material, and being available to make
adjustments as necessary from the recorded data and the teacher’s observa-
tions and interactions with her classes. Once an initial lesson approach was
co-established with the teacher, the researcher moved into a more responsive
role instead of active participation.
Since naturalistic inquiry does not make the same kind of analytical
framework assumption of non-biased observational separation from the study,
the way it conceptualises rigour in research is also different; focusing more
on establishing the trustworthiness characteristics of the researcher, under-
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pinning their observations with the context of their background knowledge
and prior experiences so that others can understand the lens through which
observation takes place, and the epistemic basis in which their observations
are framed.
With that in mind: I started this research as a computer scientist with
a background in interaction design, and supplementary education in discrete
algebra and cognitive science. My MSc dealt with a computer vision based
user interface design, and a human-computer interaction study of how people
can use large scale (80-inch) screens collaboratively through various interac-
tion methods. As such, the background context of this research is that of a
CS researcher leaning into education rather than an educationalist applying
himself to that area of teaching and learning.
In addition to computer science, I also spent three years helping to teach
an undergraduate course about computer games and education. In the pro-
cess of tutoring, and designing and building game-based materials to teach
this material, I learned about the constructivist approach to teaching and
learning, along with topics such as flow and attribution theory.
The approach being taken in research and analysis of the naturalistic in-
quiry case study was checked and validated by collaboration with colleagues
and pedagogical professionals, including the teacher whose classes were used
to conduct the research, and by the university’s specialist Educational Re-
search Human Ethics Committee (ERHEC).
Alongside the primary data capture, assessment and questionnaires, field
notes and on-site observational data were recorded, along with headnotes
(logs of mental notes made from implmentation thru analysis of the data),
journalling of the researcher experience and reports of teacher correspon-
dence.
While using Csikszentmihalyi’s Experience Sampling Method (ESM) in-
strument for measuring flow was considered, as it had been used in previ-
ous studies, it was rejected for use in the study’s cases on the basis that
it would take too much time out of the already short period that students
were available. ESM data also tends to provide better results when samples
are collected across a longer period of time, rather than small time-bound
studies. Questionnaires instead asked questions related to task difficulty and
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engagement as a lightweight indicator that the experimental context could
be conducive to flow-like states; splitting the questions out into dimensions
of physical and mental difficulty, as well as gauging the overall levels of fun
and challenge in each activity. Asking learners about whether they enjoyed
the learning separately to the game-like aspects of the activity also helped to
determine whether engagement with the environment itself was a dominant
motivation over engagement with it as a learning environment in particular.
4.1 Research population and sampling
While initially intended to be conducted across multiple schools in the city,
practical constraints (largely difficulties with scheduling and IT systems) led
to using the same single intermediate school for both case studies. The
school in question is a Decile 5 school, which means that it is in the middle
of the national range when it comes to the proportion of students from low
socioeconomic communities. In New Zealand, state schools that serve poorer
communities attract supplementary government funding to help overcome
any extra barriers to learning that such students may face.1.
This school was not chosen to be broadly representative of a range of so-
cioeconomic backgrounds, and questions directly regarding the backgrounds
of students were not asked, but this may contrast the case studies with regard
to other research that investigates education in lower or higher socioeconomic
populations.
The school sees itself as being proactive by supporting research, as part
of its mission to provide quality teaching and learning to its students and
community. With many administrative and technical systems in flux, other
schools approached were not able to provide a sufficient degree of availability
for study across a large population of students and classes.
The first case study represents a sample of classes self-selected by teach-
ers across the school for participation and further confirmed through both
parental consent and student assent processes. The teachers were informed




about the nature and procedure of the study, but were not active participants
in it.
The second case study, with more focus on a deeper interaction with
teaching and learning, used a purposive sampling approach with a specialist
computing teacher across all the classes that she taught. As an exploratory
study in a naturalistic inquiry research context, it forms a typical case sample:
illustrative of similar conditions, but not immediately generalisable across the
total intermediate student population. It is a first step, intended to be the
start of a broader programme of research as tools are developed to gather
and analyse data ethically at scale, allowing those tools to be examined and
validated as part of a broader study of teaching and learning practice.
4.2 Epistemic and Paradigmatic Basis for the Research
This research assumed an educational approach grounded in constructivist
learning theory, which progresses from earlier behaviourist paradigms and
draws on the findings of cognitive psychology. In this paradigm, “learners
construct their own reality, or at least interpret it based on their percep-
tions of experiences, so an individual’s knowledge is a function of one’s prior
experiences.” [62]. The constructivist approach is less about trying to pour
facts and skills into an empty vessel, but providing a learning environment in
which new representations of knowledge can be built and tested by learners.
In discussion of the use of constructivism in the related area of virtual reality,
Moore et al. suggest [82] that it appears to be a good match for studies in
virtual environments:
“Constructivism, though perhaps not directly influenced by the develop-
ment of VR, seems complementary to it in that it represents a detachment
from the definition of the mind as computer. . . Current usage of the com-
puter in communications via the Internet, for example, has meant that the
computer is being redefined as an interface into a more and more human en-
vironment, rather than simply an advanced storage and retrieval mechanism.
VR takes this further again by removing the interface and placing the user
inside the computer generated, but also human generated environment.”
This research takes an existentialist-phenomenological approach to claims
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about truth established in the research. As we are dealing not just with
concrete learning outcomes and raw mechanical behaviour, but also with
the inherently subjective aspects of motivation and engagement with the
subject matter, the experiential nature of the data collected is important to
acknowledge.
In terms of this study’s relationship with existing and developing school
curriculum, the work has been developed with New Zealand’s educational en-
vironments in mind. High School Achievement Standards for Programming
and Computer Science split the body of learning into design, programming
and computer science concepts. This work has a primary focus on the teach-
ing computer science concepts, as a complement to learning how to design
and write computer programs.
As such, it is most applicable to overseas curricula where a similar parti-
tioning exists. Providing programming-related tasks in virtual learning envi-
ronments for computer science can be and is being done, but will primarily
be discussed in contrast to the “theory-first” approach being taken here.
In the next chapter, a case study is conducted to examine a learning
activity in a 3D virtual world, comparing it to other instrumented learn-




Case Study One: Graph Theory in OpenSim
Bringing 3D virtual world learning activities into the classroom is not
without challenges. Even when the software in question is free, it can repre-
sent a large investment of time, effort and expert support, all of which are
in short supply for many teachers. They need to balance this investment
against the potential benefits for their teaching and learning practice, and
ultimately for their students’ learning outcomes.
Having addressed the general approach to instrumenting virtual world
systems, we now look at a practical application of some of the methods dis-
cussed. The first major case study of this thesis looks at instrumenting a 3D
virtual world activity in comparison to presenting the same activity via other
methods, providing a core focus for RQ2: can we generalise from behavioural
data in 3D virtual world activities to other available methods? What kind
of similarities and differences are there in problem solving behaviours and
learner engagement?
In this study, a problem-solving activity from CS Unplugged has been
implemented in three forms: a 3D virtual world, a 2D interactive and a
physical puzzle with boardgame-like affordances.
For the initial study, there was less immediate focus on RQ3 and RQ4.
Data analysis was largely done after collection, and other than the tested
hypotheses outlined below, largely exploratory around the question of what
insights could be gleaned from the data.
Using virtual worlds for education is still a relatively new approach when
compared to more mature teaching technologies, from educational games
through to the traditional “chalk and talk” lecture. These differences can
make it harder to evaluate the potential new approaches on an “apples to
apples” basis against already familiar approaches. Where learning outcomes
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differ, that familiarity rather than the technology itself may end up being a
deciding factor in how effective the activity is in promoting learning.
Added instrumentation could provide researchers and practitioners with
extra tools to not just inspect gross differences in achievement levels, but
to also look deeper into what facets of the learning experience are the most
important and most effective at supporting learners in building a strong
understanding of the subject.
It is also desirable to understand effects on learning motivation and en-
gagement. Different students will have different interests and different mo-
tivators, both intrinsic and extrinsic, that come to play in their engagement
with educational material. When designed well, the “fun factor” of an ac-
tivity can promote educational engagement; when designed poorly it can
distract from it, or even turn learners away from a topic.
Evaluations should also take into account ease of implementation. Where
authoring new activities (or modifying existing ones) requires specialised
tools, are they easy to learn and to use? What requirements or roadblocks
need to be considered in using the activity in a school IT environment? From
a practitioner research standpoint, where activity-specific logging occurs, is
it easy to incorporate?
This chapter looks at the design, implementation and instrumentation of
the Muddy City Scenario for research across three versions of the learning ac-
tivity. Log file management procedures, results and analysis, will be detailed
later in Chapter 6.
5.1 The Muddy City Scenario
In order to have a fair comparison between conditions, we needed something
that could be feasibly implemented within OpenSim and other Second Life-
like virtual environments without substantially altering the existing problem
scenario. Since Computer Science Unplugged activities had already been de-
veloped and seen widespread mature use, it made sense to choose an activity
where the approach could be extended into another learning technology with
minimal further adaptation.
In determining a CS Unplugged activity to use for this case study, several
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design prototypes were developed and explored such as the parallel sorting
network, binary representation tool and an interactive quiz object (see §3.6).
While they established that activities could be nominally transferred into a
3D virtual environment, the designs did not represent good cases where cap-
turing spatial data about the learners’ activities could provide meaningful
pedagogical insights into how they approached a problem-solving activity.
When the whole of the activity taking place within the virtual environment
can be experienced from a single avatar/camera position with no movement,
there is little to recommend using a VLE over implementing that same activ-
ity in a 2D application or web page. They might be useful within the context
of a wider online educational programme, but as stand-alone activities they
did not provide sufficient breadth of interaction to fully explore the potential
of virtual environment data capture.
Simply making a static object to interact with and putting it into a 3D
environment seemed unlikely to yield substantially different or interesting
results compared to a 2D model, and the added task load from the 3D VLE
client interface would dominate in observed effects over any potential change
in problem-solving behaviours.
Collecting high-fidelity, location-based data is most useful in scenarios
where movement and position are important to the way that tasks are solved.
An activity was chosen in which the spatiality of the problem as outlined in
CS Unplugged would be a good fit in data collection terms for the multiple
methods they were being tested over.
The Muddy City1 activity offered an opportunity to explore a problem-
solving task where constructing a solution involved spatial navigation within
the environment. The process of finding a solution could be decomposed into
a sequence of atomic actions, and the problem supports multiple solutions
representing variable levels of success in the task that can be measured and
tracked. Adjacent to Digital Technologies, the activity links to New Zealand
Curriculum Achievement Objectives in Mathematics (Levels 1 and 2: Posi-
tion and Orientation) and Technology (Level 1: Planning for Practice).
The Muddy City activity from CS Unplugged introduces students to the
1 https://classic.csunplugged.org/minimal-spanning-trees/
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minimum spanning tree problem in the form of a city where muddy roads
need to be paved. The goal is to minimise the amount of paving required
to link all houses in the city. Students aren’t expected to use or learn a
particular algorithm, but by trial and error they can become familiar with
the problem, and explore the factors that lead to an optimal solution.
The major Muddy City design elements (houses and bridges) are com-
mon objects, easy to represent in each of the interaction methods used in
the study. This helps to increase the “walk-up usability” of the activity over
using abstract constructs, so that less time needs to be spent explaining con-
ceptual connections to the learners before they begin interacting. Employing
a skeumorphic design language can help to introduce perceived interaction
affordances to users [85].
In the Muddy City activity, learners are presented with a map that con-
tains a number of houses or islands, connected by roads or bridges. Each
connection has a cost associated with it, represented by the number of bridge
sections or paving tiles that must be laid between the destinations in order
to connect them. (In this study, the islands have houses on them, and are
connected by bridge sections.)
Learners must determine how best to connect all of the islands together,
so that it is possible to travel from each island to every other island, and the
the overall cost of the bridge sections used is as small as possible.
In abstract terms, the map represents a graph where each island is a
vertex, each bridge is an edge, the number of bridge sections is the edge cost,
and an optimal solution set of edges forms a minimal spanning tree across
that graph.
Figure 5.1 shows a small, five-house network with four optimal solutions of
cost 7. One such minimal spanning solution is {AB,BC,CE,DE}, though
BE could also be substituted for BC, and BD substituted for DE.
The standard approach to using this activity in a classroom would be to
have a map printed on a piece of paper that learners can draw on with pens
or pencils. On such a map there is no concept of a default starting location.
When using a 3D virtual world, a user’s avatar is situated near or within
the problem space, so in order to make the 3D and 2D cases more directly
comparable, the published scenario was altered to include one “powered”
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Figure 5.1: A simple illustrated version of the Muddy City problem with
only five houses. [Source: csunplugged.org]
island (see bottom left of Figure 5.3) as a natural starting point, and the
problem was framed in such a way that the when the bridges were “raised”
above the water, they supplied power between islands as well as making a
path.
For both the 3D and 2D cases, when there is a path of elevated (raised)
bridges (Fig. 5.2) connecting any island to that starting island, the windows
of that house light up, simulating power being delivered to the island. This
gives the learner a visual cue to help them verify when they have achieved a
fully-connected solution.
Figure 5.2: Muddy City implemented in OpenSim. The bridge on the right
is “raised” (above the water) for walking. The bridge on the left remains
“lowered” below the water level.
To support colourblind learners, care was taken to use contrast to further
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Figure 5.3: The Muddy City problem scenario as implemented in Greenfoot.
separate colours on labels representing costs of the connected and discon-
nected states. The label for a raised bridge uses a light green with a black
number font, while the label a lowered bridge uses darker red with a white
number font. Learners were asked about colour-blindness in order to validate
the success of this design assumption.
5.2 Experimental Design
The school in which this study was conducted was an intermediate school
in Christchurch, New Zealand. (New Zealand intermediate schools cover
Year 7 and 8, or the final two years of a full primary school. Students are
approximately 11 to 13 years of age.) The school was a publicly funded,
Decile 5 school, representing the mid-range of the national socioeconomic
scale.2 This study spans the full range of high– through low-ability classes
within the school.
While initially planned to take place over two days, some practical issues
(see §5.4 below) reduced the amount of data that could be captured within
that time period. An additional third day of study was arranged, albeit
several weeks later. Overall, the study had over 300 participants across 11
classes in Year 8, typically 12 or 13 years of age. Not counting video data
2 For further explanation of New Zealand’s decile system, see: http://
www.minedu.govt.nz/goto/deciles
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from the physical cases, 875 megabytes of trace data was collected — mostly
updates on avatar positions. Further details are given in Chapter 6.
The learning activity was realised across three conditions:
• 3D: A 3D Virtual Learning Environment (VLE) implemented using
an OpenSim server. The client software used is the Imprudence third-
party viewer.
• 2D: A 2D computer interactive using Greenfoot, a Java-based visual
programming environment.
• PH: A physical representation using a map and marked counters.
The 3D condition using OpenSim and Imprudence is the primary focus
of study. In order to establish a comparative baseline with a more mature
form of computer-based interactive, Greenfoot provides a useful framework
for reactive, 2D sprite-based activities. It is commonly used in CS education
to help students learn programming skills with the Java language [103].3
Due to constraints in available class time, each student was only required
to do one of the three conditions. The study took place with each class split
across two classrooms, each under supervision of a researcher. The teacher
was free to assign students to each room as he or she saw fit, with no prior
knowledge of which condition would be presented in each room. With only
one camera available for the physical case, a volunteer from the class was
selected to do this condition, typically in the same room as the 2D condition.
Rather than sharing a virtual learning environment, for this first major
case study, each learner was given a standalone version of the activity to
complete by themselves in order to reduce the complexity of the experimental
factors and to observe each student’s problem-solving approach individually.
During the study, one researcher was stationed in each of the two classrooms,
and the teacher of the class was able to move freely between the two rooms.
3 Starting from version 3.0, Greenfoot now also supports Stride, a Java-like lan-
guage designed to work better with the frame-based editing approach. See: http:
//www.greenfoot.org/frames/
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Information sheets for parents were sent home with consent slips one or
two weeks prior to the experiment, and consent processes were also explained
to teachers and to the students in-class.
Questionnaire papers, and student assent forms were issued as paper
handouts, and later collated and input into a spreadsheet by manual data
entry. Pre– and post-tests were conducted via Google Forms. Logged data in
the 3D and 2D cases was parsed by custom software, and transcriptions made
from video in the physical case. All data was cleaned and anonymised prior
to analysis using the R Studio software. Specifics of the test and question-
naire instruments and their design are given in §5.2.1, and they are presented
in full in the appendices.
For this first case study, the design was submitted to and ratified by
the university’s Human Ethics Committee (HEC) rather than the specialist
Educational Research Human Ethics Committee (ERHEC). It was also ex-
amined by a thesis co-supervisor from the College of Education, as well as
reviewed by computing teachers in three local schools, for both pedagogical
and ethical suitability.
5.2.1 Research Methods and Questions
A mixture of traditional external instrumentation and internal, “in game”
data capture were used, to see what information could be gleaned from each
separately as well as both together.
Framing instruments were used for all three conditions to analyse the
activity:
• Q1: Pre-Questionnaire (Demographics)
• Q2: Post-Questionnaire (Attitudes)
• T1: Pre-Test (Prior Understanding)
• T2: Post-Test (Learning)
• Trace: Events recorded from program logs or video analysis
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• Metadata: Statistics derived from analysis of recorded events
These are provided in full in Appendix A.1. Note that because of the
limitations of numbering in Google Forms, the Study ID and Room Number
fields on the test forms were also numbered. In each test, questions are coded
Q01 (numbered 3) thru Q12 (numbered 14).
The experiment began with the researcher in the classroom reading out an
explanatory information sheet, describing the scenario and what the learners
would be expected to do. Participants were given assent forms to read, while
the researcher explained what each point meant and fielded any questions.
The demographic questionnaire (Q1) was administered, followed by the
pre-test (T1). Papers were annotated with the week day, block (period)
number and computer number, to aid with collating.
Participants were asked to raise their hand when they had found a solution
to the Muddy City problem, so that a researcher or teacher could confirm
that they had a valid one. Participants were then asked if they could find
another solution with an even lower cost. (This question was asked whether
they had found an optimal solution or not.)
After the activity was finished, participants were given the post-test (T2),
followed by the attitudes questionnaire (Q2).
The initial survey design did not employ instrumentation specific to a
particular pre-existing inventory or framework, but was informed by the
researcher’s use of behavioural instruments in previous research projects
in an constructivist framework, such as the Experience Sampling Method
(ESM) [54] and the NASA Task Load Index (NASA-TLX) [52].
The ESM is an interruptive method used in social psychology research
to sample a participant’s physical and mental dispositions. It can provide
a useful snapshot of a participant’s level and nature of engagement in a
task, but is most effective when applied over a longer-duration task period,
completed over a number of days, weeks or months. Filling in the ESM
survey also takes a considerable period of time.
NASA-TLX splits a task experience out into a number of components,
including mental and physical demand. The standard NASA-TLX uses a
100-point scale, and uses a number of terms that are not age appropriate for
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this study. While it is more suitable for single-use assessments than ESM,
the second part of the TLX analysis where pairwise comparisons are made
between the components in order to determine the relative weighting of the
components makes it quite time-consuming, requires more explanation, and
is not a good fit for an intermediate school classroom.
The ESM and NASA-TLX measures include questions about perceived
task difficulty across physical and mental dimensions, and a variety of affect
categories to determine the degree of motivation and engagement with an
experience. Instruments were initially drafted by the researcher and revised
with feedback from class teachers and academic supervisory staff, effectively
employing a co-design process.
As part of the discussion with teachers about appropriate assessment
measures and the kind of information the study aimed to investigate, a more
lightweight approach using statement agreement and five-point Likert scales
and simplified language for the Q2 questionnaire was decided upon. Looking
to give insight into the motivation, perceived challenge level and level of
topic appreciation exhibited by participants after the experience, attitude
questions were asked about whether participants felt the activity was fun,
challenging, related to computer science, physically or mentally difficult, and
whether it was something they would choose to do again. Space for free
comments was also included.
In order to validate the design of the study, the contents of the ques-
tionnaires and tests, and the overall experimental plan was discussed with
academic colleagues and the intermediate and high school teachers who I
was planning to conduct the study with, and other teachers with no specific
knowledge of the problem domain to ensure that the wording of the ques-
tions did not rely on understandings specific to familiarity with the problem
area. Some of their wording and pedagogical suggestions were included in the
study, including problem domain transfer and the inclusion of both positive
and negative examples of connected paths across an island network (Q7 and
Q8 in the T1 and T2 tests), and ensuring that age appropriate wording was
being used.
The Q1 questionnaire aimed to gather general demographic backgrounds
for the students and their prior computer and game use. This included
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age, gender, handedness, colour blindness and the amount of time spent on
computers, games and other activities in a typical week.
The handedness question was asked to see if there were any reported chal-
lenge differences with each of the conditions. The colour blindness question
was asked to verify that the assumptions being made about red and green
design elements in the Muddy City scenario provided a suitable level of ac-
cessibility in providing other cues (e.g. contrast), and did not significantly
inhibit their ability to engage with the learning activity. Asking how heavily
they use computers, and what kind of games they play intended to establish
if participants had any relevant experience which might make it easier for
them to interact with the methods used, and whether the style of games
(on computer or otherwise) might have any effect on their problem-solving
abilities.
Together, Q1 and Q2 questionnaires aimed to establish a context for the
general behavioural measures addressing research question RQ3, ensuring
that there was some personal context available to check against the captured
data and assist with explanatory behavioural analysis.
The T1 and T2 tests attempted to establish student understanding of key
concepts used in the activity, with each T1 question mapping to a question
of the same type in T2 that was intended to be slightly more complex. The
question text was in the same form (e.g. “Which island is closest to. . . ”)
but with a slightly larger number of islands, bridges, etc. to choose from.
(For an example see Figure 6.5 and 6.6 in the Results section.) The question
choice was in part informed by Sarah Carruthers’ MSc work in teaching
graph theory to Canadian Grade 6 mathematics classes[17, 18], also based
on Computer Science Unplugged activities, especially with regard to the
concepts of comprehension, abstraction, decision and optimisation.
While we could attempt to analyse task completion and success levels
solely from captured data, that alone would not provide verification that a
participant understands a task at the conceptual level, which is important to
establish for our generalisability criterion in RQ2. Based on some of the ques-
tions provided in existing CS Unplugged materials, the tests were designed
to assess participants’ skill in comprehension of concepts, generalisation, and
domain transfer.
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The test questions in T1 and T2 (see Appendices A.1.4 and A.1.5 respec-
tively) start with identifying the student by computer number and room.
(Physical case participants were assigned the number of one of the lab’s de-
funct computers.)
Q3 looks at comprehension of the terms island and bridge section, asking
learners to count the number of islands and ensuring they can distinguish
between counting islands and counting bridge sections. Q4 assesses under-
standing of the term cost for bridges in a path between two islands. In T1
the islands are directly adjacent; in T2, there is an intermediary island and
no direct path.
In Q5 the learner is asked to find the closest island, checking that they
understand closeness in terms of bridge cost, rather than geographical dis-
tance. Q6 asks about connected versus not connected bridge sections, and in
Q7 and Q8 whether the learner can correctly determine whether there is or
is not a connected path between two distant islands on the map. These are
important general skills for a number problems relating to graph theory that
use weighted edges between nodes/vertices.
Q9 introduces the idea of a fully connected graph of islands, and asks the
student to find the non-connected bridge with the lowest cost that can join the
two sub-graphs. Q10 extends the problem to selecting a pair of bridges across
a disconnected middle island. This assesses the learner’s understanding of
the overall scenario goal.
Q11 is an optimisation question, asking students to remove a single bridge
to reduce the cost of a fully connected solution. Having reached a non-optimal
solution, students should be able to look for ways to improve their answer.
Q12 looks at abstracting the Muddy City scenario into a graph diagram
form, asking if learners can recognise which of the four options is equivalent
to the island-and-bridge map above.
Q13 and Q14 transfer the problem into a different domain, asking instead
about the fastest time taken to move data between two computers in a net-
work, and to identify which link would be redundant if data always went by
the shortest route.
For trace data, problem-specific tagged events captured across all con-
ditions included toggling the connection state of a bridge (bridgeUp X:Y
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| bridgeDown X:Y); start, solution and (where applicable) scenario reset
times. In the 3D condition, avatar position and orientation update events
were captured, including whether the avatar was walking or flying through
the virtual environment.
5.2.2 Hypotheses to Test
In order to characterise differences in the learning experience across multiple
conditions, several null hypotheses are put forward.
The first two hypotheses look at how quickly a learner can find any so-
lution or an optimal to the problem.
Some studies have suggested [114] that having lower responsiveness in
an interface can be a good way to encourage learners to form strategies
that they may not consider if it is possible for them to easily try out all
possible combinations. Too slow an interface could however increase levels of
frustration and boredom, especially once economical choice strategies have
been decided upon.
HQ1: The amount of time taken to find a solution is the same
across all conditions.
tElapsed = tFirstSoln − tStart (5.1)
HQ2: The amount of time taken to find an optimal solution is
the same across all conditions.
tOptimal = tFirstOptimalSoln − tStart (5.2)
Null hypotheses HQ3 and HQ4 test traditional learning effects through
pre– and post-test assessment scores. Within-domain questions are asked in
the context of the Muddy City scenario, while across-domain questions ex-
plore whether the same problem-solving skills can be transferred and applied
outside in another area, such as computer networking.
Given the post-test was deliberately made slightly harder, a “no learning”
situation may be reflected by a slight drop in score, in spite of the wording
of the null hypothesis; results should be interpreted in terms of differences
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between conditions.
The function Mark(T,Q) is a binary {0, 1} relation, characterising whe-
ther the question was answered correctly or not.








HQ4: There is no change in the pre– and post-test scores trans-







Null hypothesis HQ5 investigates whether there is a difference in how
localised the problem-solving approach is. A strategy where learners are
progressively choosing new islands to connect based on their most recent
action should exhibit a different pattern compared to a “greedy” algorithm,
where the shortest bridges through the network are chosen first with no
regard to existing connected subgraphs.
HQ5: When one bridge interaction is followed by a second
bridge interaction, it is no more common in any case for the two
bridges to share an island.
An interaction spanning two islands x and y can be one of two atomic
actions: bridgeUp(x : y) happens when a bridge is raised (connected), and
bridgeDown(x : y) is when a bridge is lowered (disconnected). Combined,
they can be characterised as:
bridgeInteraction(x : y) where Islandx, Islandy ∈ [IslandA . . . IslandJ ]
(5.5)
To provide consistent labelling of bridges, (x : y) pairs are sorted by
convention such that x is always less than y. In order to look at paired
consecutive interactions, described here using the notations “x : y” and “x′y′”
for the preceding and following events respectively, they are partitioned into
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the following cases:
1. Consecutive interactions on the same bridge:
sameInteraction(x : y → x′ : y′), if x = x′, y = y′ (5.6)
2. Consecutive interactions that share an island:
sharedInteraction(x : y → x′ : y′),
⎧⎨⎩if x = x′ ∧ y ̸= y′or x = y′ ∧ y ̸= x′ (5.7)
3. Consecutive interactions that do not share any islands:
disjointInteraction(x : y → x′ : y′), if x ̸= x′∧x ̸= y′∧y ̸= x′∧y ̸= y′
(5.8)
Since N events have N − 1 pairs of consecutive events, this yields:
|bridgeInteraction| = |sameInteraction|+ |sharedInteraction|
+ |disjointInteraction|+ 1
(5.9)
Since the aim of the puzzle is to find a minimal spanning tree, it could be
expected that lower-cost bridges are interacted with more often than higher-
cost bridges. Learners who are not pursuing a cost-based strategy may be
more likely to interact with bridges that are not part of an optimal solution.4
The measure for HQ6.0 is a binary {0, 1} relation, characterising whether a
bridge has been interacted with or not.
HQ6.0: No bridge is more likely to have been interacted with
over the course of the experiment between conditions.
|bridgeInteraction(x : y)| > 0, for each (x : y) (5.10)
4 This does assume that the strategy being used is an additive one, however. A learner
might prefer to raise all the bridges, then selectively remove bridges to whittle down to
an optimal solution. This is an edge case to be aware of.
79
Learners may also interact with bridges more frequently, as they either
refine earlier efforts or attempt new problem-solving strategies.
HQ6.1: No bridge is interacted with any more frequently over
the course of the experiment between conditions.
|bridgeInteraction(x : y)| for each (x : y) (5.11)
Looking at the temporal characteristics of interaction patterns between
cases, HQ7.0 and HQ7.1 measure time intervals between bridge interactions,
raw and normalised against elapsed time respectively. Larger intervals may
indicate a higher task load, pauses for planning, distraction from time on
task or asking for assistance.
HQ7.0: Intervals between bridge interactions are uniformly dis-
tributed.
tinterval(n) = tbridgeInteraction(n+1) − tbridgeInteraction(n) (5.12)
HQ7.1: If uniformly distributed, the distribution of bridge in-






Within each condition, one might expect students with similar levels of
content understanding to solve the task within a similar time period. Hypoth-
esis HQ8.1 measures time taken against the pre-test score, HQ8.2 against
the post-test score, and HQ8.0 provides a combined measure against the
level of improvement shown (the difference between the two scores).
These measures use the tElapsed statistic from HQ1, and scores as per
Mark(T,Q) in HQ3–4.
HQ8.0: Within each condition, there is no correlation between
completion time and pre/post improvement in test scores.
HQ8.1: There is no correlation between completion time and
pre-test scores.
HQ8.2: There is no correlation between completion time and
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post-test scores.
Building on the HQ7 measures, the HQ9 hypotheses look at differences
in the clicking interaction events that take place between the 2D and 3D
conditions. (The physical case naturally does not feature this kind of inter-
action.)
HQ9: There is no change in the number of bridge interaction
events between conditions.
|bridgeInteraction| (as Equation 5.9) (5.14)
5.3 Technical Implementation and Instrumentation
The following section provides technical details about how the learning ac-
tivity was implemented in each of the three cases (3D, 2D and PHysical),
and the steps that were taken in instrumenting them for data capture. Since
the 3D case used two separate software applications for its client and server,
they are separated out into two subsections (§5.3.4 and §5.3.5 respectively.)
5.3.1 Implementation — OpenSim (3D)
This experiment made use of “Sim on a Stick” (SOAS)5 v0.7.5, a distribution
of OpenSim v0.7.5 with its configuration file locations modified. This makes
the server more portable, and less likely to leave files behind in individual
users’ profiles or home directories. SoaS comes bundled with the Imprudence
viewer, but the standard version of this was substituted with a specially
modified version of Imprudence v1.4.0-beta-1 for data capture purposes.
A custom settings.xml file for Imprudence was also used, to override
a number of the default tool tips and popups that normally appear and to
provide consistent locations for various UI elements such as inventory and
map dialog boxes.
In order to ensure a degree of basic familiarity in navigating 3D virtual
environments, the 3D condition has an additional preliminary orientation
section, where participants are required to read signs, follow arrows and
5 http://simonastick.com/
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interact with the switches and bridges used in the activity. As the 3D viewer
software requires a number of keys and mouse clicks to use, a key map graphic
was also printed and provided to the students for reference.
The Imprudence viewer has a number of tutorial dialogues built into
its interface off the shelf. These assume adult literacy levels and that the
viewer will be used for the general purpose exploration of virtual worlds.
As a result, the viewer’s default configuration was modified so as to suppress
these dialogues, relying solely on the orientation region and key map provided
instead.
Figure 5.4: Reference key map supplied to players.
When all students in the class have completed this orientation they tele-
port to the Muddy City region, standing on Island C in the southwest corner,
and begin the problem-solving activity. In Figure 5.5, the avatar is touching
a switch (the red sphere on the left) to raise a bridge to that it can be walked
across. The number repeated across the surface of the sphere equals the cost
of that bridge.
Objects within an OpenSim environment were created using Second Life’s
editing tools, common across almost all viewer software. Learning environ-
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Figure 5.5: Orientation environment in OpenSim.
ment designers can create primitive objects or “prims” — simple shapes that
can be moved, resized, reoriented, and textured.6 Multiple prims can be
linked together to form composite objects. Prims can also contain embed-
ded scripts that can respond to external events (e.g. being touched by an
avatar), timers or messages, and send their own messages: privately between
the linked parts of a composite object, or on broadcast channels that are
audible either to avatars or only to other scripts.
When the participant touches a switch, it triggers a state transition. This
emits a message telling the light to change from green to red or vice-versa,
and broadcasts a region-wide message on the simulation’s bridge channel
(using llRegionSay()) to raise or lower any bridge sections that pertain
to that switch. For example, when the user is on Island C and touches
the switch next to the lowered sections that lead to Island B, the message
bridgeUp|B:C will be sent, and any bridge sections tagged with a (B : C)
ID will raise themselves above the surface of the water.
The majority of puzzle processing and coordinating the Muddy City re-
gion is performed in the Dispatcher script. The dispatcher object is hidden
from players, and maintains a state representation and cost matrix for the
entire bridge network. The dispatcher also listens on the bridge channel,
6 More recent versions of Second Life and OpenSim can now use imported 3D mesh
objects, but these were not available at the time of the research.
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updating its state accordingly, and can broadcast messages on a separate
house channel,7 to turn the lights of houses on the different islands off or on
in accordance with whether they are connected to a power source. When
the dispatcher updates its state, it sends any avatar in the region a message
telling them the current cost of the network, and whether a solution has been
found.
In order to maintain design parity with the the 2D Greenfoot condition
(which allows users to reset a scenario at any time with the click of a button),
a big red button was also placed on top of the house on the powered island (see
Figure 5.6), in view where the participant’s avatar first arrives in the region.
Participants were informed that they could reset the simulation using this if
they wanted to start again. This broadcast a resetSimulation on both the
bridge and house channels, which directed all scripted objects throughout
the region to revert to their default state.
Figure 5.6: OpenSim powered island with simulation reset button added.
5.3.2 Implementation — Greenfoot (2D)
On the surface, a Greenfoot Scenario consists of a 2D canvas with a number
of objects displayed on it. Below the canvas area are buttons to start/pause,
7 N.B.: status messages are posted on channels that are inaudible to avatars without the
use of custom listener scripts, so as not to interfere with the user experience.
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reset and single step through the scenario. Each of the boxes on the right-
hand side (See Figure 5.7) represents a class of object in the world, backed
by Java code. Greenfoot v2.1.2 was used.
Figure 5.7: Greenfoot scenario UI.
While basic Actor objects can be created on the canvas by right-clicking
a subclass and dragging it onto the canvas, objects made this way will be
removed if the reset button is clicked. The Map instantiates the Muddy City
scenario more permanently, creating the islands, bridges and labels. Most
objects implement an Actor abstract class, which gives them features like an
(x, y) position, rotation, associated image and a variety of helper methods
to interact with the event loop and other objects. Other non-Actor classes
can be instantiated, but will not be rendered in the world. Figure 5.8 shows
the simple Java coding user interface available within Greenfoot. (While it’s
technically possible to edit a Greenfoot scenario’s .java files from outside the
Greenfoot application, the scenario would need to be reloaded and recompiled
for external changes to take effect.)
The Island class has a name Label, location, powered state, and can
be a power source (Island C, denoted by a lightning bolt). Each non-source
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Figure 5.8: Greenfoot coding UI.
Island has a House that can have its lights on or off (swapping two images).
Note that the Bridge connects two Island objects, and has a state for when
it is raised or lowered. It also has a NumberLabel showing its cost.
The other non-actor classes are:
• Edge, used in Kruskal’s algorithm calculations to find the ideal solution
cost
• Mouse, a wrapper for handling various low-level mouse events
• Logger, for instrumentation (see §5.3.6)
The scenario starts when the participant clicks the “run” button. They
then click on bridges (or their number labels) to raise and lower bridges. On
the right-hand side of the map, the total cost is tallied and when all of the
islands are linked to the power source, “Are the islands connected?” changes
from a dark red “No” to a bright green “Yes!” The overall state of the puzzle
is kept in the “Map” object, which is called to check and update connectivity
and the powered status whenever a bridge state changes.
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5.3.3 Implementation — Physical (PH)
For the physical condition, a version of the map from the 2D Greenfoot
condition was printed out and laminated. The Number labels had black text
on a white background, representing a blank state for the bridges rather than
being raised or lowered by default.
A cheap $2 travel boardgame was purchased, and its yellow counters
repurposed as bridge state tokens. Each token had a red sticker with a white
cost digit on one side, and a green sticker with black cost digit on the other.
The map was set up by matching cost digits to the number label of each
bridge, and placing them in the “lowered” state with the red sticker facing
up. Figure 5.9 shows the initial board setup. (In the actual study, the map
was fixed to the table using Blu-Tack.)
Figure 5.9: Physical map for Muddy City.
When instructed to start, participants could flip the tokens over to repre-
sent raising and lowering bridges. The overall cost could be found by tallying
the numbers on all of the green stickers that were visible. Since the physical
case could not automatically assess and report the cost of the network, a
calculator was supplied for students to use if they wished. Figure 5.10 shows
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an optimal solution to the problem. Two optimal solutions existed for this
network; DG could be substituted for EG at the same overall cost of 20.
Figure 5.10: Optimal solution for Muddy City, with alternates circled.
5.3.4 Instrumentation — Imprudence (3D client)
The 3D client was the most difficult to instrument. Second Life’s arcane blend
of build systems between Microsoft Visual Studio and the open-source CMake
tool made it difficult to compile without having the exact software versions
and configurations used by the original Linden Lab developers. (Imprudence
was the third attempt by the author at getting a client to build with the
tools available.)
Within the C++ codebase there was no uniform event model, and a
number of perplexing data types (e.g. dates hard-coded into U.S. Pacific
Standard Time in some places, but not others). With little recourse, log-
ging was achieved through creating a global scope variable, and inserting
function calls into various corners of the codebase according to wherever the
data was being processed. Due to other major sections of data also being
available via global variables, avatar-specific data was sampled periodically
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from within the main event loop, where a global data structure stored the
majority of avatar-specific data. Log files are parsed with the custom-built
OSCMLogParser application, processing individual timestamped log entries
to produce event traces and metadata.
After logging in, the very first time avatar data is sampled, a
FirstUserDatum event is logged, showing the UUID and display name of
the avatar. Since these are not likely to change in the course of the exper-
iment, they are only recorded once to save space. User data is logged as a
UserDatum event. This contains the user’s position in the region, their cam-
era position, rotation, and whether they are using the “mouse look” feature.
KeyDown events show the scan codes of incoming keyboard events, and Mouse
events show (x : y) coordinates, the button in use and whether it is down or
up. Chat events show the display name, source ID and location of the object
or avatar speaking. Samples of these events are given in Listing 5.1.
(N.B.: Most log entries were recorded on a single line of text. They are
presented here as wrapped text for readability.)
[20131016 09:30:29] Mouse [x=34, y=11, click=0, down =0]
[20131015 14:05:51] FirstUserDatum [
ID=180 fef4c -3dc0 -483c-89e0 -3612 e20f54de ,
Name=Study Participant]
[20131015 14:06:04] UserDatum [
pos={ 127.839 , 127.938 , 22.0421 },
cam={ 124.842 , 127.811 , 23.9268 },
quat={ 0, 0, 0.0211982 , 0.999775 },
mLook =0]
[20131016 10:06:08] KeyDown [keyidx =49, key=1]
[20131015 14:08:08] Chat [
fromName=Teleport Sphere ,
sourceID =4d368005 -d8b8 -42f4-ab5b -d5fc759055b4 ,
ownerID =26ecc3a5 -9243 -470e-b8d9 -4 afcacdecf58 ,
sourceType =2, chatType=1,
message =[[[ You found it! Raise your hand and let the researcher know .]]],
audible=1, time =349.096 , sourcePos ={ 191, 132.5, 50 }]
Listing 5.1: 3D client log samples
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5.3.5 Instrumentation — OpenSim (3D server)
The OpenSim server is fully open source code, and also features a modu-
lar extension framework provided through the Mono.Addins8 framework. A
module’s functionality can be enabled for the entire server, or restricted for
use in a particular virtual geographic region. This flexibility is particularly
useful when conducting research in a grid-based environment (i.e. multiple
connected regions across one or more servers), as researchers can easily iso-
late data capture to a specific area and its participants without running the
risk of breaching the privacy of other users elsewhere on the grid.
OpenSim features a centralised EventManager object that allows modules
to register custom event handlers through delegate types, making it easy to
record events such as avatar arrival in or departure from a region, the mes-
sages sent between avatars and/or objects, and movement (updating avatar
and camera positions and orientations, and other modal states such as whe-
ther the avatar is walking or flying). Logging functionality was achieved with
the popular Apache log4net9 library.
When an avatar first reaches the notice of an OpenSim region, by ei-
ther logging in or teleporting into the region or any adjacent region, a
NewPresence event is triggered. When the avatar crossed from one region
to another, the AvatarEnteringNewParcel event tells any region modules
to stop reacting to that avatar’s actions, and a RemovePresence event on
logoff or moving further away allows the module to deregister that avatar,
performing garbage collection as appropriate.
When avatar movement is registered in the world by the client appli-
cation, a ClientMovement event is triggered to update its presence in the
region’s scene graph. This allowing the avatar’s position in region XYZ co-
ordinates to be recorded whenever it might have changed. (There is also a
SignificantClientMovement event that registers movements over two vir-
tual metres in distance, but this was not used. It is intended for sending
to neighbouring regions to allow distance-based update prioritisation, more




Messages between objects in the region are captured in ChatFromWorld
events. Listing 5.2 shows a reset command being sent on the bridge con-
trol channel (-565), inaudible to users, and an audible status message being
broadcast to the whole region using ChatBroadcast.
2013 -12 -02 14:29:26 ,567 DEBUG - >> NewPresence
2013 -12 -02 14:29:26 ,567 DEBUG - New presence: Study Participant
[Child=True; Region=Muddy City;
Type=OpenSim.Region.Framework.Scenes.ScenePresence] -> [1/6]
2013 -12 -02 14:29:26 ,567 DEBUG - << NewPresence
2013 -12 -02 14:29:27 ,604 DEBUG - >> AvatarEnteringNewParcel:
Study Participant [UUID =180 fef4c -3dc0 -483c-89e0 -3612 e20f54de; localLandID =2;
ChildAgent=False] : 2 : 081f18da -6af5 -4cd4 -8d4c -83389209 a23c <<
2013 -12 -02 14:29:27 ,604 DEBUG - Entering region: Muddy City
2013 -12 -02 14:29:30 ,630 DEBUG - >> RemovePresence
2013 -12 -02 14:29:30 ,630 DEBUG - Removing presence: Study Participant
[UUID =180 fef4c -3dc0 -483c-89e0 -3612 e20f54de; InTransit=False]
2013 -12 -02 14:29:30 ,630 DEBUG - << RemovePresence
2013 -12 -02 12:39:53 ,667 DEBUG -
>> ClientMovement: Study Participant
-> Muddy City :(24.08969 , 16.63773 , 21.25632) <<
2013 -12 -02 09:58:02 ,076 DEBUG - >> ChatFromWorld Muddy City : -565:Region ->
resetSimulation from Sim Reset Button <<
2013 -12 -02 09:58:02 ,078 DEBUG - >> ChatBroadcast
OpenSim.Region.Framework.Scenes.Scene [Scene] :-0->
Resetting Dispatcher. <<
2013 -12 -02 10:00:31 ,860 DEBUG - >> ChatFromClient
Study Participant [180 fef4c -3dc0 -483c-89e0 -3612 e20f54de] :-0: StartTyping ->
@ <8.561886 , 14.33025 , 33.01297><<
Listing 5.2: 3D server log samples
The “DEBUG” labels in the listing are an artifact of log4net’s default log
levels. In this case, showing that we are reporting low-level information that
can comfortably be ignored by a logger listening for more important events
(i.e. “INFO”, “WARN”, “ERROR” or “FATAL”).
Log files are parsed using OSLogParser, a custom application that calcu-
lates metadata for hypotheses, and generates trace output CSV files for each
OpenSim log collected.
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5.3.6 Instrumentation — Greenfoot (2D)
As Greenfoot allows users to code in native Java, it was possible to use
Java’s standard class library tools like PrintWriter and SimpleDateFormat
to write a simple timestamped logger class, attached to objects in the Green-
foot World canvas by singleton constructor pattern to provide common log-
ging methods for all objects.
When a bridge is raised or lowered, the Bridge object updates connectivity
in the Map. The Map emits a log entry with the current cost and whether a
solution has been found, then the Bridge emits a log entry with the mouse
click coordinates, the bridge interacted with, and whether the bridge has been
raised (true) or lowered (false). Listing 5.3 shows the log entries captured
when the AE, AB and HI bridges are raised.
Map @ 20130701 18:14:18: Cost: 17 Solved: false
Bridge @ 20130701 18:14:18: (199 ,179) | Bridge [Island A, Island E] -> true
Map @ 20130701 18:14:18: Cost: 20 Solved: false
Bridge @ 20130701 18:14:18: (148 ,206) | Bridge [Island A, Island B] -> true
Map @ 20130701 18:14:20: Cost: 22 Solved: true
Bridge @ 20130701 18:14:20: (443 ,477) | Bridge [Island H, Island I] -> true
Listing 5.3: Greenfoot log file sample
These logs are then parsed with GreenfootLogParser, a custom applica-
tion written to analyse logs, calculate metadata and generate a CSV report
for data analysis.
5.3.7 Instrumentation — Physical (PH)
To instrument the physical case, a tripod-mounted Sony Bloggie MHS-PM5
camera was pointed at the map, and started by a researcher as the participant
was told to begin. In analysis, the video was manually analysed using the
F4 video transcription tool.10
Timestamps are given as offsets from the beginning of the video file. Cod-
ing events used standard labels where possible for events. The bridgeUp and
bridgeDown events are labelled with their two adjacent islands, the current
cost of the bridge network, and an ‘s’ if the network is a solution. A t Start
marks when the first counter was turned over, a t FirstSoln when the first
10 https://www.audiotranskription.de/english/f4.htm
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solution was found, and a t FirstOptimalSoln when the first solution with
a cost of 20 was achieved. Other notes about speech or action recorded, or
assumptions made during transcription, are recorded using the note prefix.
Listing 5.4 shows examples of these:
#00:00:06 -5# t_Start
...
#00:02:00 -2# bridgeUp G:J 17
#00:02:23 -2# bridgeUp D:G 20 s
#00:02:23 -2# t_FirstSoln
#00:02:23 -2# t_FirstOptimalSoln
#00:03:13 -4# note checked by Researcher
#00:03:13 -4# bridgeUp E:H 24 s
#00:03:32 -0# bridgeDown D:G 21 s
Listing 5.4: Physical transcription sample
As the number of physical trials conducted and the volume of data col-
lected in each trial was low, no automatic parsing software was written for
this case.
5.4 Practical Research Challenges
A number of local schools were initially approached to assist with this case
study. Unfortunately with the volatility of circumstances following the city’s
severe earthquakes exacerbating the usual issues surround school computer
network management, finding somewhere to conduct the study faced some
significant challenges. The first school that agreed to help was then not able
to do so, due to ongoing difficulties with their new school IT and security
policies.
A second school was able to host a small (12–person) pilot study, but
getting the software working consistently in a bring-your-own-device envi-
ronment proved difficult. The school in question is a non-traditional charter
school, and several of the students who were initially keen to participate
withdrew from the process before they reached the learning activity. Given
the small sample size, the results were not sufficient to draw meaningful in-
sights and analysis from, although the experience helped to streamline the
study’s procedures.
As described earlier, the study was initially planned to be conducted over
two days. Due to the pressures of scheduling the study within a busy school
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term, and the school’s IT support support person only being available two
days a week, the amount of time made available for pre-study deployment and
testing in the school was minimal. This led to a number of teething problems
as researchers attempted to get faulty hardware and software configurations
to work, reducing the amount of data that could be captured.
With only one camera and two classrooms being made available for the
study, balancing participant numbers evenly between the three cases was not
practical to achieve. The sample size for the physical condition was very low
(N = 10), and thus not suitable for yielding strongly significant statistical
inferences, but it was nonetheless useful for exploring the relative ease of
capture and analysis between the computer-mediated conditions and using a
more traditional form of research instrumentation.
If more cameras are available in the future, a larger scale comparison with
physical methods could better inform teacher decisions using these different
methods in future, but the added time required to analyse that data could be
prohibitive without first developing better automated annotation tools. (For
example, an image processing system could be developed to track counter
positions and states on the map.)
The study design initially planned to separate the 3D and 2D cases into
separate classrooms, but in practice this was not possible to achieve.
5.5 Deployment Challenges
Deploying new software on school computers isn’t always simple due to secu-
rity and privacy policies, suitability of the devices available, and procedures
for updating computers.
Many of the technical issues experienced were with the 3D condition.
Between the Imprudence client and OpenSim server, the required system
specs were considerably higher than the 2D Greenfoot condition. OpenSim
suffered instability when students (even when instructed not to) closed the
server by closing its window, leaving databases in an unpredictable state. On
several occasions the software had to be manually reset by the researcher in
order to function correctly.
Imprudence and other Second Life clients could not run on the machines
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where ageing graphics cards had failed and only motherboard-integrated
graphics were available. In order for all of the students to have something
to do, this necessitated running several computers in the 3D room with the
2D case, adding further difficulties in terms of the timely coordination of
students’ activities within the classroom.
Many of the problems encountered were beyond the ability of the school’s
computing teachers and IT support to solve quickly, and most general class-
room teachers were able to contribute little to the lesson other than classroom
management. The technical challenges faced in setup, use and fault diagnosis
demonstrate that making computer-mediated activities like this robust for
classroom use by non-expert teachers is not simple. If they are to be used
confidently, then robustness needs to be made a very high priority. It also
highlights that sometimes using a simpler method may be more practically
desirable, regardless of the benefits that more demanding applications may
be able to provide if their ideal conditions can be met.
The following chapter reports and reflects on the in-school research, data
collection and analysis processes of the Muddy City case study.
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Chapter VI
Case Study One: OpenSim Results
The results of this analysis consist of demographic characterisations of the
students, testing hypotheses from data, traditional test assessments, mixed
sources, and attitudes recorded on questionnaires. Not all data instruments
were able to be collected for all participants, but even with incomplete data
sets the analyses were able to uncover differences with both statistical and
practical significance.
Given the very small sample size of the physical video recordings, testing
hypotheses on this condition did not yield significant results. Notes on the
process of capturing data and observations made from the video footage are
included for peripheral interest.
Unless otherwise specified, processing and statistical testing of data was
performed using v3.1.2 (64-bit) of the R statistical analysis package.1
6.1 Data Management
Data was collected from eleven classes in total, with class sizes ranging from
27 to 37 students (M=30.9, SD=3.113).
Research was conducted on three days: two consecutive days in mid Oc-
tober, and a third day in December when an opportunity to pick up classes
that missed out the first time was arranged.
In total, 183 students were able to complete the 2D condition, 146 com-
pleted the 3D condition and 10 students volunteered for the PH (physical)
condition, for a total of 339 students. Two other students withdrew and had
their data excluded from the study.
1 https://www.r-project.org/
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Google Forms were used to administer and collect the pre– and post-
test data throughout, and for the questionnaires on Day 3. Students were
generally able to work their way through the computer-based forms a little
faster than the paper-based ones, and they saved a lot of data entry time. A
transcription error meant that the correct multi-choice option for Question 12
(domain transfer to computer networking) was not available for all students,
so test scores when given are out of 11 unless otherwise specified.
Information on written forms was transcribed by hand into a spreadsheet
by researchers, then merged with information recorded on Google Forms.
In order to anonymise student data, they were assigned unique study ID
(USID) numbers based on their day of study, block during the day, room
number and computer number. For example, the student on day 2 during
the 4th teaching block, sitting next to computer computer 4–06 would have
the USID 24406.
No external record of the student seating plan was kept, but students were
asked to clearly write the number of their computer on their questionnaire
and test papers. (For clarity, this number was also written on a Post-It
note affixed to their computer monitors.) Not all students followed this
instruction, in spite of being reminded by researchers and their teachers to
do so before submitting their paperwork.
In the process of merging the data, a number of double-ups and missing
USIDs were found. Sometimes this was due to the wrong computer codes
being attached to the submitted paperwork, and sometimes where forms were
used, they were submitted multiple times. (In at least some cases, this was
because a student remembered they had not completed all of the questions
before submitting, and went back to do the test or questionnaire again.)
Resolving duplicate data lines was done manually, using the following merge
policy:
1. If there is a later version, choose the later answer.
2. Where one cell is empty and the other populated, choose the populated
cell.
3. Check names are the same before merging Q1. If not, differentiate
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the USIDs by adding a letter suffix to each (e.g. 22406a and 22406b
respectively).
When there was insufficient data to assign a known good USID, new codes
with an ‘x’ prefix were used. For example, “xQQ213b” denoted paired ques-
tionnaires from Day 2, Block 1, Room 3, Set b (the second set encountered),
while “xQ232xc” means a Q2 only, from Day 3, Block 2, unknown room, Set
c (the third set encountered).
375 USIDs were assigned in total across complete and fragmentary data
sets: 326 standard USIDs, 16 collision duplicates, three “xQ1” codes, six
“xQ2” codes and 24 “xQQ” codes.
The use of these codes allowed the data to be included in some aggregate
analyses, as long as they did not need to be matched against particular data
that was not available in their fragmentary set.
Some of the questions from tests in Google Forms used a numeric field
widget. In reviewing the recorded test data, a number of participants were
discovered to have entered negative values for answers where only natural
numbers would be appropriate (e.g. counting bridges). As this appeared to
be a usability issue rather than a problem with understanding the question,
the data on these questions was cleaned to strip the negative signs from the
values (i.e. x → |x|).
Master log files recorded via Greenfoot, OpenSim and Imprudence each
day were stored as plain text files, named for the computer they were used on
and the software/condition. Master logs were then partitioned by hand into
smaller files using timestamps, manually recorded notes and reset notification
lines to determine the most appropriate place to split the files. Individual logs
were then parsed into CSV files to be imported into a MongoDB database.
Metadata values were calculated during the parsing, including bridge inter-
action counts and intervals, tStart and tFirstSoln statistics and measures for
use in particular null hypotheses (q.v. §5.2.2).
Parsing and metadata analysis of the 3D and 2D conditions took a matter
of seconds for each participant’s log files. Developing the parsing software
took a few days of programming and testing time, however, so the automated
time-saving did come at a one-time cost. By comparison, using the F4 tran-
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scription software for the physical condition typically took 15–20 minutes to
annotate ten minutes of footage, even with a relatively minimal set of coding
events.
In the 3D case, the volume of data and amount of replication (e.g. several
movement events in a row where the location and orientation data have not
significantly changed) suggests that capture could be optimised using meth-
ods similar to video compression: capturing only the significant changes, with
occasional “key frames” with full data representation to ensure the ongoing
fidelity of the data stream. With negligible latency at the network/socket
layer between the client and server, the positional coordinates reported in
their logs, before after serializing, remained accurate to three significant fig-
ures, based on timestamp and positional value-matching between logs.
Table 6.1 shows the number of data source items (tests, questionnaires or
log files) that were collected over the course of the experiment.
Table 6.1: Data sources collected, by condition.
Data Type 3D 2D PH Other fragments
Questionnaires Q1/Q2 126 154 10 22
Pre-test T1 126 158 10 3
Post-test T2 103 167 9 3
Log files 122 97 10
6.2 Results: Demographics and Attitudes
The Q1 demographics questionnaire (see Appendix A.1.2) showed the gender
balance of the participants was even, with 48% identifying as male and 48%
as female. They were predominantly 12 or 13 years of age (M=12.3 years,
SD=0.733). 81% were right-handed, 10% left-handed, and 2% reported some
degree of ambidexterity or specialised dexterity. 4% of participants reported
some degree of colour-blindness, but this did not appear to affect their per-
formance during either the tests or the activity. If students preferred to use
a mouse on the left-hand side of their keyboards, they were allowed to do so.
The amount of computer use varied from almost none to 40 hours a week
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or more. The most common types of game played were action, adventure and
puzzle games, and most participants (87%) engaged in some kind of (offline)
sporting activities.
For the Q2 attitudes questionnaire (see Appendix A.1.3), most of the
questioned used a five-point Likert agreement scale, with statement rankings
from Strongly Disagree (1) to Strongly Agree (5). Table 6.2 shows the results
of a Wilcoxon signed-rank test across the 3D and 2D conditions.
Note that where significance levels are discussed, “weakly significant” (*),
“significant” (**) and “strongly significant” (***) should be understood to
indicate the 0.1, 0.05 and 0.01 significance levels respectively.
The 3D case was reported to be significantly more fun than the 2D case.
Participants felt more like they were learning something, and that it was
related to computer science. They were also more likely to opt to choose
learning this way again.
This would suggest that they were more engaged by the 3D activity, but
it doesn’t necessarily indicate that they were learning any more than they
would have through other means. It also bears mentioning that these effects
might have been in part due to the novelty factor of the experience, and these
positive attitude effects may potentially deteriorate as learners become more
used to and jaded with the technology.
Table 6.2: Questionnaire attitudes: Wilcoxon signed rank test between 3D,
2D cases
Question Description 3D X̄ 2D X̄ p-value W ∆X̄
†
Q01 Activity was fun 4.03 3.49 p ≤ 0.001 *** 9795 +0.536
Q02 Activity was challenging 2.86 2.74 p = 0.225 8187 +0.122
Q03 Could solve more easily in future 3.65 3.58 p = 0.532 7934 +0.067
Q04 Felt like learning something 3.53 3.21 p = 0.030 ** 8641 +0.316
Q05 Related to computer science 3.57 3.18 p = 0.005 *** 9132 +0.387
Q06 Physically difficult to use 2.09 2.08 p = 0.913 7531 +0.016
Q07 Mentally difficult to use 2.19 2.09 p = 0.264 8118 +0.104
Q08 Would choose to use again 3.68 3.22 p = 0.004 *** 9088 +0.461
Ranked 1 (Strongly Disagree) thru 5 (Strongly Agree)
† Likert scales have no guarantee of linear scaling between agreement points; ∆X̄ differences are
illustrative only.
It is interesting that while the 3D condition required more physical effort
to navigate around the virtual environment, it was not reported as being
significantly more physically or mentally difficult to use than the 2D case. It
100
is possible that the added fun / novelty factor of the experience is enough
to offset any additional difficulties experienced, or that in each case the user
interface challenges faced simply met the participants’ expectations well. In a
longer-duration study, it would be interesting to ask participants to evaluate
each of the conditions and see how that affects their subjective rankings.
In the free comments section of Q2, the most common response was saying
that it was fun, though a number of students (typically at the very high and
very low ends of achievement) reported that it was boring. Some students
felt it was challenging, and their comments suggested that more or better
support could be required. One participant suggested having a more child-
friendly interface in the virtual world client (“you could make the instructions
more clear for children my age”), which highlights that using general-purpose
virtual world software may be less than ideal for young learners.
Figure 6.1 shows a word cloud to visualise the general topics in the com-
ments. Comments that identified people (students or researchers) were re-
moved, rude words elided, and obvious typos corrected.






Appendices A.1.4 and A.1.5 contain the pre-test T1 and the post-test T2
respectively.
Figure 6.2 shows a combined comparison of T1 and T2 test scores. Across
Q01–Q11, there was a slight decrease in scores between the pre-test T1 and
the post-test T2 (∆X̄ = −0.56). The box-and-whisker plot uses the default
values from R’s boxplot() method, displaying the median (7 in both con-
ditions), interquartile ranges for boxes and 1.5 times the IQR for whiskers.
Circles past the whisker boundary represent outliers.
Figure 6.2: Pre– and post-test score distributions per condition
No significant difference was found between the 3D and 2D cases (two-
sample t(232)=0.7396, p=0.4603). T1 scores did however show a significant
dependency effect on T2 scores (one-way ANOVA, F(1,262)=73.37, p<0.01),
so prior understanding played a statistically significant part in test achieve-
ment. Figure 6.3 shows the distributions of score changes.
The slight lowering of test scores is in line with the supposition in §5.2.2
that the increased challenge level between T1 and T2 could result in a slight
drop in score if no overall learning effect has occurred. This suggests that
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Figure 6.3: Change in pre– and post-test scores per condition
the activity (in whichever condition) did not present a substantial effect on
overall student achievement for this particular test.
Fatigue and time pressure considerations due to having to finish assess-
ment at the end of the allotted class time are a possibility. Given that the 3D
condition typically took much longer than the 2D condition, these pressures
would have been applied asymmetrically. So either the fatigue effects were
insignificant, or they served to reverse any advantages there might have been
from the 3D condition. Either way, from a practical teaching and assessment
point of view, the outcome is not favourable.
Figure 6.4 shows the proportion of correct answers for the T1 and T2
versions of questions respectively.
While the overall assessment score demonstrates no learning effect, some
individual questions suggest that the students’ model of understanding may
have been refined by the activity. For question Q03, Figure 6.5 shows a ma-
jor split in the T1 pre-test between those interpreting “closest” as the edge
distance (Island C, 52%) versus the geographic distance (Island E, 37%). In
the T2 post-test, Figure 6.6 shows the three options are relatively equidis-
tant in geographic terms, but participants have overwhelmingly chosen the
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Figure 6.4: Comparing pre– and post-test scores per question
closest edge (Island A, 91%). The next most popular option (Island C, 6%)
is just as far away as Island D, but the bridge between B and C is connected
whereas the one between B and A is not; this could show that some learn-
ers are thinking of proximity not just in terms of edge costs, but practical
distance in terms of navigating between the islands using connected bridges.
Understanding this can help us to refine the language of our questions to be
more explicit in the problems that we are asking learners to solve.
In question Q06, the proportion of learners correctly determining whether
or not a connected path could be traced between two islands increased from
70% to 89% in the post-test. This could indicate an increased understanding
of the concept of connectedness within the context of the task after having
performed it.
Given the apparent difficulty of assessing the challenge level of problems
based on their complexity, one approach to validating this observation might
be to repeat the experiment using problem variants of similar complexity, in
a balanced study design using each permutation of variant pairs in the pre-
and post-tests. Doing so unfortunately fell outside the practical scope of this
study.
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Figure 6.5: [T1] Which Island is closest to Island B?
Figure 6.6: [T2] Which Island is closest to Island B?
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The test results speak to the care that needs to be taken in designing
assessment alongside the activity. Terms need to be explained well during the
assessment process. The careful selection of unambiguous problems, where
the correct answers can demonstrate understanding and incorrect answers
may be used to diagnose common misconceptions, aids teachers in identifying
where the gaps in learner understanding may lie.
As the questions were primarily generated by the researcher and not age-
level experienced teachers, this is a situation in which involving pedagogical
experts in the process earlier could have helped to refine the wording of
questions, avoiding comprehension-based misconceptions and providing bet-
ter scaffolding to the assessment and learning process.
6.4 Results: Hypothesis testing
With quite a few hypotheses to test, they are going to be split up into three
sections below: just the data, just the tests, and test/data mixes.
6.4.1 Data-based Hypotheses
The measures used in this section come from metadata derived from logfiles
only. Metadata measures were recorded or calculated from log files in order
to investigate problem-solving strategies and performance.
HQ1: The amount of time taken to find a solution is the same
across all conditions.
HQ2: The amount of time taken to find an optimal solution is
the same across all conditions.
The times tFirstSoln and tFirstOptimalSoln characterise how long it took
learners to find solutions to the minimal spanning tree puzzle. An optimal
solution is one that has the absolute minimum cost of 20 bridge sections,
using 12 bridges.
Figure 6.7 shows the strongly significant differences in means of 339 sec-
onds longer for the 3D condition when compared to the 2D condition for
the first null hypothesis (two-sample t(113) = 17.4, p =< 2.2E − 16), and
245 longer for the second null hypothesis (two-sample t(71) = 6.46, p =
106
1.12E − 08), sufficient to reject both null hypotheses at a strong 0.01 signif-
icance level.
It is worth noting that in cases where an optimal solution was found, the
time delta (tFirstOptimalSoln−tFirstSoln) between first and optimal solutions did
not significantly differ (two-sample t(105) = −1.39, p = 0.168), with the 3D
condition taking an average 106 seconds longer to find an optimal solution
versus the 2D condition’s 142 seconds longer. So while the 3D condition may
take longer to get started with, the amount of additional time taken to reach
an optimal minimal spanning tree solution is comparable in each condition.
Figure 6.7: Comparing first with optimal solution times between conditions
The 3D condition taking longer to reach a solution could be explained
by the added physical and cognitive load of navigating an embodied avatar
around the virtual environment, and the simulator delays in transmitting
messages between switches and bridges. The 2D condition has nearly instant
feedback, and the low cost of actions in turn allows learners to rapidly try
out a variety of permutations in order to find a solution, rather than being
thoughtful and selective about their next move.
HQ5: When one bridge interaction is followed by a second
bridge interaction, it is no more common in any case for the two
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bridges to share an island.
Using the bridgeInteraction measures defined in §5.2.2 yields a propor-
tional measure for this hypothesis.
Since sluggish simulator responsiveness sometimes had participants click-
ing on the same bridge multiple times in a row, the sameInteraction figures




Figure 6.8 shows 79.9% of bridge interactions in the 3D condition were
shared, compared to a strongly significantly lower (two-sample t(193) =
3.31, p = 0.0011) 2D condition with 74.1% shared interactions, rejecting the
null hypothesis.
Figure 6.8: HQ5: Proportion of subsequent bridge interactions sharing an
island
3D condition participants were 5.8% more likely to choose a spatially
local bridge for each subsequent action.
While this difference has low practical significance, in reviewing the data
further it was found that 18.8% of the 3D condition participants made no
disjoint interactions whatsoever, compared to 0% of the 2D condition par-
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ticipants. Being spatially situated in the problem certainly seems to affect
participant decisions on which bridges they choose to interact with.
HQ6.0: No bridge is more likely to have been interacted with
over the course of the experiment between conditions.
There was a strongly significant difference in the number of bridges inter-
acted with one or more times over the course of the experiment, with fewer
bridges being used in the 3D case (M=12.9, SD=4.06) than the 2D case
(M=16.1, SD=2.87); two-sample t(208) = −6.7578, p = 1.38E − 10. We can
reject HQ6.0.
There were a total of 18 bridges available to use. 3D condition partici-
pants were usually more selective about which bridges they tried out in the
course of the experiment.
Figure 6.9: HQ6.0: Number of bridges interacted with during experiment
HQ6.1: No bridge is interacted with any more frequently over
the course of the experiment between conditions.
There was a strongly significant difference in the number of times that
bridges were interacted with over the course of the experiment, with bridges
being used fewer times in the 3D case (M=2.19, SD=0.766) than the 2D case
(M=3.77, SD=1.42); two-sample t(140) = −9.8385, p < 2.2E − 16.
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3D condition participants usually raised and lowered bridges fewer times,
reflecting the added response time cost of the action in the 3D case. Without
the effect of repeatedly interacting with the same bridge when simulator
conditions were sluggish, this effect could have been even more pronounced.
Figure 6.10: HQ6.1: Number of interactions per bridge during experiment
HQ7.0: Intervals between bridge interactions are uniformly dis-
tributed.
Collecting interaction intervals across all participants per case, the Quantile-
Quantile plots in Figure 6.11 demonstrate that the time intervals are not uni-
formly distributed, deviating drastically from their theoretical norm lines.
While HQ7.0 can now be abandoned, what can one tell from this measure?
The boxplot in Figure 6.12 shows the difference in means and spread for the
3D and 2D conditions. The pattern of many short-duration intervals and a
very few long durations is closer to a Pareto (power law) distribution.
Validating the comparison with a Wilcoxon rank sum test, we can see
that the mean interactions intervals tend take a strongly significantly longer
time in the 3D condition than in the 2D condition (X̄3D=18.8s, X̄2D=4.86s,
W = 10988, p < 2.2E − 16).
HQ7.1: If uniformly distributed, the distribution of bridge in-
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Figure 6.11: Q-Q plots demonstrating non-uniformity of bridge interaction
intervals.
Figure 6.12: Mean times between bridge interactions
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teraction intervals normalised against time taken is the same across
conditions.
With HQ7.0 being rejected, HQ7.1 is no longer relevant.
HQ9: There is no change in the number of bridge interaction
events between conditions.
There was a strongly significant difference in the number of bridge in-
teraction events between conditions, with bridges being used fewer times
in the 3D case (M=30.0, SD=17.7) than the 2D case (M=75.5, SD=38.5);
t(128) = −10.7333, p < 2.2E − 16.
6.4.2 Assessment-based Hypotheses
HQ3: There is no change in the pre- and post- test scores within
the problem domain.
Building on the test results reported in §6.3, Figure 6.13 shows test scores
limited to the in-domain questions (Q01-Q09). Figure 6.14 shows the change
in scores across conditions for this subset.
No significant difference was found in within-domain score deltas between
conditions (one-way ANOVA, F(2,261)=0.471, p=0.6251), allowing us to ac-
cept the null hypothesis.
HQ4: There is no change in the pre- and post- test scores trans-
ferring to other domains.
Figure 6.15 shows the change in scores for the cross-domain questions,
excluding Q12. No significant difference was found in cross-domain score
deltas between conditions (one-way ANOVA, F(2,261)=0.430, p=0.6513),
allowing us to accept the null hypothesis.
Together, accepting these two hypotheses shows that we cannot see any
significant correlations between the condition used and knowledge transfer
effects when using these assessments.
6.4.3 Mixed source Hypotheses
These hypotheses look for correlations across both test and metadata sources:
HQ8.0: Within each condition, there is no correlation between
completion time and pre/post improvement in test scores.
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Figure 6.13: Pre– and post-test score distributions in domain
Figure 6.14: In-domain score deltas per condition
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Figure 6.15: Cross-domain score deltas per condition (Q10-Q11)
HQ8.1: There is no correlation between completion time and
pre-test scores.
HQ8.2: There is no correlation between completion time and
post-test scores.
Table 6.3 shows the results of one-way ANOVA chi-squared testing for
these three hypotheses. While in some cases correlations were found, there
are no clear patterns across the conditions. Figure 6.16 shows that even with
the most significant correlation between completion time and the T2 score
in the 3D case, dispersal of the times is high and outliers frequent.
Table 6.3: One-way ANOVA comparisons of completion time statistic to test
outcomes
Hypothesis: measure 3D 2D
HQ8.1: T1 score F(1,86)=3.51, P=0.0644 * F(1,78)=5.506, P=0.0215 **
HQ8.2: T2 score F(1,86)=8.543 P=0.00443 *** F(1,78)=0.149, P=0.701
HQ8.0: Delta F(1,86)=2.132, P=0.148 F(1,78)=4.802, P=0.0314 **
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Figure 6.16: Cross-domain score deltas per condition (Q10–Q11)
6.5 Results: Trace data mining
From three days of server log data, approximately 2.8 million events were
collected. When parsed and stored in a MongoDB database, this took up
1.5GB of storage space (including a 90MB index for performance). A col-
lection of the 122 headers (consisting of stream tags and metadata) took up
700kB.
The vast majority of captured events are the 2.77 million
OSClientMovementEvent objects. There were around 45,000 chat events
in the simulation, typically messages being passed or broadcast, and 93 note
events (from researchers either reloading the region when things became un-
stable, or marking the start and end of teaching blocks).
Since they were happening on the same computer, and the function inter-
cepting movement on the client was the same one sending data to the server,
the difference between the two event streams was negligible aside from small
delays when the client was updating its scene graph after logging in or tele-
porting to a new region. We were essentially measuring both ends of a very
short pipe.
The difference in precision between the two logs is something that needs to
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be accounted for in synchronising the streams: an X=127.8399 on the server
at 09:36:13.915 may be reported on the client stream as X=127.84 at 09:36:13.
With several events coming in in the same second, data structures mapping
on timecodes may not be able to key on precision alone, needing to preserve
the capture order of events as well. While a TCP connection guarantees
preservation of ordering in a stream of transmitted data, it might be a useful
enhancement to insert regular “sync points” into a virtual environment’s
network protocols to provide a way of rationalising client and server data
between datasets, where such ordering cannot be guaranteed.
A process that can make analysis more tractable is winnowing — thinning
out the event stream so that repeated values and very small movements are
not recorded. When doing this across multiple capture sources, it is desirable
to apply the same policy on each stream. For example, if one stream is
winnowed to remove movements smaller than 0.1m and a second stream is
winnowed to a 1m granularity, there may be significant artifacts produced in
the process that can confound analysis that is expecting precision.
In order to provide feedback to instructional designers and teachers, the
location data can be visualised to provide insights. This can be done by
overlaying individual tracks through the study region, or by taking point
data from movement events in aggregate.
Figure 6.17 shows individual tracks from two participants overlaid on each
other. This technique typically works well for small numbers of participants,
but as the numbers grow the lines become very difficult to differentiate from
each other.
Figure 6.18 shows a point cloud with values from 200,000
OSClientMovementEvent log lines. It is much easier here to see the higher
density of events aligning around different features of the virtual world map
such as bridges and islands, especially the starting island. Once a certain
density of points is reached, and when there are multiple points using the
same coordinates, it does however become much more difficult to see which
of two areas is more frequently travelled than another.
For a high-level overview of the experience and where avatars are spending
most of their time, a heat map can be used. Figure 6.19 shows a hexagonal
heatmap with a 64× 64 cell 2D histogram, and a logarithmic colour scale. A
116
Figure 6.17: Visualising individual user tracks across Muddy City.
117
Figure 6.18: Point plot of 200,000 avatar movement events for Muddy City.
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log scale was used because avatars spent a much larger proportion of their
time in the cells around the starting island than in other parts of the region
— a linear scale produced a few bright spikes and very little detail for the
lower-populated areas.
Figure 6.19: Heat map for movement events in Muddy City. Colours use a
logarithmic scale.
Even at this resolution, it is possible to see that most avatars travelled
on or near bridges, and that certain bridges were favoured more than oth-
ers. This is in line with is expected from the earlier analysis and metadata
processing, though this technique is able to provide a similar broad insight
without needing any special knowledge of the experiment to be coded into
the analysis.
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Position information is useful, but it only tells us where avatars are and
not where they are going. Building on first-order position information, a
“motion-flow” diagram gives second-order direction information as well.
In order to construct this diagram, point sequences are broken up into
bins similar to a 2D histogram, only each bin contains the compass direction
toward the bin containing the next point. If one bin region is re-entered and
exited in a different direction, this can show as two arrows in the same bin.
Figure 6.20 shows a motion flow diagram generated from a single user.
In this case, following a mostly clockwise pattern around the Muddy City
region, though with a small amount of local backtracking/looping in some
areas.
Figure 6.20: Motion Flow diagram using 16 bins per 128 virtual metres.
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Future refinements of the technique could use colour, line width or length
to determine strengths, though this kind of enhancement would be more
suitable for aggregating the data over large numbers of avatars.
Maintaining a buffer of position and bridge interaction events, bound
by time and learning cohort, could also support visualising learner motion
tracks to teachers in or near to real time, e.g. through a web dashboard
or desktop client. This could further our RQ3 goals by offering a timely
insight into patterns of movement across the environment in a class, and
in identifying places where learners are stuck and may need assistance or
encouragement. With some customised analysis of interaction events, it could
also help to show just how closely learners’ behaviours resemble exemplars
of formal problem-solving strategies, versus relying on trial and error.
6.6 School Study Experience
This section contains a report of difficulties faced in conducting the research.
There were unfortunately enough setbacks in conducting the research that
a direct replication of conditions would be quite difficult to achieve. These
difficulties in turn prompted a change in approach for the subsequent case
study. It is hoped that lessons learned could help things to go more smoothly
if the activity were to be repeated.
Rather than the classical usability study approach employed here, fur-
ther trials of this activity might wish to consider using an “action research”
framework for exploratory inquiries, documenting an evolving teaching and
learning practice with improvements to the activity over time. While this
may not yield as many statistically significant results in the quantitative
analysis, the insights gleaned from the evolving process can be applied to
the activity directly, rather than waiting for a later iteration of the study
with another cohort. Once there is more maturity in the design approach
and available data tooling, a wider-scale study over multiple schools, poten-
tially in multiple areas or countries, could help to broadly validate effective
learning outcomes.
Having extra academic volunteers to assist in the second room was in-
valuable. Without time for prior coaching, the classes’ teachers were not
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able to assist directly with conducting the research. They helped to split the
classes up evenly between the two rooms, fielded any general inquiries from
students that were unrelated to the study content, and assisted with general
class management while it was underway.
Keeping an entire class synchronous was difficult, even within one ex-
perimental case. Different learners progressed at different rates, so the high
achievers were sometimes waiting for a long time for the low achievers to
catch up during the testing and orientation phases. Where participants en-
countered problems, the researcher had to make explanations to the whole
class — in future, a worksheet for each student might be a useful approach to
take, though that would also require appropriate language for their reading
comprehension levels.
The process of getting the study’s software and environment configuration
deployed, followed by conducting the study and collating its data, demon-
strated that one cannot be too prepared for materials in a classroom.
Having research under some kind of centralised control would make it
easier to run a coordinated study, lowering the number of instructions that
students have to listen to and follow and letting them focus more on the
learning. When using generic off-the-shelf software, having the ability to
customise the interface and remove any features that are not relevant to the
learning activity would also be beneficial.
One major issue on the first day was that the “UC Study Shortcuts”
folder on some of the desktops was linking to a unified network share folder
rather than local directories on the machines. This resulted in about 20
machines running the 2D case writing their log files to the same directory,
either appending to or writing over logs from other machines, making them
unusable. The problem was corrected at the end of the first day, but since
Greenfoot defaults to opening the last-opened project, the problem continued
through into the second day as well, before being fixed for Block 4 and 5.
(There are five 60-minute blocks in a school day.)
For the 3D condition, some glitches arose on the school hardware that
were not present in the initial development and testing environments. Shut-
ting down the simulator did not always reset properly, and in some cases this
left OpenSim’s scripts sluggish or unresponsive. It was discovered that this
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problem could be “fixed” by reloading the OpenSim ARchive (OAR) file for
the Muddy City region and using the simulator reset button. A streamlining
advance for the third day was the ability to perform this reload by typing a
command in the system console.
Responsiveness in loading was also an issue. Imprudence took a few
seconds to load up, and did not immediately provide feedback that it was
loading. This sometimes resulted in participants getting up to five or six
copies of the client loading at the same time. Participants were usually
comfortable with finding the right shortcuts on the desktop to click on, but
sometimes wanted to click on the icons for laters parts of the experiment
that that they hadn’t reached yet as well.
Due to the problems with graphics drivers on some machines, some partic-
ipants intended for the 3D condition needed to do the 2D condition instead.
Being able to see other students doing a different activity seemed to be dis-
tracting for some participants. If the study were to be repeated, isolating
each condition to one room only as initially intended would help to alleviate
some of these problems.
As the 3D condition and its orientation took longer to complete than the
2D condition, this meant having to split attention across the two conditions
when issuing instructions and dealing with questions. Given the difficulty
with keeping the class moving synchronously, 2D students were allowed to
take their post-tests and questionnaires early, rather than having to wait a
long period for the 3D condition to finish.
Even in cases where direct log data was not usable, the questionnaire and
test was still able to contribute some insights into the learning activity. This
will be discussed later in this chapter.
There was a range of high-ability and low-ability classes, and high-discipline
and low-discipline classes. In one case, a student tried removing his avatar’s
clothing. While there was nothing to see underneath, this kind of action
would be good to disable — or if it is not possible to be disabled, then a skin
provided that includes simulated clothing underneath as well.
Having to manage multiple applications, not purpose-built for educational
activities, as well as two tests and questionnaires, meant there were a lot of
moving parts in this research. Lab testing and a small-group pilot helped
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to improve the process, but there were still many “unknown unknowns” in
the field. One advantage to automated data collection may simply be that
more of the time available can be spent on learning rather than research
management.
Even if the research procedure had been mature and well-tested, external
factors of school life meant that the time available was cut short in some cases
(for example, due to class photographs being taken), further confounding the
ability to draw insights across classes.
The physical video data was difficult to work with. With the camera
mounted on a small tripod on the desk, there was not much leeway in getting
the whole map board in shot, and the participants often occluded the view
with their hands or heads. Transcribing the bridge state changes required
guesswork in a number of occasions where the counter flips were not directly
seen, and had to be inferred from the participant’s hand movement and
how the counter looked when it eventually came back into view. Using a
translucent table and map could be one way to conduct this kind of research
without occlusion, but the apparatus for doing so would be prohibitively
expensive for many classroom and research uses.
6.7 Case Study Reflections
Addressing our research question RQ2, behavioural data captured from within
a 3D VLE is not necessarily generalisable to other learning methods like 2D
computer use and physical activities, but sufficient data was available to
characterise the ways in which behaviours changed between the platforms
we used. The differences highlighted below illustrate the care that must be
taken with 3D VLE activity design to align the environment and interactivity
with the desired learning outcomes.
In terms of achievement, the 3D virtual learning environment was com-
parable to the 2D case, in spite of being implemented in a general-purpose
environment rather than one specifically designed to support computer sci-
ence education. There is certainly scope for improvement of the activity
design.
Significantly more participants reported that the 3D condition was fun
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and would choose to learn that way again, so it could have some potential in
encouraging learners who were not otherwise motivated to engage. However,
extra care does need to be take to ensure that the focus is on the learning
material, rather than distractions from the interface.
Over a longer study period, if the participants were given more time to
become familiar with the interface across a number of activities, their speed
and skill in using the interface could allow them to spend more of their
time focused on the task material. A better option might be to find virtual
world software that favours education use and has a higher level of “walk-up
usability”.
While the 2D condition was quicker to complete, metadata analysis sug-
gests that it does not encourage thoughtful puzzle-solving strategies in the
way that the 3D condition did. On the other hand, taking less time could
allow for multiple puzzle iterations in the same span of time, and/or more
detailed teacher explanation of the problem to guide the puzzle experience.
The introduction of a small response delay to the 2D case could also influence
students towards selective strategic behaviour. (Implementing this with an
animation rather than a simple pause could help to lower the frustration of
added delay.)
The high rate of shared interactions suggests that a localised approach
to selecting bridges to connect new islands is preferred in both conditions,
although participants using the 2D condition are more likely to backtrack
to a previously-visited island, or create low-cost connections between two
unconnected islands.
The localised interaction means that students may be less likely to dis-
cover problem-solving strategies such as Kruskal’s greedy algorithm (i.e. con-
necting disjoint components with the lowest-cost edges on the graph). Local-
ising the problem-solving does skew towards Prim’s algorithm (where lowest-
cost edges are added to the existing connected subgraph), but their approach
is more likely to involve adding on to the island that they are currently on
or near, rather than any currently connected island.
The factor of map scale in the 3D case may also be worth exploring: a
smaller activity scale may make bridge selection less dependent on avatar
position.
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In pre– and post-testing, there was a lack of significant difference be-
tween the conditions. Further refinement of the terminology used, and prob-
lems selected for assessment, may be desirable to improve their ability to
gauge learning. The educational scaffolding provided around the activity
was sparse, and as such students may not have attended to the relevant con-
cepts as well as they could have. If such an activity is going to be provided
as a standalone lesson, then it should either contain more pedagogical scaf-
folding within the environment, or appropriate materials to support teachers
in providing the same. Instead of just describing the task, demonstrating
the activity with a worked example could help to support learning outcomes
better, and provide a means for describing and anchoring the terminology in
the process.
In conducting this research on an individual basis, and discouraging stu-
dents from communication and working together, we placed artificial con-
straints on their behaviour that aren’t reflective of many modern teaching
and learning environments, where collaborative work is encouraged. We can’t
however capture learners’ in-person communications while using a computer-
mediated system without adding video/audio capture, which adds a potential
privacy risk factor.
Moving to a more realistic shared virtual space setting, designing VLE
activities that encourage the use of in-world text chat may also allow us to
capture at least some relevant task communication between learners without
intruding upon the privacy of their classroom/study space.
In bringing a virtual learning environment into a class, it is important
to consider the extra effort and investment that may be needed to install
high-requirement software in classrooms that may not have high-specification
machines. School IT and security policies may also present hurdles, especially
when the environments being used as research tools as well as for teaching
and learning.
Once the software is deployed and working, it also needs to behave ro-
bustly enough to survive contact with students and still perform in a stable
fashion without the need for expert maintenance or recovery if the wrong
button is inadvertently pressed. We want to encourage teachable mistakes
to learn from, not technical ones that will distract from the pedagogy.
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Virtual world content can be much more challenging to develop and de-
ploy in a classroom environment, requiring better hardware and ICT support.
With more versatile authoring tools, mature design practices and software
tailored for school use, 3D virtual learning may become a more common
tool for creating engaging teaching and learning experiences, and obtaining
detailed feedback on student actions during the learning activity. However,
care should be taken to design activities where the students are engaged by
learning content and not just the immersive environment. A decision to pur-
sue 3D virtual learning over other methods and mediums should be weighed
carefully by educators.
In order to pursue a more pedagogically practical virtual world research
implementation, a follow-up case study was conducted using a naturalistic
inquiry approach in another virtual learning environment: MinecraftEdu.
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Chapter VII
Case Study Two: Run-Length Encoding in
MinecraftEdu
Reflecting on the Muddy City research that compared instrumenting a
3D virtual learning environment with 2D and physical environments, ques-
tions arose as to how transferable this approach was to other 3D VLEs, and
whether isolating the participants to make analysis easier was really reflective
of the kind of data we could expect from a shared virtual world experience.
This chapter reports on a second case study, planned and implemented using
MinecraftEdu (MCE)1 with a shared server, so that participants could be
studied in a common virtual world context within their class.
Where the Muddy City study addressed generalisability across other non-
VLE methods (RQ2), this second case study helps to support the generalis-
ability of the instrumentation approach within 3D VLEs, supporting research
question RQ1 across a second platform with different construction and design
constraints and different technical challenges in implementing the instrumen-
tation in software. It adds the complexity of multi-user shared worlds, where
server methods collect a much higher volume of contemporaneous data and
events may need to be characterised in terms of interaction between multiple
learners and their environment (e.g. transcripts with deictic reference to their
shared spatial frame of reference).
Moving to another environment with different design constraints means
we need to think carefully about how we translate activities from one con-
text to another (RQ4), and whether the same tools and techniques can be
transferred.
As discussed in Chapters 5 and 8 the relatively inflexible structure of the
1 http://minecraftedu.com/
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first study meant that the plan experienced a number of confounding factors
when it came into contact with the unpredictable school environment and
the number of things that “just came up.” This prompted the pivot away
from a regimented usability study structure a naturalistic inquiry approach,
more suited to a classroom environment. The parts of the lesson plan related
to the research were slimmed down to fit in with the teacher’s expectations of
the amount of time that would be spent on both explanation and assessment,
and more comfortably fit within the students’ range of time availability and
attention span.
The low-fidelity graphics of Minecraft reduce the hardware requirements
necessary to use the application. MinecraftEdu features support for custom
MinecraftForge modules, so adding instrumentation to log events should be
comparable with the information we were able to capture in OpenSim. Ad-
ditionally, researchers worked more closely with teachers to formulate assess-
ments worded appropriately for their particular learning context.
This chapter puts forward a case for looking at Minecraft in the classroom,
stepping through some of the design challenges in MinecraftEdu, bringing a
CS Unplugged activity to life using it, and the steps involved in implement-
ing, instrumenting and deploying it as a classroom resource. The following
chapter will report on the experience, look at the data collected and perform
some analyses.
7.1 The Case for Minecraft in Classrooms
Minecraft is a sandbox-style computer game where users harvest resources,
craft items, and protect themselves from perilous monsters, starvation and
other hazards. It can be played in standalone single-player mode, or as a
multi-player, server-based game.
Alongside its standard “Survival” mode, Minecraft features a “Creative”
mode with unlimited resources. Its users have made a dizzying array of
creations from buildings and statues to complex machines, often displayed or
even shared via the Internet. Using the simulated electrical currents of the
“redstone” material, some people have even gone so far as to create small
computers. Figure 7.1 shows a Turing machine implemented in Minecraft,
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Figure 7.1: A Minecraft Turing machine, implemented in Creative Mode.
[Source: https://youtu.be/9E6KOSSXubM]
using a combination of redstone and piston machinery to simulate electronic
logic gates.
Minecraft also has a healthy modding community, where users have reverse-
engineered the game’s code to add new features. While the core program is
closed source, this modding has the tacit approval of the game’s Swedish
creators, Mojang AB.When Microsoft acquired Mojang for US$2.5 billion in
20142, the modding community was in an uncertain position, but Microsoft
wisely chose to continue allowing mods to be made, and has since released a
Minecraft Mod Developer Pack under an open MIT License to improve mod
development support in MS Visual Studio.3
MinecraftEdu wraps the regular Minecraft game experience in a system
that allows teachers to manage multiple “worlds” (activity/lesson areas), and
provides in-game features for managing the environment and their students:
allowing or denying building privileges in particular areas, “freezing” students
in place while instruction occurs to encourage them to listen, removing the
ability for players to hurt each other, etc.
Figure 7.2 shows some of the settings that teachers can set in MCE, ei-





Figure 7.2: World settings available to teachers in MCE.
protected.) Through these settings, teachers can prohibit students from cre-
ating certain entities (including via scripted behaviours that might spawn
monsters), turn on rain and nightfall and other environmental effects, etc.
Teachers can also use these menus to visit teleport waypoints, move students
to particular locations, and various other class management functions.
MinecraftEdu was initially provided by TeacherGaming LLC via a one-
time, per-server licence, along with discounted per-seat user licences for the
Minecraft game. Microsoft also acquired TeacherGaming LLC4, and future
development has been rolled into “Minecraft: Education Edition”. (Unfor-
tunately, at the time of publishing, Education Edition does not yet support
third-party modifications in any fashion.)
While Minecraft is widely accepted as being a popular game, it is difficult
to get clear demographics on which groups of people use it. A 2011 poll of
over 700 people on www.minecraftforum.com reported approximately 20% of
responders were under the age of 15, with a further 45% in the 15–21 age
range. A later poll in 2013 in the same forum of over 80 people reported about
5% in the 5–12 range, 45% in the 13–17 range, and 35% at 18–25 years of
age. The latter poll included a gender question, with 82% of responders male,
11% female, and 7% other or choosing not to answer. Participation in online
forums may not be accurately reflective of who uses the software however. For
4 http://education.minecraft.net/announce011916/
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Figure 7.3: A Greek temple in World of Humanities. [Source:
http://services.minecraftedu.com/worlds/node/69]
instance, one 2012 after school programme survey5 showed around 18% girls
across three classes. Interest does skew significantly towards male players,
but female players are not too uncommon.
The use of Minecraft in schools has steadily increased in recent years,
both in Australasia [27, 40] and further afield [21]. It has been used to
teach a broad range of topics, from history6 to digital citizenship7 to pro-
gramming [118]. Figure 7.3 shows a large MinecraftEdu build, World of Hu-
manities, which explores a number of history, geography and social studies
topics.
One advantage of Minecraft’s low-fi approach and game origins in an
educational context is that the interface is designed to be simple: it is easy
to pick up and use, especially for people who have had prior experience
with other computer games [40]. It keeps simple things simple, choices are
manageable and discoverable, and while there are more complex interfaces to
be used later in the game, these are not necessary to engage in the majority
of educational activities that have been made for MinecraftEdu.
Minecraft’s popularity can work in its favour in the classroom. Students






in navigating the environment, freeing up more teacher time for on-task
inquiries. However, some students may have a stronger understanding of
Minecraft’s possibilities than their teachers do. Teachers may need to have
some time to familiarise themselves with what students can do, and how to
set clear expectations for what is and isn’t acceptable classroom behaviour
within the environment.
Using this kind of popular game environment runs the risk of distracting
from the learning, or demotivating students whose interests are not met by it;
yet conversely it could be a good motivator for learners who do not respond
well to more traditional teaching methods. The challenge lies in marrying
the technology and pedagogy in a way that brings the best of both to the
fore.
7.2 MinecraftEdu Design Challenges
While lessons were learned in the Muddy City scenario that helped to im-
prove future efforts, moving to a new virtual world implementation meant
designing for a new set of constraints as well. In moving away from a classi-
cal usability study and closer to a practical teaching resource, there was also
more careful engagement in pedagogical development alongside the technical
implementation concerns. These objectives had to be modulated to work
well in the new environment.
Minecraft’s low-fidelity resolution means that items are less detailed and
realistic. Since the environment is essentially a 3D grid of blocks of various
types, there are also limitations in the way that environmental features can
be designed. The Muddy City scenario was considered for reuse, but it was
found that Muddy City’s diagonal bridges did not translate directly into
Minecraft; since operations happen at a block level with no natural concept
of a composite object, it was more difficult to get the raising and lowering of
bridges to behave in a consistent fashion without significant re-engineering
and additional modding that went past the instrumentation level.
A similar effect could be achieved with horizontal and vertical bridge
sections, but not easily at the same scale and not as a faithful reproduction of
the original puzzle. It is possible that a similar scenario could be implemented
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within Minecraft in another form, but there would be enough differences that
it would not be directly comparable to the results achieved in the first study.
Muddy City was also discovered to be more difficult to conduct as a shared
space activity, as learners would have to either have separate replicated maps
to work with or work their way through the activity in small groups, so as to
reduce the likelihood of disruptive behaviour interfering with the problem-
solving activity of the whole class at once.
The second study therefore looks at a different activity that places learn-
ers in a shared environment where other learners are visible, but interaction
with them and their work are not required parts of the lesson plan. This al-
lows us to see how they use the space together when they’re not actively being
asked to collaborate, and helps to focus on how practical it is to encourage
learners to do personal tasks within that shared space.
The low block resolution of Minecraft also makes it harder to represent
some objects without either creating representations that are on a scale much
larger than the player’s avatar, or using mods that provide additional tex-
tures or handheld objects. (Of course in a virtual environment, giant doesn’t
necessarily mean unwieldy.) Minecraft’s representations of objects are nec-
essarily less realistic than those which are possible in OpenSim, which could
act to limit learners’ senses of engaged presence within the world. Since
the established expectations of the Minecraft environment are low-fidelity, it
could however help to mask the “uncanny valley” effects of presence-breaking
events common in higher-fidelity environments, such as the typing animation
of Second Life’s avatars when a user is typing for text chat, or their arms
flailing in the direction of distant objects that they are interacting with [76].
While Minecraft as a Virtual Learning Environment is not as general pur-
pose as something like OpenSim, modding functionality opens some doors.
The ComputerCraftEdu mod bundled with MinecraftEdu provides special
blocks for computers and their components, such as displays, disk storage,
turtles and so on. A number of other assets are present that are not found
in standard, unmodified Minecraft, such as blocks textured with digits.
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7.3 Scenario: Image representation
Given Minecraft’s blocky, low-resolution graphics, a Computer Science Un-
plugged activity was chosen that could be adapted to suit the environment
without departing significantly from the original CS Unplugged activity that
it was being based on, to lower the chances of creating further points of dif-
ference from an already mature learning experience. Since the earlier case
study used individual virtual environments for each learner, it was desirable
to extend that observation of virtual learning activities in a way that em-
ployed the more practically realistic situation of being in a multi-user virtual
environment.
A scenario was selected that could be performed by learners at individual
locations within a broader shared space, while also acknowledging that those
learners may wish to collaborate (or indeed interfere) with each other’s work.
The motivation here was to have an activity where learner interaction events
could be explicitly identified from the data record, but without moving to
a fully collaborative activity that could greatly increase the complexity of
analysis.
The Image Representation activity8 explores how images are displayed
and encoded by computer systems. In particular, it makes use of run-length
encoding, a technique that represents long runs of pixels of the same colour
efficiently. Variants of it are commonly used in fax machines.
In this activity learners are each given a puzzle: a set of instructions that
encode an image consisting of black and white pixels. The instructions consist
of a sequence of numbers representing each row in the image, corresponding
to alternating runs of pixels of the same colour. Learners must decode the
run numbers into individual pixels on a 2D grid.
The is no one “correct” colour to start with. You could encode that
information for each image or for each row, but that would take up more space
in the image representation and make it less efficient. Instead, a convention is
established where each row of instructions always starts with a run of white
pixels, then black pixels, then white again, and so on. This poses a new
challenge: how could you represent rows that start with one or more black
8 https://classic.csunplugged.org/image-representation/
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Figure 7.4: A pixel grid with corresponding run-length encoding instructions.
[Source: csunplugged.org]
pixels, without changing the convention? This is done by prefixing such rows
with a “run” of zero white pixels. Figure 7.4 shows an example image of the
letter ‘a’ in pixel grid and run–length encoded instructions; note that the
fourth and fifth row both start with a ‘0,’ prefix.
After solving the puzzle, the activity has scope for further extension activ-
ities for learners such as attempting to encode images that they have created
themselves, then swapping instructions with other learners to see if they can
faithfully reproduce each other’s images. They could also start discussing
ways to further enhance the run-length encoding scheme to represent more
shades or colours.
This activity ties into a number of CS concepts that can be taught later
in the curriculum, including computer graphics and compression. Bearing
this in mind, the assessment includes questions about how to represent test
images, and what kinds of images will be easier or harder (i.e. require fewer or
more instructions) to represent using the encoding method they have been
taught. The activity also links to New Zealand Curriculum Achievement
Objectives in Mathematics (Level 1: Equations and expressions; Level 2:
Position and Orientation) and Technology (Levels 1 and 3: Technological
Systems).
Classes recruited for this study were at the same Decile 5 intermediate
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school engaged with in the Muddy City case study, although in a different
academic calendar year. The research spans two blocks (hour-long periods).
Not all classes were able to schedule two consecutive blocks of time, so some
classes had each hour of the class on a separate day.
Information sheets were sent home for parents and students, and con-
sents could be returned either by paper or using Google Forms (the school’s
preferred method). All in-class forms were issued and collected using Forms
managed via Google Classroom. Different copies of the form were copied off
for each class, which had the benefit of avoiding the risk of any form auto-
complete functions in the web browser giving participants access to answers
filled out earlier in the research on the same computer.
After the beginning of each class, after ensuring consents, the student
information sheet was read out and a worked example of a run-length en-
coding problem was demonstrated, using the ‘a’ character example from the
CS Unplugged activity as an example. Participants were then asked to fill
in the demographic questionnaire [Q1] (see Appendix A.2.1). After the ac-
tivity, they completed the assessment [T] (Appendix A.2.3) and attitudinal
post-questionnaire [Q2] (Appendix A.2.2).
In the interests of providing an authentic learning experience for the re-
search, the class was taught primarily by the participants’ regular computing
teacher, with support and observation from the researcher for the first two
days until the teacher felt confident going through the procedures and ma-
terial herself. The researcher was on call during the entire research period
in case any further problems or inquiries arose, or further adaptations to the
materials were required in light of the teacher’s observations.
Along with the above instruments and field notes, event trace data was
captured from within the simulation server. Common captured features in-
cluded avatar position and orientation, interaction with objects (including
placing or breaking blocks), game mode states and in-world text chat mes-
sages. MCE worlds were also saved after each class, providing a snapshot of
the aftermath of the classroom experience.
This snapshot provides researchers (and potentially automated tools,
where the data formats are accessible) to inspect virtual artifacts produced
in the classroom, including some features that do not appear in the event
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logs such as the content of signs, or books that have been written in. It also
provides a means of externally verifying by eye the patterns students created
during the activity, and a means to direct queries to particular points of
interest within the recorded event stream.
7.4 Questionnaire and Assessment Design
Instrument design followed a similar pattern to that employed in the ear-
lier case study, adapting the earlier questionnaires to the new environment
and co-designed with the classroom teacher, academic supervisory staff and
colleagues, prior to ratification by research ethics committee (a process of
several months).
Questionnaire Q1 served to characterise learners, seeing whether our re-
sults differed in terms of age, gender, general computer game use and specif-
ically their Minecraft use. With Minecraft’s general (but not universal) pop-
ularity, assessing whether familiarity affected the ease of use of the activity,
and either positively or negatively affected interest and motivation for a
learning activity inside Minecraft were prioritised.
The attitude questionnaire Q2 attempted to separate out some factors
around using the environment versus learning in the environment. Learners
were asked about how easy they found it to move around in and to work in,
and how much difficulty they experienced physically and mentally, to gauge
how much of the task load came from each factor. Questions of how fun and
challenging the experience was were asked to get an picture of how engaged
they felt overall, and how likely learners were to enter a flow-like state.
In seeking agreement on “I could solve this kind of problem easily in
the future” we look at perceptions of familiarity and skill-building. “I felt
that I was learning something” speaks to how overt the learning content is,
indepdently of the perceived levels of fun and challenge. “I could see how
this activity related to computer science” ties into the CS Unplugged goal of
affording learners an appreciation of what it is that computer science is and
computer scientists do.
In asking whether they would prefer to do the activity by themselves
versus in a group, we look at the general disposition across participants
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towards learning in a group with their peers in this kind of environment.
They were specifically asked about whether they would just prefer to play
Minecraft without any learning activities, to evaluate whether they thought
the experience was worthwhile for learning or just fun because they had an
excuse to play.
Bearing in mind that there are applications and preferences outside of
computer science, learners were also asked if they would choose to use Mine-
craftEdu again for both computer science activities and learning in other
subjects. This helps to give us an idea of the potential longevity of the
approach, rather than using it as a one-time activity.
The test given at the end of the activity was intended to provide the
teacher with an assessment of the learners’ comprehension and skill building,
and also provide several points for extension either in class discussions or
further lessons.
The assessment started with each student providing the same unique
login ID used for the questionnaires and later anonymised. Q2 and Q3 ask
about height and width against a pixel grid, ensuring enderstanding of the
dimension terms used and the ability to count both set black and white pixels
on the grid.
In Q4, students match instructions to pictures. The shapes in the pic-
tures were picked to verify understanding of principles used in the activity:
instructions are read from the top down, rows start with the number of white
pixels, and rows that start with a “0,” continue in black pixels. Q5 and Q6
are about understanding space considerations in compression afforded by run-
length encoding. If a single position were encoded in a single bit, the 6×6
grid would be represented in 36 bits. Q5 checks that basic concept, and Q6
extends it by requiring learners to convert the image to instructions, count
the number of instructions (10) and multiply them by the instruction size
to yield 30 bits. Each instruction may be individually larger, but the repre-
sentation is smaller. This provides a teachable point about how compression
works on the predictability of patterns in the underlying data.
Questions 7 thru 12 verify that the learner can correctly encode an image
with multiple white-black alternations. There is potential for trouble in Row
5 (Q11) where the row starts with a black pixel.
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Q13 and Q14 determines the level of understanding of the best and worst
cases for RLE compression in terms of storage considerations. Each of these
cases has the same number of black and white pixels, and the same number
of rows that start with black pixels, so that factor does not affect the total
instruction count. Pattern A alternates the most often in its rows, has the
highest instruction count and thus takes the largest amount of space to store.
Patterns B and C alternate the same number of times, and despite being
vertically different they have the same number of instructions. They are
mid-size options. Pattern D alternates the least number of times, and thus
takes the least amount of space to store.
Q15 is about appreciating the limitations of our scheme in encoding longer
sequences. A 3-bit instruction size only allows us to represent numbers 0–7, so
an encoding method for wider images needs to have a method of representing
longer runs without breaks. A run of 12 black pixels can be expressed in no
fewer than four instructions (0606, 0705, 0507), though other less efficient
options are available as well (e.g. 03030303).
This provides potential for an extension question about choosing an ap-
propriate size for code-words. This image can be represented in 24 instruc-
tions using 3-bit code-words, for a total of 72 bits. If we increased the size
to 4-bit code-words, we could reduce it to 22 instructions, but they would
take 88 bits to store. A take-away here is that images that have more longer
runs of pixels benefit more from longer code-words, while those with a lot of
short runs may become less space-efficient.
Q16 is a relatively open question about applying what we’ve learned in
a slightly more lateral fashion, and attempt to articulate their reasoning in
written English. To invert an image, one easy way is to prefix each row with
an extra “0,” though some might also choose to change the convention of the
instructions so that each row starts with a black pixel instead of a white one.
There is also potential for attractive but incorrect solutions such as reading
the instructions backwards on each row.
This question has potential to open up as a class discussion, discussing
and evaluating different solutions in order to cement a common understand-
ing of the topic, and in combination with Q15 forms a basis for talking about
how conventions in storing and retrieving (or sending and receiving) data are
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Figure 7.5: Starting the activity.
agreed upon between parties.
7.5 Activity Implementation
To implement the image representation activity as a learning resource within
MinecraftEdu, we needed the ability for students to read instructions and
make patterns within the environment. This process was aided by the exis-
tence of Mike Harvey’s “Pixel Art Coding” world9, which teaches a similar
lesson using turtle-like movement instructions. This activity was adapted,
generating run-length encoding instructions for the patterns and displaying
them on ComputerCraftEdu monitors next to each puzzle station. These
monitors use a linked computer object running a small Lua script to display
text. Figure 7.5 shows the spawning area for participants.
The introductory area was modified to include a more explicit sign on
a ComputerCraftEdu monitor, visible from a long distance to draw partici-
pants closer to a set of four more explicit instruction steps. These steps area
arranged to make participants follow a zig-zagging pattern, to make it more
difficult for them to pass each sign without seeing that it is there to read.
Figure 7.6 shows once such step, displaying examples of the black and white
9 http://services.minecraftedu.com/worlds/node/55
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Figure 7.6: Entry area instruction signs.
wool blocks, and the button required to collect them.
Around the corner, participants pick up a numbered book from a chest.
This number corresponds to the puzzle that they are to solve. Figure 7.7
shows the button mounted in a wall to provide participants with their pat-
tern construction materials: 64 blocks of black and white wool. (Wool is a
substance which is easy to place and remove without requiring extra mining
tools, and comes in a variety of high contrast colours.)
The teleporter splits the class into three rows, to make navigating to the
appropriate puzzle easier. They can also return if they’ve chosen the wrong
option, or missed the area where they get building materials. (This also
makes it easier for teachers to virtually “split up” students who may benefit
from working separately.)
At a puzzle station, participants can build within the permitted area,
according to the instructions given next to it. Once they are finished, their
work can be checked by the teacher. Teacher build tools can be used to re-
move the wall between the work areas and solutions for comparison purposes.
Figure 7.8 shows a teleporter next to a bank of monitors with instructions
on the left, with corresponding build areas for each on the right.
The world settings can forbid student avatars from building and breaking
blocks in areas that are do not have special build permission blocks under-
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Figure 7.7: Collecting wool “blocks” for the activity.
Figure 7.8: Puzzle station building areas.
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Figure 7.9: Attempts to place and destroy blocks in a forbidden area fail.
neath them. The green circle blocks explicitly permit building, even when it
is otherwise forbidden; the red cross blocks explicitly forbid building, even
when it is otherwise permitted.
Figure 7.9 shows the feedback given to the user when attempting to place
blocks and dig in the forbidden area between building stations. This allows
teachers to protect certain constructs within the environment from damage,
regardless of the global settings. There is also a “border” block that forbids
student avatars from moving across them (though teachers still can). Certain
areas can thus be marked “off limits”, and entry to them controlled by teacher
commands or teleporter blocks.
Figure 7.10 shows advanced tools being used to rotate student solutions
so that they can be compared directly, but this was not used in the activity
because the run-length encoded pictures were solid rather than wire-frame
drawings.
While a number of extension activities are possible once they have passed
this point, such as letting students devise and share their own images and
codes, for the purposes of this study the participants were then asked to com-
plete the assessment and questionnaire paperwork, then teleported through
to a “free build” area where they were changed to using Minecraft’s “creative
mode” and able to build whatever they wanted while the rest of the class
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Figure 7.10: Rotating blocks and removing walls in Pixel Art Coding.
[Source: https://www.youtube.com/watch?v=KF5rCdGbV6c]
finished.
Figure 7.11 shows a top-down map highlighting the various areas of in-
terest within the environment. This image features student data from the
subsequent results chapter, to better illustrate how the various zones would
look in practice.
For an extra exercise where more class time was available in a longer pro-
gramme of work, it could be useful at this point to regroup and review what
the class had learned in a teacher-led discussion: what problems they had
encountered, and strategies to address those problems. Where an extension
activity is desired, learners could then progress to constructing their own
patterns and working out encodings for them. Vos et al. [105] suggest that,
along with improving interest, the process of building games and puzzles can
help learners to engage in deep processing, planning and management in a
self-efficacious way.
A full graphical walkthrough of the activity is provided in Appendix A.3.
7.6 Instrumentation
Adding instrumentation to the MinecraftEdu server was achieved using Minecraft-
Forge 1.6.4, an API that provides a wrapper around the core object code of
Minecraft, based on its decompiled and reverse-engineered code (with the
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Figure 7.11: A map showing the Entry, Work Areas and Free Build zone
within the activity.
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tacit approval of the game’s developers).
Registering event handlers in mods is achieved through annotations. The
@EventHandler annotation denotes a method that will listen for the type
of events in its parameters, while the @ForgeSubscribe annotation allows
mod developers to set the priority of event handling, to account for any time-
critical functionality. Interesting properties from events are serialised using
the JsonObject class, so that they can easily be parsed for analysis.
The main catch-all handler was onFirehose(): listening on the generic
Event class allows a mod to pick up any sub-type. Since there are a lot
of different types, filters were installed to ignore events that were deemed
unimportant for the study, or had specialised handling elsewhere.
Server starting and stopping events were logged to determine if the server
had needed to be reset for any reason. onCommandEvent() logged any console
commands, and a lognote command was added to allow the typing of field
notes on the server’s console.
MinecraftForge provides an IPlayerTracker interface for certain player-
related events such as logging on or off, or respawning after death. This mod’s
PlayerMonitor class also handled incoming LivingUpdateEvent objects.
These events are perhaps the most common kind encountered in Minecraft,
as they determine the position and state of all living creatures (players, mon-
sters, livestock, etc.) within the environment.
Listing 7.1 shows capture from a LivingUpdateEvent. This handler was
filtered to look only at EntityPlayerMP entities, i.e. human players in a
multi-player environment. A player’s vital statistics, game mode, movement
modes (flying or running), inventory dialog state, location, orientation and






















"UseItem ": false ,
"Run": false ,






Listing 7.1: PlayerInteractEvent log object
Note that the Dim value in the location stands for “Dimension” and CX,
CY, CZ values represent high-level “chunks” of space in the Minecraft scene
graph. To get an absolute unique position in the environment, these must be
combined with the X, Y, Z values, though for short-range observations the
latter are adequate by themselves. The PlayerState also recorders whether
the participant was holding an item, running, using Creative Mode, flying
(only available in Creative Mode), using their inventory screen, and their
ping time.
These events are very frequent, coming in several times a second for each
entity, and the level of granularity much higher than is really useful for study
purposes. The LivingUpdateEvent handler events were winnowed down for
each player. Most of these events were “consumed”, emitting a new log
entry only when (a) one of its location or state values had changed from
the previous event, or (b) when the count of consumed events reached 256.
When each log entry is emitted, a consumed property tallies how many
events would otherwise have been logged.
Listing 7.2 shows a log snippet where 24 log entries were winnowed down
to 5 entries. (In this case, the location properties were static throughout and
have been edited out for space.) The Pitch and Yaw values show a participant
looking directly ahead, moving their sight line just above the horizon.
09:20:53 ... "_consumed ":0, ... "Yaw ":"0" ," HeadYaw ":"0" ," Pitch ":"-6"
09:20:54 ... "_consumed ":5, ... "Yaw ":"1" ," HeadYaw ":"0" ," Pitch ":"-6"
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09:20:54 ... "_consumed ":0, ... "Yaw ":"1" ," HeadYaw ":"1" ," Pitch ":"-6"
09:20:55 ... "_consumed ":14, ... "Yaw":"-0"," HeadYaw ":"1" ," Pitch ":"-3"
09:20:55 ... "_consumed ":0, ... "Yaw":"-1"," HeadYaw ":"-0"," Pitch ":"2"
Listing 7.2: Winnowing of LivingUpdateEvents
Listing 7.3 shows a PlayerInteractEvent, which happens when a player
interacts with a block in the world, to either break/mine the block or place
another block next to it. (The face value determines which side of the block
is being interacted with, so that a second block can be placed above, below



















"entityLiving ": { ... },
"entity ": { ... }
}
Listing 7.3: PlayerInteractEvent log object
Listing 7.4 shows the BreakEvent directly following the event above. The
block value shows the kind of material that block is made of in its class name
— in this case, an attempt to destroy a quartz block outside the build area.
The wool used in the activity has the net.minecraft.block.BlockColored













Listing 7.4: BreakEvent log object
As this logging technique can pick up not just movement and interaction
with blocks and switches, but also in-world conversation, students needed to
be informed that their conversational behaviour will be recorded during the
activity.
Listing 7.5 shows a ServerChatEvent created when a participant types
a non-command line of text at the console. Chat messages are by everyone







"player ": { "_type": "PlayerDesc" ... },
"component ": "<DrCuriosity > Hi."
}
Listing 7.5: ServerChatEvent log object
One unfortunate aspect of MinecraftEdu is that, while it is broadly com-
patible with MinecraftForge mods, the proprietary parts of its code are not
readily accessible to those mods. As such, there is no way to log the state
of various MCE-specific states, such as whether an avatar is a student or
teacher, what rules are in effect with regard to building areas and forbidding
the spawning of certain objects and creatures, and so forth. This research is
thus constrained to only what can be gleaned through the “vanilla” Minecraft
parts of the system.
7.7 Deployment
A single classroom was used for this study. Unlike the earlier case study,
ample time was made available to install the software, check it on all com-
puters and do a dry run with a sample of them to make sure there were
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no unforeseen complications — and indeed, some were found. Initially, an
incompatible version of the Java Runtime Environment (JRE) was installed
on the machines, and they had to be downgraded to an earlier version (JRE
7 instead of JRE 8).
While testing, the teacher suggested we should find a way to remove the
option within the game’s launcher to start the regular version of Minecraft,
to avoid both confusion for beginners and temptation for those who were
already familiar with the game. This function was available in an existing
MinecraftEdu configuration file setting, and changed from its default accord-
ingly.
Each of the study computers had MinecraftEdu installed, and was loaded
with the ComputerCraftEdu mod for its functionality, and the custom
mcestudy-0.1.jar mod file loaded into the server only. Logs from the server
were backed up on a daily basis during the study period. Listing 7.6 shows
the small INI file that contains settings for the mod, allowing customisation
of directories and filenames to suit the environment. Figure 7.12 shows the
process of enabling and disabling mods once they are copied into the MCE
server’s mods directory.
logdir =./ mods /1.6.4/ mcestudy/logs
logname=minecraft -data.log
logdateprefix=yyyy -MM-dd -
Listing 7.6: Sample mcestudy.ini file
A master world directory for the activity was deployed on the server, with
a backup copy made in case of accidental overwriting. At the end of each
class, copies of the world were saved for each of the classes in the study. For
classes whose time was split across two separate blocks, this allowed students
to log in using their same usernames and resume from where they left off.
(Students used usernames based on their graduating year and name in a
standardised form.)
After the introductory materials, when the class was ready to engage in
the study activity, the server was started. Participants could then select
“Multiplayer” in their menu, join and begin.
The results of these experiments will be discussed in the next chapter.
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Figure 7.12: Configuring server mods in the MinecraftEdu launcher menus.
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Chapter VIII
Case Study Two: MinecraftEdu Results
The study was conducted over the course or two weeks (four days each
week) in November and December of 2014. The researcher was in the class-
room for Days 1 and 2, and called in on the morning of Day 4 to deal with
a problem where the puzzle instructions had disappeared (this was fixed by
restoring from a backup).
It was interesting to note in passing that a very large proportion of the
students in each class knew what a fax machine was, and many had used them
in the past. This may have made the use of the fax machine as an application
of the run-length encoding in the activity more relevant to participants than
the researcher had at first assumed it would be.
An adjustment was made on Day 2 to the design, adding information
blocks (blue blocks with a white ‘i’ character on each face) to various features
in the introductory area. This was done to help participants find areas of
interest that they should pay attention to or interact with, such as the button
for getting their black and white wool materials. A reminder sign was also
placed next to the teleporter, to lower the chances of students proceeding
without their materials (see Figure 8.1).
Some issues were encountered around the free building area. Certain
materials and objects take considerable system resources to model their
behaviours. When participants made things like water features or animal
spawners, or set things on fire, this caused considerable lag (latency) effects.
Figure 8.2 shows the free building area after one class. While the region
has been lined with border blocks, A water feature placed on a large tree
in the centre-left of the shot was able to spill out over the tree’s leaves and
cause the water to flood into another area. The house constructed in the
right of the shot has also had three blocks of TNT explosive placed next to
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Figure 8.1: Reminder notice about materials added next to teleporter.
it. This could be ignited with a fire source and exploded, destroying most of
the building instantly.
These challenges were tackled using a combination of system settings
to turn off certain kinds of objects (especially fire and explosives), and the
teacher asking students to play nicely rather than disruptively. It is recom-
mended that any free play areas are spatially isolated from other task areas,
just in case this kind of effect spills over (literally or otherwise) and causes a
disruption.
There were some cases of participants griefing1 each other: disrupting
other students’ work or free building by either acting distractingly or remov-
ing materials. These were usually handled offline, but in some cases students
were teleported away from each other into separate areas to avoid conflict.
A potential feature enhancement for MinecraftEdu would be the ability
to define areas with more fine-grained build permissions, so that only one
user (or possibly all users possessing a particular token) can build or remove
materials in each area. Better controls for turning off or removing particular
high-lag objects and materials may also be desirable.
1 See http://minecraft.gamepedia.com/Tutorials/Griefing for a detailed explana-
tion of the term in a Minecraft context.
154
Figure 8.2: Free building area, with flooding water feature.
Some participants seemed to have particular trouble with a leading “0,”
in their instructions when a line started with black pixels, even after having
this specifically explained in the worked example at the beginning of the
lesson. This ended up with the instructions being reported as being “one
row too short”, and the blocks placed in inverse colours. This has potential
as a mini “threshold concept” for the learning content, and is fortunately
reflected in the extension questions for their after-activity assessments.
After teaching this class for two weeks, the teacher reported that the
activity was great, and the assessment was “spot on” for the level of her
students. She was also able to rely on a student helper in class to assist with
some of the server administration tasks and improve her technical skills with
MCE. After teaching it for two weeks, she felt much more confident that
she understood the material, and was able to teach it effectively using this
system.
Another benefit to her regarded some of the students who are not usu-
ally easy to engage with learning, and occasionally behaved disruptively in
class. When using MinecraftEdu it was common for such students to be
well-engaged, even helping some of the other students in their classes.
At the end of the study, items from Google Forms were collected and
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collated from each of the classes. The logging software was uninstalled and
logs removed from the server, but the MinecraftEdu systems and activity
were left in place for future use in the school.
8.1 Data Management
In collating questionnaires, several duplicate entries were encountered —
mostly in the classes that were split into two separate teaching blocks. One
participant wrote in the year of birth (2001); since it was happening in De-
cember 2014, Age was presumed to be 11. Obviously low age values (from 5
to -7) were treated as null values.
Six tests were found with duplicate user names. The difference between
these tests was usually changing or adding a single answer. As per the Muddy
City study, later data was preferred during the merging of line items, and
negative signs from numbers removed.
Not all data sources were collected for all students, for similar reasons as
the first study. Table 8.1 shows the count of sources collected over the two
week period. Note that server logs were not partitioned per block, though
the room number of the class present during each block was recorded.
On some occasions the server was stopped before a final world snapshot
was saved, so these artefacts are only available for some of the classes. Interim
snapshots for the classes that were split across two separate teaching blocks





Server Logs (day) 8
Saved Worlds (class)† 9
† Includes split-block snapshots.
Table 8.1: MCE Data sources collected.
Occasionally, students logged in with usernames other than those used
in their tests. For future studies, or in schools where MCE is in common
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use, a whitelist of acceptable names might be desirable, as well as some kind
of password authentication (not currently implemented in MCE except for
teachers).
Some test T question responses needed to be further conditioned in order
to make automatic mark-checking easier. Where students were asked to
supply instructions for the pattern in TQ06, they had to enter the values in
six text input fields.
Variations on the correct model answers were transformed to a canonical
format by hand, using regular expression substitutions to speed things up
where common patterns were easily fixed. For TQ06.1, this transformed
variations such as “3,1,2,”, “3 1 2” and “312” into the canonical “3,1,2”
format.
The responses from TQ09 and TQ10 were complex enough that they
needed to be marked by hand. More detail is given in below in §8.3.
8.2 Demographics and Attitudes
General demographic measures help to characterise the purposive sample of
this case study. Results from the questionnaire Q1 (see Appendix A.2.1)
reported the majority of students between 11 and 13 years of age (M=12.0
years, SD=0.762).
When asked about gender, some participants reported both a “Male” or
“Female” gender as well as “Other / Prefer not to say”, checked the boxes for
both “Male” and “Female”, or checked no boxes at all. For ease of analysis
purposes, the results were reconditioned into “Male” or “Female” if a single
binary gender was reported, or “Other / Withheld” for all other options.
These conditioned results show, 47% reporting as female, 49% reporting as
male, and 4% giving other responses or not indicating.
Figure 8.3 shows how often participants play games on a computer. Most
participants play games on a few days in the week (28%) or almost every day
(26%). That said, a not insignificant number play games rarely (15%) or not
at all (11%). Male participants are more likely to be frequent gamers, with
65% of “all the time” players being male, down to 28% of those who don’t
play computer games.
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Figure 8.3: Computer game play by gender.
158
Figure 8.4 shows play rates for Minecraft in particular. More students
had played Minecraft once or a few times (46%) or several times a week
(24%). The numbers who played it almost every day (15%) and not at all
(13%) were similar to each other.
A small number (6%) of students who reported they did not play com-
puter games also reported that they played Minecraft regularly. It is assumed
that they interpreted the question as referring to a desktop computer, rather
than a tablet, handheld or a game console.
Figure 8.4: Minecraft play by gender.
Again, male participants were more likely to be “all the time” players
(66%), down to 22% of those who hadn’t played Minecraft. At this point,
the figures seem to confirm the stereotype of computer game play as being
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a male-dominated activity, especially when it comes to the more “hardcore”
gamers for whom it is a frequent pastime. It is certainly not an exclusive
pattern, however.
Looking at Table 8.2, participants generally found the world easy to move
around and work in. They thought it was fun, could see how the activity
related to computer science, and felt like they were learning. The level of
challenge was balanced, as was the level of mental difficulty in completing
the task; the level of physical difficulty was low.
Question Description x̄ sd Median
Q2Q01 World easy to move around in 3.96 0.93 Agree
Q2Q02 World easy to work in 3.91 1.01 Agree
Q2Q03 Activity was fun 3.88 1.13 Agree
Q2Q04 Activity was challenging 2.89 1.23 Neutral
Q2Q05 Solve this kind of problem easily in future 3.80 1.08 Agree
Q2Q06 Felt that I was learning something 3.63 1.15 Agree
Q2Q07 Could see activity related to CS 3.77 1.08 Agree
Q2Q08 Found activity physically difficult 2.35 1.23 Disagree
Q2Q09 Found activity mentally difficult 2.62 1.28 Neutral
Q2Q10 Rather do this activity by myself than in group 2.95 1.43 Neutral
Q2Q11 Prefer to play Minecraft w/o learning activities 3.85 1.12 Agree
Q2Q12 Choose MCE for more activities in CS 3.70 1.18 Agree
Q2Q13 Choose MCE for more activities in other subjects 3.73 1.14 Agree
Ranked 1 (Strongly Disagree) thru 5 (Strongly Agree)
† Likert scales have no guarantee of linear scaling between agreement points; X̄ values are illustrative
only.
Table 8.2: Q2 Questionnaire attitudes
No strong preference was shown on whether participants would rather do
the activity by themselves or in a group. Most would choose to use MCE
for more activities, both in computer science and other subjects — but then,
most would also prefer to just play Minecraft without the learning activities.
Figure 8.5 shows the distributions of agreement on these questions in
more detail. Red lines on each bar mark the median point.
In the free comments section, the most common response was that the
activity was fun, though some of those who were regular Minecraft players
felt it was too easy, and that they needed more difficult challenges. Some
participants reported enjoying exploring the area, and appreciated the sep-
arated build areas. Others felt it was frustrating, because it “wasn’t their
thing”, because of the added constraints that MinecraftEdu imposes over
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Figure 8.5: Q2 Questionnaire attitude distributions.
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regular Minecraft, or because they had finished quickly and ran out of things
to do while the rest of the class was still working. The latter speaks to
the usefulness of extension activities in keeping high-achievement students
engaged.
Some who hadn’t used Minecraft in the past found it challenging at first,
but settled into it after having some time to get used to it, or help from their
friends. A few participants mentioned that the activity had improved their
opinion of Minecraft.
There were some incidents reported of participants interfering with each
other’s work: “It didn’t happen to me but some people were destroying or
changing other people work when creating the thing with wool.” This shows
that even with a teacher present in the world, there is the possibility of
antisocial “griefing” behaviour that needs to be mediated.
Figure 8.6 shows a word cloud generated from the comments. As with the
previous case study, comments were anonymised and obvious typos corrected.
Sentiments were generally positive (“fun” is the most prominent factor; “en-
joyed/enjoyable”, “like/liked” and “good” also feature) There is also a cluster
of challenge-related words (“easy”, “difficult”, “hard”, “challenging”, “chal-
lenges”) with mixed sentiment: reviewing the comments directly, there were
some comments like “That was a bit difficult at the start but I got the hang
of it” or saying that some tasks were hard and others easy.
A couple of participants felt angry when the server administrator stopped
them from misbehaving (the source of words like “admin”, “abuse”, “hacked”),
and there a few rare negative sentiments (“frustrating”, “annoying”). One
participant commented “I liked it but there wasn’t enough space to put all
my blocks in for the puzzle” reflecting a misunderstanding about instructions
that started with a “0,” meaning “start with 0 white blocks” as opposed to
“start with a black block.”
8.3 Assessment Results
After conditioning, 405 test results were available for assessment.
Figure 8.7 shows a reasonable spread for scores out of 15, with a median
mark (in red) of 10 and an inter-quartile range (in blue) of 8–12. This level
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was expected from the range of challenge levels reflected in the questions
being posed.
Figure 8.8 shows the number of each question answered correctly. (Test
questions are displayed in full in Appendix A.2.3.) 2
Question TQ04 asks: “If each position in a 6 × 6 image took up ONE
bit of memory, how many bits does the whole image take up?” The most
common answer is the correct one of 36 bits (41.7%), but the next most
common answer is 4 bits (24.7%). This is likely because in the sample image
used (Figure 8.9) only four of the 36 cells are filled in with black.
Question TQ05 asks: “If each number in this set of instructions took
up took up THREE bits, how many bits would be needed to store all the
instructions for this image?” The expected model answer was 30 bits: 1
instruction in rows 1, 2, 5 and 6, and three instructions in rows 3 and 4; 10
instructions at three bits each. Unfortunately, almost no one got that answer
(4.9%). The most common answers were 108 (14.3%; 36 bits times 3) and
12 (13.6%; 36 divided by 3). The main problem here is that the run-length
2 The numbering in the form as printed is off by one from the numbers used internally,
due to the login ID “question”. TQ04 is thus Question 5 in the appendix.
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Figure 8.7: Cumulative score frequency for Test T.
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Figure 8.8: Number of Test T questions answered correctly.
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coding instructions were not explicitly written next to the diagram, causing
students to interpret the question in a number of ways (and indeed, to guess
wildly).
Figure 8.9: TQ04–05 Puzzle Illustration
Across the TQ06 sub-questions, asking participants to write a set of in-
structions for the pattern was generally scored highly (M=4.78 out of 6,
SD=1.76). Row 5 (TQ06.5) was less successful than the other rows, with
only 58.8% of participants writing the instruction correctly. Figure 8.10
shows that Row 5 is the only row that starts with a black cell, and thus
requires starting with “0 white pixels” as the first instruction (i.e. “0,6”). A
further 21.2% of participants just wrote “6” for Row 5. There were a number
of off-by-one counting slips made.
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Figure 8.10: TQ06 Puzzle Illustration
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Questions TQ07 and TQ08 assess how well participants understand how
the run-length encoding affects compressibility. Figure 8.11 shows the four
options: A is the least compressible with run-length encoding, swapping
colour eight times per row. D is the most compressible, swapping once per
row. B and C are equally compressible, swapping four times per row.
Figure 8.11: TQ07–08 Puzzle Illustration
The majority of students got these correct (63.0% and 58.8% respec-
tively), but making the opposite choice was the next most common op-
tion (19.0% and 20.5% respectively). Checking for correlations between
TQ07 and TQ08 answers using a Fisher Exact Count test yielded the value
p <= 2.2e−16, suggesting a strong connection between answering the paired
questions correctly (or incorrectly).
The extension questions TQ09 and TQ10 were more open than the pre-
vious questions, and as such required manual marking by the researcher.
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Table 8.3 shows the proportional results over 405 participants.








TQ09 reads: “If you could only use numbers from 0 up to 7 in your
instructions, how could you make up a run of 12 black pixels in a row,
showing no gaps?” One point was awarded for an entirely correct answer,
a half-point for a mostly correct answer (e.g. missing the starting “0,”, or
off-by-one errors), zero points for a clearly wrong answer, and a null value
for failing to answer, or responses like “I don’t know” or “?”. Small non-
functional slips like missing commas were ignored, to give participants the
benefit of the doubt.
The model answer was “0,5,0,7 or 0,6,0,6 or 0,7,0,5 or possibly others”.
Those were the most popular. Some students also used a sequence of three
0,4s or four 0,3s. Near misses included “0,7,0,4”, “7,0,5” and “0,6,6”.
Common wrong answers made a string of 12 white pixels (e.g. “3,6,3”), a
string of black pixels but ignoring the number restriction (“0,12”), or some-
thing that would have worked using binary instead of run-length encoding
(“0,0,0,0,0,0,0,0,0,0,0,0”). Honourable mention goes to a lateral think-
ing participant who suggested “rotate the shape 90 degrees”, which would
avoid having to encode lines longer than 7 pixels for this particular image.
TQ10 reads: “Can you think of an easy way to change a set of instructions
from a white image on a black background to a black image on a white
background?” The model answer was “Some variation on ‘put a 0 in front of
the instructions’.” Half-marks were given where a participant looked like they
were hinting at the right answer but not expressing it well. Zero marks were
given for techniques that didn’t work or were totally unclear in expressing
themselves. Null values were used where there was no answer, “No”, “I don’t
know”, etc.
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There were three main variations on the correct answer:
• “just add a 0 at the start of each coding row”
• “put a zero if there wasn’t a zero, and you remove a zero if there is a
zero.”
• “take the 0s off lines 1–4 on white image add 0 to line 5 take 0 off line
6”
Half-mark answers included:
• “put a 0 at the start or take it away” (doesn’t say when to do each)
• “get rid of the 0 on the black image and it would make it white” (half
the solution)
• “change the starting number” (doesn’t say what to)
Zero-mark answers included:
• “switch black pixel’s place with the white pixel’s place” (changing the
coding, not the instructions)
• “not do the 0 rule” (not clear enough)
• “change the numbers around” (could mean anything)
• “put the numbers back to front” (flips the image horizontally)
One participant answer was interesting: “use colour words”. While not
within the scope of the assessment, this could be a good thing to discuss in
class for extension work. While explicitly coding something like “0W,5B,2W”
would remove the ambiguity, you would need to take more space to represent
the image. It also leads nicely into another question regarding symbol image
representation: how could you efficiently store images with more than just
two colours?
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Certain answers in TQ09/TQ10 tended to cluster. This could be due
to participants copying, or overhearing each other. Silent testing conditions
were not strictly adhered to. However, as this assessment was considered
more of a formative measure to help the teacher understand how well the
class understood the concepts, this feature is not a big deal as long as suitable
debriefing on the answers is undertaken after the class. It provides a good
opportunity to identify and correct common misconceptions.
8.4 Combined Source Analysis
Looking at both questionnaires and test scores yielded gives us an interesting
picture with regard to demographic stereotypes in test scores. In each case,
the score values for those who did not answer the demographic question were
lower, but the small numbers did not make for statistically significant results.
(Practically, this could however be an indicator of unengaged students or
those with low written English ability.)
Figure 8.12 shows a weakly significant difference across reported gen-
der (one-way ANOVA, F(2,343)=2.9484, p=0.053), with female participants
scoring on average slightly more than males (+0.686 points), with weak
significance (two-sample t(327)=0.0517). This is similar to higher testing
achievement levels in female mathematics students.
Figure 8.13 shows no significant difference in score based on how often
participants play games on a computer (one-way ANOVA, F(4,341)=0.938,
p=0.442). This would seem to indicate the students who do not regularly
play computer games are not being significantly disadvantaged compared to
their gamer classmates.
When it comes to Minecraft play in particular, again Figure 8.14 shows no
significant difference in scores (one-way ANOVA, F(4,341)=0.612, p=0.654).
8.5 Trace Data and Other Artifacts
From eight days of server log data, approximately 13.6 million events were
collected. Parsed into MongoDB, this took up 6.9GB of storage space, with
an additional 1.9GB of indices for fast performance. 43 different event types
were logged.
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Figure 8.12: Test T scores by Gender
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Figure 8.13: Test T scores by frequency of game playing
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Figure 8.14: Test T scores by frequency of Minecraft playing
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The largest contributor was 9.5 million events of the LivingUpdateEvent
type from avatars moving around. Another 2.2 million are CheckSpawn
events, where vanilla Minecraft would normally be attempting to spawn
(i.e. create) animals and monsters at random intervals, and which MCE
suppresses. Similarly, the over 500,000 CanUpdate events are usually being
called for spawning entities such as grass and flowers. More interesting for
this research are the approximately 190,000 PlayerInteractEvents, 32,000
BreakEvents, 10,000 CommandEvents and 750 ServerChatEvents.
Of the CommandEvents recorded, around 1,500 were “eduteleportblock”
events where players used the MinecraftEdu custom teleport blocks to move
into and away from their activity areas, and 950 were custom “lognote”
events that reported when students were given the block materials to make
their patterns. Even without the custom events being added, there is still a
signature to certain patterns of events that could be detected and categorised
together as a “high-level” action [110] within the event data stream. List-
ing 8.1 shows the pattern of an interaction event followed by the commands
issued to dispense items and report. (The reporting format for these events
has been edited for human-readability and privacy.)
2014.12.04 09:13:32 PlayerInteractEvent:
- RIGHT_CLICK_BLOCK (-135, 7, 1485) Face: 2
- Player [name] ( -134.528 , 6.000 , 1484.108)
2014.12.04 09:13:33 CommandEvent:
- clear(@p , 35) | sender: @
2014.12.04 09:13:33 CommandEvent:
- give(@p , 35, 64, 15) | sender: @
2014.12.04 09:13:33 CommandEvent:
- give(@p , 35, 64, 0) | sender: @
2014.12.04 09:13:33 CommandEvent:
- lognote(message =" Issued wool to player .") | sender: @
Listing 8.1: Wool dispenser activation events
This shows a player clicking on a button to activate a Minecraft command
block, which then executes a script to ensure the player (@p) has exactly 64
blocks each of the wool material (35) in black (15) and white (0). A sender of
“@” means that the command is being issued by an automatic script rather
than a player or the server itself. Note that if multiple program threads are
operating at the same time, the events in these signatures could be inter-
leaved, making an automatic analysis difficult, so if it is possible to annotate
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events that are interesting from an educational or design standpoint with
explicit commands (like the custom “lognote” above), that can considerably
reduce the complexity of that problem.
Reading in the full LivingUpdateEvent collection for analysis takes an
order of tens of minutes on a 2.3GHz computer (16GB RAM, running Win-
dows 8.1), and trying to a full plot of these points consistently locked up the
computer. Partitioning the analysis means that a subset of the data can be
inspected using less in the way of resources at any given time.
As well as filtering by event type, a wide range of other data-slicing
strategies are available, including sequential blocks (handling a fixed number
of events at a time), temporal slicing (from and to particular timestamps),
filtering by source (more useful in Muddy City, since all the MCE data comes
from the one place and the StreamTag values are per-day), filtering by the
user’s unique study ID (to get data pertaining to one participant only) and
filtering by location within the virtual world (usually via bounding boxes,
though more complex shapes and masking filters are possible).
When deciding which strategies to use, especially for data visualisation,
it is important to weigh up the context of the inquiry. If looking at data for a
single study ID, you lose the context of things that other participants may be
doing at the same time (including collaborative or disruptive interactions).
If analysing activity around a build area, too tight a bounding box may miss
interactions with other nearby avatars or environmental features.
Figure 8.15 shows a plot of 50,000 event positions collected from students
moving around the environment described in §7.5. Fetching the data took 7
minutes, even when loading event data into a fixed-size matrix in order to
improve speed over dynamically growing data structures.
A bounding box in red highlights the entrance area. The bottom-left of
the box is the starting point. Participants tracks can be observed moving
through the narrow serpentine instruction step area, around the corner to
collect their materials, then moving to the teleporter. Below, teleported
participants look for their build areas and puzzles.
Figure 8.16 shows a heatmap focusing on the entrance area in particular.
Since Minecraft works on a 2D grid of blocks, a rectangular heat map was
used, with 64 × 64 bins. This heat map uses a black-red-orange-yellow log-
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Figure 8.15: Plot of 50,000 LivingUpdateEvent coordinates in Minecraft-
Edu.
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arithmic colour scale from the smallest to highest traffic levels; white cells
remained empty.
Figure 8.16: Heat map for LivingUpdateEvents in MinecraftEdu entrance
area. Colours use a log(log) scale.
Once we have a good understanding of the flow of learners through the
activity from their movement trace data, we can instead turn to looking at
the regions where learners have had focused their interactions. Figure 8.17
shows a subset of PlayerInteractEvent data from a particular day of data
collection, specifically visualising the player locations when interactions were
attempted. Features of note here are the large “free build” area on the upper
right, blobs of events for each of the run-length encoding puzzle stations at
the lower left, and the entry area in the upper left.
While the majority of interactions in the entry area are clustered around
the chest, wool dispenser and teleporter to the puzzle stations, we can see
that they have also been attempting to interact with features such as the
instruction signs (see Fig. 7.6). While clicking on features that are essentially
scenery has no game mechanic effect, it does demonstrate learners working
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out the affordances of their environment by experimenting with points of
interest.
Figure 8.17: A sample of player interaction events.
Chat messages from within the simulation yield some interesting insights.
Listing 8.2 shows a sample of message lines from participants throughout the
study. While a lot of the text is phatic (social) communication, there are a
number of places that participants are asking questions about what they need
to be doing, expressing confusion about problems that they have encountered,
coordinating with each other or resolving conflicts.
The “\\Gamemode 0” line is a participant attempting to change which
game mode they are in (gaining elevated privileges and access to more mate-
rials) using a console command. Unlike regular Minecraft, the “//gamemode”
command is not available to student players in MCE, and must be given to
them by a teacher player.
my name too big
HELLLLLLOOOOOOOOOOOOOO
why it not working ????
look at me
how do you do the teleporter
WHAT ARE U DOIN
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Hi everyone.
what does this mean
\\ Gamemode 0
I forgot the blocks , oops ...
lol
This is confusing me :/
Where do we get the blocks?
you guys are noobs i play mc every day yolo
i finsihed
how do i get gamemode?
DDon ’t smash my house
can i please have creative i have finished the tests
and plz dont grief my ship
Listing 8.2: Anonymised sample of ServerChatEvent logs
Since each of the messages is logged with the name and coordinates of
the speaker, and timestamped LivingUpdateEvents make it possible to see
where the participant is looking and who else is nearby at the time, even
if they do not address that person by name. This gives added context that
is not present in traditional dialogue transcription, except through manual
coding by an observer (present or on video).
Some of the questions being asked can give instructional design hints.
Talking about where to get blocks, or about forgetting them, show that a
proportion of participants were missing objects that they needed to interact
with, and this led to improvements in the design that drew more attention
to the feature in question.
As well as the trace data, the saved world files themselves can also be
inspected. For looking at the results of the puzzle activity, the block positions
could be reconstituted from PlayerInteractEvent events, tracked with a
mod written to monitor certain block positions, or with the right software
and APIs, extracted from the world resource files. In terms of practicality
for teachers, it is much easier to just load up a world snapshot to go and
look, if they want to review what has been produced.
Going and looking doesn’t give a clear picture of who placed what, though.
Future work in this area could involve using one of the approaches above to
determine who placed what, and further investigate collaborative (or disrup-
tive) interactions between the students in building activities.
Figure 8.18 shows all of the final puzzle solutions created by one class in
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MCE. (This screenshot was taken using the teacher avatar in Creative Mode,
flying up to a great height, and looking down on all three of the puzzle activity
areas at once.) Some of the patterns are correct or close to correct; others
demonstrate errors such as: inverting rows that should start with the black
colour; skipping or doubling a row; treating a “0” in the instructions as a
single pixel; off-by-one counting errors.
Note that students were not given a particular orientation for their im-
ages, so some appear rotated or flipped depending on how they interpreted
the instructions. Any automated mechanism would have to take this into
account when checking answers. Alternately, students could be given more
cues in the environment as to which way was supposed to be “up”.
Figure 8.18: Screenshot of final puzzle solutions for a class.
One potentially beneficial feature of the winnowing process is that it
provides an immediate general metric as to how long a player has remained
motionless. If a running average of the ‘consumed’ value was maintained, and
the value remained high over a long enough period, a teacher could be notified
about ‘idle’ players and investigate whether they were disengaged with the
activity. It may not be appropriate to treat such students as disengaged
immediately on the basis of this metric; thinking does not require moving
one’s avatar, nor does stopping and asking questions. Where possible, it may
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Figure 8.19: Puzzle solutions with wall removed to check against model an-
swers.
also be appropriate to consider implementing other activity-specific metrics,
such as the amount of time that has elapsed since last interacting with any
significant activity-related object in the environment.
8.6 Other Findings
Overall, the experience of designing, implementing, instrumenting, deploy-
ing and conducting this study considerably more positive than the first case
study. Involving an age-level-appropriate teacher early in planning and as-
sessment helped to refine the activity and streamline its use in the classroom.
While Minecraft’s simpler environmental features require a bit of fore-
thought in order to design an effective learning activity, MinecraftEdu’s en-
hanced building tools and classroom-friendly features lower the challenge bar
for teachers and instructional designers alike. Some features, especially using
ComputerCraft, are easier to use when one has a background in programming
and computer science, but reusable recipes and tools (e.g. for large display
monitors) could be turned into learning resource tutorials and shared among
educators without needing to have a deep understanding of how they work.
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Writing a MinecraftForge mod to log events was relatively straightforward
for someone well versed in Java programming. Changes may need to be
made over time in order to work well with newer versions of the Minecraft
software and associated mods, but schools have control over which version
of the software they use and can choose if and when to upgrade. Taking a
general approach to logging allows a wide range and a large volume of data
to be captured; sorting through that data once you have it is often the real
challenge. Finding ways to refine and tune capture to gain information about
particular regions of interest, types of data and at variable granularity would
all add value to the logging.
When it comes to deployment, a system that has few external dependen-
cies on hardware or network configurations makes a technology much more
accessible to schools. For research purposes in particular, there are advan-
tages to research plans where testing takes place in situ, and using a research
methodology that can adapt to sudden changes in conditions or make itera-
tive improvements.
The activity was generally well-received by staff and students alike. For-
mative assessment outcomes did not appear to be affected by past exposure
to computer games or Minecraft in particular. Some students who were of-
ten disengaged from their schoolwork seemed to find added motivation in
learning using this method.
The results of assessment and inspection of the captured data together
were able to identify a number of enhancements to improve the activity’s
learning potential. Particular challenges in completing the task were identi-
fied, both environmental and in the student’s mental model of activity, that




Across the initial explorations of 3D virtual environment data capture,
and the two subsequent case studies in this research, there have been a num-
ber of findings in both technical and educational spheres, as well as in their
overlap. This chapter aims to further unpack some of these findings, and
draw them together into some practical recommendations for approaching
future work in this area.
9.1 Technical Outcomes
At this point, the process of adding data capture instrumentation to existing
virtual environment software that is needed for RQ1 is still something that
usually requires a large amount of technical programming skill. If a virtual
world platform is going to be used for education purposes, it is strongly desir-
able for the platform, in its server and/or client software, to be modifiable or
extensible so that data can be exported or made available from the system,
preferably in real time.
Having a well-defined event capture interface for this purpose would be
ideal — OpenSim’s centralised event manager architecture and mature sup-
port for modding made it considerably easier to add instrumentation than the
Second Life codebase that the Imprudence viewer was based on. Minecraft’s
event handling model is similarly centralised into a single manager with spe-
cialised hooks based on event types, but the reverse-engineering process sig-
nificantly increases the number of technical hurdles that are required to get
information out in a useful format.
Nevertheless, the logging of learner data was achieved across two 3D
virtual learning environments. A number of general classes of interaction
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were able to be observed and recorded, including: the locations of users’
avatars in the virtual space (with position and orientation), interaction with
environmental objects, and text chat messages.
While voice channels (either via computer or in a classroom) were not
captured in these cases, the data can provide additional information about
communication that could be used to enhance and annotate transcripts used
for conversational analysis. Knowing where users are, what they are looking
at, what or who they are interacting with can provide additional contex-
tual cues. With more data available than just timestamped text samples,
a teacher or designer reading a learner’s “what does this mean” chat event
may be able to ascertain what the this in the question is referring to from
proximity and direction, or the interaction event records of an object that
the learner was manipulating at that time.
By engaging in this form of data collection mediated through a virtual
learning environment, the information captured has much more likelihood of
relating directly to the learning activities as and when they are engaged in.
From an ethical standpoint, this means there is considerably lower risk of
collecting identifying information about the student, or other conversations
or actions that are private and not relevant to their learning.
Care still needs to be taken in handling the collected data to ensure
that privacy concerns are treated seriously, however, especially if the data
is intended to be used as part of broader, longitudinal, multi-institutional
studies. User names, accounts and chat transcripts should not be stored in
a fashion that allows them to be retrieved by persons who should not have
access to that information. In shared-used virtual environments, there is also
potential to capture data that relates to people who are not participants in
the activity or in the study.
This may require that certain kinds of events, or specific instances of
events, are redacted from records before they are made more broadly avail-
able. Direct and complete removal of such events may cause difficulty in
analysis — knowing that the “holes” in the data are filled with something
may be an important part of the picture, even if that data is not accessi-
ble. That said, data should not be masked in such a way that it can be
unmasked, and it may be appropriate to remove the visibility of some kinds
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of data totally, if the event metadata could still pose a privacy risk.
Utting et al. [102] make a useful suggestion in their 2012 paper about
BlueJ data gathering at scale: the ability to restrict certain data within a
larger corpus using annotation tags, such that researchers can set a tag for
a particular study and retrieve data relevant to that particular cohort from
within the database, but the tag list remains hidden from access so that
other database users cannot de-anonymise the tagged cohorts or access any
privileged fields.
This approach could be further enhanced to provide an authenticated
web-based API that could add additional retrieval, security and auditing
features, caching of common queries and filtering tag access via group-based
or role-based access control. An API could also provide a useful interface
layer between a teacher or researcher and the raw data, performing common
functions on the data set to extract numbers needed for data visualisations,
calculate avatar positions within the environment at a particular timecode, or
retrieve a list of chat events filtered to within a particular region, or distance
from a point.
A modern standardised API, using an open format such as Swagger/Ope-
nAPI1 could also improve accessibility and lower barriers to participation in
a teacher-researcher-designer community. Paths in the API’s web user inter-
face can be annotated with documentation and examples, and client software2
generated for a variety of programming languages and ecosystems.
The sheer volume of event data that is capturable from within a virtual
environment poses its own technical challenges, even if one is not recording
video or audio streams along with the other forms of data. Across several
classrooms of learners in a school, it can quickly grow into gigabytes of log
files or databases within hours. Even several hundred megabytes of data
for a single class cohort may not be easy for schools to process in a timely
fashion. As such, for RQ3 we look to approaches that can reduce the volume
of data while preserving potentially useful information, and make it more




The approach of winnowing, where data streams contain a large number
of similar events that are collapsed into a smaller number of observation
records, allows us to filter out a lot of potential noise. Care needs to be
taken with the parameters of this winnowing, though. Taking differences in
location as an example, having too high a level of spatial tolerance means
that significant movements within the environment may be lost, and having
too low a level means that captured data will be bulked out by very fine
movements that have no observational value. Similarly in temporal terms,
having too long a window between the ‘key frames’ updating an avatars’
position may mean extra effort needs to be taken during analysis to search
for and retrieve the last known whereabouts of an avatar, while too short a
window also means a much larger number of event items to search through.
When one is doing exploratory research and development on an unfamil-
iar virtual environment, or capturing data with a broadly-defined purpose,
having to define and refine fixed schema for log files and databases can make
it difficult to store information well, especially as and when the needs of the
research change over time. While this is partly a matter of being careful with
the design of taxonomies at the outset, having a datastore that can evolve
with the research while still remaining performant enough for quick analysis
is desirable.
With that in mind, a configurable logging system that can also store
the configured parameters under which trace data has been logged could be
a great benefit, and reduce the level of technical skill required to engage
in targeted data collection to support specific activities in specific virtual
learning environments.
Logging the data could potentially be achieved with classical relational
database management systems (RBDMSes), supported by Object-Relational
Mapping (ORM) and data migrations to ensure that integrity of the database
as it evolves, but that may incur significant technical overheads. The use of
document-oriented database systems that can store arbitrary data structures
can be a good way to allow structured data approaches to evolve flexibly
over the course of time without those extra overheads, while still preserving
commonality where any common data fields or event types do exist.
In the MinecraftEdu study, MongoDB was used to store object data from
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Minecraft that had been serialised into JSON. This approach was perfor-
mant for storage purposes, but over collections of millions of events it was
quite time-consuming to retrieve events for analysis, even with indices added.
Since this research was conducted, the PostgreSQL database system has been
improved to support JSON, either as full text or in a decomposed binary for-
mat which is faster to process and can support fast Generalized Inverted
Index (GIN) indexing. Since this support works on a field-by-field basis, it
can provide the performance benefits of classical RDBMS systems alongside
the extensibility of serialised JSON. This feature is available in PostgreSQL
9.4 and above.
9.2 Education Outcomes
Despite being a relatively early prototype, the Muddy City study in its 3D
VLE case produced broadly comparable test results to those yielded from
the other cases. That said, pursuant to our RQ2 theme of generalisability
across platforms, some differences in problem-solving approach were detected
from the trace data analysis that were not apparent from the traditional
assessment measures that were employed.
The embodiment of the learner within the environment as an avatar had
significant effects on the strategies used, preferring a localised method of
finding lower-cost links (closer to Prim’s algorithm) over a global greedy
method (closer to Kruskal’s algorithm). The extra response time that it
took for bridges to raise and lower in the 3D VLE case also appeared to
increase the amount of thoughtful planning that took place, as opposed to
“thrashing” their way to a solution with repeated fast interactions [114].
This has implications in for the “big picture” conceptualisation of the
learning activity, both in environmental design improvement, and in the way
that learners’ understandings could be primed and framed to better support
achievement objectives. Reducing the spatial scale of the activity may help
to move the balance of problem-solving strategies in favour of more Kruskal-
style approaches. It may also be worth spending more teaching time after
the exercise on highlighting the strategies which students are less likely to
discover themselves in their own experimentation. The factor of responsive-
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ness in the bridge raising and lowering could also be explored and tested
further; increasing or lowering the delay to see if that has positive effects
on learners’ planning capabilities (as per the Planning for Practice Technol-
ogy Achievement Objective) and ability to articulate their problem-solving
approaches.
This underlines the argument that Dalgarno and Lee [28] refer to, that it
is not possible to separate the learning design from the media, as discussed
in Chapter 3. Both the contextualised learning affordances and the human
interface design affordances of the environment are important to understand
in relation to each other, if we are to use this technology to best effect for
education.
In the design of the subsequent MinecraftEdu case study, the early inclu-
sion of a teacher with pedagogical knowledge appropriate to the age of the
learners definitely appeared to assist the process of planning and developing
the VLE activity and its associated assessment. With a more adaptable re-
search methodology being employed, early collected data and in-classroom
observations were able to reduce learner confusion and streamline the flow
of the activity so that learners could spend more of their time focused on
solving the problem task, rather than working out what they needed to do.
This process helps designers to validate their assumptions about what learn-
ers may or may not pay attention to in an environment, and can help to give
teachers clearer indications as to where students may be struggling and need
to be assisted.
In terms of concepts that students found difficult, the main one that
was identified in the Image Representation task was starting row codes with
black pixels instead of white. If the activity were enhanced for future use, a
visual demonstration of the process might be useful in addition to a worked
example in the preamble or, alternately, giving the teacher and / or learner
immediate feedback in cases where the common misconceptions appear to be
taking place.
Given some of the MinecraftEdu assessment questions regarding the space
occupied by image instruction codes (TQ04, TQ05) yielded some poor re-
sults, an additional activity regarding the amount of space occupied by in-
structions (and the fact that “blank” spaces also need to be accounted for
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in those instructions) could help to address and support this understanding.
CS Unplugged also has activities about text compression; this might indicate
a preferred ordering of the activities so that this prior knowledge can support
further understanding in the area of image representation, and be reinforced
again for image compression later in the Digital Technologies curriculum.
9.3 Connecting Platform Technology with Educational Goals
As discussed in Chapter 3, one of the major challenges in the use of vir-
tual environments for learning, especially in virtual worlds or games that
were not originally designed for education purposes, is in providing tooling:
both for direct management of the teaching and learning activities, and in
inobtrusively gathering data from which insights about the learning can be
gleaned.
One of the significant advantages that MinecraftEdu had over our Open-
Sim setup, especially with the age level of learners involved, was that it pro-
vided tools for class management. Being able to teleport learners to where
they needed to be, or freeze them in place when they needed to be pay-
ing attention, was particularly beneficial. If the first case study had been
in a shared environment, managing poor behaviour towards other learners
would have had to take place in the classroom, rather than in the virtual
environment itself.
Regarding data processing, both case studies had to deal with collecting
a large volume of data and a complicated process of analysis before the
insights gained could be fed back into the teaching and learning process. High
volumes of data do not necessarily imply that high volumes of information
or insight are immediately available. Having better tools to support this
process — preferably providing a lower volume of higher-value information to
teachers for immediate access — is highly desirable to allow rapid assessment
of both learners and the environment’s effectiveness in helping to teach them,
supporting our RQ3 goal of providing timely insights.
A useful approach here might be to leverage the design interface languages
of existing applications in geographic information systems (GIS) for spatial
characteristics, video editing and transcription for time series navigation, and
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faceted search appliances for ease of selecting and filtering the different types
and layers of data available.
Figure 9.1 illustrates a low-fidelity wireframe of how such an interface
might look, allowing a practitioner to quickly select particular users and event
types relevant to them, zoom to particular areas of interest, and use time-
based controls to view a time-slice of the available data and advance through
it in order to better understand particular activities as they happened. This
would provide us with a step towards discovering what particular pieces of
event data are more important to know, in what context, so that we can
start to highlight important contexts and combinations of events, enabling
the composition of low-level event data into more information-laden forms
and metrics that insights can be gleaned from (see the annotation subsection
below).
Figure 9.1: Wireframe of an interface to review captured data for timely
insights.
There may also need to be ways to use more specific elements of event
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data for selection, filtering and visualisation, and ones that are specific to
the virtual environment being employed.
For example when exploring MinecraftEdu’s interaction events, it may
be an appropriate default to ignore any events to attempt to “interact” with
the sky rather than a particular block location, or to differentiate visually
between a block-placing event or a block-breaking event occurring.
For example when recreating the block placement process of users in the
image representation task, it could be useful to visualise the location of the
block being interacted with, or the location of the interacting player at that
point in time, or both. The events also record which face of the target block
is being interacted with, so that it can be determined whether the user is
placing a new block on top of, beside or underneath the existing block.
Figure 9.2 shows the PlayerInteractEvent data from within a single
user’s activity data, overlaid against the track of their movements into and
out of the area provided by the LivingUpdateEvent data stream. The track
shows movement to and from the region’s teleporter, movement back and
forth between the grid and the instructions on the wall behind it, and a
number of placing and removing actions. Along the right-hand side of the
plot are a number of events have been registered as one column across, having
been placed against the “wall” of the activity area rather than down on the
floor blocks.
In processing the raw events, new derived event types could be substi-
tuted to give more salient information to the task of placing and removing
blocks in specific positions. This would still be a relatively generic event; in
this particular activity, a useful enhancement may be to record the Y-axis
elevation of the placement relative to the base of the activity area, so that a
teacher can gain early visibility of a learner who is attempting to build up
instead of across in their area, or active recognition based on the problem
pattern of how many blocks have been places and with what accuracy.
Some kinds of data like audio and video recordings are known to take
up a lot of space, and can be difficult or slow for researchers to analyse.
The kind of events captured from within virtual worlds can be individually
compact, but these case studies show it is relatively easy to end up with
several gigabytes of data where each individual datum provides relatively
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Figure 9.2: Player track and interactions within a single image representation
activity area.
little insight value. This can make the data collection somewhat unwieldy,
especially in situations where data has to be collected from each individual
digital device used in the study.
This unwieldiness also extends into the analysis phase: when data vol-
umes are high, standard research tools may require a lot of memory and pro-
cessing power to read in, analyse and visualise the results. It if is not possible
to optimise or segment the computation, this may be beyond the capacity of
commonly-available workstations. (Cloud computing, where computational
resources can be provisioned in order to process a lot of data quickly, could
help to ease this process. The overheads in transferring the volume of data
being processed could however make this both slower and more expensive to
achieve.)
As such, a variety of strategies for optimising data collection can be ex-
plored. The winnowing of data streams to remove replicated data points or
minor changes can significantly cut down on the data volume while sacrificing
a negligible amount of information. Data collection can be filtered to remove
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event types that are not relevant to the kind of analysis being performed,
though choosing what assumptions to make about what kind of events are
“relevant” is something that may only come after some experimentation.
Restricting data collection to within a particular area can streamline col-
lection, and also allows for the modelling of locations where an avatar’s pres-
ence can imply consent to monitor, and where ceasing monitoring can be as
simple as walking out a door. Similarly, time-based restrictions can ensure
that logging does not persist after the agreed research period has ended.
9.3.1 Annotating data streams
Having the ability to annotate streams of data as and when significant events
happen is a very important feature to support this kind of process. In more
specialised virtual environments, the degree of annotation available and the
richness of the data collected may be at the mercy of the system’s mod-
ifiability. Proprietary systems can be difficult to reverse engineer, and in
some jurisdictions may also be illegal even if the system’s creator is happy
to tolerate it. This demonstrates a benefit of open-source, open-standards
solutions, in that they can be inspected and modified to ensure they are fit
for educational purposes, and implemented consistently across multiple plat-
forms; educationalists are otherwise dependent on the software’s developers
choosing to implement new features in ways that continue to support their
learning objectives.
In general purpose virtual environments, being able to annotate interac-
tions with objects or individuals using embedded scripts provides a way for
researchers to directly collect high value information with a fairly low data
volume. If annotations are the only events being recorded, it can strip the
information of some of its context, so for deeper analyses it may be appro-
priate to treat them as signposts for other data, rather than as the entirety
of the map. Data from LSL scripts within OpenSim, command block scripts
within MinecraftEdu, and researcher “lognote” commands typed from the
console on each platform, made it considerably easier to identify some points
of interest within the larger data volume, and build high-level action objects
out of a pattern of lower-level events [110].
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While in these case studies the notes were logged primarily to aid human
research understanding, debugging and data management, such annotation
events could also be used as the basis for data visualisation tools as well.
Being able to see a checklist of action milestones within the activity for
each student, potentially via a realtime dashboard web application, could
help teachers to see levels or directions of progress through an activity at a
glance.
There is also potential here for the recorded milestones in subsequent ac-
tivities to become part of a wider picture of a student’s progress. Using a
method such as SCORM3 or the Experience API (TinCan/xAPI)4 to classify
learning milestones could then be saved to a Learning Record Store (LRS),
for use across other learning and learning management systems. Significant
events could also be presented as achievement badges in an e-portfolio sys-
tem, forming part of a personal learning record or used as part of a student
showcase of their capabilities.
9.3.2 Tooling approaches for teacher support
A significant drawback for teachers is that the level of inspection and modi-
fication needed to support this at a program source code level often requires
a lot of technological knowledge and skill that may not be readily available
in the classroom. While this has worked as part of a PhD in Computer Sci-
ence, it would not be appropriate to expect typical classroom teachers to be
manipulating software in this way.
To support widespread adoption of virtual environment data collection
technologies, it would be desirable to create tools that give teachers the ability
to control how information logging is configured: specifying what they are
looking for, and where and when to look for it. Storing that configuration
along with the data being collected could help to preserve its enquiry context
for later analyses, too.
The ability to pre-configure logging also opens up possibilities to provide




some insights to teachers rapidly — even immediately — rather than waiting
for a laborious number-crunching process to complete. If they are able to
express things that they are looking for within the environment, and an event
listener can be configured to watch for them, then there should be no reason
those insights cannot be delivered to the teacher through a dashboard-like
ambient interface as soon as they are identified.
For example, defining spatial bounding boxes in the MinecraftEdu image
representation task could allow teachers to see at a glance what proportion
of students were in the beginning entrance area, work areas and free building
area. Configuring listeners for interaction and command events could give
teachers a “Got wool?” milestone checkbox for each student that can be
automatically ticked the moment they press the right button and receive
their building materials.
Listing 9.1 shows how a configuration object could look, using the YAML
markup format. It features a “cohort-tag” as a private key, to allow the
teacher to later retrieve data from a larger collection; public and private
metadata stored with the collection; and a region definition that allows for
3D bounding boxes, colour mappings and the triggering of pre-defined rules.
- world -tag: "mce -image -representation"
- cohort -tag: "91aba411 -13f5 -4dd7 -964a-8014 d5d288a4"
- regions: [
- entryway:
- bounds: [ -100 , -140 ,~ ,~ ,1455 ,1490]
- colour: "red"






- public -metadata: [...]
- private -metadata: [...]
Listing 9.1: Example of a potential logging configuration format.
Figure 9.3 illustrates how a teacher dashboard might represent students
in different areas of the virtual environment.
The “notify-reentry” rule could be realised as a notice on the interface
that students have come back to an area that they were supposed to have
left — say, having failed to pick up wool for building with — which affords
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Figure 9.3: Mockup user region widget for a dashboard.
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the teacher an opportunity to observe, and be on hand to assist the student
if they need help.
Ideally the logging configuration could be kept general, but allow for spe-
cific drill-downs as desired, and be supported by tools within the environment
so that teachers can easily make adjustments when they need to.
Looking at the wider context of adoption at scale, this might also be
a good way to frame research across variants of an activity, either within a
formal A-B testing framework or taking into account any local adaptations of
common resources, to see what kinds of changes can yield the best effects for
teaching and learning, and work towards those coherent “Level III” strategies
and best practices.
9.4 Recommendations
The process of deploying virtual learning environments in individual schools,
let alone across wider educational contexts in ways that can support ongoing,
data-driven research, is not a simple and straightforward one. Where schools
have limited access to technical knowledge and skills, and little uniformity in
their ICT infrastructure, they may have to make a considerable investment
of time, effort and skill-building in order to make use of this technology
effectively.
This leads us back into RQ4, our question about the challenges that need
to be faced in order to provide support for and permit evaluation of these
learning experiences, and the parts that researchers and tool-builders can
play in overcoming them.
An excellent starting point in approaching this is topic to refer to Dal-
garno et al.’s 2013 DEHub report [27], as discussed in § 3.1 of this thesis. In
§8.2 of that report, a number of recommendations are made that cover insti-
tutional policy, teaching staff and research recommendations. Summarised,
these are:
1. Establish a clear mechanism for teachers to request certain Internet
Protocol (IP) ports are open for access on the campus networks.
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2. Provide technical support for sanctioned technologies, but also for teach-
ing staff attempting to trial new technologies.
3. Provide mechanisms for teachers to share their experiences of using
new technologies to collectively work on resolving barriers.
4. Hardware provisioning specifications should ensure that 3D graphics
capabilities are taken into account alongside RAM and CPU specs.
5. Teachers should expect to spend a lot of time familiarising themselves
with the virtual environment platform to develop a clear sense of its
limitations and affordances, before designing and building activities.
6. Engage with ICT support staff early in your plans to use virtual worlds
in teaching.
7. Workshops can be a good tool to help adoption leaders to familiarise
colleagues with virtual world platforms and their education potentials
early.
8. Seek mentors or communities of practice to share experience in learning
design, and collectively resolve the problems that are encountered.
9. Well established commercial platforms such as Second Life have the
lowest immediate barriers to entry, but considering moving to an open
platform such as OpenSim is recommended.
10. Budgetary planning is important. Consider the costs of virtual land
rental and/or server infrastructure and support, and the labour in-
volved in designing and building environmental features.
11. Teachers should consider employing an experienced developer for the
chosen platform, balancing labour costs against improved expert pro-
ductivity.
12. Ongoing technological research is needed to improve the capabilities of
virtual world platforms and also their stability and usability.
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13. Continuing fundamental research is needed on affordances and poten-
tial benefits from virtual environments for particular types of learning
tasks.
14. Applied research evaluations of virtual worlds need to take place in an
authentic context, in order to ensure the best learning outcomes and
develop best practice guidelines.
All of these recommendations appear to be quite sound, reflecting well
the range of situations encountered and conditions experienced across the
fundamental research, trials and case studies in this thesis. They form a solid
foundation from which institutions, teaching staff and researchers can start to
engage with virtual worlds, and also with related technologies such as serious
games and augmented reality (AR) and virtual reality (VR) systems [29].
9.4.1 Further recommendations and future directions
In addition to the DEHub report’s recommendations, this section outlines
some further observations and recommendations that may prove useful for
institutions, teachers, researchers and learning environment designers.
When using a popular game environment like Minecraft, it is important
to consider that students’ expectations from their VLE must be managed
against their expectations from playing the game as a game. As much as
game technologies can be a source of motivation for many young learners,
they can also be a source of frustration if expectations aren’t met. Some
learners may also be negatively disposed towards the platform if they have
had poor experiences, or if its reflective affordances (i.e. “what using this
thing says about you”) do not fit well with their self-image.
Along with the use cases for virtual environments, teachers need to con-
sider the misuse cases. In a shared virtual learning environment, classroom
management tools that operate within the VLE makes a teacher’s job eas-
ier, but there still may be concerns around griefing (deliberately annoying
other users) and other disruptive behaviours that need to be given consider-
ation. In assessing the use of a VLE platform, ask: does it provide means for
teachers to have an awareness of any antisocial behaviours and if necessary,
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provide tools to stop those behaviours? Furthermore, if networks are opened
to allow access to online platforms, are there adequate protections in place
to block access to harmful content, or by unauthorised persons?
It may be worth explicitly establishing ground rules for the standards of
behaviour that will be expected within the virtual environment, even if such
standards are already in place in the wider class environment. Depending
on the maturity level of students and the intended uses of the virtual world,
this may be something to do with collaborative input from the learners them-
selves.
In an environment where teachers are often being asked to split their
attention across large numbers of learners, a system that provides the ability
to quickly review what any given learner is attempting to do will give teachers
the opportunity to spend more of their time on quality teaching interactions.
For research, use a methodology that expects that plans will change and
evolve over the course of a teaching and learning programme. Use early
data to identify any common conceptual mistakes or misconceptions that
learners may have, so that activities can be structured around encountering
and overcoming them as appropriate. Early data can also be used to identify
common interaction errors or points of confusion, so that environments can
be restructured to avoid or at least mitigate them.
High volumes of data don’t automatically mean that high value informa-
tion or insight is accessible. Activity annotation scripts, selective filtering of
data by location or event type, etc. can make the analysis of relevant aspects
of learner behaviour quicker and easier. This does however require more
planning, implementation and testing time.
In order to get insights quickly, teachers will need better tools than are
generally available currently. Future tooling should prioritise making it easy
for teacher-researchers to nominate regions, objects or actions of interest;
drill into data by type and by learner, or visualise features in aggregate over
many learners.
While this approach is more typically taken in the annotation of video
streams at present, there is potential to capture event data and replay a
sequence of virtual environment actions, either in realtime simulation or as
a section of snapshots recorded at milestone points, to quickly review how a
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learner has performed in a specific situation.
Once the learning affordances of particular activities are better under-
stood, there is potential to start using educational analytics to support envi-
ronmental prompts, virtual assistants, etc. that could provide learners with
timely feedback when the system can detect patterns of action that indicate
they are struggling to find good strategies to solve particular problems. This
will need to be done in a way that can robustly scaffold learning without
learners being able to rely on being told how to solve their problems, and
keep teachers in the loop so that they have visibility around their students’
progress and the challenges they face.
As well as annotating that learners have reached particular milestones or
regions of interest, it may also be useful to capture the ordering of or the
transitions between those milestones. If learning takes place in a nonlinear
structure, the order in which activities are encountered may have learning
effects that need to be considered from an environmental design point of
view; to encourage a natural flow from establishing more basic skills and
knowledge into progressively more challenging activities that require that
prior achievement.
Where there are defined regions of interest, aggregate learner data about
the transitions between regions could be explored with visualisations such
as Sankey diagrams. This could give an indication of what the most com-
mon progressions across the learning experience are, capture points at which
learners may need to go back to earlier parts of the experience, and vali-
date whether the design assumptions about how the virtual environment is
intended to be used are realistic ones.
The following chapter concludes the thesis with a summary of key mes-
sages, findings and some potential future directions for instrumented virtual




The art and science of teaching with technology does not lend itself well
to simple, unqualified answers. Indeed, asking “Do we need more tech in
schools?” is a little like asking “Do we need another textbook in schools?”
— unless you first have a clear understanding of what it is, how it could be
used, the context it will be used in, and the potential benefits, costs and risks
of adopting it instead of using other available methods, it would be hard to
give an accurate, definitive response.
After two research case studies, a picture is starting to come together
about some of those potentials regarding both the use of 3D virtual envi-
ronment technologies, the methods used to capture data from them, and the
steps that can be taken to tackle the challenges that exist in using them.
Viewed through the lens of Ellis’ education research innovation frame-
work [41] described in Chapter 3, both of these case studies can comfortably
be categorised as “Level II” research: empirical evaluation using mixed qual-
itative and quantitative methods. Reaching for “Level III” research in the
future means examining widespread implementation, collecting educational
implications and forming coherent strategies for learning materials and teach-
ing practice.
In §1.1, a number of research questions were put forth. These will be
addressed in turn, drawing on earlier findings and discussion.
RQ1: How easy is it to instrument a 3D virtual world for data
capture?
Currently, instrumenting a 3D virtual world for data capture is a difficult
task that requires considerable technical knowledge to implement. In propri-
etary software that is not designed with modification and instrumentation in
mind, it becomes more difficult, and may run into potential legal problems
203
depending on the status of reverse engineering in the jurisdiction in which it
is undertaken. Virtual environment projects that provide open source code
can considerably lower the barriers to implementation, especially in cases
where there are standardised, documented and clearly defined programming
interfaces to support programmers in writing their own mods.
3D Virtual Learning Environments provide a means for capturing spatial
data about how learners engage with problem-solving activities that could
prove obtrusive, unwieldy and costly to measure and analyse using real-world
data capture methods. From an ethical standpoint, it is nevertheless still
important to uphold our duty of care as teachers and researchers to protect
learners’ personal data from misuse.
For example, in the OpenSim study it was possible to capture a variety
of person-to-person messages either within or adjacent to the activity area,
in situations in which the environment’s users could reasonably expect to be
private if they were not explicitly informed otherwise. The data could be
useful for the purposes of transcript analysis during collaborative activities,
but incidental conversation could reveal personal information that may prove
harmful in the wrong hands. As such, we should weigh up whether these data
channels are strictly necessary for the kind of research or class activity that
we wish to undertake, versus the potential risks in inherent in collecting and
storing them.
VLEs have potential to support both explicit and implicit methods for
opting into or out of data capture mechanisms, in ways that might be difficult
to support and automate using traditional methods such as video recording.
Care will still have to be taken with some varieties of data (e.g. chat text that
mentions other users by name) if opt-out mechanisms are to effectively pro-
tect VLE users’ privacy and anonymity. When data is being collected from
learning experiences in a general-use virtual world, further care needs to be
taken to avoid capturing data that relates to users who are not participating
in the activities in question.
The practicalities of data capture also need to be considered, especially
the potentially high volume of event data that can be collected in some virtual
environments. In pursuing a generalised approach that can support a variety
of research and teaching use cases, a system should allow researchers (and
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potentially teachers themselves) to choose what kinds of data the system will
focus on, finding a balance between higher-volume, lower-value data that can
provide context for educational activities and the practical concerns of data
storage capacity and speed of analyses.
In each case study, between one and ten gigabytes of event trace data was
collected over several days of activity. Data was collected for millions of low-
level events. With well-defined hypotheses that only required a small subset
of those events to analyse, results could be calculated in a matter of minutes,
performing quite favourably against transcribing events from video capture
(approximately 1.5 to 2 times as long as the duration of the video for a
minimal coding). For more exploratory analyses, especially when using some
of the more frequent events (e.g. avatar movement), additional processing
for visualisation and analysis could take longer and become quite resource
intensive without further optimisation of the data.
Methods such as the winnowing of event data streams and restricting data
capture to particular spatial regions of interest or capturable event types can
help to reduce the volume of low-value data captured, compared to higher-
value points of interest. In MinecraftEdu for example, some “noisy” event
types such CheckSpawn and CanUpdate that are useful for the game but not
for capturing the educational experience could be filtered out entirely, and
data from the PlayerInteractEvent type could be post-processed to extract
and store valid block placements, removals and button-presses only.
Realistically, in order to make this kind of process effective in supporting
future teaching activities in this area, the tools need to be constructed to
allow teachers to choose the focus of data collection, and be presented with
analyses without requiring them to first learn how to write their own pro-
grams. The Discussion chapter provides some insights into some of the steps
that could be taken to achieve those capabilities.
RQ2: To what extent is behavioural data captured from within a
3D VLE generalisable to other learning methods, like 2D computer
use and physical activities?
Evaluating raw learning effects across a problem-solving experience can
be conducted using traditional, non-VLE assessments, but using trace data as
well can help us to gain additional insights that complement those techniques.
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While information from the surrounding assessments was generally com-
parable across different learning methods, annotation of events within the
learning activities yielded useful information about the differences in how
learners may approach the same problem if it is delivered to them via differ-
ent media.
In the OpenSim study, for example, being embodied in a 3D environment
revealed a tendency to localise the choice of learner actions when compared
to a top-down 2D map view of the same task. Having a large volume of lower
level events also presents the opportunity to identify, and in time potentially
automatically compose the signatures of higher-level actions occurring within
the environment that provide more immediate informational value.
Changes in behaviour between methods were characterised by analysing
the collected data, such as a preference in the Muddy City scenario’s 3D VLE
case for choosing low-cost bridges near to the avatar to extend the connected
graph (closer to Prim’s algorithm), instead of pursuing strategy of choosing
low-cost edges across the graph and merging disconnected subgraphs into a
minimal spanning tree as per Kruskal’s algorithm.
The amount of time taken to reach a first solution differed across learning
methods, but the average extra time taken to find an optimal solution was not
significantly different across methods. In combination with differing response
times in the actions of lowering and raising bridges in the 3D and 2D cases,
the slower response time appears to favour more careful planning and less
“thrashing” (i.e. arbitrary interactions until a solution was stumbled upon).
In attempting to reduce the points of significant difference in design be-
tween the cases being evaluated to enable a full apples-to-apples comparison
of the instrumentation, this study may have limited its potential for exploring
the full learning affordances of the 3D VLE case and the OpenSim platform.
As such, the activity as it currently stands constitutes only a first step in
developing this CS Unplugged activity for virtual world use.
A major advantage for 3D VLEs over other methods is their potential to
engage and motivate learners who are not well disposed to more traditional
teaching and learning approaches, though care must be taken to design ex-
periences where it is the learning activity, and not just the environment, that
learners derive their engagement from. If the activities are to see widespread
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use by diverse groups of learners, it is also important to ensure that the
learning activities remain widely appealing, so that engagement is increased
broadly across different learning styles, rather than increasing engagement
for one group of learners at the expense of another. For example, relying on
the relative popularity of a game like Minecraft to motivate learners may not
work well for those who already dislike the game for any reason, for those
who feel anxiety about being “bad at it” relative to their peers, or indeed for
those who play frequently but find the restrictions inherent in its educational
use at odds with the freedom of their regular play.
RQ3: How can we process the data and provide educational
analytics and insights to teachers in a timely fashion?
The annotation and data volume reduction techniques discussed above
are helpful in increasing the speed of data processing. It should also be
noted that while the volume of data is large, better tooling and the increase
of hardware performance over time will make those volumes easier and easier
to deal with. Reviewing the capture methods discussed in §3.3, in-server or
in-world approaches implemented on production-grade hardware can assist
by centralising the collation of data, and minimising the amount of software
that may need to be modified in order to add instrumentation. There may
however be precision trade-offs in any research where network latency char-
acteristics (e.g. between client and server or between individual clients) can
have an impact on participant behaviours, especially in environments that
are intended to support remote learning.
In this research, primary analysis of the data collected in these case stud-
ies was conducted offline after the experience. Now that the characteristics
of that data are better understood, this approach can be improved upon
by visualising some information about learner experiences immediately, dur-
ing the experience or in review directly after. Using existing technologies
and standards, networked data capture from a shared virtual environment
could provide realtime information that could prove insightful for teachers,
including detecting achievement milestones within the virtual learning envi-
ronment, and generic behavioural measures to raise awareness of potential
for off-task behaviours (e.g. long idle times, or long periods away from ac-
tivity areas). These could be presented in a web application dashboard, or
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potentially as notifications to teacher users within the environment itself.
Where a higher-level understanding of actions that pertain to the learn-
ing activity can be isolated in the data, insights into learner strategies can
be revealed. The Muddy City activity in OpenSim showed variety in the
ways of connecting islands together, and data from the Image Representa-
tion activity in MinecraftEdu identified misconceptions in the translation of
coded instructions into images that were in turn reflected in the post-task
assessment.
Adding instrumentation directly into activities is much easier in virtual
environments where in-simulation scripting is already available, as compared
to environments where the server’s code must first be modified or added to
in order to support that functionality. Both the OpenSim and MinecraftEdu
servers supported code modifications via plugin architecture, written in the
C# and Java programming languages respectively, but the software develop-
ment skills required to design, build and test these mods are typically more
advanced and less accessible than those required for scripting. Modifiability
is therefore a feature that is worth looking for when choosing platforms to
evaluate for educational uses.
RQ4: What challenges need to be addressed in order to effec-
tively support teachers and learning designers in using 3D VLEs
effectively?
The major challenge to be addressed from a research point of view in
supporting teachers and designers is the need for better tooling around data
capture, analysis and information visualisation, so that non-technical teach-
ers can be empowered to make the best use of data about their students.
Even were that tooling to be maturely developed, there are other issues that
schools face that may continue to challenge their use of 3D virtual environ-
ments for learning.
Technical infrastructure, from the hardware in individual devices through
to school networks, and potentially also their connections to external re-
sources (virtual world servers, cloud hosting providers, researcher databases,
etc.), may require informed and engaged support from technical staff, and
involving them in the process early can help schools to decide whether there
is sufficient infrastructural support to proceed. Similarly, there is poten-
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tial to work with technical people who have experience in the platform in
question, so that teaching staff may spend more time concentrating on de-
veloping the learning aspects of activities while exploring the full range of
learning affordances the platform has to offer.
The Discussion chapter’s Recommendations section provides a basis for
teachers and administrators to evaluate their strategies for using these tech-
nologies in schools. Major points to consider include: the technology’s cost
profile across labour, time, connectivity, materials and access to technical
support; awareness of its affordances around class management, and the skills
learners will need to develop in order to operate within a virtual world ef-
fectively and safely; engagement with communities of practice in both the
technical development of resources, and practical approaches to teaching with
them.
As researchers and environmental designers, we can support them in this
process by developing and using standards-compliant methods to integrate
VLEs with other learning management systems; by providing technological
and content knowledge as computer scientists to complement their pedagog-
ical expertise; and by developing better tools to give them control over the
data that VLEs can produce, to better understand their students’ learning
behaviours.
As highlighted in §8.2 and further discussed in §9.4.1, the issue of anti-
social “griefing” behaviours taking place within shared virtual environments
is a concern that needs to be addressed to ensure that teachers have the
right tools for maintaining awareness, and preferably facilitating mediation
actions, in duty of care for their learners. Technical means for designating
activity areas, then observing and potentially selectively limiting access to
them could help, but should be supported by establishing behavioural ex-
pectations just as any traditional learning space might have.
10.1 Engaging with the school context
Based on lessons learned in the process of running experiments in schools with
instrumented 3D VLEs, variability and rapid change in school environments
poses a significant challenge to their widespread adoption.
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Some of these are inherent to the landscape of ICT and software in gen-
eral. As computer systems age, technological debt is accrued: newer versions
of software and operating systems can add features and patch security vul-
nerabilities, but they can also stop old, unmaintained software from working
properly. Schools are sometimes left in a difficult position where they can
either persist with old technology, or lose the functionality that only legacy
systems can provide when they move to more modern platforms. For exam-
ple, experiences that rely on third-party mods are possible in MinecraftEdu
for those who still own licences, but those licences are no longer sold and mod
support is not yet available in Microsoft’s “Minecraft: Education Edition”.
Under-resourced schools are often in the position of having to use hard-
ware that is donated, non-uniform in capability, and considered old or even
obsolescent by the standards of better-resourced schools. Resource providers
who would like to see their work widely adopted need to consider how well
their approach would work on a range of older systems, or see it in “wide”
use by only a small portion of society.
Problems uncovered in Muddy City’s test design demonstrated the im-
portance of involving pedagogy experts in developing assessments around
learning activities, which showed a marked improvement for the Minecraft-
Edu study. Though there again, one question was presented ambiguously
enough to cause problems for most students. The “incorrect” results of those
ambiguous questions still provided some insights into how students were in-
terpreting the questions, however, which could lead to both refinement of the
questions and more careful explanation around the concepts that they were
having problems with.
For software that relies on network connectivity, a change in IT service
providers could inadvertently block or disable functions that were being relied
upon, such as locking down certain network port ranges because they are
“used by games” without knowing that classes may be using those game
technologies for legitimate educational purposes. Especially in small schools,
institutional knowledge of why and how things used to work can easily be
lost. With some schools moving to a “bring your own device” model for
computing resources, they can be further limited by the need to support
learning activities across multiple platforms, on hardware that the school’s
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IT administrators often do not have full control over, and may also contain
material private to their owners.
10.2 Ethics, privacy and data control
Issues of privacy personal control are also central to the ethical consider-
ations of widespread educational data collection. The New Zealand Data
Futures Forum,1 a cross-departmental government working group, released
key recommendations in August 2014 suggesting that value derived from per-
sonal data should have a foundation build from Inclusion, Trust and Control.
Especially when in widespread use, data collection systems need to provide
security by design, context sensitivity around data reuse, embody levels of
privacy and informed consent, and provide good options for opting out or
making corrections to erroneous information.
When the research is taking place inside a single classroom with re-
searchers present, controlling access to the data is relatively straightforward.
As the scope widens to a classroom over time, a school, a school district,
a country or across the globe, issues of maintaining security and privacy at
scale become considerably more challenging. When expanding the scope of
deployment, care should be taken to consider whether the security and pri-
vacy protections in place are still adequate to cover new areas of adoption.
When data is collected into a large corpus for research purposes, it can
sometimes be at the expense of providing specific feedback to the students
and classrooms who originally provided it. Researchers should consider mech-
anisms by which data in aggregate can be provided to a larger community
for analysis, provided in such a way that overly specific, identifying datasets
cannot be retrieved, while allowing private, classroom– or cohort-specific tags
to be used to give teachers and learners access to their own data [66, 102].
The ability to opt out of data collection also poses problems when using
a shared, instrumented environment. Logs can be scrubbed of data that is
directly associated to a particular user’s ID, and logging mechanisms estab-
lished with filters for those who have opted out, but that may not be a 100%
guarantee that there is no identifying information. Chat messages that men-
1 https://www.nzdatafutures.org.nz/
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tion someone’s real name as opposed to their avatar’s name, or misspellings
of either, may be difficult to identify automatically, and going through by
hand may require extending trust to whoever is responsible for performing
the removal. Certain kinds of data may be safer to restrict to local use only.
10.3 Future Directions
Using 3D virtual learning environments in schools, and augmenting them
with data capture techniques for added insights, is probably something that
will require specialist technical knowledge and support for some time to come.
With growing awareness, and governmental support for developing ICT use
in schools and in the Digital Technologies subject area in particular, there
is good reason to believe that these things will improve. Refinements and
maturity in the tooling of data collection and presentation will lower the
bar for their use. Growing communities of practice, across research and
teaching communities alike, can work to gain understanding, build skills,
and together tackle the task of building tomorrow’s transformational learning
environments.
There are a number of future avenues for research and development in
this area that can now be pursued. As well as improving the maturity of
the tools in use, we can look to explore the learning affordances that virtual
learning environments provide across the full range of society, evaluating
whether design and teaching techniques developed for use in VLEs work
more or less effectively across a broad cultural and socioeconomic range, and
in widespread use across multiple institutions, subject areas and communities
of teaching practice.
Longitudinal studies across multiple activities within this kind of envi-
ronment could help us to observe the extent to which the novelty value of
features of 3D VLEs and learning activities within them change over time,
and whether the initial increase in motivation is a sustainable effect or not.
Human factors research can be conducted into the effects of delay, speed and
scale on deliberation in problem solving.
Taken as a whole, this research offers a general approach to instrumen-
tation across multiple virtual environments, and takes some initial steps to-
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ward providing a new capability for evaluating their uses and effectiveness
in teaching and learning.
To reach their full potential, the mechanisms we use need to be more
fully developed, and a roadmap of potential directions has been provided
— but as we progress, we will still need to keep the words of Papert [88]
and Oppenheimer [87] in mind by acting to empower teaching experts in
doing their work effectively with new technologies, rather than finding them
more complicated ways of doing less for their students’ learning. If we as
technologists are going to make promises about our new technologies, then
we need to ensure we that we can deliver them to teachers and learners alike
in a responsible, accountable manner.
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These appendices provide supplemental materials relating to the two case
studies conducted in the course of this thesis research, including question-
naires, information sheets, consent forms and assessments.
A.1 Muddy City Documents
Figures A.1 thru A.3 show the Muddy City activity’s student assent form,
parental consent form and parental information sheet respectively.
A.1.1 Muddy City Description
Figure A.4 contains a description of the Muddy City activity, read out at the
beginning the experiment.
A.1.2 Q1: Demographic Questionnaire
Figure A.5 shows the demographic Questionnaire Q1, filled out before the
Muddy City activity.
A.1.3 Q2: Attitude Post-Questionnaire
Figure A.6 shows the attitude Questionnaire Q2, filled out after the Muddy
City activity and assessment.
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Student Assent Form
Data Capture in Virtual Learning Environments
David Thompson and Dr. Tim Bell
Department of Computer Science and Software Engineering
Email: david.thompson@pg.canterbury.ac.nz
Phone: Dr. Tim Bell on  364-2987 x 7727
Please tick each of these points to confirm that you agree with them.
(   )  I have read the description of the project, or had it explained to me by a parent, caregiver or 
teacher.
(   )  I understand the research is for a PhD thesis, and that this document is made available to the public 
by the University of Canterbury Library.
(   )  I consent to the PhD results being published, with the understanding that I will remain anonymous.
(   )  I understand that I will not be identified in any other publications or presentations that use this 
research without me and my parent or caregiver being asked permission first.
(   )  I understand that all information collected about me will only be accessed by the researchers named
at the top of the page, and that it will be kept confidential and secure.
(   )  I understand that computer activities will be recorded by the program I use, and that I may be video
taped.
(   )  If the researchers want to show people any video that I am in, they have to ask the permission of 
me and my parent or caregiver first. Otherwise, they have to cover up anything that could identify me.
(   )  I understand that the activity is voluntary, and that I can withdraw from it at any time without 
penalty, including withdrawing any information the researchers have been given about me.
(   )  I understand that I can get more information about the project from the researchers, and that I can 
contact the University of Canterbury Human Ethics Committee if I have any complaints.
(   )  I understand that I can receive a report on the findings of the study if I write an email address 
below for the report to be sent to.
(   )  I understand what will be required of me, and I agree to participate in this research. My parent or 
caregiver has also given consent on their own form.
NAME (please print): ……………………………………………………………. 




University of Canterbury Private Bag 4800, Christchurch 8140, New Zealand. www.canterbury.ac.nz
Figure A.1: Student Assent Form for the Muddy City study.
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Parental Consent Form
Data Capture in Virtual Learning Environments
David Thompson and Dr. Tim Bell
Department of Computer Science and Software Engineering
Email: david.thompson@pg.canterbury.ac.nz
Phone: Dr. Tim Bell on  364-2987 x 7727
I have read and understood the description of the above-named project. On this basis I agree to allow 
my child to participate as a subject in the project. I understand that a PhD thesis is a public document in 
the UC library database, and I consent to publication of the results of the project with the understanding 
that anonymity will be preserved. 
I understand that while participating, my child may be filmed or have their activities recorded by a 
computer program. I will be asked for permission if researchers wish to present or publish any video 
that could identify my child. Otherwise, care will be taken to conceal identities by blurring out any 
identifying features or information.
I understand also that I may at any time withdraw my child from the project without penalty, including 
withdrawal of any information that I or my child have provided. 
I note that the project has been reviewed and approved by the University of Canterbury Human Ethics
Committee. 
CHILD'S NAME (please print): …………………………………………………. 
NAME (please print): ……………………………………………………………. 




University of Canterbury Private Bag 4800, Christchurch 8140, New Zealand. www.canterbury.ac.nz
Figure A.2: Parental Consent form for the Muddy City study.
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Parent Information Sheet
Data Capture in Virtual Learning Environments
David Thompson and Dr. Tim Bell
Department of Computer Science and Software Engineering
Email: david.thompson@pg.canterbury.ac.nz
Phone: Dr. Tim Bell on  364-2987 x 7727
INFORMATION
Your child is invited to participate as a subject in a research project, “Data Capture in Virtual 
Learning Environments.”
The aim of this project is to study the effectiveness of capturing information about an education 
activity from a computer game-like 3D virtual environment, so that researchers can understand 
better how students learn using this approach.
For this study, students will answer a short (<5 mins) questionnaire to find out about their prior 
experience and time spent with computers and games, and a short (<10 mins) post-questionnaire to 
reflect on their feelings about the activity. They will take part in a problem-solving activity 
involving a puzzle in one of three conditions:
1. A 3D virtual environment
2. A 2D computer environment
3. A physical board game activity, with a paper map and counters
They will also write short tests before and after the activity in order to gauge whether the activity 
has improved their understanding and problem solving skills.
The results of the project may be published but you can be assured of the complete confidentiality 
of the data gathered in this investigation: the identity of the participants will not be made public 
without their consent. To ensure anonymity and confidentiality, student names will be kept on a 
private list and removed from the tests and questionnaires when the data is entered in. Any direct 
comments by students that are reported will be given randomly-assigned names (checked against 
the private list to ensure that they aren't real student names).
The study will take place in a classroom under the supervision of a teacher and researchers, with no 
connection to the internet in use or being in contact with people outside of the classroom 
environment. Video and audio recording equipment may be used to record student activity. You 
may be contacted in the future and asked for your consent, if the researchers wish to use these 
recordings in any future presentation. Otherwise, care will be taken to conceal students' identities by
blurring out any identifying features or information.
The project is being carried out as a part of a PhD study by David Thompson under the supervision 
of Dr. Tim Bell, who can be contacted using the details above. They would be pleased to discuss 
any concerns you may have about your child's participation in this project.
Please note that a PhD thesis is a public document, available via the UC library database.
The project have been reviewed and approved by the University of Canterbury Human Ethics 
Committee.
University of Canterbury Private Bag 4800, Christchurch 8140, New Zealand. www.canterbury.ac.nz
Figure A.3: Parent Information Sheet for the Muddy City study.
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Muddy City – Description
Data Capture in Virtual Learning Environments
David Thompson and Dr. Tim Bell
Department of Computer Science and Software Engineering
Email: david.thompson@pg.canterbury.ac.nz
Phone: Dr. Tim Bell on  364-2987 x 7727
[To be read out before the exercise.]
One of the problems that computer scientists like to think about is how to connect things together.
This is a big challenge in modern society, where we have all sorts of networks in our daily lives: as
well as computers, we have road networks for traffic, wire and pipe networks for getting electricity
and water  to  your  houses,  phone networks  that  allow you  to talk  to  other  people.  The people
building those networks need to know how to make them efficiently,  so that they all work well
without costing too much.
[To be read out after questionnaire and pre-test.]
The problem we're asking you to help with today is in a place called Muddy City. The people who
live in Muddy City have houses on islands in the mud,  but they can't  walk from one place to
another without getting their feet wet. They want a network of bridges to connect up their islands,
so that each person can walk to every other house using it. Building proper bridges costs money,
though, so they want you to find an cost-efficient solution where they won't have to spend a lot.
In this task, you will be asked to connect up islands using bridges to form a network. Each bridge
has a cost associated with it,  and smaller  bridges cost less than bigger ones. Once you have a
network that will let you walk from every island to any other island without getting your feet wet,
raise your hand and we'll come and have a look at your network design, so we can check that it is
working okay.
University of Canterbury Private Bag 4800, Christchurch 8140, New Zealand. www.canterbury.ac.nz
Figure A.4: Muddy City Description.
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Questionnaire
Data Capture in Virtual Learning Environments
David Thompson and Dr. Tim Bell
Department of Computer Science and Software Engineering
Email: david.thompson@pg.canterbury.ac.nz
Phone: Dr. Tim Bell on  364-2987 x 7727
Name:
Age:
Are you a: [  ] male or [  ] female?
Are you: [  ] left or [  ] right-handed?
How many hours a week do you spend using a computer?
(Includes game consoles or handheld game systems, e.g.: XBox, Playstation, Wii, Nintendo DS, etc.)
How many hours a week do you spend playing games on a computer?
Are you colour blind?   Y / N





 A different style of game? (Please specify): …...................




University of Canterbury Private Bag 4800, Christchurch 8140, New Zealand. www.canterbury.ac.nz
Figure A.5: Muddy City Pre-Questionnaire [Q1]
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Post-Questionnaire
Data Capture in Virtual Learning Environments
David Thompson and Dr. Tim Bell
Department of Computer Science and Software Engineering
Email: david.thompson@pg.canterbury.ac.nz
Phone: Dr. Tim Bell on  364-2987 x 7727
Please answer the following questions by circling a number between 1 and 5, where 5 means 
strongly agree and 1 means strongly disagree.
1) The activity was fun
1 2 3 4 5
Strongly disagree Strongly agree
2) The activity was challenging
1 2 3 4 5
Strongly disagree Strongly agree
3) I could solve this kind of problem more easily in future
1 2 3 4 5
Strongly disagree Strongly agree
4) I felt that I was learning something
1 2 3 4 5
Strongly disagree Strongly agree
5) I can see how this activity is related to computer science
1 2 3 4 5
Strongly disagree Strongly agree
6) I found [this method] physically difficult to use
1 2 3 4 5
Strongly disagree Strongly agree
7) I found [this method] mentally difficult to use
1 2 3 4 5
Strongly disagree Strongly agree
8) I would chose to learn using [this method] again
1 2 3 4 5
Strongly disagree Strongly agree
Comments:
University of Canterbury Private Bag 4800, Christchurch 8140, New Zealand. www.canterbury.ac.nz
Figure A.6: Muddy City Post-Questionnaire [Q2]
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A.1.4 T1: Pre-Test

















































































Figure A.11: Muddy City Pre-Test [T1] 5 of 5
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A.1.5 T2: Post-Test
























































































Figure A.17: Muddy City Post-Test [T2] 6 of 6
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A.2 MinecraftEdu Documents
Figures A.18 and A.20 show the information sheet sent to parents, and the
consent for allowing the student to participate in the MinecraftEdu study.
Figures A.19 and A.21 show the information sheet for students, also read
out in class, and their consent form to show that they understood the research
conditions described on a step-by-step basis.
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Information Sheet for Parents  
Data Capture in MinecraftEdu
David Thompson and Dr. Tim Bell (supervising)
Department of Computer Science and Software Engineering
Email: david.thompson@pg.canterbury.ac.nz
Phone: Dr. Tim Bell on  364-2987 x 7727
I am David Thompson, a PhD Student studying how the information we collect from virtual worlds 
can be used to teach problem solving and computer science concepts in schools. We will be 
recording information about what students do in the virtual world, in order to get insights that might
help teachers teach and students learn more effectively using them. We will be using MinecraftEdu,
an educational version of the popular game Minecraft.
Students will fill in a short (five minute) questionnaire about how often they use computers and play
games using them. The class will be taught the basics of how computers store and represent images,
then solve a puzzle where they decode a set of instructions and make a small icon picture from 
them. If class time permits, they may also make their own picture instructions for other students to 
try out. There will be a second five-minute questionnaire at the end, to get an idea of how 
interesting, engaging, useful or challenging they found it, and a problem-solving test to see how 
much well they understand the topic.
The study will take place in a classroom under the supervision of their teacher in regular class time. 
The virtual world will not be accessable from outside the classroom. I may be present to observe 
and assist, but no video or audio recording equipment will be used to record students in the 
classroom. Any conversations recorded within the game will have the names taken out before 
analysing them.
Please note that participation in this study is voluntary. If your child participates, he or she will have
the right to withdraw from the study at any time without penalty. If any students choose to 
withdraw, I will do my best to remove any information relating to them, provided this is practically 
achievable.
A PhD thesis is a public document, and will available in the UC library database when it is finished.
Results may also be published elsewhere, but you can be assured that any information gathered will 
be completely confidential: the identity of the participants will not be made public without your 
consent. To ensure anonymity, student names will be kept on a private list and removed from the 
data, tests and questionnaires when they are analysed. Any direct comments by students that are 
reported will be given randomly-assigned names (checked against the private list to ensure that they
aren't real student names). All data will be securely stored, protected with passwords and in locked 
storage at the University of Canterbury for five years following the study, then destroyed. If you 
wish to receive a short report on our findings, please supply an email address on the consent form 
provided.
(Please turn over)
University of Canterbury Private Bag 4800, Christchurch 8140, New Zealand. www.canterbury.ac.nz
Figure A.18: Parent Information Sheet
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Consent form for Parents  
Data Capture in MinecraftEdu
David Thompson and Dr. Tim Bell (supervising)
Department of Computer Science and Software Engineering
Email: david.thompson@pg.canterbury.ac.nz
Phone: Dr. Tim Bell on  364-2987 x 7727
Please fill in and return the following page, or use the online form provided:
www.goo.gl/oSZrbd
As parent / caregiver, I have read and understood the information sheet provided, and grant 
permission for this student to take part in the  “Data Capture in MinecraftEdu” research project 
being conducted at Chisnallwood Intermediate School.
• I understand that all information collected will only be accessed by the researcher and that it 
will be kept confidential and secure.
• I understand that my child's actions and any text conversations in MinecraftEdu will be 
recorded, and will be made anonymous before they are analysed.
• I understand that neither my child, nor their school, will be identified in any presentations or
publications that draw on this research.
• I understand that my child's participation is voluntary, and they may choose to withdraw at 
any time.
• I understand that I can receive a report on the findings of the study if I write an email 
address below for the report to be sent to.
• I understand that I can get more information about this project from the researcher, and that 
I can contact the University of Canterbury Ethics Committee if I have any complaints about 
the research.
                     Student Name:
                    Room Number:
                               Teacher:
Parent / Caregiver's Name:
                             Signature:
                                      Date:
(Optional) Email address for report:  _________________________________________
University of Canterbury Private Bag 4800, Christchurch 8140, New Zealand. www.canterbury.ac.nz
Figure A.19: Parental Consent Form
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Information Sheet for Students  
Data Capture in MinecraftEdu
David Thompson and Dr. Tim Bell (supervising)
Department of Computer Science and Software Engineering
Email: david.thompson@pg.canterbury.ac.nz
Phone: Dr. Tim Bell on  364-2987 x 7727
David Thompson is doing a research project at the university called "Data Capture in 
MinecraftEdu". Your teacher, Ms. Baker, will be helping him to look at how the game Minecraft 
can be used for teaching.
You will be using a special educational version of Minecraft called MinecraftEdu, and doing a 
puzzle where you look at some coded instructions and work out how to build pictures from them.
David has written a program to record information about what your class does while you are 
learning, so he can work out where you went, what you did and what you said to other people when 
you were using Minecraft. David may also be in the classroom to help Ms. Baker out, and to take 
some notes about how the class is going.
Your teacher will record the name that you use when you log into the school's MinecraftEdu server,
fill in questionnaires and do a small test, but after the activity you will be given a code name so that 
no-one else will know your name, your parent's name, or the name of the school.
If you have any questions, you can ask your parents or your teacher, and they can ask David if they 
don't know the answers. If you change your mind about being in the project, that's fine, too. All you 
have to do is tell your Mum or Dad, or tell Ms. Baker in the classroom.
Thank you for helping with the project!
David Thompson
The project have been reviewed and approved by the University of Canterbury Education 
Human Ethics Committee.
University of Canterbury Private Bag 4800, Christchurch 8140, New Zealand. www.canterbury.ac.nz
Figure A.20: Student Information Sheet
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Consent Form for Students      
Data Capture in MinecraftEdu
David Thompson and Dr. Tim Bell (supervising)
Department of Computer Science and Software Engineering
Email: david.thompson@pg.canterbury.ac.nz
Phone: Dr. Tim Bell on  364-2987 x 7727
Please fill in this form and return it to your teacher, or use the online form here:
www.goo.gl/AfIpJa
Please tick each box:
[  ]  I have read the information sheet or had it explained to me, and understand what will be 
required of me if I participate in this project.
[  ]  I understand that all information collected will only be accessed by the researcher and that it 
will be kept confidential and secure.
[  ]  I understand that my actions and any text conversations in MinecraftEdu will be recorded, 
and will be made anonymous before they are analysed.
[  ] I understand that neither I, nor my school, will be identified in any presentations or 
publications that draw on this research.
[  ]  I understand that my participation is voluntary, and I may choose to withdraw at any time.
[  ]  I understand that I can receive a report on the findings of the study if I write an email address
below for the report to be sent to.
[  ]  I understand that I can get more information about this project from the researcher, and that 
I can contact the University of Canterbury Ethics Committee if I have any complaints about the 
research.





University of Canterbury Private Bag 4800, Christchurch 8140, New Zealand. www.canterbury.ac.nz
Figure A.21: Student Consent Form
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A.2.1 Q1: Demographic Questionnaire
Figure A.22 shows the MinecraftEdu demographics questionnaire, filled out






























Figure A.22: MCE Demographics Questionnaire [Q1]
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A.2.2 Q2: Attitude Post-Questionnaire
Figures A.23 to A.25 show the MinecraftEdu attitudes questionnaire, filled
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Figure A.25: MCE Demographics Questionnaire [Q2] 3 of 3
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A.2.3 T: Test



































































Figure A.30: MinecraftEdu Assessment [T] 5 of 5
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A.3 MinecraftEdu Activity Walkthrough
This appendix forms a walkthrough of the MinecraftEdu image representa-
tion learning activity.
Figure A.31: Participants log in as a student and choose their appearance.
The “Teacher” option is password protected.
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Figure A.32: Starting area. Large monitor attracts attention to instructions.
On the right, smaller step-by-step instruction stations are visible over a low
wall.
Figure A.33: The notice is displayed on a 3×3 grid of ComputerCraft monitor
blocks.
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Figure A.34: Behind the monitors, a ComputerCraft computer block runs a
small Lua startup script when the MinecraftEdu world is started.
Figure A.35: “Take a book from the container ahead. This will help everyone
get to the right place.”
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Figure A.36: “Get some black and white wool to make a picture out of.”
Figure A.37: “Use the teleporter to go to the station for the number on your
book.”
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Figure A.38: “Read the instructions and decode the picture. Your teacher
will explain how.”
Figure A.39: “Take only one book!” The chest is filled with numbered books,
one for each building station.
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Figure A.40: “64x Black 64x White” Pressing the button will place materials
in the user’s inventor.
Figure A.41: Behind the scenes, a basic redstone-powered Command Block
issues /give commands when the button is pressed.
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Figure A.42: Upon reaching the teleporter, students are asked to make sure
they have materials before they go.
Figure A.43: A building area. Instructions are on monitors to the left, build
areas to the right. The torches on the floor are decorative, for navigation
purposes.
272
Figure A.44: Screens are in an area where building actions are forbidden, so
users cannot accidentally damage them.
Figure A.45: Blocks can be placed and removed in the build areas, but not
along the borders between them.
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Figure A.46: Walls in no-build areas can be removed by the teacher. This
wall has been removed to display the model puzzle answers on the opposite
side.
Figure A.47: When finished, students go to a new area where they can return
their books. For extension students, these may contain their own new puzzle
patterns.
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Figure A.48: A pattern stored within a participant’s book.
Figure A.49: “Have you done the test and questionnaire? If so, you can build
what you like here. Ask your teacher for Creative Mode.”
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