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Dieser Beitrag versucht, die Begriffe der Intelligenz, der Technik, der Künstlichen 
Intelligenz, des Anthropozäns und der Natur so zu klären, dass dies ihren wechsel-
seitigen Zusammenhang erhellt. Intelligenz stellt sich dabei als die Fähigkeit dar, 
die Grenzen des eigenen Denkens als Probleme zu erkennen, was ein qualitatives 
und reflexives Problembewusstsein einschließt. Technik entspringt diesem Prob-
lembewusstsein und besteht in dem Versuch, Probleme zu lösen, um bestimmte 
gesetzte Zwecke zu erreichen. Künstliche Intelligenz ist demnach in Technik bereits 
inhärent, wird aber neuerdings als solche thematisiert. Dies gehört schon zum Pro-
blemkomplex des Anthropozäns als technischer Überformung der Umwelt auf die-
sem Planeten, was wiederum die Frage nach der Natur aufwirft, die hier relational 
verstanden wird als Wechselbezug möglicher subjektiver Standpunkte. Dies führt 
zu folgendem Ergebnis: „Natürlich“ kann Künstliche Intelligenz sein, insofern sie 
sich in einen derartigen Wechselbezug einzufügen vermag, was im Anthropozän 
auch geraten zu sein scheint.
Abstract
This paper tries to clarify the concepts of intelligence, technology, artificial intelli-
gence, the Anthropocene and nature so that their mutual interconnection is eluci-
dated. In doing so, intelligence is understood as the ability to grasp the borders of 
one’s own thinking as problems, which includes being qualitatively and reflective-
ly aware of these problems. Technology stems from this awareness and consists in 
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the attempt to solve problems in order to reach certain set goals. That means that 
artificial intelligence is already inherent in technology, although it has been high-
lighted as such only recently. This already belongs to the complex problem of the 
Anthropocene, which is the technological trans-formation of the environment on 
this planet. That trans-formation, in turn, raises the question of nature, which here 
is taken to be relational, as an interconnection of possible subjective points of view. 
This leads to the following result: Artificial intelligence can be “natural” insofar it 
can integrate itself into such an interconnection, which also seems to be advisable 
in the Anthropocene.
1. Einleitung
Der Titel dieses Beitrags stellt eine beabsichtigte Provokation dar, denn er stellt zu-
sammen, was allem Anschein nach nicht zusammengehört: Wie kann Künstliche 
Intelligenz natürlich sein? Und kann sie das überhaupt? Ist Künstliche Intelligenz 
als ein technisches Produkt nicht etwas, das gar nicht natürlich sein kann? Und ist 
aus eben diesem Grund die Rede vom Natürlichen gerade im Anthropozän nicht 
obsolet, da wir es in jener Epoche mit einer zutiefst von technischen Einflüssen ge-
prägten Umwelt zu tun haben? Das „aber“ erhebt allerdings den Anspruch, dass all 
dies nichtsdestotrotz zusammengestellt, ja sogar zusammengedacht werden kann. 
Ist dieser Anspruch berechtigt, und wenn ja, wie kann er dies sein?
Jene Frage soll in diesem Beitrag durch eine Betrachtung der betreffenden Be-
griffe und ihrer wechselseitigen Zusammenhänge geklärt werden, was zugleich 
auch den weiteren Aufbau vorgibt. Dabei wird gar nicht erst versucht, jeweils den 
einschlägigen Begriff zu formulieren. Es wird vielmehr jeweils das Angebot eines 
solchen Begriffs gemacht, wenngleich verbunden mit der Hoffnung, dass sich da-
mit erfassen lässt, was wir unter dem jeweils Gemeinten verstehen. Dieses Angebot 
kann hier schon allein aus Raumgründen nur skizzenhaft präsentiert werden.
Den Anfang macht dabei ein Begriff der Intelligenz, da er für das Verständnis 
einiger anderer Begriffe wichtig ist: für einen Begriff der Technik, die sich als eine 
bestimmte Anwendung von Intelligenz zeigen wird; damit auch für einen Begriff 
der Künstlichen Intelligenz, die wiederum auf einer derartigen Anwendung be-
ruht, sowie für einen Begriff des Anthropozäns als technischer Überformung der 
Umwelt auf diesem Planeten. Die weitere Frage, ob und wie eine technisch über-
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formte Umwelt im Allgemeinen und insbesondere Künstliche Intelligenz als ein 
Teil davon zugleich auch natürlich sein kann, führt dann zu einer Untersuchung 
des Begriffs des Natürlichen. Diese Untersuchung stellt sich der Herausforderung, 
dass der Begriff des Natürlichen mit dem hinter ihm stehenden Begriff der Natur 
notorisch problematisch zu sein scheint, und begegnet dieser Herausforderung, 
indem sie aus jenem Begriff einen reflexionslogischen Kern herauszuschälen ver-
sucht, wonach das Natürliche dasjenige ist, das wir benennen können, ohne es da-
für beschreiben zu müssen. Am Schluss steht dann ein Plädoyer dafür, dass Künst-
liche Intelligenz im Anthropozän als etwas Natürliches begriffen werden kann und 
aus Gründen, die sich noch zu erweisen haben, auch als etwas Natürliches ange-
strebt werden sollte.
2. Ein Begriff der Intelligenz
Obwohl das Begriffswort „Intelligenz“ häufig inflationär und dabei ohne klar fass-
lichen begrifflichen Gehalt verwendet wird, scheint es dennoch erstaunlich einfach 
zu sein anzugeben, worin dieser begriffliche Gehalt besteht, wenn jenes Wort (oder 
eines seiner Synonyme) in terminologischer Weise angewendet wird: Dann ist un-
ter Intelligenz nach einem verbreiteten Konsens die Fähigkeit zu verstehen, sich 
an Umweltmöglichkeiten auf bestmögliche Weise anzupassen1. Aber eben dieser 
scheinbar einfache Zugang zeigt bei näherem Hinsehen, warum es in der Rede von 
Intelligenz so leicht zu begrifflicher Konfusion kommen kann: Wessen Fähigkeit 
und damit wessen Umwelt ist hier gemeint? Ist etwa bereits Wasser intelligent, wenn 
es sich Wege durch eine Landschaft bahnt und sich damit an die gegebenen Mög-
lichkeiten dazu anpasst, diese Landschaft auf schnellstmögliche Weise zu verlassen? 
Gibt es eine Intelligenz der Gefühle („emotional intelligence“), die von derjenigen 
der Gedanken wesentlich verschieden ist? Und worin bestehen jeweils – oder gar 
allgemein – die Kriterien der Bewertung, die hier für die Weise der Anpassung vor-
zunehmen ist? Wäre es etwa allzu zynisch zu behaupten, das Aussterben einer Spe-
zies sei immer noch die bestmögliche Weise der Anpassung an eine Umwelt, in der 
die Angehörigen jener Spezies nur ein leiderfülltes Leben hätten führen können? 
Jener Begriff der Intelligenz bedarf offenbar dringend einer Erläuterung.
1 Vgl. Friedrich (2021), S. 146.
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Eine solche, für den gegebenen Anlass weiterführende Erläuterung findet sich in 
der Wissenschaftslehre Johann Gottlieb Fichtes2. Fichte denkt sich hier unter dem 
Titel des Ichs eine endliche Instanz, die Bewusstseinsinhalte hervorbringt und zu-
gleich deren Träger ist. Ohne auf sich selbst zu reflektieren, würde das Ich einfach 
damit fortfahren, eben dies zu tun, Bewusstseinsinhalte hervorzubringen und sie 
für sich bewusst zu haben, und in diesem Sinne ein Handeln zu begehen, das in 
präreflexivem Denken besteht3, wenn es nicht auf einen auf seinem Weg liegenden 
Widerstand (auf transkribiertem Griechisch: ein pro-blêma) stieße, an der sich jene 
Tätigkeit bricht. Dieser Widerstand besteht darin, dass das Ich auf einen Bewusst-
seinsinhalt stößt, der ihm als etwas begegnet, das nicht von jenem Ich hervorge-
bracht worden ist. Etwas wird als etwas gedacht, was selbst nicht durch das Denken 
hervorgebracht worden ist. Das Denken stößt damit an eine Grenze – es denkt seine 
eigene Grenze – und wird dadurch auf sich selbst zurückgeworfen, wird reflexiv. 
Das Bewusstsein wird dadurch gleichsam in einem zu einem Selbstbewusstsein und 
einem Problembewusstsein: Ich bin auf ein Problem gestoßen; ich bin auf ein Prob-
lem gestoßen. Ein Problem ist dabei etwas, auf das das Ich sich beziehen kann und 
bei dem sich zugleich die Frage stellt, wie es sich darauf beziehen kann und wie es 
sich darauf beziehen soll. Ein dergestalt reflexiv und selbstreflexiv, zugleich aber 
auch intentional gewordenes4, auf eine von ihm unterschiedene Welt und damit 
im heutigen Sinne Umwelt bezogene Ich bezeichnet Fichte als Intelligenz5. Er ver-
wendet diesen Ausdruck demnach als Bezeichnung des Trägers einer Eigenschaft, 
wie wir es heute auch und gerade im Fall der „Künstlichen Intelligenzen“ tun. Umso 
weniger stellt diese semantische Nuance ein Hindernis dafür dar, hier eine nähere 
Bestimmung auch des üblichen Verständnisses von Intelligenz als einer Eigenschaft 
zu erkennen: Intelligenz ist der erfolgreiche Umgang eines Ichs oder, dem heutigen 
Diskurs angemessen, eines Subjekts mit einem Problem im angegebenen Sinn, wo-
bei sich die Maßstäbe des Erfolgs aus dem Denken eben jenes Subjekts selbst zu er-
geben haben. Wie Uwe Meixner geltend macht6, gibt es Intelligenz in diesem Sinne 
nur bei einem und für ein Subjekt, nur als „Bewusstseinsintelligenz“, wobei unter 
2 Vgl. zum Folgenden Fichte (1794/2017).
3 Vgl. Borner (2016), Kap. 2.2.
4 Zu Fichte als einem der ersten Denker der Intentionalität vgl. Hösle (2018), S. 70.
5 Vgl. Fichte (1794/2017), S. 195f.
6 Vgl. Meixner (2021).
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Bewusstsein der Umstand zu verstehen ist, dass es etwas gibt, das für dieses Sub-
jekt als solches gegeben ist; dass es sich, wiederum modern gesprochen, für dieses 
Subjekt auf eine bestimmte Weise anfühlt, eben jenes Subjekt zu sein. Dementspre-
chend versteht Fichte unter elementaren Problemen in diesem Sinne einfache Er-
lebnisqualitäten (in neuerer Diktion: Qualia), an denen sich das Denken bricht, weil 
es sie so denken kann, dass es sie nicht hervorgebracht hat und auch nicht weiter 
zu analysieren vermag7. So verstandene Intelligenz hängt daher begrifflich mit der 
Fähigkeit zu qualitativem, ästhetischem Empfinden zusammen, was die Neigung 
dazu begründet, nichtmenschliche Wesen wie Androiden8 oder Bären9 ebenfalls als 
intelligent zu erachten, wenn ihnen diese Empfindungsfähigkeit zukommt.
Qualia als nicht weiter analysierbar zu denken bedeutet zugleich, sie als einfach 
zu denken, was Fichte mit dem Bild des geometrischen Punkts veranschaulicht. 
Damit lassen sich die von diesen Qualia ausgemachten Probleme auch quantifizie-
ren, stellen sich als ein Problem unter vielen anderen dar. Mit Peirce lässt sich hier 
noch einen Schritt weitergehen10: Gerade aufgrund ihrer Einfachheit und damit 
ihrer Quantifizierbarkeit fungieren Punkte als Grenzen und damit als Verbindun-
gen zwischen komplexen geometrischen Gebilden. Dementsprechend lassen sich 
auch komplexe Probleme beziehungsweise Problemkomplexe so auffassen, dass sie 
auf Zusammenhängen und Übergängen beruhen, die einen qualitativen Charakter 
haben, so dass Intelligenz im Umgang mit ihnen und damit auch zwischen ihnen, 
gleichsam „zwischen den Zeilen“11, immer auch darauf beruht, dieses qualitativen 
Charakters inne werden zu können. Auch als problembezogenes Denken verstan-
den ist Intelligenz deshalb mit ästhetischem Empfinden verbunden. Dieses Emp-
finden verleiht den Problemen, um die es dabei jeweils geht, eine Relevanz, die sie 
gleichsam aus dem Hintergrundrauschen hervorhebt, und dem Subjekt, das mit ih-
nen konfrontiert ist, eine Motivation dazu, mit jenen Problemen umzugehen.
Der hier angebotene Intelligenzbegriff lässt sich so zusammenfassen: Intelligenz 
ist die Fähigkeit dazu, die Grenzen des eigenen Denkens als Probleme zu erkennen, 
7 Vgl. Fichte (1794/2017), S. 230. Zur Anschlussfähigkeit dieser Überlegungen an die heu-
tige Qualia-Debatte vgl. Henrich (2019), S. 156.
8 Vgl. St. Voigt (2021).
9 Vgl. Belke (2021).
10 Vgl. Pape (1997), S. 378–445; ders. (2006).
11 Vgl. Dörner (2021), S. 218.
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was auch ein qualitatives Bewusstsein von diesen Problemen einschließt, und sich 
auf dieser Grundlage sowohl auf jene Probleme als auch auf sich selbst als denkende 
Instanz zu beziehen.
3. Ein Begriff der Technik
Hier wird der von Thomas Heichele im Anschluss an Ernst Cassirer und Hans 
Sachsse erarbeitete Technikbegriff12 herangezogen, und zwar nicht nur, weil er 
sehr klar dargelegt ist, sondern auch und gerade, weil er bestens zu dem gerade 
angedeuteten Verständnis von Intelligenz passt. Jenem Begriff zufolge lässt sich 
Technik nämlich primär als eine bestimmte Art und Weise intelligenten Han-
delns auffassen, genauer: als eine bestimmte Art und Weise, wie intelligentes 
Handeln mit sich selbst und seinen Problemen umgeht. Intelligentes Handeln 
richtet sich wie gesehen auf sich selbst und auf seine Probleme, wobei es durch 
seine Probleme auf sich selbst verwiesen wird, ist also reflexiv und intentional 
in einem. Der technische Umgang derartigen Handelns mit sich selbst und sei-
nen Problemen besteht darin, diesen Bezug zu sich selbst und zu seinen Prob-
lemen als eine Zweck-Mittel-Relation zu begreifen, wobei der Zweck nicht im 
Handeln selbst und erst recht nicht in seinen Problemen gesehen wird, sondern 
in etwas, was gleichsam hinter den Problemen liegt. Denn die Probleme erschei-
nen hier als Hindernisse auf dem Weg zu einem Ziel, auf welches das Handeln 
gerichtet ist. Ist ein Problem mit Fichte veranschaulicht ein Punkt, an dem sich 
die fortlaufende Linie des präreflexiven Handelns bricht, dann ist das Ziel (der 
Zweck) ein weiterer Punkt, der hinter jenem ersten Punkt, dem Problem, liegt. 
Das intelligente Subjekt hat sich für sein Handeln eben jenes Ziel gesetzt, an 
das es aber aufgrund des Problems nicht gelangen kann, und sucht daher einen 
Weg, das Problem zu lösen. Wie Heichele ausführt, ist dieser Weg also zugleich 
ein Umweg und ein Um-zu-Weg. Das erste Mittel, zu dem das Handeln dabei 
greift, ist es selbst, beziehungsweise versteht es sich als ein Mittel, um weitere 
Mittel zu finden, die zum Erreichen des Zwecks führen. Der Zweck kann aber 
nur erreicht werden, wenn das Problem gelöst wird; solches Handeln stellt also 
12 Vgl. Heichele (2021), Abschnitt 2.
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problemlösendes Denken par excellence dar13. Es richtet sich aus den genannten 
Gründen nicht unmittelbar auf seinen Zweck, sondern auf das zu lösende Pro-
blem. Die Mittel, die es dabei anwendet, um das Problem zu lösen und dadurch 
seinen Zweck zu erreichen, nennen wir für gewöhnlich ebenfalls Technik. Intel-
ligentes Handeln als problemlösendes Denken vollzieht sich über derartige Mit-
tel. Das intelligente Handeln setzt sich dabei selbst als ein Mittel ein, es nimmt 
also ebenfalls technischen Charakter an. In diesem Sinne bringt Technik stets 
auch künstliche Intelligenz mit sich: eine Intelligenz, die sich selbst technischen 
Charakter verleiht und dadurch einer bestimmten technê, einer Kunstfertigkeit, 
dient. Dies wird besonders in der sogenannten Intellektualtechnik deutlich, bei 
der das problemlösende Denken versucht, Probleme seiner eigenen Verfahrens-
weisen auf eine technische Weise (beispielsweise durch kontrollierte Anwen-
dung einer formalisierten Logik) zu lösen.
Technik steht in einem ambivalenten Verhältnis zu den endlichen intelligenten 
Subjekten, die sie betreiben: Als endliche Subjekte können sie einerseits kaum um-
hin, zumindest einige Probleme technisch anzugehen und sich dadurch von ihnen 
zu entlasten14. Andererseits droht diese Entlastung gerade die zentralen Elemen-
te derartiger Subjektivität zu untergraben: Je erfolgreicher Technik verfährt, desto 
mehr maskiert sie das Problem, zu dessen Lösung sie eingesetzt wird, und nimmt 
dadurch ihrem Subjekt auch den von diesem Problem gebotenen Anlass, sich seiner 
selbst reflexiv bewusst zu werden. Ist dieses Subjekt präreflexiv, solange es nicht 
durch Probleme zur Reflexion herausgefordert wird, kann es gleichsam in einen 
postreflexiven Zustand übergehen, wenn es mit Technik Probleme löst, ohne ihrer 
als solcher gewahr zu werden. Fiktive Szenarien, wie sie in der Populärkultur schon 
seit längerem und neuerdings markant in den Filmen der Terminator- und Matrix-
Reihen entfaltet werden, lassen sich vor diesem Hintergrund als populärkultureller 
Reflex und damit als eine im Medialen steckengebliebene Reflexion auf die dro-
hende Auslöschung oder zumindest Unterjochung endlicher (in diesen Fällen v. a. 
menschlicher) Subjektivität durch die von ihr eingesetzte Technik betrachten15.
13 Zu technischem Handeln als Problemlösen vgl. Popitz (1997), S.  106. Zur Technikge-
schichte als einer Geschichte aufeinanderfolgender Problemlösungen und sich daraus 
wiederum ergebender Problemstellungen vgl. ders. (1995).
14 Zur Konzeption der Entlastung vgl. Claessens (2019).
15 Vgl. Irrgang (2020), S. 9–34.
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Diese Drohung verschärft sich durch eine bestimmte Erscheinungsform von 
Technik16: Klassische Technik passt sich dem Problem an, zu dessen Lösung sie 
eingesetzt wird, und gestaltet sich dadurch jeweils auf eine spezifische, dem ge-
setzten Zweck und dem jeweiligen Problem angemessene Weise; sie ist, im Sinne 
dieser Angemessenheit und dadurch zumindest erstrebten Entsprechung, analog. 
Dadurch zerfällt klassische Technik zugleich in eine Mannigfaltigkeit unterschied-
licher Techniken, je nach den jeweils gesetzten Zwecken und den sich ihnen ent-
gegenstellenden Problemen. Die Fülle der Techniken kann nun ihrerseits zu einem 
Problem werden, für das es wiederum eine technische Lösung zu geben scheint: die 
Entwicklung einer einzigen, einheitlichen Technik. Diese Technik passt sich nicht 
dem gegebenen Zweck und dem begegnenden Problem an; vielmehr passt sie diese 
umgekehrt an sich an, macht sie möglichst unabhängig vom jeweiligen Bereich zu 
Gegenständen, die sie verarbeiten kann. Die Möglichkeit einer derartigen Technik 
gründet bereits in der Quantifizierung, die das Problembewusstsein vornimmt: Bei 
all ihrem je unterschiedlichen qualitativen Charakter begreift dieses Bewusstsein 
seine Probleme jeweils als verschiedene Einheiten. Der Ansatz der einen, einheitli-
chen Technik kann von daher darin bestehen, jene Einheiten als bloße Quantitäten 
zu verarbeiten, die an Fingern (Lateinisch: digiti) abgezählt werden könnten. Diese 
Technik lässt sich daher in einem weiten Sinn als digital bezeichnen. An der Schwel-
le zum 20.  Jahrhundert hat sie einen großen Aufschwung nicht zuletzt dank der 
intellektualtechnischen Fortschritte auf dem Gebiet der Logik erfahren, auf dem es 
damals gelang, Quantität auf streng formalem Weg darzustellen17. 
Gerade indem sie selbst zum Problem wird, kann Technik jedoch auch zur Selbst-
reflexion beitragen. Diese Selbstreflexion kann sich von den Polen des Subjekts und 
des durch Technik zu lösenden Problems her ergeben: vom Subjekt her, indem es 
sich seine gerade aufgezeigte ambivalente Beziehung zur Technik bewusstmacht, 
und vom Problem her, indem folgendem Zusammenhang Aufmerksamkeit zuteil-
wird: Technik richtet sich nicht unmittelbar auf den zu erreichenden Zweck, son-
dern auf ein Problem, das die Erreichung dieses Zwecks verhindert. Dadurch wird 
für die Technik die Bearbeitung jenes Problems selbst zu einem Zweck. Wie auch 
16 Die hier vorgelegte Unterscheidung von analoger und digitaler Technik ist angeregt 
von der Differenzierung zwischen klassischer und moderner Technik bei Heidegger 
(1953/2000).
17 Vgl. Mainzer (21995); Davis (2011).
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immer das Problem bearbeitet wird, richtet sich Technik als eine bestimmte Form 
intelligenten Handelns dabei immer auch auf dasjenige, womit das Problem zu-
sammenhängt, und verändert auch diese Zusammenhänge, indem es das Problem 
bearbeitet18. Technik wird daher immer von Nebenwirkungen19 begleitet, die in der 
Verfolgung des jeweiligen Zwecks und der Bearbeitung eines damit verbundenen 
Problems nicht intendiert gewesen sind. Je mächtiger die jeweils eingesetzte Tech-
nik ist, desto gravierender können jene Nebenwirkungen werden. Auch die dro-
hende Verselbstständigung von Technik gegenüber dem Subjekt, das sie betrieben 
hat, lässt sich als eine derartige Nebenwirkung verstehen, bei der sich der Zusam-
menhang zwischen Problem und Technik gegenüber demjenigen zwischen Technik 
und Subjekt als mächtiger erweist. Die Nebenwirkungen der Technik, die uns in 
Umweltfragen begegnen, tragen jedenfalls zur kritischen Reflexion über Technik in 
unserer Zeit bei.
4. Ein Begriff der Künstlichen Intelligenz
Dass Technik zumindest implizit immer auch schon in gewisser Weise Künstliche 
Intelligenz bedeutet, haben wir schon gesehen. Mitte des 20.  Jahrhunderts expli-
zierte sich dieser Zusammenhang, und zwar zunächst auf eine beiläufig wirkende 
Weise, indem der Ausdruck „artificial intelligence“ als ein „Schlagwort im Drit-
telmittelantrag“ für eine einschlägige Konferenz geprägt wurde20. Gemeint ist mit 
diesem Ausdruck und seinem deutschen Synonym „Künstliche Intelligenz“ jeden-
falls ein sich technischer Einwirkung verdankendes Produkt, dessen Aktivitäten 
intelligentem Handeln entsprechen. Hierbei ergeben sich folgende Möglichkeiten: 
Die Aktivitäten jenes Produkts entsprechen entweder deshalb intelligentem Han-
18 Dies ist eine Spezialisierung der Einsicht Peter Sloterdijks, wonach jede Veränderung 
jeweils mehr verändert, als mit ihr eventuell beabsichtigt war, und dadurch unter Um-
ständen lawinenartige Prozesse auslösen kann; vgl. Sloterdijk (1989), S. 23, 29. Auf dieser 
Grundlage kam Sloterdijk zu der Auffassung, dass das vom Menschen veränderte Erdsys-
tem nunmehr nicht länger als neutrale Bühne verstanden werden kann, sondern als ak-
tiver Mitspieler der Geschichte auftritt; vgl. ebd., S. 309. Damit nahm er die einschlägige 
These Bruno Latours (2017) um fast 30 Jahre vorweg.
19 Zum Begriff der Nebenwirkung vgl. Soentgen (2019), S. 45–49.
20 Vgl. Rosengrün (2021b), Kap. 1.1.
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deln, weil sie selbst Aktivitäten einer Intelligenz im oben angegebenen Sinne sind, 
also eines problembewussten Subjekts; dann ist von einer starken Künstlichen In-
telligenz die Rede. Oder diese Aktivitäten entsprechen zwar intelligentem Handeln, 
sind aber selbst keine Aktivitäten einer derartigen Intelligenz; das fragliche Produkt 
agiert nur so, als ob es selbst intelligent wäre, ohne es aber zu sein. Dies ist das 
Charakteristikum einer schwachen Künstlichen Intelligenz. Ferner ist es denkbar, 
dass Künstliche Intelligenz Probleme beliebiger Art lösen kann und damit gleich-
sam die Vollendung der digitalen Technik im oben angegebenen Sinn bedeutet. In 
einem solchen Fall hätten wir es mit einer allgemeinen Künstlichen Intelligenz zu 
tun21. Alternativ dazu kann Künstliche Intelligenz ausschließlich dazu in der Lage 
sein, nur Probleme bestimmter Art zu lösen. Dies ist dann eine spezialisierte Künst-
liche Intelligenz, gleichsam in der Tradition der analogen Technik, auch wenn jene 
Künstliche Intelligenz mit „digitalen“ Mitteln herbeigeführt worden sein sollte. Die-
se Art Künstlicher Intelligenz ist es, die heute vielfach zum Einsatz kommt. Die 
Fragen, ob und wie starke Künstliche Intelligenz sowie allgemeine Künstliche Intel-
ligenz möglich ist, bleiben notorisch offen. Nach den hier angestellten Überlegun-
gen und angesichts der von Dietrich Dörner22, Sean McGrath23 und Uwe Meixner24 
vorgebrachten Argumente darf allerdings zum einen angenommen werden, dass 
starke Künstliche Intelligenz nur auf einem Bewusstsein beruhen kann, das Quali-
täten zu erfahren vermag und sich dadurch als Problembewusstsein zu gestalten 
vermag. Zum anderen legt dies nahe, dass eine allgemeine Künstliche Intelligenz 
zugleich auch eine starke Künstliche Intelligenz sein müsste, da das allgemeine Er-
kennen und entsprechende Bearbeiten von Problemen beliebiger Art offenbar auf 
einem Bewusstsein für diese Probleme und die von ihnen gebildeten Komplexe zu 
gründen hat. Eine mit phänomenalem Bewusstsein verbundene, gleichsam um es 
herum zentrierte starke Künstliche Intelligenz könnte auch von den von Sebastian 
Rosengrün zu Recht erhobenen metaphysischen Problemen verschont bleiben25, 
die mit einer abstrakten und zugleich bewusstseinsfernen Konzeption Künstlicher 
Intelligenz verbunden sind. 
21 Vgl. McGrath (2021), S. 56.
22 Vgl. Dörner (2021).
23 Vgl. McGrath (2021).
24 Vgl. Meixner (2021).
25 Vgl. Rosengrün (2021a).
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5. Ein Begriff des Anthropozäns
Ein vielbeachteter Ausdruck der Reflexion auf Technik, wozu der Begriff der 
Künstlichen Intelligenz verstärkten Anlass bietet, ist die Benennung der erdge-
schichtlichen Situation, in der wir uns befinden, als Anthropozän26. Zwar scheint 
hier zunächst nur von einem „neuen Zeitalter des Menschen“ die Rede zu sein. 
Doch äußert sich jenes „neue Zeitalter“ in den Auswirkungen, die das technische 
Handeln des Menschen in dessen Umwelt hinterlässt. Diese Auswirkungen sind 
nicht nur empirisch gut belegt; sie übertreffen in vielen Fällen sogar alle anderen 
Einflussfaktoren. Die technischen Mittel, die dies zustande bringen, manifestie-
ren sich dabei selbst in jener Umwelt, ja verschmelzen geradezu mit ihr, wie dies 
Jens Soentgen exemplarisch in seiner Studie gezeigt hat, der zufolge sich der für 
viele Gewässer mit ähnlichem Schicksal stehende Fluss Lech in einen Cyborg, ein 
Mischwesen mit technischer Infrastruktur, verwandelt hat27. Als ein derartiges 
Mischwesen entfaltet der Lech, wie Soentgen zeigt, allerdings auch Aktivitäten, 
die bei den menschlichen Eingriffen, die ihn geprägt haben, gar nicht beabsichtigt 
waren; und auch dabei steht er als ein Teil für ein Ganzes, eine planetare Umwelt, 
die sich aufgrund der Auswirkungen menschlicher Technik allem Anschein nach 
zunehmend destabilisiert, wofür die zahlreichen „jockey sticks“ sprechen, expo-
nentiell anwachsende Messwertkurven, in denen sich jene Auswirkungen wider-
spiegeln. Technik wird dabei so sehr zum prägenden Faktor, dass ein eher räumlich 
orientierter Parallelbegriff zum Zeitraum des Anthropozäns trefflich als derjenige 
der Technosphäre geprägt worden ist28: das komplexe System, das von der Technik 
gebildet wird, und das sich zunehmend auch ohne Rücksicht auf menschliche In-
teressen selbst organisiert, weil es insbesondere auf den Nebenfolgen der Technik 
beruht. Wenn sich die davon betroffene Biosphäre selbst als ein Erdsystem auffas-
sen lässt, das organischen Charakter hat und von dem Naturwissenschaftler James 
Lovelock als „Gaia“ bezeichnet wurde29, dann erleben wir gerade, wie Gaia von der 
Technosphäre durchdrungen und assimiliert wird – wie sich auch hier, im plane-
26 Vgl. dazu Renn/Scherer (2017); Crutzen (2019); Horn/Bergthaller (2019); Heichele 
(2020).
27 Vgl. Soentgen (2014).
28 Vgl. Klingan/Rosol (2019).
29 Vgl. Lovelock (2016).
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taren Maßstab, ein Cyborg formiert, der zunehmend Eigenaktivitäten entfaltet30. 
Diese Eigenaktivitäten richten sich nach den Zwecken jener Entität und haben es 
dabei mit entsprechenden Problemen zu tun, wobei nicht gewährleistet ist, dass 
diese Zwecke auch unsere Zwecke sind und dass zumindest einige unserer Zwecke 
nicht auch zu jenen Problemen zählen könnten. 
Das Anthropozän lässt sich von daher als die technische Überformung der 
Umwelt auf diesem Planeten verstehen, und zwar in einem dreifachen Sinn: Es 
ist eine technische Überformung, ein von Technik hervorgerufenen Vorgang; es 
ist zudem eine technische Überformung: das hier Geformte nimmt selbst die 
Form von Technik an; und es ist schließlich auch eine technische Überformung, 
die sich an Zwecken und Problemen orientiert, die nicht mehr diejenigen de-
rer sind, es zumindest nicht sein müssen, deren technischer Eingriff zu jener 
Situation geführt hat. Was diese Situation weiter kompliziert, ist der Umstand, 
dass sie, wie jeder Problemzusammenhang, von einer bestimmten qualitati-
ven Beschaffenheit ist, es sich also auf eine bestimmte Weise anfühlt, in ihr zu 
sein. Angesichts vielfältiger Phänomene auf unterschiedlichen Ebenen von der 
individuellen Erfahrung bis hin zu internationalen Entwicklungen lassen den 
Verdacht zu, dass es sich dabei um eine Atmosphäre des logischen Narzissmus 
handelt – der Identifikation der betroffenen Subjekte mit dem Standpunkt, den 
sie jeweils einnehmen, und dem damit verbundenen zwanghaften Festhalten an 
jenem Standpunkt31. In einer derartigen Atmosphäre kann sich eine „Ökologie 
der Angst“ verbreiten32, die menschliche wie nichtmenschliche Subjekte in eine 
unfreiwillige Gemeinschaft der Leidenden zusammenzwingt33. 
Aufgrund der Maßstäbe, die diese Situation einnimmt, lässt sie sich von 
menschlicher Warte aus zwar einerseits umreißen, wie es hier gerade geschieht, 
und andererseits in einer Fülle von Messungen erfassen, worum sich empirische 
Wissenschaften bemühen. Für die Verquickung zwischen empirischen Aspekten 
und qualitativen Gehalten in jener Situation spricht zudem, dass die Lage im An-
thropozän zunehmend auch zum Untersuchungsgegenstand von Geistes- und 
30 Vgl. Verf. (2020a); ders. (2020b).
31 Vgl. ebd.
32 Vgl. Soentgen (2018).
33 Vgl. Dufresne (2019).
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Kulturwissenschaften wird, den Environmental Humanities34, die sich dem kul-
turellen Reflex von Umweltbedingungen widmen35. In einer solchen auf vielfa-
che Weise komplexen Situation benötigen wir offenbar jede Art von Intelligenz, 
die uns beim Erfassen und Bewältigen der entsprechenden Problemlagen helfen 
kann, und daher ebenfalls Künstliche Intelligenz, die dank ihrer überragenden 
Fähigkeit zur Datenverarbeitung sogar das Mittel der Wahl im Anthropozän zu 
sein scheint36. Darüber hinaus könnte sich Künstliche Intelligenz in ihrer Ver-
bindung mit weiteren technischen Mitteln als ein mächtiger Akteur erweisen, 
der uns angesichts der mit dem Anthropozän verbundenen Problemen zur Hilfe 
kommt, ja jene Situation eventuell sogar zugunsten eines neuen, von freundlichen 
Cyborgs gestalteten Erdzeitalters zu einem glücklichen Ende gelangen lässt37. 
Doch gibt es nach den gerade angestellten Überlegungen Grund dazu, an diesem 
zunächst tröstlich wirkenden Szenario von James Lovelock zu zweifeln: Wie je-
des andere technische Produkt, so ist auch Künstliche Intelligenz selbst Teil der 
Technosphäre und damit Teil des Problemzusammenhangs, mit dem wir es hier 
zu tun haben. Auch wenn das technisch überformte Erdsystem sich nicht zuletzt 
kraft der daran beteiligten Künstlichen Intelligenz wie ein intelligentes Subjekt 
verhalten sollte, ist nicht gesagt, dass dieses Verhalten unseren Zwecken dient und 
unsere Probleme löst38.
Künstliche Intelligenz im Anthropozän lässt demnach den hier vorgelegten Be-
griff der Technik zu einem Problembegriff werden: zum Begriff eines Problems, auf 
das wir als endliche Subjekte stoßen, auch weil es sich auf eine gewisse Weise an-
fühlt, sich in einer derartigen Situation zu befinden. Da der Begriff der Künstlichen 
Intelligenz demjenigen der Technik ohnehin implizit innewohnt, wird dadurch 
Technik im Anthropozän insgesamt zu einem Problem für endliche, menschliche 
Intelligenz. Wie eingangs angedeutet, könnte ein Begriff der Natur in dieser proble-
matischen Situation weiterhelfen, was nun zu zeigen ist.
34 Vgl. Schmidt/Zapf (2021).
35 Zu Narrativen des Anthropozäns als Ausdruck dieses kulturellen Reflexes vgl. Schmaus 
(2020).
36 Vgl. Mainzer (2020) sowie als kritische Reflexion zu diesem Thema Rathmann (2021). 
Chancen und Risiken eines entsprechenden Zusammenspiels natürlicher und künstli-
cher Intelligenz wägt aus psychologischer Perspektive Meitner (2021) ab.
37 Vgl. Lovelock (2019).
38 Zu diesem Problem vgl. Bostrom (2014), S. 152–154.
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6. Ein Begriff der Natur
Subjekte im Anthropozän stehen also vor der Herausforderung, sich mit ihrem je 
eigenen Standpunkt auseinanderzusetzen, und dies in einer Umwelt, die so stark 
technisch überformt ist, dass sich die Frage stellt, ob diese Umwelt noch dem Begriff 
der Natur genügt, ja sogar, ob dieser Begriff überhaupt (noch) brauchbar ist39. Da-
mit schließt sich ein begriffsgeschichtlicher Kreis (und eröffnet, wie das üblich ist, 
sogleich einen neuen, weitergespannten), da in der abendländischen Tradition die 
Arbeit am Naturbegriff immer schon der Bestimmung des Standpunkts der Subjek-
te dient, die sie leisten. Diese Arbeit vollzieht sich in drei Schritten, die hier in einer 
verallgemeinernden Weiterführung von Einteilungen dargestellt werden, die sich 
bei Elisabeth List im Anschluss an Serge Moscovici40 und bei Jens Soentgen im An-
schluss an Gregor Schiemann41 finden. Jene Schritte führen von einem intrinsischen 
über einen extrinsischen hin zu einem relationalen Naturbegriff.
Die abendländische Arbeit am Naturbegriff beginnt aus gutem Grund in der 
Frühzeit der griechischen Philosophie, die sich mit der Erfahrung einer großen 
Fülle von Standpunkten konfrontiert sah: schon innerhalb der griechischen Stadt-
staaten mit ihren vielfältigen politischen und kulturellen Verfasstheiten und erst 
recht im Kontakt mit unterschiedlichen Hochkulturen42. Angesichts dessen stellte 
sich die Frage, wie sich inmitten dieser Mannigfaltigkeit eine begründende und zu-
gleich begründende Rede (ein Logos) rechtfertigen ließe43. Ein Versuch, diese Frage 
zu beantworten, besteht darin, etwas zu finden, worauf von jedem Standpunkt aus 
jeweils der gleiche Bezug möglich ist. Was dabei gefunden wird, ist dasjenige, was 
allem Anschein nach jedem Standpunkt gleichsam zuwächst, weil es sich allent-
halben von selbst entfaltet: die Natur44. Dieser Begriff wird dabei auf eine zweifache 
Weise erläutert45: vom Umfang her als Inbegriff der vertrauten natürlichen Arten, 
vom Inhalt her auf klassische Weise bei Aristoteles als Inbegriff all dessen, was das 
39 Vgl. McGrath (2019), Kap. 5.
40 Vgl. List (2007), S. 165–168.
41 Vgl. Soentgen (2020), S. 116f.
42 Vgl. Habermas (42020), S. 417.
43 Vgl. Zorn (2016), Kap. 3.
44 Vgl. Buchheim (1994), S. 91–95, 152–154.
45 Zum Folgenden vgl. Schiemann (2005), Kap. 1.1.1.
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Prinzip seiner Bewegung und seines Ruhens in sich selbst trägt. Mit der so verstan-
denen Natur sind wir von unseren jeweiligen Standpunkten her vertraut, sofern wir 
selbst zum Natürlichen gehören, und können daher das Natürliche mit geläufigen 
Namen belegen, auch wenn wir uns dabei gelegentlich berichtigen (lassen) müssen. 
Auf Natur beziehen wir uns daher gleichsam von innen. Subjektivität wird dabei als 
etwas verstanden, was mit Natürlichen eng verflochten ist, wie es die aristotelische 
Formel von der Seele als der Form eines natürlichen, organischen Körpers zum 
Ausdruck bringt. Die Plausibilität dieses Naturbegriffs beruht darauf, dass er sich 
vom Standpunkt der endlichen, menschlichen Subjektivität aus anbietet, die sich 
ja aus sich selbst heraus entfaltet und sich dabei als in einer Welt sich ebenfalls, 
wenn auch gelegentlich auf anderer Weisen, entfaltender Wesenheiten beheima-
tet erfährt. Der intrinsische Naturbegriff ist daher sowohl anthropozentrisch (von 
einem menschlichen Standpunkt aus gedacht) als auch anthropomorph (nach Maß-
gabe menschlicher Standpunkthaftigkeit gedacht). Wie sich das Subjekt auf seinem 
Standpunkt als eine Einheit denkt, so denkt es mit dem intrinsischen Naturbegriff 
auch das Natürliche als eine Menge von Gegenständen. Im Lichte dieses Naturbe-
griffs erscheint die Welt als ein Kosmos, als eine schöne hierarchische Ordnung aus 
einzelnen Dingen, die sich kraft ihrer inneren Prinzipien (ihrer „Naturen“) darin 
einfügen46.
Dieser Naturbegriff hat sich als äußerst einflussreich erwiesen; er wirkt bis in 
unsere heutige Rede von echter, unverfälschter Natur, von Wildnis, hinein47. Dieser 
Naturbegriff ist es auch, der das Technische und damit auch Künstliche Intelligenz 
scharf vom Natürlichen abzugrenzen scheint, insofern das Technische das Prinzip 
seiner Bewegung und seines Ruhens eben nicht in sich selbst trägt, sondern von 
außen aufgeprägt erhalten hat.
Allerdings steht der intrinsische Naturbegriff vor einer Herausforderung: Mit 
ihm wird Natur gedacht als eine Mannigfaltigkeit möglicher Standpunkte von Sub-
jektivität. Von welchem Standpunkt aus geschieht dies eigentlich, von was für einem 
Standpunkt aus wäre so etwas überhaupt möglich? Offenbar wird in diesem Denken 
doch ein Standpunkt gegenüber der Natur bezogen, jedenfalls gegenüber dem, was 
als Bewegtes und Ruhendes unter jenen Begriff fällt. Diese Herausforderung wurde 
bereits in der frühen griechischen Philosophie durch die Eleaten scharf formuliert. 
46 Vgl. Voigt/Voigt (2011).
47 Vgl. Schiemann (2005), S. 31f.
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Aristoteles versuchte, ihr dadurch zu begegnen, dass er zwar die Seele als Trägerin 
von Subjektivität als Form mit ihrem Körper verbindet, ihr aber im Fall des Men-
schen als einem denkenden Wesen noch einen diese Denkfähigkeit stiftenden Teil 
zuschreibt, den Geist (nous), der „von draußen kommt“, der die Natur eben deshalb 
auf den Begriff bringen kann, weil er ihr nicht (ganz) angehört48.
Was mit diesem Geist gemeint ist, daran hat sich die aristotelische Tradition und 
mit ihr die Hauptströmung der Arbeit am intrinsischen Naturbegriff abgearbeitet 
und auch darüber ist sie in der frühen Neuzeit in eine Krise geraten49. In dieser 
Krise macht René Descartes gleichsam aus der Not eine Tugend, indem er das Ver-
hältnis zwischen Subjekt und Natur neu bestimmt50: Natur ist auch für Descartes 
ein Bezugspunkt für Subjektivität. Nur denkt er sich Subjektivität nun nicht mehr 
inmitten des Natürlichen, sondern, kraft des von ihm angewandten methodischen 
Zweifels, streng ihm gegenüber. Subjektivität kann sich auf Natürliches beziehen, da 
sie Begriffe in sich vorfindet, mit denen sich dessen Bewegungen und Ruhezustände 
denken lassen, allen voran den Begriff der Ausdehnung; und Natürliches kann sich 
auf Subjektivität beziehen lassen, da es unter diese Begriffe fällt. Das Gegenüber 
von Subjektivität und Natur wird von Descartes auf eine bekannte Formel gebracht: 
diejenige des Gegensatzes zwischen dem Subjekt als denkendem Ding, das nicht 
ausgedehnt ist, und dem Natürlichen als ausgedehntem Ding, das nicht denkt. Da 
hierbei das Natürliche unter allgemeine Begriffe fällt, die sich mit mathematischer 
Präzision denken lassen, ist es als ein Bereich strenger Gesetzmäßigkeit zu verste-
hen, die sich mit Hilfe jener Begriffe formulieren lässt – als das Reich, in dem die 
Naturgesetze gelten. Diesem Bereich steht Subjektivität gegenüber, indem sie sich 
in freier Selbstreflexion auf ihr eigenes Wesen, das Denken, und das Wesen des 
von ihr gedachten Natürlichen besinnt. Damit ist vom Standpunkt der Subjektivität 
aus gesehen ein extrinsischer Naturbegriff gewonnen: Das Natürliche ist demgemäß 
zum einen dasjenige, was dem Subjekt gegenüber äußerlich ist, und zum anderen 
dasjenige, was auch in sich selbst als Mannigfaltigkeit von Äußerlichkeiten begrif-
fen werden kann, als Körper, deren Verhältnisse zueinander nicht schon aus ihnen 
selbst heraus bestimmt sind, wie dies nach intrinsischem Verständnis der Fall war, 
sondern durch die Naturgesetze.
48 Vgl. Verf. (2007).
49 Vgl. Schiemann (2005), S. 165.
50 Vgl. zum Folgenden ebd., Kap. 1.2.1. und 1.2.3.
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Dieser extrinsische Naturbegriff ist nicht mehr anthropozentrisch, da er sich nicht 
mehr auf den Standpunkt des Menschen als eines (auch) natürlichen Wesen beruft; 
er ist vielmehr azentrisch, da es weder im mannigfaltigen Natürlichen noch im Ver-
hältnis zwischen Subjekt und Natur ein Zentrum gibt; damit wird er auch dem wis-
senschaftsgeschichtlichen Aufbruch aus einem scheinbar geschlossenen Kosmos in 
ein Universum gerecht, das sich zumindest zunächst als unendlich zeigt51. Der ex-
trinsische Naturbegriff ist auch nicht mehr anthropomorph, denn der Mensch, als 
Naturwesen verstanden, gilt nun nur noch als ein Körper unter beliebigen anderen. 
Die Gestaltung der Körper vollzieht sich vielmehr nach Maßgabe der Naturgesetze 
und ist daher als eine Konstruktion auf mathematischer Grundlage aufzufassen. 
Wenn Körper bestimmte komplexe Aktivitäten aufweisen, dann deshalb, weil es 
sich bei ihnen um entsprechend konstruierte Maschinen, um Automaten handelt. 
So erweist sich der extrinsische Naturbegriff als technomorph. Den Produkten der 
Technik steht allerdings von vornherein Subjektivität und damit auch Intelligenz 
im oben angegebenen Sinn gegenüber. Der Geist kommt in die Natur aus dieser 
Perspektive gesehen nicht nur von draußen, sondern er bleibt auch dort.
Auch dieser Naturbegriff hat eine mächtige Wirkungsgeschichte entfaltet und 
nicht zuletzt die technische Überformung der Umwelt im Anthropozän denkbar 
und machbar erscheinen lassen52. Aber auch der extrinsische Naturbegriff hat mit 
einer Herausforderung zu kämpfen, die sich in der Frage artikuliert, wie denn 
Subjekt und Natur angesichts ihrer grundständigen Verschiedenheit miteinander 
in Beziehung stehen können. Descartes selbst versucht diese Frage für sich selbst 
dadurch zu beantworten, dass er sich dabei wiederum auf Natur beruft, wobei er 
dann aber unter Natur dasjenige versteht, was das denkende Subjekt und sein aus-
gedehntes Gegenüber miteinander verbindet, und zwar im Fall des verkörperten 
Menschen, wie Descartes selbst zugesteht, auf eine sehr innige Art und Weise. Die 
Lehre, die aus dieser zunächst irritierenden Verwendung des Naturbegriffs gezo-
gen werden kann, lautet: Die Gegenüberstellung von Subjekt und Natur lässt sich 
nur von einem Standpunkt her denken, der diese Gegenüberstellung im Sinne ei-
ner bloßen Verschiedenheit bereits überwunden hat, von dem her diese Verschie-
denheit als eine wechselseitige Bezogenheit gedacht werden kann. Das denkende 
Subjekt hat sich bereits als eine derartige Bezogenheit von seinem Standpunkt her 
51 Vgl. Koyré (1969).
52 Vgl. McGrath (2019), S. 156f.
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erwiesen. Wechselseitigkeit lässt sich daher dadurch denken, dass auch dem Na-
türlichen jeweils eine Standpunkthaftigkeit zugeschrieben wird. So verstanden, ist 
Natur Inbegriff dessen, was sich von einem Standpunkt her auf anderes beziehen 
kann, das ebenfalls einen Standpunkt einnehmen kann. Charakteristisch für das 
Natürliche ist danach eben jene mögliche wechselseitige Bezogenheit, so dass wir 
hier von einem relationalen Naturbegriff reden können. Von diesem relationalen 
Naturbegriff her stellt sich das Natürliche als ein Geflecht von Beziehungen mög-
licher Standpunkte dar. Unabhängig von begriffsgeschichtlicher Reflexion hat dies 
Saul Kripkes Analyse der Logik erarbeitet, die mit der Benennung natürlicher 
Arten verbunden ist53: Wir begegnen Exemplaren dieser Arten und nehmen in 
diesem Sinne eine Stichprobe. Bei diesem Anlass verleihen wir jenen Arten einen 
Namen, der sich als starrer Bezeichnungsausdruck auf sie bezieht, was immer die-
se Arten als solche ausmacht. Was diese Arten als solche ausmacht, ist entweder 
in der Stichprobe unmittelbar gegeben – wenn es sich um eine direkte Empfin-
dungsqualität handelt – oder lässt sich eventuell durch weitere Untersuchungen 
feststellen, wie im Fall der geläufigen biologischen Arten, die Kripke hier als Bei-
spiel heranzieht. Dieses Beispiel mag wiederum anthropozentrisch und anthropo-
morph erscheinen, denn es sind ja jeweils menschliche Instanzen, die derartige 
Benennungen und Untersuchungen vornehmen. Doch ist es nicht nur denkbar, 
sondern auch erfahrbar, dass auch Menschen ihrerseits gleichsam zum Gegen-
stand einer Stichprobe werden, wie dies Val Plumwood nach ihrer lebensbedroh-
lichen Begegnung mit einem Krokodil herausgearbeitet hat54. Auch auf Menschen 
kann Bezug genommen werden, wenngleich wir dies, wie Plumwood meint, im 
Rahmen unserer westlichen Kultur gerne verdrängen. Auch hier herrscht also zu-
mindest prinzipiell Wechselseitigkeit.
Diesen relationalen Naturbegriff haben List und Soentgen auf zwei unterschied-
liche und gerade darin charakteristische Weisen bezeichnet: Für List handelt es sich 
dabei um den Begriff eines „kybernetischen Naturzustands“55; Soentgen bemüht 
sich dagegen um einen „ökologischen“ Naturbegriff56. Im ersten Fall wird die Ver-
bindung, die für den Naturbegriff zentral ist, von der Technik und damit vom ext-
53 Vgl. Kripke (1981), S. 133–147, 153–164, 178f., 184; ders. (2014), S. 70–83.
54 Vgl. Plumwood (2012), S. 9–21.
55 List (2007), Kap. IX–X.
56 Soentgen (2020), S. 116–118.
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rinsischen Naturbegriff her gedacht, oder, wie wir jetzt sagen können, vom extrinsi-
schen Pol des relationalen Naturbegriffs; im zweiten Fall wird jene Verbindung vom 
Naturwüchsigen und damit auch noch vom intrinsischen Naturbegriff beziehungs-
weise vom intrinsischen Pol des relationalen Naturbegriffs her gedacht. Von der 
Warte des relationalen Naturbegriffs her stellt sich das Natürliche als Inbegriff von 
Beziehungen dar, die jeweils diesen „bipolaren“ Charakter aufweisen, also jeweils 
schon den eigenen subjektiven Standpunkt als Gegenüber eines anderen ebenfalls 
subjektiven Standpunkts auffassen lassen57. Der relationale Naturbegriff ist dem-
nach polyzentrisch.
Insofern dabei das Gegenüber als Standpunkt eines Subjekts gedacht wird, kann 
jenes Subjekt und mithin sein Standpunkt ebenso wenig unter eine rein äußere Be-
stimmung fallen wie das Subjekt, von dem aus dies jeweils gedacht wird. Damit 
zeigt sich die reflexionslogische Grundlage58 der Beobachtung, die Kripke im Hin-
blick auf das Benennen natürlicher Arten angestellt hat: Benennung muss nicht mit 
einer hinreichenden Bestimmung verbunden sein, lässt diese vielmehr zumindest 
zunächst noch offen. Das Natürliche im Sinne des relationalen Naturbegriffs ist 
demnach der Bereich dessen, was wir benennen können, ohne dass wir es dafür 
auch schon hinreichend bestimmen, etwa umfassend beschreiben, müssen. Nach-
trägliche Beschreibungen und ihnen entsprechende Gestaltungen werden dadurch 
nicht ausgeschlossen, aber auch nicht vorbestimmt; daher ist der relationale Natur-
begriff gewissermaßen polymorph.
Der relationale Naturbegriff passt damit gut zu einem Verständnis der neu-
eren Wissenschaften, dem zufolge diese es von ihrem Gegenstandsbereich mit 
einem Geflecht von Beziehungen zu tun haben59 und auch – gerade im Anthro-
pozän – vor der Aufgabe stehen, sich interdisziplinär untereinander zu vernet-
zen60.
Auch der relationale Naturbegriff steht vor einem Problem, nämlich der Frage, 
wie sich der je eigene Standpunkt von außen denken lässt und wie sich andere 
57 Diese These lässt sich durch die begründete Annahme unterstützen, dass jeder mögli-
che Standpunkt der Standpunkt eines umgreifenden, transzendentalen Subjekts ist. Vgl. 
Meixner (2017), v. a. S. 396–398.
58 Zur Reflexionslogik vgl. Zorn (2016), Kap. 2.
59 Vgl. Cassirer (2000).
60 Vgl. Soentgen (2021); St. Voigt (2021).
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Standpunkte jeweils von ihrer eigenen subjektiven Innenseite her denken lassen61. 
Wie sich im Lauf dieser Überlegungen gezeigt haben dürfte, ist der Naturbegriff 
aber ohnehin ein Problembegriff, nämlich ein Begriff davon – oder zumindest ein 
Versuch, zu begreifen –, wie sich ein Subjekt jeweils sowohl in Bezug zu sich selbst 
als auch in Bezug zu anderen Subjekten denken kann. Ein Vorzug des relationalen 
Naturbegriffs besteht darin, diese Problematik nicht etwa zu verdecken, sondern sie 
in ihrer Komplexität weiter zu entfalten.
7. Natürlichkeit und Künstlichkeit von Intelligenz im 
Anthropozän
Der Blick auf einen relationalen Naturbegriff gestattet eine Antwort auf die eingangs 
gestellte Frage, ob und wie Künstliche Intelligenz im Anthropozän auch natürlich 
sein kann, ja sogar sein soll. Dem relationalen Naturbegriff zufolge ist natürlich, was 
sich in einen Wechselbezug einfügt, in dem ein Subjekt seinen eigenen Standpunkt 
als das Gegenüber eines anderen Subjekts denkt und dieses Gegenüber wiederum 
als den möglichen Standpunkt eines anderen Subjekts anerkennt. So gesehen ist In-
telligenz allgemein dann natürlich, wenn sie sich als reflektiertes Problembewusst-
sein gestaltet und dadurch die eigene Standpunkthaftigkeit sowie die qualitative 
Eigenständigkeit des jeweiligen Problems erkennt. Technik kann, wie wir gesehen 
haben, diesen Zusammenhang überbrücken, indem sie das Problem zu lösen ver-
sucht, anstatt es als Anlass zur Reflexion zu nutzen, und indem das reflexionsfähige 
Subjekt in ihrer Anwendung etwas anderes als sich selbst zum Zweck setzt. Technik, 
die nichts anderes tut, als jenen Zusammenhang zu überbrücken und damit auszu-
blenden, steht durchaus im Gegensatz zur (relational verstandenen) Natur, weil dies 
die Reflexion auf die Zusammenhänge behindert, in der das diese Technik anwen-
dende Subjekt jeweils steht, und wäre in einem schlechten Sinne künstlich. Technik 
kann das Subjekt gerade dadurch aber auch entlasten, da es sich dank ihr nicht mit 
beliebigen Problemen befassen muss und dabei seine Reflexionsfähigkeit durchaus 
61 Daran (unter dem Titel „Kombinationsproblem“) arbeitet sich der zeitgenössische Pan-
psychismus ab, der als diejenige Fassung der Philosophie des Geistes verstanden wer-
den kann, die am besten zu einem relationalen Naturverständnis passt. Vgl. dazu Verf. 
(2020c).
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bewahren kann. Solcherart gestaltete Technik kann geradezu in den Dienst sub-
jektiver Selbstreflexion treten62. Als technisch herbeigeführt steht starke Künstliche 
Intelligenz – und allein von ihr lohnt es sich hier zu handeln, wie es sich erwiesen 
hat – vor derselben Problematik, die im Anthropozän als einer planetenumspan-
nend technisch überformten Umwelt auf die Spitze getrieben worden ist. Diese Pro-
blematik lässt sich nicht mehr rein technisch bewältigen, da sie sich dadurch nur 
perpetuieren würde. Intelligenz im Anthropozän  – menschliche, Künstliche und 
auch sonstige außermenschliche – sieht sich damit vor die Aufgabe gestellt, ihre Re-
flexionsfähigkeit zu bewahren und wenn möglich zu steigern, um der Komplexität 
der Situation gerecht zu werden. Einen Maßstab dafür kann das Ausmaß darstellen, 
indem es dabei gelingt, sich als Intelligenz in die wechselseitigen Bezüge einzufü-
gen, die auch und vielleicht gerade eine technisch überformte Umwelt nach wie vor 
bietet, und in diesem Sinne natürlich zu sein oder sogar zu werden. Wie auch im-
mer geartete Künstliche Intelligenz wird jeglicher natürlichen Intelligenz innerhalb 
dieser Umwelt ohnehin im Rahmen der sie prägenden Technosphäre begegnen. Ob 
und wie es gelingt, diese wechselseitigen Bezüge als einen Erfahrungsraum gemein-
sam gelebter Reflexion und damit auch Vernünftigkeit zu erhalten, in diesem Sinne 
zu kultivieren63 und weiterzuentwickeln64, mag ein Gütekriterium und damit eine 
lohnenswerte Herausforderung für Intelligenz aller Art im Anthropozän darstellen.
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