H be a fractional Brownian motion with Hurst index 0 < H < 1 and the weighted local time L H (·, t). In this paper, we consider the integral functional
in L 2 (Ω) with a ∈ R, t ≥ 0 and H denoting the Hilbert transform. We show that for all a ∈ R, t ≥ 0 which is the fractional version of Yamada's formula, where the integral is the Skorohod integral. Moreover, we introduce the following occupation type formula: for all continuous functions g with compact support.
Introduction
Given H ∈ (0, 1), a fractional Brownian motion (fBm) B H = {B H t , 0 ≤ t ≤ T } with Hurst index H is a mean zero Gaussian process such that for all t, s ≥ 0. For H = 1/2, B H coincides with the standard Brownian motion B. B H is neither a semimartingale nor a Markov process unless H = 1/2, so many of the powerful techniques from stochastic analysis are not available when dealing with B H . As a Gaussian process, one can construct the stochastic calculus of variations with respect to B H . Some surveys and complete literatures for fBm could be found in Biagini et al [5] , DecreusefondUstünel [12] , Hu [19] , Mishura [24] , Nourdin [25] , Nualart [26] and the references therein. Let now F be an absolutely continuous function such that the Skorohod integral t (a). Itô-McKean [21] first considered the process K 1 2 t (a) and the Lebesgue integral (1.2) for F satisfying (1.3) with γ = 1. For the process K 1 2 t (a) and the Lebesgue integral (1.2) driven by the function F satisfying (1.3), some systematic studies are due to Biane-Yor [6] , Yamada [29, 30, 31] and Yor [36] , and some extensions and limit theorems are established by Bertoin [3, 4] , Cherny [7] , Csaki et al [9, 10] , Csaki-Hu [20] , Hu [20] , Fitzsimmons-Getoor [14, 15] , MansuyYor [23] , Yor [37] and the references therein. However, those researches apply only to Markov process, and for non-Markov processes there has only been little investigation on the integral functional. See Eddahbi-Vives [13] , Gradinaru et al. [17] , Yan [32] and Yan-Zhang [35] .
When H = is a Skorohod integral with respect to the fBm and the integrand is not smooth. Therefore, its control is not obvious and one needs sharp estimates. The L 2 norm of this stochastic Skorohod integral involves the Malliavin derivatives of the integrand and tedious estimation on the joint density of the fBm. Moreover, for a nonsmooth function f it is not easy to give an exact calculus of the moment of order 2 for the Skorohod integral (1.4) even if the simple functions F ′ (x) = log |x| and F ′ (x) = |x| −α sign(x) with α > 0. But, when H = 1 2 , the integral (1.4) is Itô's integral and its existence is obvious. On the other hand, it is unclear whether the Engelbert-Schmidt zero-one law actually holds for fBm B H . Thus, it seems interesting to study the process K H t (a) and the Skorohod integral (1.4) with the singular integrand for H = 1 2 . In this paper, as a start reviewing the object and continued to Yan [32] , we consider the integrals
and the processes
with t ≥ 0, where the integral in (1.6) is the Skorohod integral and F (x) = x log |x| − x. In the present paper we will consider the functional and discuss some related questions. We will divide the discussion as two parts since the research method of the case 1 2 < H < 1 is essentially different with the case 0 < H < 1 2 . In Section 6 we study the case 0 < H < 1 2 and the case 1 2 < H < 1 is considered in Section 3, Section 4 and Section 5. This paper is organized as follows. In Section 2 we present some preliminaries for fBm. In Section 3, we consider the existence of C H (a) for 1 2 < H < 1. In fact, by smoothness approximating one can prove the existence of the Skorohod integral
however, it is not easy to give the exact estimates of the moments. To give the existence and exact estimates of the moments, we define the function
with x, y, a, b ∈ R, s, r > 0, where θ(x) = 1 {x>0} and ϕ s,r (x, y) is the density function of (B H s , B H r ), and show that the identity
holds for all G 1 , G 2 ∈ C ∞ (R) with compact supports and G 1 (1) = G 2 (1) = 0. By using (1.7) we show that the integral t 0 F ′ + (B H s − a)δB H s exists and 
In Section 4, for 1 2 < H < 1 we show that the representation
, which points out that a → 1 π C H t (a) coincides with the Hilbert transform of the weighted local time
and the fractional version of Yamada's formula
holds. In section 5 we introduce the so-called occupation type formula
for all continuous function g with compact support and 1 2 < H < 1, where H denotes Hilbert transform. In Section 6 we study the case 0 < H < 1 2 by using the generalized quadratic covariation introduced in Yan et al [33] .
2. Preliminaries 2.1. Cauchy principal value. It is known that the Cauchy principal value, named after Augustin Louis Cauchy, is a method for assigning values to certain improper integrals which would otherwise be undefined. Depending on the type of singularity in the integrand f , the Cauchy principal value is defined as one of the following:
where c ∈ (a, b) is a unique point such that 
we can define the Cauchy's principal value v.p.
where * denotes the convolution in the theory of distributions, which plays an important role in real and complex analysis. It is also important to note that Hf belongs to L 2 and
holds, and moreover, if f is a Hölder continuous function with compact support, then the limit in (2.2) exists for every x ∈ R. For more aspects on these material we refer to King [22] . [26] and the references therein. Throughout this paper we assume that 0 < H < 1 is arbitrary but fixed and we let B H = {B H t , 0 ≤ t ≤ T } be a one-dimensional fBm with Hurst index H defined on (Ω, F H , P ).
Let H be the completion of the linear space E generated by the indicator functions 1 [0,t] , t ∈ [0, T ] with respect to the inner product
The application ϕ ∈ E → B H (ϕ) is an isometry from E to the Gaussian space generated by B H and it can be extended to H. When 1 2 < H < 1 the Hilbert space H can be written as
Notice that the elements of the Hilbert space H may not be functions but distributions of negative order (see, for instance, Pipiras-Taqqu [27] ). Denote by S the set of smooth functionals of the form
where f ∈ C ∞ b (R n ) (f and all its derivatives are bounded) and ϕ i ∈ H. The derivative operator D H (the Malliavin derivative) of a functional F of the form (2.3) is defined as
The derivative operator D H is then a closable operator from L 2 (Ω) into L 2 (Ω; H). We denote by D 1,2 the closure of S with respect to the norm
The divergence integral δ H is the adjoint of derivative operator D H . That is, we say that a random variable u in L 2 (Ω; H) belongs to the domain of the divergence operator δ H , denoted
for every F ∈ S. In this case δ H (u) is defined by the duality relationship
for any u ∈ D 1,2 . We have D 1,2 ⊂ Dom(δ H ), and when
We will use the notation
to express the Skorohod integral of a process u, and the indefinite Skorohod integral is defined as
Recall the Itô type formula for fBm B H ,
for every nonnegative bounded function Φ on R, and such that
where λ denotes Lebesgue measure and δ(x) is the Dirac delta function. It is well-known that the local time L H (x, t) has Hölder continuous paths of order γ ∈ (0, 1 − H) in time, and of order κ ∈ (0,
The Hölder continuity properties of L H (x, t) can be transferred to the weighted local time L H (x, t), and then L H has a compact support in x, and the following Tanaka formula holds (see Coutin et al [8] and Hu et al [18] ):
At the end of this section we will establish some technical estimates associated with fractional Brownian motion. For simplicity we let C stand for a positive constant depending only on the subscripts and its value may be different in different appearance, and this assumption is also adaptable to c. Lemma 2.1. For all r, s ∈ [0, T ], s ≥ r and 0 < H < 1 we have
where µ s,r = E(B H s B H r ). By the local nondeterminacy of fBm we can prove the lemma (Yan et al [34] ), and Yan et al [33] gave an elementary proof by using the inequality
with 0 ≤ x, α ≤ 1. It is important to note that inequality (2.9) is stronger than the well known (Bernoulli) inequality
Lemma 2.2. For all s > r > 0 and
where µ s,r = E(B H s B H r ). Proof. For the inequalities (2.11) we have
2H with x = r s . By the continuity of the functions
for all x ∈ [0, 1], which gives the inequalities (2.10). The inequalities (2.11) is clear.
The existence of C H (a)
Beside on the smooth approximation one can prove the existence of C H . In order to use the smooth approximation, we define the function (
with s, r > 0 and a, b ∈ R, where θ(x) = 1 {x>0} and ϕ s,r (x, y) denotes the density function of (B H s , B H r ). That is,
where µ s,r = E(B H s B H r ) and ρ 2 s,r = (rs) 2H − µ 2 s,r . Denote the density function of B H s by ϕ s (x). The following Lemmas give some properties and estimates of Ψ s,r,a,b (x, y). The first lemma is a simple calculus exercise.
for all r, s > 0 and a, b ∈ R, and moreover, if G i (1) = 0 for i = 1, 2, we then have
for all r, s > 0 and a, b ∈ R.
Lemma 3.2. For any x, y, z ∈ R and β ∈ [0, 1] we have
Proof. We have
for some ξ between z and x. Combining this with the fact |x|e −x 2 ≤ 1, we get
for all β ∈ [0, 1]. Similarly, one can obtain the estimate (3.5).
Lemma 3.3. The estimate
holds for all β ∈ (0, 1), 0 < r < s ≤ T and a, b ∈ R.
|ϕ s,r (x, y) − ϕ s,r (a, y)|dy
Clearly, Λ 14 (s, r, a, b) ≤ 1 and we have
and a, b ∈ R by Lemma 3.2 with β ∈ (0, 1) and Lemma 2.1. In order to estimate Λ 11 (s, r, a, b), by Lemma 3.2 we have
and
for all a, b, x, y ∈ R, which give
It follows from Lemma 2.1 that
for all β ∈ (0, 1) and a, b ∈ R. This completes the proof.
The next proposition shows the process 
for all t ≥ 0 and a ∈ R.
By smooth approximation we can obtain the statement. Define the function ζ on R by (3.14) ζ(x) := ce
where c is a normalizing constant such that R ζ(x)dx = 1. Define the mollifiers (3.15) ζ n (x) := nζ(nx), n = 2, . . . and the sequence of smooth functions
Then G n ∈ C ∞ (R) with compact support for all n ≥ 2.
Lemma 3.4. Let the functions G n , n ≥ 2 be defined as above. Then we have
for all x ∈ R, and
for all x = 0, as n tends to infinity.
Proof. Clearly, G n (x) = 0 for x ≤ 0 and
On the other hand, by (3.17) we get
Finally, the convergence (3.18) follows from G n (x) = F ′ α (x) = 0 for x < 0 and the next estimate:
for any x ∈ R, and
Proof. Clearly, G ′ n (x) = 0 for x ≤ 0, and we have for x > 2 n ,
by (3.16) . It follows that
n . On the other hand, for 0 < x ≤ 2 n we have
Combining this with the fact
n , which gives the estimates of G ′ n (x) with 0 < x ≤ 
Proof. Similar to Lemma 3.3 one can obtain the estimate since
for all x > 0 and all 0 < β < 1.
Lemma 3.7. Let ψ 1 be defined in Lemma 3.4. Then we have
for all a ∈ R, 0 < r < s ≤ t and 1 − H < α < 1.
Proof. Given a ∈ R and 0 < r < s ≤ t. Make the substitution
By Lemma 2.1 and the fact | log x| ≤ x + x −α for all x > 0 and α ∈ (0, 1) we see that
by the fact |y|e
On the other hand, we have also
y 2 dy 1 {a≥0}
by the fact |y| α e 
for all 0 < r < s ≤ t. Combining this with Lemma 2.1, we have
for all 0 < r < s ≤ t and 1 − H < α ≤ 1. Similarly, we can obtain the estimate (3.23).
Now, we can prove Proposition 3.1.
Proof of Proposition 3.1. Let G n , n ≥ 2 be defined in (3.16). Then
for all s ≥ 0 and a ∈ R by Lemma 3.4, Lebesgue's dominated convergence theorem and the next estimate:
for all s ≥ 0 and a ∈ R. Thus, it is sufficient to show that the sequence
On the one hand, we have
and G n,m (x) → 0 for all x ∈ R, as n, m tends to infinity, by Lemma 3. for all n, m, t ≥ 0 and a ∈ R, where
Noting that
It follows from Lemma 3.4 and Lemma 3.7 with 1 − H < α <
for all t ≥ 0 and a ∈ R. Moreover, (3.28) and Lemma 3.6 imply that 
for all a, b ∈ R and 0 < r < s. Then, for all t ≥ 0 and a ∈ R we have as n tends to infinity, by Lemma 3.4, Lemma 3.7 and (3.28). We introduce the identity (3.13) by taking the limit in L 2 (Ω) and the proposition follows.
Finally, by considering the function on R 2
with s, r > 0 and a, b ∈ R, and in a same way as proof of Proposition 3.1, we can show that the integral for all t ≥ 0 and a ∈ R and the process
are well defined, where F (x) = x log |x| − x Proof. Clearly, F ′ (x) = log |x|, and the proposition follows from
A representation of the functional C H (a)
In this section we will consider the representation of the functionals C +,H (a), C −,H (a) and C H (a), which point out that
is the Hilbert transform of weighted local time L H (·, t). Lemma 4.1. For any 0 < ε < 1, 0 < r < s ≤ t and β ∈ (0, 1) we have
Proof. The estimate (4.1) is clear. In order to prove (4.2), we have
for all β ∈ (0, 1), which gives
by (3.9) and Lemma 2.1. This completes the proof. 
The lemma is a direct consequence of Hölder continuity of x → L H (x, t). Here, we shall use other method to prove it.
Proof of Lemma 4.2. Without loss of generality we may assume that 0 < a < b. Define the function f a,b (x) = 1 (a,b] (x) and denote
for all x ∈ R. Then the function x → ψ t (x) is Lipschitz continuous with Lipschitz constant 2, and we have
On the other hand, similar to the proof of (3.13) by approximating the function f (x) = 1 (a,b] (x) by smooth functions we can obtain
For the first term, we have 
for all s, r > 0 and β ∈ (0, 1). It follows from Lemma 2.1 that
H . For the second term, we have also by (3.8) and Lemma 2.1
for all 0 < α <
1−H
H , and the lemma follows. The main object of this section is to prove the following theorem. 
Proof. Let t ≥ 0 and a ∈ R. We split the proof in three steps.
Step I. Define the function F ε as follows
Then F ε ∈ C 1 (R), and
for all ε ∈ (0, 1). We shall show that the Itô formula
holds for ε ∈ (0, 1). Define the sequence of smooth functions
for all ε ∈ (0, 1), where ζ is defined by (3.14) and ζ n (x) = nζ(nx). Then f n,ε ∈ C ∞ 0 (R) and
and f ′′ n,ε (x) → F ′′ ε (x) pointwise (besides 0 and ε), as n → ∞ by Lebesgue's dominated convergence theorem. We get
as n → ∞, which implies that Itô's formula
holds for all ε ∈ (0, 1). This gives (4.7).
Step II. We show that the limit
, and is equal to
where F + is given by (3.11). We have
(4.11)
The first and second term of the right-hand side in (4.11) tends to 0 as ε → 0 because
for all ε ∈ (0, 1). To estimate the third term, we consider the approximation of the function F ′ ε as follows
for all ε ∈ (0, 1), where ζ n , n ≥ 2 is given by (3.15) . Then G n,ε , n ≥ 2 are smooth functions with compact supports. Denote
for x ∈ R, where G n is defined by (3.16) . Similar to proofs of Lemma (3.4) and Lemma (3.5), we can obtain the next statements:
for all x ∈ R, ε ∈ (0, 1) and
for all x = 0 and ε ∈ (0, 1). Thus, in a same way as the proof of Proposition 3.1, we can obtain 
with 0 < β <
H by Lemma 4.1. It follows from the Itô formula (4.7) that
where
Step III. To end the proof, we decompose J H t (ε, a) as
According to Lemma 4.2 we get
H and t ≥ 0, which shows that
for all t ≥ 0, and the theorem follows. 
Proof. In the same way as the proof of (4.6), we can show that the convergence
. Thus, (4.13) follows from F = F + + F − , where F (x) = x log |x| − x.
According to the occupation formula we get
for all t ≥ 0 and a ∈ R. As two natural results we get the fractional version of Yamada's formula
for all t ≥ 0 and a ∈ R, and
for all a, b ∈ R and s, t ≥ 0. Recall that the local time L H (x, t) admits a compact support and it is Hölder continuous of order γ ∈ (0, 1 − H) in time, and of order κ ∈ (0, 1−H 2H ) in the space variable (see Geman-Horowitz [16] ). We see that the process (a, t) → C H t (a) admits Hölder continuous paths. In particular, we have
Proof. Given ε > 0 and denote for all ξ > 0, which implies that
where u is an adapted process, and (x, t) → f (x, t) and x → f (x) Borel functions on R×[0, T ] and R, respectively. These will be considered in the other paper.
The occupation formula associated with C H (a)
From the previous sections we know that the process (a, t) → C H t (a) is Hölder continuous and in this section our main object is to expound and prove the next theorem which is an analogue of the occupation formula.
Theorem 5.1. Let 1 2 < H < 1 and let g be a continuous function with compact support. We then have, almost surely,
for all t ≥ 0, where the operator H −1 means the inverse transform of Hilbert transform H .
In order to prove the theorem we need some preliminaries.
Lemma 5.1. Let F (x) = x log |x|−x and let g be a continuous function with compact support. Then the integral
exists in L 2 (Ω) for all t ≥ 0 and the process
is well-defined.
Proof. From Lemma 3.1 it follows that
for all t > 0, u, v ∈ R, and all G ∈ C ∞ (R) with compact support, where
where F + and F − are given in Section 3. Clearly, we have Similarly, we can also show that the integral t 0 (F ′ − * g)(B H s )δB H s exists in L 2 (Ω) for all t ≥ 0, and the lemma follows since F = F + + F − .
Lemma 5.2. Let F (x) = x log |x|−x and let g be a continuous function with compact support. Then Proof of Lemma 5.2. Clearly, we have
Moreover, the functional for all t ≥ 0, in the L 2 (Ω).
Proof. The convergence follows from the identity since F ′ − ∈ H is right continuous. Thus, the corollary follows from
= L H (a − ε, t) − L H (a + ε, t) log ε.
By integration by parts we have Θ ε (t, a)
almost surely and in L 2 (Ω), for all t ≥ 0 and a ∈ R since x → L H (x, ·) is Hölder continuous and has the compact support.
Corollary 6.2. Let F be given by Corollary 6.1 and let g be a continuous function with compact support. Then the integral F ′ * g ∈ H , and for all 0 < H < Thus, similar to proof of Theorem 5.1 we can obtain the following occupation formula. 
On the other hand, by the Hölder continuity of (x, t) → L H (x, t) and Lebesgue's dominated convergence theorem we have
