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Meinen Großeltern

Abstract
Thermodiffusion (also called Ludwig-Soret effect) describes the diffusive motion
of molecules due to a temperature gradient and is a typical example of cross-
coupling between fluxes in non-equilibrium thermodynamics. Experiments in
liquids typically revolve around applying a temperature gradient to a sample and
monitoring the concentration changes from the resulting demixing. Since such
additional fluxes in a non-isothermal liquid bulk can easily lead to gravitational
instabilities (convection), measurement of the effect on ground is not always easily
possible. Careful experiment design can prevent such instabilities in some cases,
but slow advective fluxes are not necessarily detectable in ameasurement and can
lead to erroneous data. The best option for reliable data is to completely suppress
gravitational effects by measuring in microgravity, i.e. aboard the International
Space Station. The “Diffusion and thermodiffusion Coefficients Measurements in
ternarymIXtures” (DCMIX) project is an international collaboration between ESA
and several research teams to further the understanding of thermo-diffusive pro-
cesses in ternary liquid mixtures. It tries to compile reference data for different
classes of molecular mixtures in microgravity via phase-shifting interferometry,
utilizing the Selectable Optical Diagnostics Instrument (SODI) aboard the space
station.
This work presents results obtained from the DCMIX3 campaign, investigating
the system water/ethanol/triethylene glycol; the preparations, operations and
data evaluation are described in detail. Processing of the SODI interferograms
has first been implemented and tested on DCMIX1 data, which is compared to re-
sults from other DCMIX teams and literature. A special focus is laid on the error
propagation in the data; since optical methods detect concentration changes in
a sample via refractive index measurements, thermophysical data of the sample
(so-called contrast factors) are necessary for this conversion. In ternary mixtures,
this involves the inversion of a numerically ill-conditioned matrix, which leads to
more complexity in the interpretation of results compared to the binary case. The
experience from DCMIX1 is then applied to data evaluation of DCMIX3, which
comprises the first analysis of microgravity data in the systemwater/ethanol/tri-
ethylene glycol. Additionally, ground-measurements have been performed with
Optical Beam Deflection (OBD), including the necessary contrast factor measure-
ments. This allows for a direct comparison between microgravity and ground re-
sults.
i

Kurzdarstellung
Thermodiffusion (auch Ludwig-Soret Effekt genannt) beschreibt die diffusive Be-
wegung von Molekülen aufgrund eines Temperaturgradienten und ist ein typi-
sches Beispiel für Kreuz-Kopplungen von Flüssen innerhalb der Nichtgleichge-
wichtsthermodynamik. Die zugehörigen Experimente in Flüssigkeiten basieren
darauf, dass einer Probe ein Temperaturgradient aufgeprägt wird und man die
Konzentrationsänderungen durch die entstehende Entmischung beobachtet. Da
diese zusätzlichen Flüsse innerhalb einer nicht-isothermen Flüssigkeit leicht zu
Instabilitäten innerhalb des Schwerefelds der Erde (Konvektion) führen können,
ist die Messung des Effekts am Boden nicht immer problemlos möglich. Eine
entsprechend sorgfältige Planung von Experimenten kann solche Instabilitäten
in manchen Fällen verhindern, aber langsame advektive Flüsse sind nicht zwin-
gend in einer Messung erkennbar und können zu verfälschten Ergebnissen füh-
ren. Daher ist die beste Option, um verlässliche Daten zu erhalten, Gravitations-
Effekte durch Messungen in Mikrogravitation, insbesondere auf der Internatio-
nalen Raumstation, komplett auszuschalten. Das “Diffusion and thermodiffusion
Coefficients Measurements in ternary mIXtures” (DCMIX) Projekt ist eine inter-
nationale Kollaboration zwischen der ESA und mehreren Forschungsgruppen,
dessen Ziel es ist das Verständnis von thermodiffusiven Prozessen in ternären
Flüssigkeitsmischungen zu fördern. Es versucht Referenz-Daten zu verschiede-
nen molekularen Mischungen in Mikrogravitation durch Phasenverschiebungs-
Interferometrie zu sammeln; dazu wird das Selectable Optical Diagnostics Instru-
ment (SODI) auf der Raumstation verwendet.
Diese Arbeit präsentiert Ergebnisse, die im Rahmen der DCMIX3 Kampagne
im System Wasser/Ethanol/Triethylenglycol gesammelt wurden; es werden so-
wohl Vorbereitung undDurchführung derMessungen als auch die Datenauswer-
tung detailliert beschrieben. Die Auswertung der SODI Interferogramme wur-
de zuerst für DCMIX1 Daten implementiert und getestet, welche mit Ergebnis-
sen anderer DCMIX Teams als auch Literatur verglichen werden. Besonderes Au-
genmerk wird dabei auf die Fehlerfortpflanzung in der Analyse gelegt; da opti-
sche Experimente Konzentrationsänderungen über Brechungsindex-Messungen
detektieren, werden für die Umrechnung thermophysikalische Eigenschaften der
Probe (sogenannte Kontrast-Faktoren) benötigt. In ternärenMischungenmuss da-
zu eine numerisch schlecht konditionierte Matrix invertiert werden, was zu mehr
Komplexität bei der Interpretation der Ergebnisse führt, besonders im Vergleich
mit dem binären Fall. Die Erfahrungen aus DCMIX1 werden bei der Auswertung
von DCMIX3 angewandt, welche die erste Analyse von Mikrogravitations-Daten
im SystemWasser/Ethanol/Triethylenglycol darstellt. Zusätzlichwurden Boden-
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Messungen mittels Optical Beam Deflection (OBD) durchgeführt, inklusive der
notwendigen Kontrast-Faktor Messungen. Dies erlaubt einen direkten Vergleich
zwischen Ergebnissen aus Mikrogravations- und Boden-Messungen.
iv
Contents
Abstract i
Kurzdarstellung iii
1 Introduction 1
2 Thermodiffusion in Ternary Liquids 5
2.1 Experiments in Multi-Component Mixtures . . . . . . . . . . . . . . 5
2.1.1 Phenomenological Equations . . . . . . . . . . . . . . . . . . 5
2.1.2 Quasi-Stationary State . . . . . . . . . . . . . . . . . . . . . . 9
2.1.3 Diffusion Equation . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Optical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Need for Microgravity Data . . . . . . . . . . . . . . . . . . . . . . . 15
3 The DCMIX Project 19
3.1 DCMIX1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 DCMIX2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 DCMIX3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.1 DCMIX3a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.2 DCMIX3b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.3 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.4 Cell Filling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.5 Operations on the ISS . . . . . . . . . . . . . . . . . . . . . . 33
3.4 DCMIX4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4 Experimental Methods 43
4.1 Optical Beam Deflection . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1.2 Dimensionless Analysis . . . . . . . . . . . . . . . . . . . . . 48
4.2 Contrast Factor Measurements . . . . . . . . . . . . . . . . . . . . . 52
4.2.1 Solutal Contrast Factor . . . . . . . . . . . . . . . . . . . . . . 52
4.2.2 Thermal Contrast Factor . . . . . . . . . . . . . . . . . . . . . 53
4.2.3 Refractive Index Parametrization . . . . . . . . . . . . . . . . 55
4.3 Selectable Optical Diagnostics Instrument . . . . . . . . . . . . . . . 55
4.3.1 Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.2 Phase-Shifting Interferometry . . . . . . . . . . . . . . . . . . 58
4.3.3 Phase-Shifting Interferometry in the Case of SODI . . . . . . 64
v
Contents
4.3.4 Dimensionless Analysis . . . . . . . . . . . . . . . . . . . . . 69
5 Results and Discussion 73
5.1 DCMIX1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.1.1 Contrast Factors . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.1.2 SODI-DCMIX1 . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.1.3 Comparison Microgravity and Ground Results . . . . . . . . 85
5.2 DCMIX3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.1 Contrast Factors . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.2 Optical Beam Deflection . . . . . . . . . . . . . . . . . . . . . 101
5.2.3 SODI-DCMIX3 . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.2.4 Comparison Microgravity and Ground Results . . . . . . . . 115
6 Summary and Conclusions 123
A Thermophysical Data 127
B Fit Coefficients 139
C Parametrization 143
D Software and Sources 147
D.1 Plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
D.2 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
D.3 Source Paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
D.3.1 Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
D.3.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
Bibliography 149
List of Publications & Funding 161
List of Acronyms 163
List of Figures 165
List of Tables 167
Acknowledgments 169
vi
1 Introduction
Diffusive motion of molecules in a gradient of chemical potential is a well studied
process and has already been described by Fick in the 19th century [1]. Still, dif-
fusive processes in multi-component systems are non-trivial and can have many
counter-intuitive effects: when looking at different molecule species, cross-cou-
pling between the fluxes leads tomovements not only driven by the gradient in the
component itself but also in all other components. Furthermore, gradients in other
state variables (temperature, electrical potential etc.) can also cross-couple and
drive fluxes, e.g., heat flux due to electrical voltage (thermoelectric effect) [2]. Such
effects have been studied extensively at the beginning of the 20th century, with
the works of Onsager, Meixner, de Groot, Prigogine and others laying the foun-
dations of non-equilibrium thermodynamics and the description of irreversible
processes [3]. While these theories offer a phenomenological description of the
macroscopic fluxes, the underlyingmicroscopic forces driving these fluxes are still
not well understood in some cases. This is especially true for thermodiffusion
(or Ludwig-Soret effect), which was first described by Karl Ludwig and Charles
Soret in the 19th century as a diffusive mass flux due to a gradient in tempera-
ture [4, 5]. Over the years, the importance of this effect has been established in
a variety of systems, e.g. biochemical reactions [6], thermohaline circulation in
the oceans [7], stratification in crude-oil reservoirs [8] and many more [9]. While
simple kinetic models are available for gases, no comprehensive microscopic the-
ory for thermodiffusion in liquids is available. Therefore, to gain a quantitative
understanding for mixtures of different molecule species, extensive experimental
studies are necessary.
Over the course of the last decades, focus was almost exclusively on binary
mixtures and different experimental techniques have been devised for measuring
thermodiffusive effects. In-situ methods rely mainly on optical detection mecha-
nisms, utilizing the local changes of refractive index resulting from concentration
changes. One example of this is Optical Beam Deflection (OBD), in which a light
beam passes through a transparent sample and its position is detected on a line
camera. As soon as (thermo)diffusive fluxes are induced in the sample, a refrac-
tive index gradient is established and the beam is deflected. Since an analytical
connection between the amount of deflection and the diffusive quantities of the
sample can be found, this offers a way to measure (thermo)diffusion in different
systems, as long as their refractive index change is large enough (often referred to
as contrast factor). Another optical method is Thermal Diffusion Forced Rayleigh
Scattering (TDFRS): via holography, a laser-light grating is created inside a sam-
ple. Due to absorption (mostly enhanced by added dye), a temperature modula-
1
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tion inside the sample is established, driving the Soret effect and in turn creating
a local refractive index modulation. The detectable quantity is then the diffrac-
tion efficiency of this refractive index grating, leading to a similar description as
in the case of OBD. Still another example is Optical Digital Interferometry (ODI),
which visualizes refractive index changes directly via phase-stepping interferom-
etry. Apart from such optical methods, a different class of experiments is based
on convective coupling, with the most important example being the so-called
Thermo-Gravitational Column (TGC). As the name implies, a column (aligned
vertically) is filled with the liquid mixture under study and a horizontal tempera-
ture gradient is applied, leading to convection. Now, since the Soret effect drives a
demixing along the temperature gradient, different components are advected dif-
ferently along the column, which leads to a stratification of the sample in vertical
direction. Via ports in different heights of the column, small quantities of the sam-
ple can be extracted and analyzed ex-situ. From the concentration of the sample
along the height (determined e.g. via refractive index and densitymeasurements),
the thermodiffusion coefficient can then be deduced.
Even though such experiments have proven successful in binary mixtures, to
reach an understanding in real-world processes, multi-component mixtures and
the resulting cross-couplings have to be considered. Of course, such a drastic in-
crease in complexity makes quantitative experiments much more difficult; so, as
a first step to more realistic cases, study of ternary systems has increased in the
last years, since these already display multi-component behaviour while still be-
ing manageable. But first measurements proved problematic: for one, agreement
between the different techniques was only marginal. Also, gravitational instabil-
ities cannot be excluded in all cases, due to cross-diffusion and possibly destabi-
lizing effects of the denser component migrating anti-parallel to the temperature
gradient; in the worst case, such effects can lead to wrong data. These problems
led to benchmarking efforts in order to provide reliable reference data and vali-
date experimental techniques. The arguably most important of these collabora-
tions in recent years has been the DCMIX project, in which teams from different
nations are working with ESA and Roscosmos to measure ternary liquid mixtures
aboard the International Space Station. Utilizing a phase-stepping interferometer
(SODI), different ternary model systems are analyzed and compared with accom-
panying ground-measurements. Starting in 2011, already two DCMIX campaigns
have been performed, generating data for the systems tetralin/n-dodecane/iso-
butylbenzene and toluene/methanol/cyclohexane. The third campaign DCMIX3
focuses on the aqueous system water/ethanol/triethylene glycol and was sched-
uled for 2014, but, unfortunately, a failure of the launch vehicle destroyed the first
samples. After a delay of two years, themeasurements could finally be performed
in 2016.
This work now presents the first analysis of the data gathered during DCMIX3,
juxtaposing them to measurements performed with OBD on ground and, where
possible, literature data. It is structured as follows: in Chapter 2, the general phe-
nomenological description of multi-component systems will be recapitulated and
2
the underlying principles of optical methods in ternary systems explained. Fur-
thermore, the need formicrogravity datawill be formulated inmore detail. Chap-
ter 3 gives an overview of the DCMIX project; since the author was part of the
team responsible for preparations and operations of DCMIX3, these will be de-
scribed in detail. Chapter 4 explains the experimental setups relevant for this
work, OBD and SODI with focus on the dimensionless analysis first proposed
by Gebhardt and Köhler. Finally, Chapter 5 summarizes the results. Since the im-
plemented analysis for SODI was first tested on DCMIX1 data, this is presented
first, comparing it to results from other teams and literature data. This allows
to demonstrate the capability of the proposed method, as well as to discuss the
asymmetric nature of error-propagation, due to the numerical ill-conditioning of
the so-called contrast factors. After that, the results from SODI and OBD mea-
surements in the DCMIX3 system, as well as contrast factor measurements neces-
sary for interpretation, conclude the work; this represents the first comparison of
diffusive properties of the system water/ethanol/triethylene glycol under micro-
gravity and ground conditions.
3

2 Thermodiffusion in Ternary
Liquids
This chapter will recapitulate some basic principles regarding thermodiffusion in
liquids, with focus on ternary and higher multi-component mixtures. Since the
phenomenological equations and their foundation in non-equilibrium thermody-
namics is well documented in the literature [2, 10, 11] and other theses [12, 13], in
the first section only important results will be summarized. With the governing
equations of Optical BeamDeflection relying on the solution of the dimensionless
diffusion equations [14, 15], this will also be presented to form the basis for the
discussions about the measured signal in Section 4.1, as well as the evaluation of
microgravity data chosen for this work. The second section will then focus on im-
portant aspects of optical methods for the measurement of thermodiffusive quan-
tities, as they relate to this work. Especially the transformation between refractive
index space, in which measurements are performed, and concentration space, in
which the quantities of interest are defined, will be discussed. Since this poses a
numerically ill-conditioned problem, the implications for optical methods are far-
reaching and much work in the literature is devoted to this challenging task [15–
17]. The last section will make the argument for microgravity measurements, as
the implications of multi-component effects can be subtle and a clear understand-
ing of limitations with ground-based measurements is necessary to gain insights
to mixtures with more than two components.
2.1 Experiments in Multi-Component Mixtures
2.1.1 Phenomenological Equations
When an initially homogeneous mixture of two (or more) different kinds of mole-
cules is subjected to an external temperature gradient, one can observe amass flux
inside the bulk arising. The simplest description of this (thermo)diffusive mass
transport is an extension of Fick’s first law of diffusion for a binary mixture,
𝑗 = −𝜌𝐷∇𝑐 − 𝜌𝐷𝑇𝑐(1 − 𝑐)∇𝑇 . (2.1)
This describes the 3-dimensional mass flux 𝑗 of one independent component with
mass fraction 𝑐 (the other one is fixed due to conservation of mass∑𝑘 𝑐𝑘 = 1), with
𝐷 being the diffusion coefficient and 𝐷𝑇 the thermodiffusion coefficient of this
5
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component. 𝜌 is the average density of the mixture. Since the frame of reference
is important when describing fluxes, it shall be noted that here the velocity of the
center of mass is taken as reference [18]. Equation (2.1) is a phenomenological de-
scription, which has first been derived in this form byCharles Soret in 1879 [5] and
is still used today. What his experiments, along with those performed by Karl
Ludwig some years earlier [4], had shown was that not only a gradient in the
component concentration (i.e. differences in chemical potential) leads to a force
on the molecules (known as Fickian diffusion), but also an external temperature
gradient can act as a thermodynamic force for mass diffusion. Of course, binary
mixtures are the simplest case to study, so a more general description has to con-
sider the 𝐾-component case (with a total 𝐾 − 1 of independent components):
𝑗
𝑖
= −𝜌
𝐾−1
∑
𝑘=1
𝐷𝑖𝑘∇𝑐𝑘 − 𝜌𝐷
′
𝑇,𝑖∇𝑇 (2.2)
Here, 𝑗
𝑖
is the mass flux of component 𝑖. For this work, the ternary case (𝐾 = 3) is
the most relevant one:
⎛⎜
⎝
𝑗
1
𝑗
2
⎞⎟
⎠
= −𝜌(
𝐷11∇𝑐1 +𝐷12∇𝑐2 +𝐷
′
𝑇,1∇𝑇
𝐷21∇𝑐1 +𝐷22∇𝑐2 +𝐷
′
𝑇,2∇𝑇
) . (2.3)
Looking at the problem as a set of vectors in the space of independent concentra-
tions 𝑐𝑘, it is obvious that every component has a unique thermodiffusion coeffi-
cient 𝐷′𝑇,𝑖, driven by the same temperature gradient ∇𝑇. The prime denotes that
the concentration dependent factor, whichwaswritten as 𝑐(1−𝑐) in Eq. (2.1) and is
muchmore complicated in themulti-component case, is subsumed into the defini-
tion of the thermodiffusion coefficient. However, since the concentration gradient
is now a vector itself, diffusion is no longer describable by a single coefficient, but
by a (𝐾 − 1) × (𝐾 − 1) matrix 𝐷𝑖𝑘. The diagonal terms of the matrix (𝑘 = 𝑖) still
describe Fickian diffusion, so a mass flux in component 𝑖 due to a concentration
gradient in the same component. But the off-diagonal terms (𝑘 ≠ 𝑖) incorporate a
new effect, not present in binary mixtures: fluxes of component 𝑖 due to a gradi-
ent of component 𝑘, the so-called multi-component diffusion, which is sometimes
described in the framework of the Stefan-Maxwell equations [11, 19]. This intro-
duces considerably more complexity than in the binary case, since cross-effects
lead to (at first glance) counter-intuitive behaviour. As visualized in Fig. 2.1, e.g.
a diffusion barrier can hinder a mass flux of component 𝑖, even though a gradi-
ent in that component exists, while inverse diffusion changes the direction of the
mass flux into the gradient direction. Inversely, osmotic diffusion leads to a mass
flux even in absence of a gradient, driven only by gradients in the other compo-
nents [10].
Theoretical treatments of (thermo)diffusion are rooted in (linear) non-equilibri-
um thermodynamics, which looks at systems that are globally out of equilibrium,
but can be assumed to be in local equilibrium states. An important trait of Eq. (2.2),
6
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−𝜕𝑐
𝜕𝑧
𝑗𝑧
Fickian diffusion
−𝜕𝑐𝑖
𝜕𝑧
𝑗𝑖,𝑧
inverse diffusion osmotic diffusion
diffusion barrier
𝜕𝑐𝑘≠𝑖
𝜕𝑧
≠ 0
Figure 2.1: A simple visualization of the different diffusive behaviours in binary (left)
andmulti-componentmixtures (right), analogous to a similar drawing in [10].
For simplicity, only the spatial components in 𝑧-direction are shown, for an
arbitrary mixture component 𝑖. What is important to note is that in the multi-
component case new effects arise, not present in the binary case.
and consequently Eqs. (2.1) and (2.3), is that they appear in a form shared by
all phenomenological equations describingmolecular transport phenomena; they
represent a linear relationship between a flux and a thermodynamic force:
𝐽
𝑖
=∑
𝑘
𝐿𝑖𝑘𝑋𝑘 . (2.4)
𝐽
𝑖
are the generalized fluxes (i.e. heat or mass), 𝑋𝑘 the thermodynamic forces (i.e.
gradients in temperature or chemical potential) and𝐿𝑖𝑘 are the so-called phenomeno-
logical coefficients, or Onsager coefficients. The set of equations (2.4) are also often
described as linear equations of irreversible processes. When looking at the internal
entropy production 𝜎 of the system, this takes the form
𝜎 =∑
𝑖
𝐽
𝑖
⋅ 𝑋𝑖 ≥ 0 , (2.5)
due to the second law of thermodynamics. Equation (2.5) is sometimes called the
dissipation function [3]. Inserting expression (2.4) into Eq. (2.5),
𝜎 =∑
𝑖,𝑘
𝐿𝑖𝑘𝑋𝑖 ⋅ 𝑋𝑘 ≥ 0 , (2.6)
allows to make statements about properties of the Onsager coefficients 𝐿, since
the thermodynamic forces appear in a quadratic term. The matrix 𝐿 has to be
positive-definite; alsoOnsager showed that 𝐿𝑖𝑘 = 𝐿𝑘𝑖 due to symmetry under time-
reversal [20, 21]. For this symmetry, the name Onsager reciprocal relations is often
used in the literature and Onsager received the Nobel price in 1968 for this work.
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But it is also important to note that different constraints apply when looking at
the diffusion coefficients, which are defined from the Onsager coefficients via
𝐷𝑖𝑘 =
𝐾−1
∑
𝑗=1
𝐿𝑖𝑗𝐺𝑗𝑘 , (2.7)
where 𝐺 is the Hessian matrix of the Gibbs free energy [2]; so the diffusion coeffi-
cientmatrix can be split into a kinetic (𝐿) and a thermodynamic part (𝐺). Explicitly,
𝐷𝑖𝑘 =
1
𝜌𝑇
𝐾−1
∑
𝑗,𝑙=1
𝐿𝑖𝑗 (𝛿𝑗𝑙 +
𝑐𝑙
𝑐𝐾
)(
𝜕𝜇𝑙
𝜕𝑐𝑘
)
𝑝,𝑇
, (2.8)
with 𝛿𝑗𝑙 the Kronecker delta and 𝜇𝑙 the chemical potential per unit mass of compo-
nent 𝑙. Even though the diffusion coefficients in binary systems have to be positive,
no such necessity follows for the diagonal elements 𝐷𝑖𝑖 in the multi-component
case; they can indeed have negative signs. Also, the diffusion matrix is not neces-
sarily symmetric. The properties of the diffusion matrix in a thermodynamically
stable system, based on literature [18, 22, 23], can be summarized as
• ∑𝐾−1𝑖=1 𝐷𝑖𝑖 > 0
• det (𝐷) > 0
• (∑𝐾−1𝑖=1 𝐷𝑖𝑖)
2
− 4det (𝐷) > 0
• ?̂?𝑖 > 0 , 𝑖 = 1,… , 𝐾 − 1
with ?̂?𝑖 being the eigenvalues of the diffusion matrix. It should be noted that
Ref. [23] discusses some examples of complex eigenvalues in hydrocarbon and
aqueous liquid mixtures, but for most examples the reported accuracies of the
diffusion matrix could also allow for real eigenvalues. Due to these properties,
multi-component diffusion coefficients can generally not be compared with bi-
nary diffusion coefficients, especially since multi-component coefficients are de-
pendent on the choice of reference frame and the independent concentrations.
Only the eigenvalues of the diffusion matrix are invariant to transformations and
therefore comparable to the binary coefficients.
The thermodiffusion coefficients are related to the Onsager coefficients via
𝐷′𝑇,𝑖 =
𝐿𝑖𝑞
𝜌𝑇2
, (2.9)
where 𝐿𝑖𝑞 are the Onsager coefficients coupling the heat flux (driven by the exter-
nal temperature gradient) to a mass flux of component 𝑖. This makes it obvious,
that Eqs. (2.4) allow for cross-effects between all fluxes. Conversely, the Dufour
effect (described by the coefficient 𝐿𝑞𝑖) is the transport of heat due to gradients in
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the concentration (and mostly neglected in liquids). Another example for this in-
cludes the Peltier effect (heat flux due to voltage differences) and the Seebeck effect
(electrical currents due to temperature differences). Due to Eq. (2.9), it is clear that
𝐷′𝑇,𝑖 can be negative or positive, meaning that molecules can move either parallel
or anti-parallel to the imposed temperature gradient.
2.1.2 Quasi-Stationary State
When looking at the long-term evolution of a systemdriven by an external temper-
ature gradient, since Fickian diffusion tries to equilibrate any concentration differ-
ences, while thermodiffusion is a forced demixing, most systems will achieve a
quasi-stationary state on sufficiently long timescales. This means, that all mass
fluxes die off (𝑗
𝑖
= 0 ∀ 𝑖) and constant concentration gradients ∇𝑐∞,𝑖 will estab-
lish across the system. The magnitude of these gradients is directly coupled to
the external temperature gradient via
Δ𝑐∞,𝑖 = −𝑆
′
𝑇,𝑖Δ𝑇 , (2.10)
with the proportionality constant 𝑆′𝑇,𝑖, also called Soret coefficient. The prime again
denotes the subsumption of a concentration-dependent factor into the definition
of the coefficient, resulting from the relation to 𝐷′𝑇:
𝑆′𝑇,𝑖 =
𝐾−1
∑
𝑘
(𝐷)−1𝑖𝑘 𝐷
′
𝑇,𝑘 . (2.11)
Just as the diffusion coefficients𝐷𝑖𝑘 and𝐷
′
𝑇,𝑖, the Soret coefficients 𝑆
′
𝑇,𝑖 are a prop-
erty of the specific mixture under investigation, and their precise determination
is one of the aims of quantitative studies. An illustrative interpretation of 𝑆′𝑇 is to
look at it as a measure of the amount of demixing achievable in a specific mixture,
when a constant temperature gradient is applied, since it is defined as the ratio
of a demixing effect 𝐷′𝑇 (thermodiffusion) to a mixing effect 𝐷 (diffusion). The
same convention as for 𝐷′𝑇,𝑖 applies to the Soret coefficient: a negative sign sig-
nals parallel movement, a positive sign anti-parallel movement with respect to
the temperature gradient (typically with regard to the denser component). Due
to conservation of mass, it also follows that
𝐾−1
∑
𝑘=1
𝑆′𝑇,𝑘 = 0 . (2.12)
2.1.3 Diffusion Equation
Apart from the quasi-stationary state, to extract the diffusion coefficients 𝐷𝑖𝑘 and
𝐷′𝑇,𝑖 the time dependent evolution of the system has to be monitored. The gen-
eral principle for most (optical) experiments investigating this transient evolution
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Figure 2.2: The general principle of a Soret cell experiment. A parallelepipedic sample
volume (height ℎ, ideally infinite in lateral dimensions) with a liquid mixture
is first brought to an equilibrium state (bulk with homogeneous temperature
𝑇0, concentration 𝑐0). Then a Heaviside-like temperature gradient is applied
to the sample, monitoring the ensuing transient concentration gradient 𝜕𝑐/𝜕𝑧.
is sketched in Fig. 2.2. A parallelepipedic sample volume between two materials
with high thermal conductivity, also called Soret cell, is subjected to a linear tem-
perature gradient (typically anti-parallel to gravity), modelled after a Heaviside
function in the time domain. The system will respond with mass fluxes Eq. (2.2),
leading to a time-dependent concentration gradient along the direction of the tem-
perature gradient inside the bulk. Since Eq. (2.4) is a linear relationship, such an
experiment is a typical example of linear response theory, with a system reacting
linearly to an external driving force.
To find the time-dependence of Eq. (2.2), the appropriate governing equation is
the continuity equation
𝜌
𝜕𝑐𝑖
𝜕𝑡
+ ∇ ⋅ 𝑗
𝑖
= 0 , (2.13)
otherwise local conservation of mass would be violated [2, 11]. Inserting Eq. (2.2)
into Eq. (2.13) yields a coupled system of differential equations:
𝜕𝑐𝑖
𝜕𝑡
=
𝐾−1
∑
𝑘=1
𝐷𝑖𝑘∇
2𝑐𝑘 +𝐷
′
𝑇,𝑖∇
2𝑇 , (2.14)
with ∇2 being the Laplace operator. This system of equations has to be solved for
the specific boundary conditions applicable in the respective experiments to yield
expressions for deducing the diffusion coefficients. For the general case of a par-
allelepipedic Soret cell with a binary mixture this was already done by Bierlein in
1955 [24], and the resulting equation has been successfully applied for beam de-
flection experiments [25, 26]. But for ternary mixtures, no such description was
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available until 2006, when Haugen and Firoozabadi presented an analytical solu-
tion for the multi-component case [14, 27], which will be shortly summarized in
the following.
In general, the thermal diffusion is much faster than mass diffusion, meaning
that when applying an external linear gradient Δ𝑇, it will have stabilized long
before substantial demixing occurs. A measure for this timescale separation is
the Lewis number
𝐿𝑒 =
𝐷
𝛼
, (2.15)
which gives the ratio between mass diffusivity 𝐷 and thermal diffusivity 𝛼; typ-
ically 𝐿𝑒 ≪ 1 in liquids and 𝐿𝑒 ≈ 1 in gases [11]. Taking ∇2𝑇 = 0, Eq. (2.14) can
then be simplified as
𝜕𝑐𝑖
𝜕𝑡
=
𝐾−1
∑
𝑘=1
𝐷𝑖𝑘∇
2𝑐𝑘 . (2.16)
An approach to solving such a coupled system of equations is to find a transfor-
mation such that the coefficients matrix is diagonalized [18],
𝜕𝐶𝑖
𝜕𝑡
=
𝐾−1
∑
𝑘=1
?̂?𝑖𝑘∇
2𝐶𝑘 (2.17)
with the transformation matrix 𝑉 defined by
𝐾−1
∑
𝑘,𝑙=1
𝑉−1𝑖𝑘 𝐷𝑘𝑙𝑉𝑙𝑗 = ?̂?𝑖𝑗 (2.18)
and
𝐶𝑖 =
𝐾−1
∑
𝑘=1
𝑉−1𝑖𝑘 𝑐𝑘 . (2.19)
?̂? contains the eigenvalues of the diffusion matrix 𝐷 in the diagonal entries and
zero otherwise, therefore decoupling the system. So the diffusion equations have
now been transformed into the coordinate system of the eigenvectors of 𝐷. Since
the concentration gradients will achieve stationary values Δ𝐶∞,𝑖 when approach-
ing the quasi-stationary state, one can normalize the 𝐶𝑖 to these amplitudes
̃𝐶𝑖 =
𝐶𝑖
Δ𝐶∞,𝑖
. (2.20)
Another justified simplification is to only look at concentration changes in 𝑧-direc-
tion, assuming a homogeneous temperature gradient solely along the cell height.
The position 𝑧 can be normalized on the cell height ℎ and the time 𝑡 on the inherent
timescales of the involved process:
̃𝑧 =
𝑧
ℎ
(2.21)
̃𝑡𝑖 =
𝑡?̂?𝑖
ℎ2
. (2.22)
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This yields a dimensionless form of the diffusion equation:
𝜕 ̃𝐶𝑖
𝜕 ̃𝑡𝑖
=
𝜕2 ̃𝐶𝑖
𝜕 ̃𝑧2
. (2.23)
As alreadymentioned, most experiments can be described via linear response the-
ory, so Eq. (2.23) can be solved via a Green’s function approach with the method
of images [11]. The general solution to Eq. (2.23) in the case of a parallelepipedic
Soret cell is then:
̃𝐶𝑖 − ̃𝐶𝑖,0 = ̃𝑧 +
1
2
𝑁
∑
𝑛=−𝑁
( ̃𝑧 − 𝑛)(−1)𝑛
⎡
⎢⎢
⎣
erf
⎛⎜⎜⎜
⎝
2 ̃𝑧 − 2𝑛 − 1
4√ ̃𝑡𝑖
⎞⎟⎟⎟
⎠
− erf
⎛⎜⎜⎜
⎝
2 ̃𝑧 − 2𝑛 + 1
4√ ̃𝑡𝑖
⎞⎟⎟⎟
⎠
⎤
⎥⎥
⎦
+
+
𝑁
∑
𝑛=−𝑁
(−1)𝑛√
̃𝑡𝑖
𝜋
[exp(−
(2 ̃𝑧 − 2𝑛 − 1)2
16 ̃𝑡𝑖
) − exp(−
(2 ̃𝑧 − 2𝑛 + 1)2
16 ̃𝑡𝑖
)] ,
(2.24)
with ̃𝐶𝑖,0 the concentration at time ̃𝑡 = 0. The gradient along ̃𝑧 is then given by:
𝜕 ̃𝐶𝑖
𝜕 ̃𝑧
= 1 +
1
2
𝑁
∑
𝑛=−𝑁
(−1)𝑛
⎡
⎢⎢
⎣
erf
⎛⎜⎜⎜
⎝
2 ̃𝑧 − 2𝑛 − 1
4√ ̃𝑡𝑖
⎞⎟⎟⎟
⎠
− erf
⎛⎜⎜⎜
⎝
2 ̃𝑧 − 2𝑛 + 1
4√ ̃𝑡𝑖
⎞⎟⎟⎟
⎠
⎤
⎥⎥
⎦
+
+
𝑁
∑
𝑛=−𝑁
(−1)𝑛
1
4√𝜋 ̃𝑡𝑖
[exp(−
(2 ̃𝑧 − 2𝑛 − 1)2
16 ̃𝑡𝑖
) + exp(−
(2 ̃𝑧 − 2𝑛 + 1)2
16 ̃𝑡𝑖
)] .
(2.25)
Note: the solution is exact for 𝑁 → ∞, but can be truncated to a finite 𝑁 for most
cases. Figure 2.3 shows a plot of this analytical solution. For more details, see the
relevant works of Haugen and Firoozabadi [14, 27].
2.2 Optical Methods
The most straightforward way to measure the concentration gradient inside a
Soret cell in situ is by means of optical methods (e.g. Optical Beam Deflection
or Thermal Diffusion Forced Rayleigh Scattering), making use of the dependence
of the refractive index 𝑛 of a liquid on the local concentrations. Additionally, 𝑛 is
a function of temperature 𝑇, pressure 𝑝 and wavelength 𝜆 as well:
𝑛 = 𝑛(𝑇, 𝑝, 𝜆, 𝑐1, 𝑐2,…) , (2.26)
while in the case of a Soret cell, isobaric conditions can be assumed. The quantity
of interest is the gradient along the cell height, so
𝜕𝑛𝜆
𝜕𝑧
= (
𝜕𝑛𝜆
𝜕𝑇
)
𝑝,𝑐𝑖
𝜕𝑇
𝜕𝑧
+
𝐾−1
∑
𝑘=1
(
𝜕𝑛𝜆
𝜕𝑐𝑘
)
𝑝,𝑇,𝑐𝑗≠𝑘
𝜕𝑐𝑘
𝜕𝑧
, (2.27)
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Figure 2.3: Top: plot of Eq. (2.25) for 𝑁 = 10, ?̂? = 5 × 1010m2 s−1 and ℎ = 5mm (binary
case). The dashed lines mark several points in time, for which the concen-
tration difference to ̃𝑡 = 0 — Eq. (2.24) — as well the gradient along the cell
height are shown in the lower two plots.
where the subscript indicates the dependence on the wavelength. As has been
proposed by Haugen and Firoozabadi [14] for the analysis of mixtures with 𝐾−1
components, 𝐾 − 1 wavelengths can be employed, utilizing the dispersion 𝑛(𝜆)
to be able to separate the different concentration contributions. To signal this, we
rewrite Eq. (2.27) with a new subscript
𝜕𝑛𝑖
𝜕𝑧
= (
𝜕𝑛𝑖
𝜕𝑇
)
𝑝,𝑐𝑖
𝜕𝑇
𝜕𝑧
+
𝐾−1
∑
𝑘=1
(
𝜕𝑛𝑖
𝜕𝑐𝑘
)
𝑝,𝑇,𝑐𝑗≠𝑘
𝜕𝑐𝑘
𝜕𝑧
. (2.28)
𝑛𝑖 is the refractive index of the 𝑖-th employedwavelength 𝜆𝑖. The occurring deriva-
tives (𝜕𝑛𝑖/𝜕𝑇)𝑝,𝑐𝑖 and (𝜕𝑛𝑖/𝜕𝑐𝑗)𝑝,𝑇,𝑐𝑘≠𝑗
are often referred to as optical contrast fac-
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tors. They are a thermophysical property of the liquidmixture under investigation
and have to be measured separately with high precision, to be able to make the
connection between refractive index and concentration gradient in Eq. (2.28) [15–
17]. Note: in the rest of this work, the subscripts indicating constant pressure etc.
on the contrast factors are mostly omitted for brevity. The temperature gradient
𝜕𝑇/𝜕𝑧 is assumed to be known, since it is a prescribed experimental parameter. Ig-
noring the temperature contribution for now, we write Eq. (2.28) in matrix-vector
notation for a ternary system:
(
Δ𝑛1
Δ𝑛2
) = (
𝜕𝑛1/𝜕𝑐1 𝜕𝑛1/𝜕𝑐2
𝜕𝑛2/𝜕𝑐1 𝜕𝑛2/𝜕𝑐2
)
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑁𝑐
⋅ (
Δ𝑐1
Δ𝑐2
) . (2.29)
Δ𝑛1
Δ𝑛2
(𝑁𝑐)
−1
Δ𝑐1
Δ𝑐2
Figure 2.4: Visualization of the error propagation through inversion of the contrast factor
matrix.
As is obvious from Eq. (2.29), to deduce concentration gradients from optical
measurements, the contrast factor matrix𝑁𝑐 has to be inverted. This is not always
possible; and also for some matrices which are in principle invertible, numerical
problems might arise in practice. In numerical analysis, such problems are tied to
their conditioning, or condition number, which gives information about the influence
of errors in the input on the result of a calculation. In the specific case of matrix
inversion, the condition number of a matrix is a measure how small uncertainties
in the elements can propagate during inversion. Since the exact determination of
contrast factors is non-trivial, this conditioning becomes a major concern for all
optical experiments in multi-component systems.
The definition of the condition number of a square matrix 𝐴 is given by
cond(𝐴) = ‖𝐴‖ ⋅ ‖𝐴−1‖ , (2.30)
with ‖𝐴‖ the norm of the matrix 𝐴 [28]. The norm can be defined in different
ways, but in this work it will be exclusively defined as 𝑙2-norm, equivalent to the
Euclidean norm for vectors. A condition number of unity indicates that the in-
version process can be performed with the same precision as the input data. In
contrast, the higher the number, the more the input errors are amplified. Such a
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matrix is also described as ill-conditioned. Using the 𝑙2-norm, the condition num-
ber can also be defined via
cond(𝐴) =
𝜎max(𝐴)
𝜎min(𝐴)
, (2.31)
with 𝜎max/𝜎min being themaximum/minimum singular values of amatrix𝐴 [28].
The singular values have a quite apparent geometricmeaning: supposewe letma-
trix 𝐴 operate on a unit sphere in two-dimensional space. This operation (exclud-
ing the identity matrix) will deform the sphere to an ellipsoid, with the lengths of
the principal semiaxes given by the singular values 𝜎1 and 𝜎2, which leads to an
important property of the error propagation of contrast factormatrices: it is inher-
ently asymmetric in concentration space. Figure 2.4 gives a visualization of this:
we assume two measured values Δ𝑛1 and Δ𝑛2 with Gaussian noise. When apply-
ing the inversion of the contrast factor matrix to these values, to transform them
into values Δ𝑐1 and Δ𝑐2, the sphere of possible values in refractive index space
is elongated to an ellipsoid shape in concentration space. So the condition num-
ber lends itself for the interpretation as the eccentricity of the ellipsoid of possible
values in concentration space.
The importance of the condition number of the contrast factor matrix𝑁𝑐 has al-
ready been recognized early in the literature, when optical experiments in ternary
mixtureswere first discussed [29]. Especiallywhen comparing results fromdiffer-
ent experiments, each with its unique contrast factor matrix, this cannot be ne-
glected. Even minimal errors in the measured refractive index amplitudes can
lead to large asymmetric errors in concentration space. So, a direct comparison of
e.g. Soret coefficients in ternary systems can give strongly varying results, possi-
bly effecting misleading interpretations. One way to account for this is by Monte-
Carlo simulation, adding noise either to the elements of𝑁𝑐 or the refractive index
amplitudes (see the works of Khlybov [30] and Gebhardt [31] for examples of this
approach). This would have the same effect as presented in Fig. 2.4, producing an
elliptical shape in the concentration space, which contains possible combinations
of coefficients. Since each experiment would have its own ellipsoid of compatible
coefficients, a simple interpretation of results offers itself: even though individual
values might differ, different experiments are compatible if (and only if) the ellip-
soids overlap.
2.3 Need for Microgravity Data
One of the tenets of most diffusion experiments is the assumption, that no unde-
sired advective fluxes exist inside the system, so mass transport is only facilitated
by diffusive processes. Especially in the case of an external temperature gradient,
the possibility of gravitational instabilities has to be considered, since a density
gradient anti-parallel to gravitational acceleration 𝑔 is prone to buoyancy. A first
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approach to this problem is to analyze the Rayleigh number,
𝑅𝑎 =
𝑔𝛽𝑇Δ𝑇𝐿
3
𝜈𝛼
(2.32)
which gives a measure how influential heat transport via convection is in contrast
to conduction for a simple liquid layer, heated between two plates (infinite in lat-
eral dimensions), see also Ref. [32]. Here, 𝑔 is the gravitational acceleration, 𝛽𝑇
the thermal expansion, Δ𝑇 the applied temperature gradient, 𝐿 the characteristic
length scale (height of the liquid layer), 𝜈 the kinematic viscosity and 𝛼 the ther-
mal diffusivity. The critical threshold in a simple liquid is𝑅𝑎 = 1708 [32], marking
the transition frommainly conductive heat transport to a convective state. Depen-
dent on the experiment parameters (the external temperature gradient Δ𝑇 and the
layer height 𝐿), as soon as the Rayleigh number rises above this critical thresh-
old, convection can develop in the cell. So, to reduce the Rayleigh number, on
can either measure at lower gradients or reduce the characteristic length. But all
the above considerations assume a typical Rayleigh-Bernard configuration with
heating from below, so by applying a temperature gradient anti-parallel to the
gravitational acceleration (heating from above), convection can be suppressed in
a simple liquid even for large values of 𝐿 and Δ𝑇.
Of course, when studying thermo(diffusion) in a binary mixture, the assump-
tion of a simple liquid no longer applies and a much more complex behaviour
arises. Apart from thermal (𝛼) andmomentum (𝜈) diffusivity, mass diffusivity (𝐷)
has to be considered also. This is further complicated by the Soret effect, leading
to additional density shifts inside the liquid not effected by thermal expansion. In
this case, the so-called solutal Rayleigh number
𝑅𝑎𝑠 =
Ψ
𝐿𝑒
𝑅𝑎 = −
𝑐(1 − 𝑐)𝑆𝑇𝛽𝑐𝑔Δ𝑇𝐿
3
𝜈𝐷
(2.33)
is a newmeasure for convection onset, with 𝛽𝑐 being the solutal expansion coeffi-
cient [33];Ψ = −
𝛽𝑐
𝛽𝑇
𝑐(1−𝑐)𝑆𝑇 is the so-called separation ratio, describing the ratio
between the concentration-induced and the temperature-induced density gradi-
ent. If heating from below andΨ > 0, the density gradient introduced by thermal
expansion is further amplified by the Soret effect (with the denser component mi-
grating to the cold wall), effectively decreasing the critical threshold value [32];
above this new critical value, a stationary instability occurs. Inversely, for Ψ < 0
an oscillatory mode can be found [34]. Due to these different classes of possible
instabilities and pattern formation behaviour, binary mixtures with Ψ < 0 (i.e.
water/ethanol) have been studied extensively over the years [33, 35–40].
These studies lead to a surprising result: when looking at the situation of heat-
ing fromabove—which is stable in the simple case—binarymixtures can become
unstable if Ψ < 0 (see especially Refs. [36–38]). The implications for Soret cell
experiments are important: such an instability could be very hard to discern as
16
2.3 Need for Microgravity Data
such, since the effect on the observed signal is hard to predict. It is indeed imag-
inable that a shift in the quasi-steady state in Soret measurements, driven by slow
advective fluxes, would not be discerned as such, but could lead to wrong values
for the Soret coefficients (see Fig. 2.5 for an example).
In the ternary case, even more complexity is induced by the cross-diffusion ef-
fects. The stability criteria of ternary and higher-component mixtures, and the ac-
companying viable parameters spaces, are still subject to active research [41–43].
Of course, a simple way to reduce the Rayleigh number is by reducing the charac-
teristic length or the applied temperature gradient. But even when a safe range of
parameters is found, depending on the separation ratio, these parameters might
not be easily realized and can severely impact the signal-to-noise ratio of the ex-
periment, as is obvious from Eq. (2.10). Consequently, the best way to validate
measurements would be to compare them to reference data that are guaranteed
to be free from gravitational instabilities. The only way to achieve this is by per-
forming measurements in microgravity, where no such instabilities can develop,
which is currently done in the DCMIX project; this will be presented in the next
chapter, as the current work was carried out in the framework of DCMIX3.
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Figure 2.5: Examples of instabilities in the DCMIX3-system water, ethanol and triethy-
lene glycol during Optical Beam Deflection experiments (signals are normal-
ized on the thermal amplitude). Top: the equi-mass mixture exhibits an os-
cillatory mode when heated from below. Bottom: the 50-10-40 wt% mixture
can be instable even when heated from above. This kind of solutal instability
can be hard to discern and critically affect ground-based measurements.
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3 The DCMIX Project
At least since the 1990s, different research teams have intensified their work on
thermodiffusive transport in ternary liquids [44]. Due to a missing fundamen-
tal theoretical description for multi-component systems, many applications rely
on limited molecular dynamics simulations or quantitative experimental studies.
But simulations have not yet been able to consistently make predictions for differ-
ent multi-component mixtures; also, older experimental values on identical sys-
tems, even in binary cases, sometimes differ considerably. Therefore, before the
jump to multi-component systems can be made, a clear understanding of the per-
formance of different experimental techniques is necessary. To remedy this situ-
ation and provide reliable data from different methods for the same liquids, sev-
eral teams agreed to work simultaneously on a benchmark system and compare
their results. This effort has become known as Fontainebleau benchmark, named
after the location of the initial workshop on the subject, which studied the binary
systems of 1,2,3,4-tetrahydronaphthalene (tetralin), n-dodecane and isobutylben-
zene at equi-mass fractions and 25 ∘C. Through this systematic study, sources for
errors could be identified and all teams converged to common benchmark values,
validating the experimental methods [45–50].
Still, as acknowledged in the Fontainebleau benchmark papers, ground exper-
iments struggle with gravity-induced instabilities. As elaborated in Section 2.3,
parallel-plate type Soret cells have to be designed carefully to avoid dimensions
prone to gravitational convection. These design constraints can in turn influence
other experimental parameters, such as the feasible range of temperature gradi-
ents. In general, a smaller cell design can help to reduce the possibility of convec-
tion onset by reducing the associated Rayleigh number, but there is no guarantee
for ground-experiments that convection can always be avoided or, much worse,
be discerned as such [36, 37]. Especially in ternary mixtures, the presence of slow
advective fluxes could effectively shift the quasi-steady state, without manifesting
itself as a deformation of the overall signal shape, therefore not becoming obvious
as such. This would lead to the interpretation that no gravitational convection
takes place and produce wrong values for diffusive transport coefficients like the
Soret coefficients.
Already before the Fontainebleau benchmark, some teams formulated ideas for
thermodiffusive experiments in microgravity. This would allow to avoid gravita-
tional instabilities altogether, therefore providing guaranteed advection-free ref-
erence data, and to validate ground-based experiments. Many platforms for such
experiments exist: sounding rocket, drop tower, parabolic flight etc; but micro-
gravity on these persists only for some seconds tominutes, definitely not sufficient
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for the timescales involved in thermodiffusive processes. Only the International
Space Station (ISS) or unmanned satellites offer such a high-quality microgravity
platform as required for thermodiffusion experiments. Simple estimates for the
required experiment times are based on the diffusion coefficients:
𝜏 =
𝐿2
𝜋2𝐷
(3.1)
with 𝐿 the typical lengthscale of the experimental volume and 𝐷 the Fickian dif-
fusion coefficient of the studied mixture. Values for 𝐿 are in the order of several
millimeters, e.g. 𝐿 = 5mm. Diffusion coefficients for aqueous mixtures can be
estimated as 𝐷 = 5 × 10−10m2 s−1, which leads to an experimental timescale of
𝜏 ≈ 5000 s, during which ambient conditions should not vary. Two independent
proposals were made to ESA for experiments to be carried out on the ISS (AO-
2009-858 “Transport phenomena inmulticomponentmixtures” andAO-2009-1056
“Diffusion and Thermodiffusion Coefficient Measurements”) [51]. The underly-
ing principle for both relied on optical methods also used in ground-based ex-
periments: the concentration changes introduced due to thermodiffusion inside
a parallel-plate Soret cell always lead to changes in the refractive index (see Sec-
tion 2.2). These refractive index modulations can be visualized in different ways,
i.e. an interferometer, and allow to deduce the local concentration changes, which
gives a direct way to compute the Soret coefficients. Due to the common goals
of the proposals, together with an older proposal (A0-1999-111 “Diffusion and
Soret Coefficients Measurement for Improvement of Oil Recovery”), they were
combined into the DCMIX project (“Diffusion and thermodiffusion Coefficients
Measurements in ternary mIXtures”), which is jointly sponsored by ESA a well as
Roscosmos. The experiment itself to be carried out under the DCMIX project was
originally designated as “Diffusion and Soret Coefficients measurement” (DSC), a
description which can still be found in some documents; but todaymost literature
refers just to DCMIX or SODI-DCMIX [52]. SODI (Selectable Optical Diagnos-
tics Instrument), a Mach-Zehnder type interferometer on the ISS working at two
wavelengths (670 nm and 935 nm), was chosen as experiment platform. A mod-
ular design allows the placement of different types of measurement cells into the
beam, making SODI a flexible instrument suitable for investigations on liquidme-
dia, as already proven by the IVIDIL project [29, 53–56] (Influence of VIbrations
on DIffusion in Liquids); detailed descriptions of SODI and the cell design can be
found in Section 4.3.
The number of participating groups at the start of the project was around a
dozen, with researchers from Belgium, Canada, France, Germany, Japan, Rus-
sia and Spain; the represented fields range from experimentalists with experi-
ence in ground or space research to theoreticians. In general, experiments on the
space station require a lot of preparations and experience, so the approach for
most proposals is to delegate certain parts (especially regarding engineering and
equipment operation) to external service providers or dedicatedUser Support and
Operations Centers (USOC). Scientific supervision of all steps meanwhile resides
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with a Principal Investigator (PI), a position which would be rotated through the
DCMIX team for the different campaigns. The tasks of a PI include providing nec-
essary documentation for all liquids, the sample preparation and acting as advisor
during operations. Furthermore, the preliminary evaluation of the data during
and shortly after operations is performed by the PI team, to maximize the scien-
tific value and provide guidelines for future analysis.
Due to the inherent restrictions of microgravity experiments, only a small num-
ber of samples could be investigated per campaign. For SODI, a maximum of
five different sample cells could be accommodated, so the DCMIX team had to
choose five mixtures in the ternary composition space. As already discussed in
Section 2.2, optical experiments are always dependent on the refractive index of
the sample, or, more explicitly, on the change of refractive index between two com-
positions. The transformation between refractive index space and composition
space is a numerically ill-posed problem, due to the necessary inversion of the
contrast factor matrix. To remedy this problem, one can calculate the condition
number of this matrix across the composition space and look for global minima
of the condition number. Thus the points in concentration space are identified,
which are most accessible by optical experiments. This approach was followed
in all DCMIX campaigns, with preliminary experiments on ground measuring
the contrast factor matrix for the relevant wavelengths. The DCMIX team identi-
fied ternary systems representing different classes of liquids (or exhibiting unique
properties) to be investigated in up to five measurement campaigns. As of end
of 2017, three measurement campaigns could be performed on the ISS: DCMIX1,
DCMIX2 andDCMIX3, with preparations for theDCMIX4measurements already
ongoing. The next sections will give a summary of these DCMIX campaigns, with
special focus on the DCMIX3 operations, as the group of W. Köhler was desig-
nated PI for this campaign, responsible for sample preparation and first evalua-
tion of the data. Additionally, accompanying ground experiments have been per-
formedwith the DCMIX3 system utilizing theOptical BeamDeflection technique.
3.1 DCMIX1
The choice for DCMIX1 was also tetralin (THN), n-dodecane (nC12) and isobutyl-
benzene (IBB), as in the Fontainebleau benchmark, because of the experience with
thismodel system. Also, the system is representative for hydrocarbonmixtures as
found in oil reservoirs, where hundreds or even thousands of different molecule
species undergo thermodiffusive processes, making it a common choice for stud-
ies in the oil industry [57]. Furthermore, hydrocarbons form the building blocks
for all organic matter, giving it significance in basic research far beyond industry
applications. The measurements of DCMIX1 took place at the end of 2011/2012,
with the teams of StefanVanVaerenbergh (Université Libre de Bruxelles, Belgium)
and Ziad Saghir (Ryerson University, Canada) acting as PI. All experiments were
defined in a similar pattern as during ground measurements: after a equilibra-
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Figure 3.1: The molecules for the DCMIX campaigns.
tion phase, to guarantee complete mixing of all components, an almost instanta-
neous temperature gradient is applied. This gradient is kept constant on a suffi-
ciently long timescale to allow the mixtures to reach a quasi-stationary condition
(𝑗
𝑖
= 0∀𝑖). As mean temperatures, 25 ∘C and 40 ∘Cwere chosen, with temperature
gradients of Δ𝑇 = 10K to force the thermodiffusive demixing. From the quasi-
stationary state, the reverse experiment is performed: a rapid switching-off of the
temperature gradient back to the mean temperature. This allows to observe pure
remixing by Fickian diffusion, with no external gradient forced on the system.
Overall, DCMIX1 was a success, with goodmeasurements (commonly referred to
as “runs”) in all cells at different temperatures, but some problems were identi-
fied: for one, a bubble had formed in cell 1 about two weeks after start of the op-
erations (see Fig. 3.2), which narrowed data analysis for this cell to 3 runs at 25 ∘C
and 2 runs at 40 ∘C. Also, cell 5 showed distinct problems with the regulation of
the experimental parameters: the temperature control of the Peltier elements did
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not stabilize within the intended limits and exhibited periodic fluctuations. Fur-
thermore, the phase shifting of the laser diodes did not work reliably in this cell.
Table 3.1: Compositions for the DCMIX1
cells with components tetralin
(𝑐1), isobutylbenzene (𝑐2) and
dodecane (𝑐3). All composi-
tions are given as weight frac-
tion.
cell 𝑐1 𝑐2 𝑐3
1 0.10 0.10 0.80
2 0.10 0.80 0.10
3 0.80 0.10 0.10
4 0.45 0.10 0.45
5 0.40 0.20 0.40
6 0.50 — 0.50
During operations, it was found that
these problems could be linked to back-
ground tasks being performed on the
CPUs responsible for controlling the ex-
periments. By reducing the workload on
the processors, the regulation could be
improved; but the root cause, as well as
why only cell 5 was affected, could not be
determined. An important aspect of the
work done during DCMIX1 is the com-
parison and evaluation of analysis meth-
ods. To form a reliable data base, analy-
sis methods had to be consolidated and
compared; also, expertise on image pro-
cessing and phase evaluation in the case
of SODI had to be acquired. By compar-
ing different techniques from all DCMIX
teams, a common theme emerged: even though absolute values might differ, all
methods converge to results which are indistinguishable within the contrast fac-
tor problem, as formulated in Section 2.2. The Bayreuth team also participated in
the analysis of DCMIX1 data, which allowed to lay groundwork necessary to per-
form the role of PI during DCMIX3. The results of this analysis are presented in
Section 5.1.
Figure 3.2: Bubble in DCMIX1 cell 1 around the 12th of December 2011.
23
3 The DCMIX Project
3.2 DCMIX2
DCMIX2 focused on the system toluene, methanol and cyclohexane. Even though
this is also a hydrocarbon system, DCMIX2 offers someunique properties: a broad
miscibility gap exists in the ternary composition space, which allows to study
phase separation when approaching this gap, i.e. a slow-down of the mass dif-
fusion at the critical point [58, 59]. Also, the system is hydrodynamically unstable
at many compositions, preventing a detailed study on earth [60]. In the timeframe
2012/2013 measurements were again performed in SODI, this time with the team
of Valentina Shevtsova (Université Libre de Bruxelles, Belgium) acting as PI. One
critical aspect of DCMIX2, which became already apparent during the prepara-
tions, was the choice of the sealing material of the cells. During DCMIX1 Viton®
O-rings were used, but during preparations for DCMIX2 it became obvious that
the new chemicals could dissolve in thematerial. Two alternativeswere discussed
at that time: Chemraz® 505 orKalrez®; sinceChemraz®was easily available, itwas
chosen to replace Viton®. But in hindsight, Chemraz® was not the optimal choice
for the seals and already during checkout operations bubble formation could be
observed in several cells.
Table 3.2: Compositions for the DCMIX2
cells with components toluene
(𝑐1), methanol (𝑐2) and cyclo-
hexane (𝑐3). All compositions
are given as weight fraction.
cell 𝑐1 𝑐2 𝑐3
1 0.25 0.15 0.60
2 0.45 0.15 0.40
3 0.65 0.15 0.20
4 0.20 0.40 0.40
5 0.30 0.30 0.40
6 0.40 — 0.60
This aggravated during operations and
significantly impacted the planned exper-
iments [61]. Even though no Soret mea-
surements could be performed in these
cells, some experiments have been made
on the bubbles by applying different tem-
perature gradients and mean tempera-
tures. This forced Marangoni convection
on the gas-liquid boundary and allowed
for some qualitative observations. Also,
measurements at different mean temper-
atures in the bubble-free cell with the
binary toluene/cyclohexane mixture al-
lowed to observe the dependence of the
Soret coefficient on temperature [62].
3.3 DCMIX3
DCMIX3 was performed at the end of 2016 and focused for the first time on aque-
ous mixtures with water, ethanol and triethylene glycol. Since the role of PI was
given to the Bayreuth team of W. Köhler (including the author), the focus of this
workwill be on these experiments, with the following sections giving an overview
over the timeline.
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3.3.1 DCMIX3a
Preparations for DCMIX3 started in spring 2014, as the PI team had to provide
basic thermophysical information about the samples, necessary for risk assess-
ments by NASA and ESA. Since all materials brought to the space station un-
dergo amultitude of environmental extremes during transport, information about
freezing/melting points, thermal expansion etc. are vital for flight preparation.
Furthermore, all flammable chemicals aboard the space station can be a poten-
tial health hazard when leaking from containment, since in an enclosed environ-
ment even minimal amounts of liquid can produce dangerous combustions or
shortages when in contact with electrical equipment. So, the PI team collected
as much information about the liquids water, ethanol and triethylene glycol as
possible from literature. For water and ethanol, this was possible without much
effort, since these liquids are so common in everyday use. On the other hand, the
literature on thermophysical properties of triethylene glycol is much scarcer and
sometimes very dated. Therefore, working with lab equipment on hand or easily
available from other departments, own measurements on density, melting point
and freezing were conducted. Another issue which had to be worked on before
any flight hardware could be assembled was the question of suitable sealing ma-
terials for the cell array. As experience from DCMIX2 had shown, a hasty choice
could lead to significant problems with bubble formation, seriously hindering
the operations or, in worst case, preventing planned measurements altogether.
Table 3.3: Compositions for the DCMIX3
cells with components water
(𝑐1), ethanol (𝑐2) and triethy-
lene glycol (𝑐3). All composi-
tions are given as weight frac-
tion.
cell 𝑐1 𝑐2 𝑐3
1 0.20 0.20 0.60
2 0.33 0.33 0.33
3 0.25 0.60 0.15
4 0.75 0.15 0.10
5 0.50 0.10 0.40
6 0.85 0.15 —
Several standard materials like Viton®
(used in DCMIX1), Chemraz® (used in
DCMIX2) and Kalrez® were considered
and had to be tested with the sample liq-
uids. To do this, small samples of the
materials were submerged in the three
pure liquids for DCMIX3 and weighed
in regular intervals to test mass uptake
over time. This allowed to draw conclu-
sions about permeation in the different
material/liquid combinations and make
a choice for the most resilient sealing,
maximizing the lifetime of the cell array.
These tests showed that Kalrez® was su-
perior in every aspect to the alternatives
and consequently the appropriate mate-
rial.
The next step in this phase was then a “breadboard” test: the three most “ex-
treme” liquid mixtures (i.e. on the corners of the composition triangle) were filled
into the Engineering Model of the DCMIX3 cell array, sealed and monitored over
prolonged time for bubble formation. To do this, the Bayreuth team provided
the mixtures to QinetiQ Space n.v., the company responsible for cell array manu-
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facturing, which then conducted the breadboard tests. After these tests showed
no bubble formation, Kalrez® was approved as sealing material and preparations
could move forward to the next phase. Since all diffusive quantities of interest in
the DCMIX experiments are highly sensitive to the mixture compositions, one of
the most critical aspects is the sample preparation. To guarantee the desired com-
positions, this step was also conducted by the PI team to oversee the procurement
and handling of the pure liquids as well as the mixing process itself. Beyond that,
the mixed liquids had to be degassed, which was also performed in Bayreuth,
since dissolved gases could again pose a danger of bubble formation at any point
after cell filling.
After successful completion of all preparations, the DCMIX3 experiments were
scheduled to be brought to the International Space Station aboard the automated
Cygnus CRS Orb-3 spacecraft on the 28th October 2014. This spacecraft was op-
erated by Orbital Sciences, a US-based launch provider participating in the Com-
mercial Resupply Services (CRS) program, which enlists private companies under
the auspices of NASA to provide cargo transportation services to/from the ISS.
Orbital Sciences won several transport missions in its bid for CRS, and developed
the Antares launch system as well as the Cygnus spacecraft for this purpose.
Launching from the Wallops Flight Facility in Virginia, the company already
had made two flights to the space station. Since the development and produc-
tion of rocket engines requires highly specialized knowledge, Orbital Sciences in-
cluded engines from a third party for the first stage of the rocket: Aerojet Rocket-
dyne. The Aerojet Rocketdyne AJ26 engine has some interesting history, since it
is refurbished from old Soviet NK-33 engines, which were developed in the 1960s
and 1970s to provide propulsion for a possible Soviet rocket to the Moon. Since
the Soviet Union lost interest in a mission to the Moon after the American land-
ings, these engines were no longer needed and therefore put into storage until
Aerojet Rocketdyne purchased a stockpile and, with significant modifications, re-
purposed them as AJ26 engines.
Unfortunately, during the launch of Orbital 3, a catastrophic failure of one of
the turbopumps in the AJ26 engines lead to the explosion of the spacecraft and
the loss of all cargo aboard [63], see Fig. 3.3. Due to the extensive damage dur-
ing the explosion, the DCMIX3 cell array was considered lost, but during cleanup
operations on the launch pad the containers with the DCMIX3 hardware were re-
covered, showing only minor scorch marks on the outside, as visible in Fig. 3.4.
Closer inspection of the hardware showed some damage from impact, either on
the ground or with other debris, but the cell array itself was mostly intact with
the liquids still inside and free of bubbles. The hard disks for data storage even
proofed to be completely undamaged, and could be reused after a re-certification
by the vendor. But of course, operations were set back by this incident as a new
cell array had to be built (with the old one no longer flight certifiable), new liq-
uids prepared and a new launch opportunity to be found. In the following, all
operations up to this point will be referred to as DCMIX3a.
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Figure 3.3: Explosion of the Antares rocket carrying Cygnus CRS Orb-3 on 28th Oc-
tober 2014. The first DCMIX3 cell array was considered lost in this
explosion. (Source: Nasa via https://www.flickr.com/photos/
nasahqphoto/, CC BY-NC-ND 2.0)
Figure 3.4: The hardware of DCMIX3a recovered from the launch pad after the explo-
sion of the Antares rocket (top: flash drives for data storage; bottom: cell
array). Except for some fire damage on the stowage bags, the hardware looks
undamaged. Only closer inspection revealed structural damage to the cell
array, probably from the impact on the ground or collision with debris. The
cells itself were not broken and still bubble-free. (Source: courtesy QinetiQ
Space)
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3.3.2 DCMIX3b
Since the damage to the DCMIX3a cell array effected an almost complete loss of
hardware, a new cell array had to be built and also financed. After assessment
of the situation, ESA consented to take parts originally planned for an upcom-
ing DCMIX4 operation and use them to assemble a new DCMIX3 cell array (now
called DCMIX3b). In April 2016, the new cell array was ready and new sample
liquids could be prepared in Bayreuth. The process for this was analogous to the
DCMIX3a preparations, so general procedures described in the following section
also apply to DCMIX3a. All sample preparations took place in the time from 1st
April to 13th April 2016 in the laboratories of the University of Bayreuth.
3.3.3 Sample Preparation
Mixing
To guarantee the desired concentrations and prevent contaminations, dedicated
batches of ethanol and triethylene glycolwere ordered from commercial suppliers:
• Ethanol Absolute 99.5%, Extra Dry, AcroSeal® (CAS: 64-17-5) from Acros
Organics (Lot: 1545382, Product Code: 397690025)
• Triethylene glycol 99% (CAS: 112-27-6) from Acros Organics (Lot: A0364772,
Product Code: 139590025)
Water was taken from aMilli-Q® water filtration system, which de-ionizes and fil-
ters tap water to laboratory quality (resistivity 18.5MΩcm, 0.22 µm PAK-filter).
The mixing of the samples was done inside Duran® Premium bottles (borosili-
cate glass, capacity 100mL, retrace code 10067727) with a PTFE screw cap. To
weigh the exact amounts of liquid, the bottles were placed on a precision scale
(Sartorius LC 620 S, MC-1 series, readability 1mg, capacity 620mg) and the liq-
uids weighed out into the glasses, starting with triethylene glycol, then water and
ethanol at the end. This order was followed to minimize evaporation of the liq-
uids, and therefore concentration shifts, since the vapour pressure of the liquids
increases also in this order. All handling of the samples was also done with dedi-
cated equipment: for larger quantities, 20mL Brand® SilberbrandAR-glass pipettes
were used; smaller quantities were siphoned with 5mL BBraun Injekt® single-use
syringes. After the proper amounts were weighed out, the bottles were closed
with the PTFE screw caps, wrapped with Parafilm® and shaken to ensure a com-
plete mixing of all components. Table 3.4 gives an overview over the weighed out
amounts of liquids and the resulting compositions.
Degassing
As already mentioned, all samples had to be degassed to prevent any bubble for-
mation after the cell filling, so a freeze-pump-thaw technique was used to remove
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any residual gases introduced during mixing. The corresponding setup is shown
in Fig. 3.5. As a first step the PTFE screw caps of the bottles had to be replaced
with BOLA PPS screw caps, equipped with a stopcock, which is necessary to con-
nect the sample with other equipment. The degassing procedure then works as
follows: first, the liquid under consideration is flash frozen in liquid nitrogen; af-
ter about 20min, the sample is considered to be completely frozen (see Fig. 3.6).
The container is then connected to a vacuum pump via the stopcock to remove
any gases not frozen into the bulk. After about 20min vacuum (below 10mbar)
the stopcock is closed again; the sample is kept under liquid nitrogen during the
whole process. The third step is to slowly thaw the frozen sample in a water bath
at 25 ∘C; during this step, bubbles can be seen rising to the surface (see Fig. 3.7).
So, this technique works by lowering the partial pressure of the unwanted gases
above the sample to zero, which forces gas out of the sample to maintain equilib-
rium. But since a single iteration is not guaranteed to remove all solved gases, the
process is repeated at least three times for every sample. A good indication that
the degassing is sufficient is when no bubbles appear during the last thawing step,
which was the case for all samples. As last step, all sample bottles were flushed
with Helium gas to prevent immediate air contact of the samples when opening
them.
Also, as a quality check and reference, thermo-optical properties of all sample
liquids were measured before and after degassing. The refractive index at 20 ∘C
was measured with an Anton Paar Abbemat WR multi-wavelength refractometer
(see Table A.1); the density of the samples was measured with an Anton Paar DSA
5000 M density meter (see Table A.2).
Sample Transport
After the degassing, the samples had to be prepared for transportation, since fur-
ther processing was done outside of Bayreuth. Therefore, samples had to be filled
into Hamilton Gastight 1010 TTL syringes (10mL capacity), to be ready for use af-
Table 3.4: The masses of vials and liquids, and resulting sample compositions in weight
fraction for all sample cells during the mixing procedure of DCMIX3b.
weight / g
cell bottle water ethanol TEG total cH2O cEtOH cTEG
1 178.524 20.000 19.993 59.931 278.448 0.20015 0.20008 0.59977
2 179.478 33.326 33.350 33.266 279.420 0.33345 0.33370 0.33285
3 177.203 25.023 60.040 15.121 277.387 0.24977 0.59930 0.15093
4 179.460 74.983 14.977 9.971 279.391 0.75035 0.14987 0.09978
5 178.886 49.982 9.984 40.013 278.865 0.49993 0.09986 0.40021
6 177.923 84.962 15.005 — 277.890 0.84990 0.15010 —
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Figure 3.5: Degassing setup used in Bayreuth. On the left one can see the Dewar flask
used for flash freezing the samples. Rubber hoses connect the sample volume
(Duran® bottle in the middle) with the vacuum pump to the right. To prevent
condensation of vapors inside the pump or reflux of oil from the pump into
the hoses, a cold trap is inserted between pump and sample volume. A pres-
sure gauge allows to control the quality of the vacuum in the sample volume.
The thermostatic water bath in the middle was used in the last step to slowly
thaw the mixtures.
ter shipping. These syringeswere cleanedmultiple timeswithMilli-Q®water and
acetone and then dried under vacuum (< 10mbar) at 50 ∘C before filling. Since
the tips of the syringes are equipped with luer lock adapters, BBraun Discofix®
stopcocks were connected, allowing to seal the syringes against leakage. To draw
liquid into the syringes, a syringe pump (World Precision Instruments NE-1002X)
was used, since manual raising of the syringes might lead to under-pressure and
bubble formation. A slow pump rate of 100 µLmin−1 ensured minimal friction
of the plunger and a steady filling of the syringes. The connection of the syringes
with the bulk of the liquidswasmade over BBraun Perfusor® Line Type IV PE con-
nections, a 0.22 µm Millipore filter and BBraun Sterican® single-use needles, see
Fig. 3.8. To lower the needle into the bulk, the stopcock of the bottle was opened
just enough for the needle to fit through. At the end of the process, any resid-
ual air sucked into the syringes through the PE connection could be removed by
moving the plunger. The stopcock of the syringe was then closed and sealed with
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Figure 3.6: Left: The sample submerged in liquid nitrogen for flash freezing. Right: The
flash-frozen sample, after evacuation and shortly before thawing.
Figure 3.7: The sample during thawing in the thermostatic water bath at 25 ∘C. In the left
image, one can clearly see gas bubbles rising in the liquid. After several repe-
titions of the process, samples look like on the right image, when no bubbles
appear during thawing. This indicates a sufficient degassing.
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Parafilm®. Since about 5mL of sample liquid are needed for one filling of a cell,
two syringes with 10mL each were filled from every sample to allow refilling of
a cell if needed. With five ternary and one binary sample, this resulted in 12 sy-
ringes in total, see Fig. 3.9. Tominimize the risk of loss of the samples, the syringes
were split into two batches: the first batch was shipped by a delivery service, the
second batch was transported by the PI team to the facilities for cell filling.
Figure 3.8: The setup used for filling of the syringes with the DCMIX3b sample liquids.
On the left, the syringe pump is slowly raising the plunger of the syringe.
Over a PE line, with a filter and a needle applied, the syringe is connected to
the sample bulk through the stopcock of the bottle.
3.3.4 Cell Filling
The cell filling was done in the facilities of QinetiQ Space n.v. near Antwerps,
with the author present to act as consultant for the engineers, from 25th April to
29th April 2016. Since the cell design for DCMIX only allows for one filling hole
on top, a special procedure had to be employed: as can be seen in Fig. 3.10, the
cell is connected via hoses with a vacuum pump. Via a T junction, the syringe is
connected to the system. First, the pump evacuates the cell and the hoses leading
to it, with the valve to the syringe closed. Then, the valve to the pump is closed,
and the valve connecting to the syringe opened. This means, that syringe and cell
are connected via a evacuated hose, so the liquid gets sucked into the cell by the
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Figure 3.9: The filled syringes with the DCMIX3b samples, ready for shipment.
vacuum. After the liquid has entered the cell, all valves are closed. This process
leads to some bubble formation; so these bubbles have to be forced out of the cell
by turning the cell array, collecting all small bubbles into a large one, and letting it
rise up through the filling hole. After the filling process, a close visual inspection
of the cell is performed by looking through the glass windows with magnifying
glasses. This step ensures that no particles or other contaminants have entered the
cell during the filling procedure, or bubbles remain in some corners of the cell.
Unfortunately, the visual inspection showed particles sticking to the walls inside
cells 2, 3 and 5, which necessitated a refill of these cells.
Inspection of the extracted particles suggested a metallic origin. Since the ma-
terial looked very similar to the thread on top of the filling hole, necessary to apply
the filling adapter, themost probable explanation is that these particlesweremetal
shaved off the thread during application of the adapter. The affected cells were
emptied, thoroughly cleaned with purified water and ethanol, and dried by ap-
plying vacuum. Then, the cells were refilled using the same procedure as before,
but taking special care during application of the filling adapter to avoid any abra-
sion. The refill was successful for all affected cells. After filling operations were
completed, several integration tests were applied to the hardware by QinetiQ en-
gineers. This includes a vacuum test, thermal cycling as well as a vibration test, to
ensure that the cell array will not be impacted by ambient conditions during the
flight to the space station.
3.3.5 Operations on the ISS
Delivery by SpaceX CRS-9
The DCMIX3b cell array was scheduled to be brought to the ISS with the next
available resupply mission, SpaceX CRS-9. On 18th July 2016 the Falcon 9 rocket
took off from Cape Canaveral, carrying a Dragon transport capsule on top, and
safely arrived at the space station on 20th of July 2016, see also Fig. 3.12. After
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Figure 3.10: The system for filling of the cells. The sample syringe is connected to the fill-
ing adapter on top of the cell, which forms a T junction and is also connected
to a vacuum pump. Valves allow the selective evacuation of hoses between
syringe and filling adapter as well as the cell volume. The cell array itself is
seen in an unfinished state, with the Peltier elements for thermal regulation
not yet fixed and the outer shell missing.
docking to the ISS, the DCMIX3b hardware was put into storage until SODI could
be assembled in the Microgravity Science Glovebox (MSG). MSG provides a ver-
satile platform for different experiments, ranging from life sciences to material
sciences, and is heavily utilized by a number of teams. This makes experiment
time scarce and the DCMIX experiment had to wait until a timeslot became avail-
able for MSG. Figure 3.11 shows an image of the Microgravity Science Glovebox.
Apart from providing an encapsulated workspace, mandatory for most experi-
ments involving liquids on the ISS, MSG includes power outlets, controlled air
flow for heat regulation and a dedicated control computer. A breadboard allows
for the installation of different hardware, e.g. the SODI interferometer.
Hardware Checkout
In September 2016, MSGwas ready for the DCMIX experiments and the hardware
could be mounted inside. NASA astronaut Kathleen Rubins, together with the
team at USOCMadrid, was responsible for the setup of SODI inside MSG, as well
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Figure 3.11: Image of the Microgravity Science Glovebox (MSG), a versatile experiment
container inside the Destiny module of the ISS. It can provide power, cool-
ing and control interfaces to different experiments. Here, one can see SODI
with the DCMIX3b cell array inserted, shortly after setup on 13th of Septem-
ber 2016. The two optical modules are clearly visible, with the one in the
background always being fixed on the companion cell and the one in the
foreground being able to move between the different ternary cells. (Source:
courtesy QinetiQ Space)
Figure 3.12: Left: start of SpaceX CRS-9 from Cape Canaveral on 18th July 2016. Right:
arrival of the Dragon capsule carrying the DCMIX3b cell array at the
ISS on 20th July 2016. (Source: SpaceX via https://www.flickr.
com/photos/spacex/, Public Domain; NASA via https://www.
flickr.com/photos/nasa2explore/, CC BY-NC 2.0)
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Figure 3.13: NASA astronaut Kathleen Rubins during the setup of the SODI hardware
and insertion of the DCMIX3b cell array on 13th September 2016. (Source:
NASA via https://www.flickr.com/photos/nasa2explore/,
https://www.nasa.gov/mission_pages/station/
research/experiments/1175.html, CC BY-NC 2.0)
as the integration of the DCMIX3b cell array into SODI. During this time the PI
team, together with QinetiQ engineers, were present at E-USOC to monitor the
operations and provide feedback as necessary. The setup of SODI started on 13th
of September and could be monitored via a live video stream, see Fig. 3.13.
After insertion of the cell array, the team of E-USOC took over and downloaded
images taken with the CCD cameras of SODI, to verify the field of view and the
integrity of all cells, see Figs. 3.14 to 3.16. Unfortunately, this so-called optical
checkout revealed some problems: first of all, a bubble had formed in cell 3. Since
all other cells were bubble-free, and a continuous growth of the bubble could be
observed during operations, the most probable origin was due to some leakage
(Fig. 3.17). Furthermore, the field of view of cells 1 and 2 was slightly cropped,
with only ca 95% and ca 97% of the cell volumes visible. The reason for this crop-
ping could not be conclusively determined, since the design of the cell array is
optimized to guarantee a reproducible positioning. But after some consideration,
it was deemed acceptable, since any operations to correct the cell alignmentwould
have had to be done by an astronaut. Scheduling additional time for such op-
erations is very complicated and it could not be guaranteed that a repositioning
of the cell array would correct the issue. Since any such attempt would have re-
sulted in a loss of precious operation time, and since the cropped parts of the cells
were close to the walls, which have to be cropped anyway during analysis, it was
decided to commence with the measurements and not to try any corrections.
Mandatory Runs
The agreement of the DCMIX team with ESA about the DCMIX3 experiments,
as detailed in the ESR (Experiment Scientific Requirements) document [51], de-
fined 20 mandatory runs to be conducted at 25 ∘C, measuring the cells in con-
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Figure 3.14: Status of the cells 1 and 2 during checkout operations.
Figure 3.15: Status of the cells 3 and 4 during checkout operations.
Figure 3.16: Status of the cells 5 and 6 during checkout operations.
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secutive order (1,2,3,4,5). Since a bubble had formed in cell 3, some adjustments
had to be made about the measurement processes. As tests during optical check-
out revealed, the bubble was immobile under different temperature gradients,
but could be removed when raising the mean temperature of the cell to 30 ∘C.
The most probable explanation for this is, that the increased pressure in the cell
forced the bubble through the filling hole into the compensation volume. When
cooling down again to 25 ∘C, the bubble would reappear with approximately the
same size as before. To avoid disturbances in cell 3 by Maragoni convection at the
liquid-gas boundary, measurements in this cell were conducted at 30 ∘C. Also, to
start measurements with the cell providing an optimal field of view, runs were
reordered to start with cell 5. Together with necessary equilibration times after
a completed measurement, this lead to a reordering of the runs as defined in the
ESR.
Operations for the mandatory runs lasted from 19th September to 20th October
2016. After completion of the optical checkout and initial run configuration, the
PI team returned to Bayreuth andmonitored operations via telemetry. As already
mentioned, the complete data set of the experiments is too large for downlinking
from the ISS. Thus, only a limited amount of data was downlinked to evaluate a
run andmake decisions about upcoming experiments. This telemetry data is com-
promised of 42 image stacks per laser and run, as well as temperature readings
from the sensors inside the cell array. Special software provided by NASA (TReK,
“Telescience Resource Kit”), see Fig. 3.18, and E-USOC enabled a real-time data-
link between the PI team and the operators at E-USOC, which received telemetry
data via Marshall Space Flight Center and streamed this data to Bayreuth. Based
on this information, the PI team discussed with E-USOC the most promising ac-
tions on aweekly basis, after which the team at E-USOCwould prepare the exper-
iments. These operations were successful and, due to efficient utilization of the
alloted time by E-USOC, 21 mandatory runs were completed, with 5 runs in cell 5
and 4 runs each for all other cells.
Additional Experiments (“nice-to-have” Runs)
Originally, operationswould have ended on 20thOctober, but since another exper-
iment scheduled for MSG had to be cancelled, DCMIX3b was granted additional
time for some “nice-to-have” runs. The ESRdocument had already planned ahead
for such an opportunity, defining some additional runs with an extended dura-
tion. But since the bubble in cell 3 had already necessitated some deviations from
ESR, it was agreed that the most useful data to have would be additional runs in
the other cells also performed at 30 ∘C. This would provide a complete data-set
of all cells at identical mean temperature, making possible comparisons between
the different mixtures. The “nice-to-have” runs lasted from 20th October to 22nd
November 2016. After backup of the data, SODI was removed from MSG and
stored on 30th November 2016. The hard disks were prepared for transportation
with SpaceXCRS-10, which docked at the ISS on 23rd February 2017 and returned
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Figure 3.17: Plot of the bubble volume in cell 3 over time, withmarks for important dates
during operation. The volume has been estimated from images taken be-
tween runs, so the mean temperature was identical to the ambient tempera-
ture (∼ 22 ∘C). A linear regression of the volume (dashed line) suggests that
the bubble appeared around end of August / start of September, while the
cell array was stored aboard the ISS. Minor ticks in the plot are in two-day
intervals.
Figure 3.18: TReK software provided byNASA for telemetrymonitoring. The left screen-
shot shows information provided by MSG, the right one shows the status of
the Peltier elements as well as measured temperatures in the cell array.
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back safely to earth on 18th March 2017. After the landing, the hard disks were
transported to Madrid, where the E-USOC team performed the readout opera-
tions and uploaded the files to a FTP server. In June 2017, the PI team was given
access to the full data set of DCMIX3b. Analysis of this data will be presented in
Section 5.2.
Notable Events
During operations of DCMIX3b another notable event occurred, apart from the
bubble in cell 3. In the course of run 08 in cell 3, a sudden shift of the camera was
noticeable between the twodownlinked imageswith timestamps at 12:59UTCand
15:13 UTC. After the full data set became available, the exact time frame could
be narrowed down to between 14:46 UTC and 14:49 UTC. Since the cell array
itself is fixed, a shift of the movable camera module was the most plausible expla-
nation. So, the cause of this had to be found to exclude any re-occurrence, which
was possible since, tomonitor ambient conditions, several acceleration sensors are
mounted inside the MSG. Sifting through the data provided by these sensors the
team at E-USOC, together with the team of Xavier Ruiz, soon identified the origin
of the shift: a short, low frequency jitter on the MSG was registered in the time-
frame under consideration [64]. What caused this jitter could not be determined,
but probably some slow-moving object collidedwith theMSG, leading to the shift
of the camera. This was a singular event, which was not observed again during
operations, so no negative influence on the experiments is to be expected. Fur-
thermore, the IVIDIL experiments, which were done some years before in SODI,
have shown that low intensity vibrations do not disturb diffusive processes in mi-
crogravity [56]. The only consequence from this event was to redefine the Region
of Interest (ROI) for image cropping, to adjust to the new camera position.
3.4 DCMIX4
The latest campaign, which is under preparation during the time of writing, is
DCMIX4. Since this will probably be the last DCMIX effort under the original
agreement with ESA, several ideas how to best utilize this opportunity were dis-
cussed: for one, the DCMIX2 measurements were severely hindered by bubble
formation, preventing most of the planned measurements, which called for a re-
peat of at least someDCMIX2 samples (with improved sealing). Secondly, bearing
inmind that themain goal of DCMIX is to characterize a wide range of model sys-
tems, ternary polymer mixtures (meaning one polymer mixed with two solvents)
wouldmake a useful addition; especially since the future experiment “Giant Fluc-
tuations” [65–67] (formerly named NEUF-DIX) will investigate non-equilibrium
fluctuations in the ternary polymermixture polystyrene/toluene/hexane, this of-
fers a good opportunity to cross-reference and validate results from two different
experimental methods. Thirdly, a ternary nanofluid (tetralin/toluene/fullerene)
40
3.4 DCMIX4
would expand reference data to another highly interesting model system, with
possible applications ranging from photovoltaics to biotechnology [68, 69]. The
result from these discussions was that all of the three mentioned systems would
be included in the cell array, maximizing the scientific impact of DCMIX4; the
planned compositions of all cells are listed in Table 3.5.
Table 3.5: Planned compositions for the DCMIX4 cells, given as weight fraction.
cell 𝑐1(toluene) 𝑐2(methanol) 𝑐3(cyclohexane)
1 0.20 0.25 0.55
2 0.35 0.25 0.40
3 0.55 0.25 0.20
𝑐1(tetralin) 𝑐2(toluene) 𝑐3(fullerene)
4 0.60 0.3993 0.0007
𝑐1(polystyrene) 𝑐2(toluene) 𝑐3(hexane)
5 0.02 0.49 0.49
6 0.02 0.98 —
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This chapter will explain the experimental methods relevant to this work, includ-
ing ground-based setups used in Bayreuth, aswell as theDCMIX experiments per-
formed on the ISS. For measurements of (thermo)diffusion coefficients, the Opti-
cal Beam Deflection (OBD) method is well established in Bayreuth, with previous
works successfully employing it for binary as well as ternary systems. Since de-
tails of the implementation of thismethod are described in theworks ofMeier [70],
Königer [71] and Gebhardt [13], focus in the first section will be laid on the di-
mensionless formulation introduced by Haugen and Firoozabadi [14]. This for-
mulation is also the basis of the detailed analysis of stable quantities presented by
Gebhardt [13, 15], which informs the data analysis in this work for both ground
and microgravity measurements. All methods employed in Bayreuth rely on the
precise determination of optical contrast factors, so the experiments for measure-
ments of these will also be explained. The last section will then give details about
SODI, the instrument used for microgravity measurements on the ISS, as well as
some basic concepts of Phase-Shifting Interferometry in general.
4.1 Optical Beam Deflection
Measurements of diffusion and thermodiffusion coefficientswith anOptical Beam
Deflection setup have already been performed by Giglio and Vendramini in the
1970s for different polymers in solution as well as aniline/cyclohexane near the
consolute critical point [25, 72, 73]. The basic principle is quite simple and lever-
ages the fact that concentration shifts inside a sample also lead to refractive index
shifts. In turn, a laser beam passing through a transparent mediumwith a refrac-
tive index gradient perpendicular to the beam axis is subject to deflection. This
deflection of the laser beam can be detected with a simple line camera and an-
alyzing its time dependence allows to deduce the (thermo)diffusive coefficients.
Figure 4.1 shows a sketch of the basic principle.
4.1.1 Setup
The setup used in Bayreuth is based on the design by Piazza [74, 75] and has first
been implemented by Meier and Königer [70, 76]. This first iteration relied on a
single laser source at 637 nm, enabling measurements in binary mixtures of wa-
ter/ethanol [26], water/isopropanol [55] as well as toluene/methanol/cyclohex-
ane [77]. Later, Königer and Gebhardt expanded the setup to include two beams
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Figure 4.1: A simple sketch of the OBD principle: in typical experiments, the sample
is heated from above, which means that a gradient Δ𝑇 is applied symmet-
rically to the sample with mean temperature 𝑇0. In most (binary) mixtures,
this leads to an accumulation of the denser component on the bottom of the
sample, increasing the local refractive index. Vice versa, the lighter compo-
nent accumulates on the warmer (top) side, decreasing the refractive index.
A light beam passing through the medium with refractive index gradient 𝜕𝑛
𝜕𝑧
perpendicular to the optical axis is deflected towards higher refractive index,
leading to the detectable deflection Δ𝑧.
with different wavelengths (405 nm and 635 nm), following a proposition by Hau-
gen and Firoozabadi [14]. This opened up the possibility to measure ternary mix-
tures, which has successfully been done in the systems tetralin/n-dodecane/iso-
butylbenzene [31, 78–80] and 1-methylnaphthalene/octane/decane [78]. This ternary
setup has also been used in this work for measurements in the DCMIX3 system
water/ethanol/triethylene glycol and will be described in the following.
Figure 4.2 shows themain components of the OBD instrument. All parts whose
respective distances can influence the detected deflection (light source – sample –
camera) are mounted on a profile rail (Linos X95) made from aluminium, to mini-
mize changes of the relative positions due to fluctuations of the ambient tempera-
ture. Two diode lasers (Sharp GH04P21A2GE at 405 nm and Schäfter und Kirchhoff
51nanoFCM at 635 nm) are used as light sources. To guarantee that both beams
enter the sample on the identical axis, they are first combined into a common op-
tical single-mode fiber (Schäfter und Kirchhoff SMC-400-2,6-NA012-3-APC-0-300
with collimator 60FC-4-A11-02) and directed to a collimator (Schäfter und Kirch-
hoff 60FC-4-M5-33) on the profile rail. After passing through the sample cell, the
beams are detected on a line camera (Spectronic Devices TCD1304, 3648 pixel of
8.25 µm × 200 µm size each). Since the camera records a beam profile with finite
width, the position is determined by fitting a Gaussian curve on this profile and
taking the position of the maximum. This allows the measurement of the beam
position with sub-pixel precision.
The core of the setup is the Soret cell with the sample, since its design directly
influences the performance of the instrument. The general layout of a Soret cell
is well established, with similarities across different experimental methods: to
enable the application of a temperature gradient across the bulk, the sample is
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Figure 4.2: The 2-color Optical BeamDeflection setup as implemented in Bayreuth. Both
lasers are coupled into a common fiber to guarantee an identical beam path
to the sample cell. To track the laser position on the camera independently
for both wavelengths, the lasers are switched on and off alternately with a
frequency of around 1Hz. Mounting the end of the optical fiber, the Soret
cell and the line camera on the same profile rail minimizes changes in the
important distances, especially the distance 𝑙𝑎 between cell and camera.
sandwiched between two metal plates with high thermal conductivity (copper
in the case of OBD), with a glass frame enclosing the volume. This allows to ob-
serve the sample in a direction perpendicular to the thermal gradient (and grav-
ity) with a laser beam. In order to obtain an ideal temperature profile, i.e. free
of distortions in the plane of the beam, the exact method of sealing the sample
volume and filling/cleaning the cell requires careful consideration. Figure 4.3
shows the cell design used in Bayreuth, which was optimized over the years. The
copper plates form a flat surface on the side of the cell volume, to prevent any
dead volumes, with a rectangular glass frame (Hellma 690.295-OS, custom build)
in between. Inside the frame, a total geometric path length of 10mm through the
sample is achieved. To seal the volume, two Teflon® foils of 100 µm thickness, cut
out to fit the glass frame, are sandwiched between frame and copper plates. This
leads to total height of the cell volume of around 1.43mm and an aspect ratio of
0.143 between cell height and geometric path length. To ensure a tight sealing
between all parts, four screws connect the two copper plates on the corners. By
tightening the screws with a torque wrench, only applying a specific amount of
torque on each screw, excessive loads on the glass frame can be avoided. When
a sample cell has been assembled like this, the sample can then be filled into the
glass frame via capillaries leading through the copper plates to the corners of the
sample volume.
The other important design constraint is the regulation of the applied temper-
ature gradient, which is done via a feedback loop. Cut-outs on the copper plates
allow the application of Peltier devices (Quick Cool QC-71-1.4-8.5-M), providing
the necessary heat flux for temperature regulation. Additionally, through small
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Figure 4.3: Soret cell design as employed for Optical Beam Deflection in Bayreuth.
holes in the copper plates close to the sample volume, thermistors (Epcos NTC
B57540G0103F00, 10 kΩ nominal resistance at 25 ∘C) allow to determine the tem-
peratures on the upper and lower walls of the sample volume, completing the
feedback loop. After calibration with a precision thermometer, absolute accuracy
is around 0.03K, with differences between the two thermistors in the mK range.
Now, in an ideal experiment, the application of the temperature gradient should
be modelled after a Heaviside function: after an equilibration phase of several
hours (to allow the sample to completely mix and to equilibrate the setup), keep-
ing the whole sample bulk at a fixed temperature, the gradient is applied almost
instantly and kept constant for sufficient long times. Typical temperature differ-
ences are around 1K, with measurement durations of around 10 000 s. In the first
iterations of the setup, the whole temperature regulation, including the gradient
switching, was implemented as a PID feedback loop, which lead to overshooting
during the switching. Therefore, Gebhardt devised a new “ballistic” method for
this process [17], improving the temperature profile significantly: for the gradient
application, the PID feedback loop is first switched off completely. Then the Peltier
devices are set to maximum current for a short duration (typically around 0.5 s),
heating/colling the copper plates tomove the temperatures in a ballistic way close
to the desired set-points. Followed by a short equilibration phase (also around
0.5 s) with a lower constant current, the PID feedback loop is then switched on
again. Since the temperatures are nowmuch closer to the target gradient, the PID
regulation needs to react in a much narrower range, preventing most of the over-
shooting and allowing to establish constant temperature differences (in the mK
range) within only a few seconds, as detailed in Gebhardt’s work [13]. The exact
parameters, i.e. the durations for the individual steps just explained, are highly
dependent on the sample, mean temperature and ambient conditions. They are
therefore determined by experience and trial and error for each experiment.
For analysis, a working equation has to be formulated to connect the measured
deflection Δ𝑧𝜆 (𝜆 = 405 nm and 635 nm for the two lasers) to the refractive index
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Figure 4.4: Plot of a typical OBD signal of the equi-mass mixture of tetralin and do-
decane, together with the applied temperature gradient of 1K. This mix-
ture shows the expected behaviour of most binary mixtures, as described in
Fig. 4.1. The two contributions to the signal from the contrast factors 𝜕𝑛/𝜕𝑇
and 𝜕𝑛/𝜕𝑐𝑖 are clearly discernible. Note: the beam position during the equi-
libration phase is taken as position 0, with deflection towards the lower end
of the camera counted as positive.
gradient 𝜕𝑛𝜆/𝜕𝑧 inside the sample [81]:
Δ𝑧𝜆 = 𝑙
𝜕𝑛𝜆
𝜕𝑧
(
𝑙
2𝑛𝜆
+
𝑙𝑤
𝑛𝑤,𝜆
+
𝑙𝑎
𝑛𝑎,𝜆
)
1
𝑙px
≔ 𝐴𝜆
𝜕𝑛𝜆
𝜕𝑧
, (4.1)
with 𝑙 = 10mm the geometric path length inside the sample, 𝑙𝑤 = 1.25mm the
window thickness—with respective refractive index 𝑛𝑤,𝜆 —and 𝑙𝑎 = 1.320m the
distance between window and camera, with 𝑛𝑎,𝜆 the refractive index of air (see
Fig. 4.2). Since the deflection is measured as pixels on the camera, the pixel size 𝑙px
has to be accounted for (about 8.25 µm/px). The so-called instrument amplitude
𝐴𝜆 is almost identical for both wavelengths and can be approximated by
𝐴𝜆 = 𝐴 ≈ 𝑙
𝑙𝑎
𝑙px
= −1600m × px ∀𝜆 . (4.2)
This value has been used for all measurements.
Equation (4.1) only assumes a geometric ray, thereby neglecting the Gaussian
profile of a real laser. To account for this, Kolodner et al. were the first to propose
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an averaging of the deflection across the beam profile [34]:
⟨Δ𝑧𝜆⟩ = 𝐴⟨
𝜕𝑛𝜆
𝜕𝑧
⟩ , (4.3)
where
⟨
𝜕𝑛𝜆
𝜕𝑧
⟩ =
∫+ℎ/2−ℎ/2 𝐼𝜆(𝑧)
𝜕𝑛𝜆
𝜕𝑧
𝑑𝑧
∫+ℎ/2−ℎ/2 𝐼𝜆(𝑧)𝑑𝑧
. (4.4)
The function 𝐼𝜆(𝑧) describes the Gaussian profile of the laser with wavelength 𝜆,
whosewidth is given by the alignment of the collimator. To simplify notation, this
averaging is implicitly assumed in the following.
Now, the refractive index gradient 𝜕𝑛𝜆/𝜕𝑧 inside the sample is determined by
the local temperature and the concentration gradients,
𝜕𝑛𝜆
𝜕𝑧
=
𝜕𝑛𝜆
𝜕𝑇
𝜕𝑇
𝜕𝑧
+
𝐾−1
∑
𝑘=1
𝜕𝑛𝜆
𝜕𝑐𝑘
𝜕𝑐𝑘
𝜕𝑧
, (4.5)
with
𝜕𝑛𝜆
𝜕𝑇
and
𝜕𝑛𝜆
𝜕𝑐𝑘
being the optical contrast factors. Therefore, when inserting
Eq. (4.5) into Eq. (4.1) the measured deflection can be written as
Δ𝑧𝜆 = 𝐴
𝜕𝑛𝜆
𝜕𝑇
𝜕𝑇
𝜕𝑧
+ 𝐴
𝐾−1
∑
𝑘=1
𝜕𝑛𝜆
𝜕𝑐𝑘
𝜕𝑐𝑘
𝜕𝑧
. (4.6)
As already discussed in Section 2.2, the optical contrast factors are sample-specific
parameters, which have to be known beforehand from measurements explained
in Section 4.2. Figure 4.4 shows a typical OBD measurement with the two contri-
butions from temperature and concentration gradient clearly visible. For analyz-
ing an OBD signal, it is important to be able to separate these two signals, since
only the concentration signal contains the diffusion coefficients of interest. Given
a high performance temperature regulation as described above, this is no problem
due to the low Lewis number of liquids (see also Section 2.1.3).
4.1.2 Dimensionless Analysis
To extract the diffusion coefficients from the transient deflection Eq. (4.6), an ana-
lytical description of the time-dependence 𝜕𝑐𝑖(𝑡)/𝜕𝑧 has to be found. As presented
in Section 2.1.3, a general solution for a rectangular Soret cell was deduced by
Haugen in the form of Eq. (2.25). Similarly, we rewrite Eq. (4.6) with a new sub-
script
Δ𝑧𝑖 = 𝐴
𝜕𝑛𝑖
𝜕𝑇
𝜕𝑇
𝜕𝑧
+ 𝐴
𝐾−1
∑
𝑘=1
𝜕𝑛𝑖
𝜕𝑐𝑘
𝜕𝑐𝑘
𝜕𝑧
. (4.7)
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To be able to insert Eq. (2.25) into Eq. (4.7), we have to take the transformations
Eqs. (2.19) to (2.21) into account:
Δ𝑧𝑖 = 𝐴
𝜕𝑛𝑖
𝜕𝑇
𝜕𝑇
𝜕𝑧⏟⏟ ⏟⏟
Δ𝑧𝑇,𝑖
+𝐴
1
ℎ
𝐾−1
∑
𝑘=1
𝜕𝑛𝑖
𝜕𝑐𝑘
𝑉𝑖𝑘Δ𝐶∞,𝑘
𝜕 ̃𝐶𝑘
𝜕 ̃𝑧
. (4.8)
The first term contains solely experimental parameters (instrument amplitude 𝐴,
applied gradient 𝜕𝑇/𝜕𝑧 ≈ Δ𝑇/ℎ) and the thermal contrast factor. So it is conve-
nient to normalize the deflection signal on this quasi-constant thermal amplitude
Δ𝑧𝑇,𝑖,
Δ𝑧𝑖
Δ𝑧𝑇,𝑖
= 1 +
𝐾−1
∑
𝑘=1
(
𝜕𝑛𝑖
𝜕𝑇
)
−1 1
Δ𝑇
𝜕𝑛𝑖
𝜕𝑐𝑘
𝑉𝑖𝑘Δ𝐶∞,𝑘
𝜕 ̃𝐶𝑘
𝜕 ̃𝑧
= 1 +
𝐾−1
∑
𝑘=1
𝑀𝑖𝑘
𝜕 ̃𝐶𝑘
𝜕 ̃𝑧
.
(4.9)
This description is not restricted to OBD, but can be applied to most optical exper-
iments, as detailed in the publication of Gebhardt and Köhler [15]. The general
form of a multi-color signal in an optical experiment is given by
𝑠𝑖(𝑡) = 1 +
𝐾−1
∑
𝑘=1
𝑀𝑖𝑘𝑓𝑘(𝑡) , (4.10)
with 𝑓𝑘(𝑡) being the applicable time-dependent solution of the diffusion equation
Eq. (2.23) for the diffusion eigenvalue ?̂?𝑘. In the case of OBD:
𝑓OBD,𝑘(𝑡) = 1 +
1
2
𝑁
∑
𝑛=−𝑁
(−1)𝑛
⎡
⎢
⎢
⎣
erf
⎛⎜⎜⎜⎜⎜
⎝
2 ̃𝑧 − 2𝑛 − 1
4√ 𝑡𝜏𝑘
⎞⎟⎟⎟⎟⎟
⎠
− erf
⎛⎜⎜⎜⎜⎜
⎝
2 ̃𝑧 − 2𝑛 + 1
4√ 𝑡𝜏𝑘
⎞⎟⎟⎟⎟⎟
⎠
⎤
⎥
⎥
⎦
+
+
𝑁
∑
𝑛=−𝑁
(−1)𝑛
1
4√𝜋𝑡𝜏𝑘
⎡
⎢
⎣
exp⎛⎜⎜
⎝
−
(2 ̃𝑧 − 2𝑛 − 1)2
16𝑡
𝜏𝑘
⎞⎟⎟
⎠
+ exp⎛⎜⎜
⎝
−
(2 ̃𝑧 − 2𝑛 + 1)2
16𝑡
𝜏𝑘
⎞⎟⎟
⎠
⎤
⎥
⎦
,
(4.11)
which is Eq. (2.25) with time constants 𝜏𝑘 = ℎ
2/?̂?𝑘, see also Eq. (2.22). A fitting
routine based on Eqs. (4.10) and (4.11) has been implemented by Gebhardt in his
PhD thesis [13] and successfully applied to the DCMIX1 system. In comparison,
for TDFRS the solution is of the form
𝑓TDFRS,𝑘(𝑡) = 1 − exp(
𝑡
𝜏𝑘
) = 1 − exp⎛⎜
⎝
𝑡
4𝜋2?̂?𝑘
𝑑2
⎞⎟
⎠
, (4.12)
with a grating vector of 𝑞 = 2𝜋/𝑑 (grating period 𝑑) and time constants 𝜏𝑘 =
𝑑2/(4𝜋2?̂?𝑘).
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Figure 4.5: Plot of a hypothetical TDFRS signal for wavelength 𝜆𝑖 according to Eq. (4.10)
with Eq. (4.12). For emphasis, two widely different diffusion eigenvalues of
?̂?1 = 1 × 10
−9m2 s−1 and ?̂?2 = 1 × 10
−12m2 s−1 have been chosen. The grat-
ing period 𝑑 is of the order of 10 µm.
This makes it obvious that ternary optical signals are generally described by a
set of six fit parameters
{𝑀11,𝑀12,𝑀21,𝑀22, ?̂?1, ?̂?2} .
The general number of free parameters of a multi-color signal is ((𝐾 − 1)2+ (𝐾 −
1)). In Fig. 4.5, a resulting signal is plotted for a hypothetical ternary TDFRS ex-
periment. Even though the general description is identical for TDFRS and OBD,
the transient solution 𝑓 (𝑡) in the case of TDFRS allows for a significantly better
separation of the two time constants and lends itself for visualization. But this is
not only a problem in visualization, but also in signal fitting itself: if the time con-
stants are very close, a clear separation of the amplitudes𝑀𝑖𝑘 is no longer possible.
This means that multiple sets of𝑀 and ?̂? are compatible with the same transient
𝑓 (𝑡). Refs. [15] and [13] therefore contain a detailed analysis about which quanti-
ties can be reliably extracted from ternary optical signals. By looking at the two
limits 𝑠𝑖(𝑡 → ∞) and 𝑠𝑖(𝑡 → 0) it can be shown that, even though the individual
parameters𝑀 and ?̂? are ambiguous, five (2(𝐾 − 1) + 1 in general) unique combi-
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nations can be found:
𝑎𝑖 =
𝐾−1
∑
𝑘=1
𝑀𝑖𝑘 ,
𝑏𝑖/𝑞
2 =
𝐾−1
∑
𝑘=1
𝑀𝑖𝑘?̂?𝑘 ,
𝐷 = ⎡⎢
⎣
1
𝐾 − 1
𝐾−1
∑
𝑖=1
∑𝐾−1𝑘=1 𝑀𝑖𝑘/?̂?𝑘
∑𝐾−1𝑘=1 𝑀𝑖𝑘
⎤
⎥
⎦
−1
.
(4.13)
It should be noted that the grating vector 𝑞 is first defined in the context of a TD-
FRS experiment and reappears since these derivations are most easily obtained
in the case of TDFRS. But nevertheless, above definitions are valid for all optical
experiments compatible with Eq. (4.10). An intuitive meaning can be assigned to
these quantities from the way they are defined: the 𝑎𝑖 are the total amplitudes of
the quasi-stationary plateau for 𝑠𝑖(𝑡 → ∞), the 𝑏𝑖 the initial slopes for 𝑠𝑖(𝑡 → 0) of
a TDFRS signal. The coefficient 𝐷 can be interpreted as a quasi-binary averaged
diffusion coefficient. What is important to note is that these quantities are
• unique for every transient 𝑓 (𝑡),
• independent of experimental parameters,
• independent of the measured contrast factors (but dependent on the em-
ployed wavelengths).
Therefore, in contrast to the quantities𝑀 and ?̂?, they are robust during fitting and
establish a consistent description of multi-color experiments.
To be able to extract transport coefficients of interest, and make comparisons to
other experiments not evaluated with this approach, the definitions
𝑎𝑖 = −(
𝜕𝑛𝑖
𝜕𝑇
)
−1 𝐾−1
∑
𝑘=1
𝑁𝑐,𝑖𝑘𝑆
′
𝑇,𝑘 ,
𝑏𝑖/𝑞
2 = −(
𝜕𝑛𝑖
𝜕𝑇
)
−1 𝐾−1
∑
𝑘=1
𝑁𝑐,𝑖𝑘𝐷
′
𝑇,𝑘 ,
(4.14)
with the inverse transformations
𝑆′𝑇,𝑖 = −
𝐾−1
∑
𝑘=1
𝑁−1𝑐,𝑖𝑘
𝜕𝑛𝑘
𝜕𝑇
𝑎𝑘 ,
𝐷′𝑇,𝑖 = −
𝐾−1
∑
𝑘=1
𝑁−1𝑐,𝑖𝑘
𝜕𝑛𝑘
𝜕𝑇
𝑏𝑘/𝑞
2 ,
(4.15)
are necessary. The 𝑁−1𝑐,𝑖𝑘 are the elements of the inverse contrast factor matrix,
see also Section 2.2. It should be emphasized that the individual elements of the
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diffusion matrix are not accessible by multi-color experiments and have to be de-
termined differently. Suitable experiments include Sliding Symmetric Tubes [82]
and Taylor Dispersion [83].
4.2 Contrast Factor Measurements
As discussed in Section 2.2, optical experiments like OBD or TDFRS rely on the
optical contrast factors (𝜕𝑛𝜆/𝜕𝑇)𝑝,𝑐𝑖 and (𝜕𝑛𝜆/𝜕𝑐𝑗)𝑝,𝑇,𝑐𝑘≠𝑗
to connect measured re-
fractive index changes to concentration changes. In Bayreuth, both thermal and
solutal contrast factors can be measured, which has also been done in this work
for the DCMIX3 system.
4.2.1 Solutal Contrast Factor
The solutal contrast factors (𝜕𝑛𝜆/𝜕𝑐𝑗)𝑝,𝑇,𝑐𝑘≠𝑗
describe the variation of refractive in-
dex for slight changes in one of the independent concentrations 𝑐𝑗 (while keeping
the remaining 𝑐𝑘≠𝑗 fixed). So for determination, the refractive indices of samples
with different concentrations are measured and a multivariate polynomial (with
the concentrations 𝑐𝑗 as variables) is approximated to this refractive index data. In
the ternary case:
𝑛𝜆(𝑐1, 𝑐2) =
𝑖+𝑗=𝑃
∑
𝑖,𝑗=0
𝐴𝑖𝑗𝑐
𝑖
1𝑐
𝑗
2 , (4.16)
with 𝐴 a (𝑃+ 1) × (𝑃+ 1)matrix of polynomial coefficients, containing the coeffi-
cients for the powers 𝑐𝑖1 and 𝑐
𝑗
2 in row 𝑖 and column 𝑗. 𝑃 signifies the maximum
power in the univariate as well as the multivariate terms, so the full polynomial
is of the power 𝑃2. The derivatives of this polynomial 𝑛𝜆(𝑐1, 𝑐2,…) then give the
sought contrast factors 𝜕𝑛/𝜕𝑐𝑗. In this work, refractive index measurements have
been carried out with two commercial refractometers (Anton Paar Abbemat WR).
One of these is a re-fitted model with a diode laser of 404.9 nmwavelength, while
the other is capable of measuring consecutively at multiple wavelengths (437 nm,
487.7 nm, 532.3 nm, 589.3 nm, 632.6 nm and 684.4 nm). The precision is specified
as 4 × 10−5 by the manufacturer, but in practice the accuracy of the measurements
is on the order of 1 × 10−4.
It is important to note, since these measurements aim at absolute refractive in-
dex values, the instruments have to be calibrated with a reference sample. Unfor-
tunately, calibration has only been done at 20 ∘C by the manufacturer, so measure-
ments with high precision are restricted to this temperature. If absolute values are
needed at different temperatures, the thermal contrast factor has to be integrated:
𝑛𝜆(𝑇) = 𝑛𝜆(𝑇0) + ∫
𝑇
𝑇0
𝜕𝑛𝜆
𝜕𝑇′
𝑑𝑇′ , (4.17)
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with 𝑇0 = 20
∘C in this case. To make direct measurements at different tempera-
tures possible, as well as to increase the accuracy of the measurements, two dif-
ferent setups are currently being tested in Bayreuth as part of Master theses. The
first setup is a multi-wavelength Michelson interferometer, which would enable
the simultaneous determination of absolute refractive indices at different wave-
lengths inside the same sample, at a temperature of choice. First measurements
have shown that the accuracy is on the order of 1 × 10−5, a significant improve-
ment to the Abbemat instruments. The second setup consists of a differential re-
fractometer, enabling the precise measurement of the solutal contrast factor [84].
Here also, first tests are very promising.
4.2.2 Thermal Contrast Factor
The principle for thermal contrast factormeasurements is the same as described in
Ref. [85], relying on interferometry. Figure 4.6 shows a simple sketch: a glass cell
(Hellma) is filledwith the sample liquid andplaced inside ametal blockmade from
brass. This block is connected to a thermostatic bath, allowing to regulate the tem-
perature of the metal and (in extension) the cell. Due to the high heat capacity of
the metal block, small fluctuations in the heat regulation are damped and the cell
can be maintained at isothermal conditions. A laser (either 632.8 nm or 405 nm)
enters the cell and is reflected twice: once on the front (interface air–glass) and
once on the back window (interface glass–air), leading to interference between
the two wavefronts. The reflections between glass–liquid and liquid–glass can
be neglected, due to the similar refractive indices. The interfering wavefronts are
then reflected out of the original beam-path by a beam-splitter (a simple slab of
glass) and directed onto a photodiode. Due to a slight angle between the wave-
fronts, a sinusoidal fringe pattern will show on the diode.
Now, by varying the optical path length inside the cell, this fringe pattern will
shift continuously, leading to a sinusoidal intensity variation on the diode. Since
the accumulated phase difference is given by
Φ = 𝑘𝑛2𝑙 , (4.18)
with 2𝑙 accounting for the double-pass characteristic, the tuning of the optical
path is done via the refractive index 𝑛(𝑇) of the sample. By slowly increasing/de-
creasing the temperature of the thermostatic bath, 𝑛(𝑇) is changed in a controlled
manner. Since thermal expansion and the refractive index of the windows has to
be accounted for, the full working equation is given by [85, 86]
(
𝜕𝑛𝜆
𝜕𝑇
)
𝑝,𝑐𝑖
=
𝜆
4𝜋𝑙
𝜕Φ
𝜕𝑇
− 2
𝑙𝑤
𝑙
𝜕𝑛𝑤
𝜕𝑇
− 2
𝑛𝑤
𝑙
𝜕𝑙𝑤
𝜕𝑇
−
𝑛
𝑙
𝜕𝑙
𝜕𝑇
. (4.19)
𝑙𝑤 and 𝑛𝑤 are the thickness and refractive index of the cell windows. Their val-
ues, as well as temperature dependences 𝜕𝑙𝑤/𝜕𝑇 and 𝜕𝑛𝑤/𝜕𝑇, are provided by the
manufacturer.
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Figure 4.6: A sketch of the interferometric setup used in Bayreuth for measuring
(𝜕𝑛/𝜕𝑇)𝑝,𝑐𝑖.
𝜕Φ/𝜕𝑇 can be determined from the intensity signal on the diode, since the tem-
perature variation is a controlled external parameter. By plotting the intensity
versus temperature, simply counting the oscillations yields Φ(𝑇) as multiples of
2𝜋; this can then be approximated by a polynomial to find 𝜕Φ/𝜕𝑇 and therefore
𝜕𝑛/𝜕𝑇 as a function of 𝑇.
Mostly, quadratic or cubic polynomials are sufficient forΦ(𝑇), leading to linear
or quadratic expressions in 𝜕𝑛/𝜕𝑇. In the ternary case:
𝜕𝑛𝜆
𝜕𝑇
∣
𝑇
=
𝑄
∑
𝑖=0
𝑏𝑖(𝑐1, 𝑐2)𝑇
𝑖 , (4.20)
which describes the contrast factor 𝜕𝑛/𝜕𝑇 as a polynomial of order𝑄, evaluated at
a certain temperature 𝑇. This measurement is done for different sample composi-
tions in a system, which then allows to determine the concentration dependence
𝑏𝑖(𝑐1, 𝑐2) for the coefficients, again by polynomial approximation:
𝑏𝑖(𝑐1, 𝑐2) =
𝑘+𝑙=𝑅
∑
𝑘,𝑙=0
𝐵𝑖𝑘𝑙𝑐
𝑘
1𝑐
𝑙
2 . (4.21)
This means that every coefficient 𝑏𝑖 in Eq. (4.20) has its unique (𝑅 + 1) × (𝑅 + 1)
matrix 𝐵𝑖𝑘𝑙.
Typical values for the thermal contrast factor are around −5 × 10−4K−1. For er-
ror estimation, the measurement is repeated over several heating/cooling cycles
within the same temperature range, which also allows to check for hysteresis ef-
fects and sample aging. The resulting accuracy of the experiment is normally bet-
ter than one percent of the value. It should also be noted that the validity of the
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polynomial approximation is restricted to the central region of the temperature
interval, between which the measurements have been performed, to avoid oscil-
latory behaviour on the edges. For example, since the temperature of interest in
most experiments is around 25 ∘C, the measurements are performed in the inter-
val 15 ∘C to 35 ∘C.
4.2.3 Refractive Index Parametrization
Since the described contrast factor measurements yield polynomial approxima-
tions of all relevant dependencies, a full parametrization of the absolute refrac-
tive index can be constructed. By combining Eqs. (4.17), (4.20) and (4.21), this can
be written as
𝑛𝜆(𝑐1, 𝑐2, 𝑇) =
𝑖+𝑗=𝑃
∑
𝑖,𝑗=0
𝐴𝑖𝑗𝑐
𝑖
1𝑐
𝑗
2 +
𝑄
∑
𝑚=0
𝑘+𝑙=𝑅
∑
𝑘,𝑙=0
𝐵𝑚𝑘𝑙𝑐
𝑘
1𝑐
𝑙
2
(𝑇𝑚+1 − 𝑇𝑚+10 )
𝑚 + 1
, (4.22)
which has to be done independently for everywavelength𝜆 of interest. From these
multivariate polynomial approximations, it is straightforward to determine neces-
sary refractive index or contrast factor values at arbitrary concentrations and tem-
peratures (within the validity range of the approximation). But of course, since
polynomial approximations of high degrees can be prone to oscillations, care has
to be taken in the choice of the polynomial degrees 𝑃, 𝑄 and 𝑅, to avoid over- or
under-fitting and ill-conditioning of the contrast factor matrix (see also Section 2.2
and Ref. [28]).
4.3 Selectable Optical Diagnostics Instrument
This section gives an overviewof the instrument utilized formeasurements aboard
the ISS duringDCMIX operations, aswell as InterferogramAnalysis (ormore gen-
eral Fringe Pattern Analysis), as it relates to this work. Most of the information
about SODI itself is taken from design documents provided by the manufacturer
QinetiQ Space n.v. (formerly Verhaert Space) [87–89]. Basic methods, like tem-
poral and spatial phase stepping and phase unwrapping are discussed, as well as
specific implementations for the analysis of SODI data. The last section explains
the extraction of diffusive quantities from the phase data. For this, a signal similar
to Optical Beam Deflection experiments has been deduced from the image data
and fitted with the analytic solution of the extended diffusion equation.
4.3.1 Components
Onboard the International Space Station (ISS) several instruments are available,
to enable scientists from different fields to study samples under long-term micro-
gravity conditions. The Selectable Optical Diagnostics Instrument (SODI) incor-
porates a Mach-Zehnder interferometer, operating at two different wavelengths
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Figure 4.7: Schematics of SODI. The (movable) optical module contains aMach-Zehnder
interferometer working at two wavelengths (670 nm and 935 nm). This can
be used to probe different samples inside the cell array. Another (fixed) op-
tical module, always probing a so-called companion cell, is not shown. The
internal optics are identical, but with only one laser at 670 nm.
(670 nm and 935 nm), see Fig. 4.7, allowing to probe refractive index changes in
transparent (ternary) liquids. Since SODI is a multi-purpose instrument which
is only assembled when in use, its design is modular, to allow a simple setup
and insertion of different types of cell arrays; but this work will focus on the con-
figuration used for the DCMIX operations. The main components are two optical
modules, each housing an independent interferometer. One of thesemodules con-
tains only one laser operating at 670 nm (Hitachi 6714G) and is fixed, always prob-
ing a so-called “companion cell”, mostly filled with a well-understood reference
sample. The other module operates as a two-color interferometer with 670 nm
(Hitachi 6714G) and 935 nm (Nanoplus DFB) lasers. This module is mounted on
a rail, which allows lateral movements along the cell array actuated by a linear
stage. Thus, different sample cells can be probed consecutively. In each module,
all optical components necessary for the interferometric beam path are contained,
including beam splitters and mirrors, to allow a reference and an object path of
the light. Lenses inside the beam path widen the wavefronts to illuminate the
whole sample volume (20mm beam diameter); furthermore, the magnification
of the imaging system is specified as 1.14. The two beams are then recombined
and form a two-dimensional interferogram, which is recorded by a CCD camera
(DALSA Pantera SA 2M30, one for each module); see Fig. 4.10. This camera has a
resolution of 1920 × 1080 pixels (7.4 µm size), with 8-bit grayscale-color depth.
The cell array containing the samples is made specifically for every experiment,
filled on ground and brought to the ISS, the process of which has been detailed in
Section 3.3.2. It can accommodate five ternary sample cells, probed by the mov-
able two-color interferometer, and one binary companion cell, probed by the fixed
one-color interferometer. The sample volume of a cell is 5mm × 10mm × 10mm
56
4.3 Selectable Optical Diagnostics Instrument
Figure 4.8: Schematics of the sample cells for SODI.
(height × length × depth), realized as a cut-out from a 9mm thick quartz cube
(see Fig. 4.8). This results in an aspect ratio of 0.5 between geometric path in the
sample and height of the cell. The quartz cube itself is sandwiched between two
copper blocks, connected by titanium spacers to keep them at a constant distance
and avoid excessive loads on the quartz. Filling of the cell (see also Section 3.3.4)
is done via a hole in one of the copper walls. Since containment and transport
requirements prescribe a complete sealing of the cells, a compensation volume
above this filling hole is necessary, to equilibrate any pressure changes inside the
cells (i.e. when raising the cell temperature). Also, each cell is equipped with two
Peltier elements (SCTB Nord TM-71-1.4-3.7) together with thermistors (Betatherm
NTC 50K6A1A, 50 kΩ nominal resistance at 25 ∘C) in opposite ends, to allow the
establishing of a (ideally) linear temperature gradient across the sample volume
via a PID feedback loop; absolute accuracy of this system after calibration is spec-
ified as 0.1K, with ameasurement resolution of 1.5mK. To avoid an irregular tem-
perature distribution around the compensation volume and to guarantee a full
field-of-view into the sample volume, the cells are designed in such a way that
protrusions extend from the copper walls, forming cavities on the lateral glass
walls (see Fig. 4.8).
For DCMIX, five ternary and one binary sample cells are grouped into a lateral
stack, constituting a cell array as shown in Fig. 3.10. But this is still a stripped-
down stage of the complete module, since the Peltiers require electrical connec-
tions, as well as heat sinks. These heat sinks in turn have to be cooled by an air
flow, generated by fans at the end of the cell array. To keep the cell array as com-
pact as possible and to channel the air flow, additional walls made from PEEK are
mounted around the cells, with cut-outs providing a line of sight into the cells.
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Mounting of the complete cell array into SODI has to be reproducible, to allow
easy insertion by the astronauts in microgravity and minimize errors, since re-
alignment of the optics is not possible. Therefore, alignment pins on the end of
the cell array allow to insert it into a mounting bracket on the fixed optical mod-
ule. The complete cell array, as later inserted into SODI, is shown in Fig. 4.9.
Figure 4.9: Complete DCMIX3b cell array. The circular cut-outs provide a field-of-view
into the different cells, with the outlying one on the left belonging to the com-
panion cell. The metal rods below the companion cell are used as alignment
pins, to fixate the cell array in a reproducible position inside SODI. (Source:
courtesy QinetiQ Space)
4.3.2 Phase-Shifting Interferometry
In SODI, as in most interferometric experiments, one can observe the generation
of fringe patterns, i.e. alternating areas of low and high light intensity. As is evi-
dent from basic considerations, the governing quantity of such fringe generation
is the optical path difference (or phase difference) between two wavefronts. The
complex amplitude of a light wave can be written as:
𝐶 = 𝐴e𝑖𝜑. (4.23)
Let us consider two waves, 𝐶1 and 𝐶2, propagating along the 𝑧-direction.
𝐶1 = 𝐴1e
𝑖𝜑1(𝑥,𝑦) (4.24)
𝐶2 = 𝐴2e
𝑖𝜑2(𝑥,𝑦). (4.25)
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Figure 4.10: Typical grayscale interferogram takenwith a CCD camera in SODI. One can
clearly see the cell volume, with protrusions on the upper and lower ends of
the volume. The main sample volume is sandwiched between these protru-
sions, with the cavities on the left and right mostly avoided during analysis,
to exclude distortion effects due to an irregular temperature gradient.
For clarity, we omit the 𝑧-dependency and just look at the behavior of the waves
in the cross-subsection perpendicular to the 𝑧-axis. Due to the principle of super-
position, the complex amplitudes of the two (coherent) waves just add up:
𝐶 = 𝐶1 + 𝐶2 = 𝐴1e
𝑖𝜑1(𝑥,𝑦) +𝐴2e
𝑖𝜑2(𝑥,𝑦). (4.26)
The detectable physical quantity, the intensity 𝐼, has to be real, which leads to the
expression
𝐼(𝑥, 𝑦) = 𝐶𝐶∗ = |𝐴1|
2 + |𝐴2|
2 +𝐴1𝐴2e
𝑖Φ(𝑥,𝑦) (4.27)
with
Φ(𝑥, 𝑦) = 𝜑1(𝑥, 𝑦) − 𝜑2(𝑥, 𝑦) = 𝑘𝑛𝐿 (4.28)
being the phase difference between the two waves. The optical path difference 𝑛𝐿
contains information either about geometric variations (changes in the geometric
path difference 𝐿), or refractive index changes of the transparent medium inside
the path of the object beam. In the case of mass (thermo)diffusion experiments,
optical techniques rely upon the changes of 𝑛 to detect changes of the local sample
compositions. But this leads to the problem, that the detectable physical quantity
in the case of optical experiments is not the phase difference Φ itself, but the in-
tensity 𝐼. And since the amplitudes 𝐴1 and 𝐴2 are in general not known, one can-
not map singular intensity values to distinct phase values. So one is faced with a
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single equation Eq. (4.27), but three unknowns. To recover the phase information
Φ, the solution is to superimpose a known artificial reference phaseΦ𝑅:
Φ′ = Φ+Φ𝑅 (4.29)
This is commonly referred to as Phase-Shifting or Phase-Stepping Interferometry
(PSI) in the literature (see the textbooks of Malacara [90], Hariharan [91] or Robin-
son and Reid [92] for good introductions to the field). A distinction can be made
based on the method for introducing the phase shiftΦ𝑅, either in the temporal or
spatial dimension [92, 93], which will be explained in the next sections.
Temporal Phase-Shifting Interferometry
Temporal phase shifting is evident in the case of a moving mirror: every move-
ment at a time 𝑡 leads to a change in geometric path length and an alteration in
the interference pattern:
Φ′(𝑥, 𝑦, 𝑡) = Φ(𝑥, 𝑦) + Φ𝑅(𝑡) = Φ(𝑥, 𝑦) + 2𝜋𝜈𝑡 (4.30)
where 𝜈 is the frequency of the phase shifting, often called a temporal carrier fre-
quency. These different interference patterns 𝐼(𝑥, 𝑦, 𝑡) can then be recorded after
each step, allowing to solve the resulting system of equations. The exact choice of
Φ𝑅 is not fixed, therefore different algorithms are known in the literature to calcu-
lateΦ(𝑥, 𝑦) froma set ofmeasured intensities 𝐼(𝑥, 𝑦, 𝑡) [93]. A general approach for
deriving such algorithms will be given below, with the description mostly follow-
ing the textbooks of Kreis [94] and Robinson [92]. Originally, this approach was
introduced in the paper of Greivenkamp [95].
The set of intensities generated via temporal phase stepping, with a total num-
ber of discrete steps 𝑚, is re-written in a real equation (cf. Eq. (4.27)):
𝐼𝑛(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦) cos (Φ(𝑥, 𝑦) + Φ𝑅𝑛) (4.31)
with 𝑛 = 1,… ,𝑚. Φ𝑅𝑛 describes the reference phase at step 𝑛. 𝑎(𝑥, 𝑦) and 𝑏(𝑥, 𝑦)
are the additive (|𝐴1|
2 + |𝐴2|
2) and multiplicative (𝐴1 ⋅ 𝐴2) offsets in the intensity.
Assuming a constant change of the reference phase for every step 𝑛
ΔΦ𝑅𝑛 = Φ𝑅𝑛+1 −Φ𝑅𝑛 = const ∀𝑛 , (4.32)
Eq. (4.31) results in a nonlinear system of equations one has to solve to recoverΦ.
To simply this system, we define
𝑢 = 𝑏 cos (Φ) 𝑣 = −𝑏 sin (Φ) (4.33)
to write Eq. (4.31) in this way:
𝐼𝑛 = 𝑎 + 𝑏 cos (Φ +Φ𝑅𝑛) = 𝑎 + 𝑢 cosΦ𝑅𝑛 + 𝑣 sinΦ𝑅𝑛. (4.34)
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The sought phase is given by:
Φ = arctan(
−𝑣
𝑢
). (4.35)
Different approaches are available to solve the system of equations, e.g. the Gauß-
Newton minimization of the sum of errors:
𝑚
∑
𝑛=1
(𝑎 + cosΦ𝑅𝑛 + 𝑣 sinΦ𝑅𝑛 − 𝐼𝑛)
2 =Min. (4.36)
With 𝜕
𝜕𝑎
∑(…)2 = 0, 𝜕
𝜕𝑢
∑(…)2 = 0 and 𝜕
𝜕𝑣
∑(…)2 = 0 we get:
⎛⎜⎜⎜
⎝
𝑚 ∑ cosΦ𝑅𝑛 ∑ sinΦ𝑅𝑛
∑ cosΦ𝑅𝑛 ∑ cos
2Φ𝑅𝑛 ∑ sinΦ𝑅𝑛 cosΦ𝑅𝑛
∑ sinΦ𝑅𝑛 ∑ sinΦ𝑅𝑛 cosΦ𝑅𝑛 ∑ sin
2Φ𝑅𝑛
⎞⎟⎟⎟
⎠
⎛⎜⎜⎜
⎝
𝑎
𝑢
𝑣
⎞⎟⎟⎟
⎠
=
⎛⎜⎜⎜
⎝
∑𝐼𝑛
∑𝐼𝑛 cosΦ𝑅𝑛
∑𝐼𝑛 sinΦ𝑅𝑛
⎞⎟⎟⎟
⎠
.
(4.37)
This has to be solved for 𝑢 and 𝑣. In the case of SODI, the number of phase steps
is 𝑚 = 5, the initial reference phase is Φ𝑅1 = 0° and the individual steps are
ΔΦ𝑅 = 90°. Therefore:
⎛⎜⎜⎜
⎝
5 1 0
1 3 0
0 0 2
⎞⎟⎟⎟
⎠
⎛⎜⎜⎜
⎝
𝑎
𝑢
𝑣
⎞⎟⎟⎟
⎠
=
⎛⎜⎜⎜
⎝
𝐼1 + 𝐼2 + 𝐼3 + 𝐼4 + 𝐼5
𝐼1 − 𝐼3 + 𝐼5
𝐼2 − 𝐼4
⎞⎟⎟⎟
⎠
. (4.38)
This results in:
Φ(𝑥, 𝑦) = arctan(
7(𝐼4 − 𝐼2)
4𝐼1 − 𝐼2 − 6𝐼3 − 𝐼4 + 4𝐼5
). (4.39)
From this equation the phasemapΦ(𝑥, 𝑦) for SODI can be calculated, using a set of
five fringe images 𝐼1…𝐼5, with a phase shift of 90° between successive images. As
mentioned above, one could introduce this phase shift just bymoving amirror and
changing the optical path. But in the case of SODI, which is permanently stored
aboard the ISS, without much options for adjustment, one tries to avoid moving
parts as much as possible. Instead, a slight tuning of the nominal wavelength 𝜆0
is used to introduce the known phase shift
Φ𝑅 =
2𝜋
𝜆20
Δ𝜆𝑛𝐿 , (4.40)
assuming a Taylor expansion of the wavenumber 𝑘. Since the lasers in SODI are
diode lasers, this can be reproducibly accomplished by changes in the driving cur-
rent of the diodes [90, 91, 96]. As Hariharan elaborated in [97], the wavelength
of a laser diode (assuming operation in a single mode) is a linear function of the
driving current, and accompanying errors due to simultaneous changes in output
power are non-consequential for most applications. For example, the 935 nm laser
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in SODI shows a wavelength change of 0.0074 nm/mA; with an optical path dif-
ference 𝑛𝐿 ≈ 3 cm, this translates to current steps of 1mA [87]. The typical output
power change is around 0.11mW/mA (according to the datasheet of a comparable
laser diode from the samemanufacturer); with a nominal output power of 10mW,
this translates to changes of around 1% during phase stepping. Figure 4.11 shows
the resulting error for Eq. (4.39), which is well below 1%.
-1𝜋 -0.5𝜋 0𝜋 0.5𝜋 1𝜋
Φ
0.9925
0.9950
0.9975
1.0000
1.0025
1.0050
1.0075
Φ̃
/Φ
Figure 4.11: Phase error for Eq. (4.39), assuming an laser output change of 1% during
phase stepping. For estimation, 1% random error has been added to the
intensity values, resulting in Φ̃.
Spatial Phase-Shifting Interferometry
Spatial phase shifting keeps the reference phase constant in time, but introduces
local phase differences:
Φ′(𝑥, 𝑦) = Φ(𝑥, 𝑦) + Φ𝑅(𝑥) = Φ(𝑥, 𝑦) + 2𝜋𝑓0𝑥. (4.41)
For simplicity, it is assumed that the reference phase only varies along the 𝑥-di-
rection, with 𝑓0 the spatial carrier frequency. For example, by tilting reference
and object beam against each other, one introduces slightly different phase shifts
across the geometric path length. A simple example would be to tilt a mirror in
the reference beampath of aMach-Zehnder interferometer. This is also the case in
SODI, as is obvious in Fig. 4.10, showing a tilted non-contour type fringe pattern.
Assuming that the carrier frequency 𝑓0 is considerably higher than the variations
in the phaseΦ [93],
|2𝜋𝑓0| > |∇Φ| , (4.42)
one can look at the fringe pattern as a spatially multiplexed phase signal. There-
fore, already one interferogram is sufficient to reconstruct the phase information
via spatial methods.
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Several approaches for this are known in the literature, e.g. the Fast Fourier
Transform (FFT) method, as first introduced by Takeda et al. [98]: The fringe pat-
tern in complex notation can be written:
𝐼(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦) cos (Φ(𝑥, 𝑦) + 2𝜋𝑓0𝑥)
= 𝑎(𝑥, 𝑦) + 𝑐(𝑥, 𝑦)e2𝜋𝑖𝑓0𝑥 + 𝑐∗(𝑥, 𝑦)e−2𝜋𝑖𝑓0𝑥 (4.43)
with
𝑐(𝑥, 𝑦) =
1
2
𝑏(𝑥, 𝑦)e𝑖Φ(𝑥,𝑦). (4.44)
Taking the Fourier Transform of Eq. (4.43) gives:
𝔉{𝐼(𝑥, 𝑦)} = 𝐴(𝑓 , 𝑦) + 𝐶(𝑓 − 𝑓0, 𝑦) + 𝐶
∗(𝑓 + 𝑓0, 𝑦) (4.45)
𝑓 is the spatial frequency in 𝑥-direction. Obviously, this yields two peaks around
the frequencies (𝑓 +𝑓0) and (𝑓 −𝑓0), both containing the same information. Assum-
ing a sufficiently large difference between 𝑓 and 𝑓0, applying a band-pass filtering
process can easily separate 𝐶 (or 𝐶∗) from the background noise 𝐴. The inverse
Fourier transformation then only contains information about 𝑐 (or 𝑐∗), with 𝑎 fil-
tered out. Now, looking at Eq. (4.44), the phase information Φ is obtained from
the ratio of imaginary and real part of 𝑐:
Φ(𝑥, 𝑦) = arctan(
ℑ{𝑐(𝑥, 𝑦)}
ℜ{𝑐(𝑥, 𝑦)}
). (4.46)
Although this analysis was restricted to a carrier frequency solely in 𝑥-direction,
the approach is identical for a carrier with components in both directions, leading
to a 2-dimensional Fourier analysis.
Phase Unwrapping
No matter if one applies a temporal or spatial PSI method, as is obvious from
Eqs. (4.39) and (4.46), the phase calculation always involves the arctangent func-
tion. Normally, the range of arctan (𝑥) would be (−𝜋2 ,
𝜋
2 ], restricted to two quad-
rants in the Cartesian coordinate plane; but in the case of Eqs. (4.39) and (4.46), one
looks at the function arctan (𝑦/𝑥), also called arctan2 or four-quadrant arctangent.
This function returns values in the range (−𝜋,𝜋], see Fig. 4.12. To recover the
full phase information, which can contain values outside this range, a so-called
unwrapping process has to be applied, which transforms the phase values from
the wrapped range (−𝜋,𝜋] to a continuous range. As with PSI, this is a known
problem in literature, with several algorithms available [99]. One very easy to im-
plement, yet effective algorithm has been proposed by Itoh [100], which shall be
summarized shortly for the 1-dimensional case. Typically, one defines two oper-
ators𝑊 and Δ for describing phase unwrapping algorithms:
Φ(𝑛) = 𝑊[𝜑(𝑛)] = 𝜑(𝑛) ± 2𝜋𝑘(𝑛) (4.47)
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Figure 4.12: Plot of the four-quadrant arctangent function (arctan2 inmost programming
languages). Depending on the signs of the arguments, the function returns
values in the range (−𝜋,𝜋].
and
Δ[𝜑(𝑛)] = 𝜑(𝑛) − 𝜑(𝑛 − 1). (4.48)
𝜑(𝑛) describes a discretely sampled continuous phase. 𝑘(𝑛) is an integer, so that
−𝜋 < 𝑊[𝜑(𝑛)] ≤ 𝜋. So,𝑊 describes the wrapping of the phase into (−𝜋,𝜋] and
Δ the backward difference. One can show now [100], that the phase at a point 𝑚
can be written as
𝜑(𝑚) = 𝜑(0) +
𝑚
∑
𝑛=1
𝑊2[Δ[𝑊1[𝜑(𝑛)]]]. (4.49)
This represents the integration of the wrapped differences of the wrapped phase.
For this, it is important that
− 𝜋 < Δ[𝜑(𝑛)] ≤ 𝜋 (4.50)
holds true. Due to noise in the signal, this is not always the case, which leads to
distortions in the unwrapped phase if not accounted for. Since the Itoh algorithm
integrates the signal along a given path (e.g. along a row in an image), such distor-
tions propagate along the path. A lot of different algorithms have been proposed
over the years to remedy this problem, but these are mostly computational inten-
sive. In cases were the region of interest is essentially free of artifacts, which holds
true most of the time with SODI, the Itoh algorithm offers good performance.
4.3.3 Phase-Shifting Interferometry in the Case of SODI
The previous subsection gave a general overview about Phase-Shifting Interfer-
ometrymethods. This subsections focus will be on the application of PSI in SODI,
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explaining the image processing and also the extraction of thermodiffusive quan-
tities as employed in this work.
Stack File Format
As already mentioned, SODI also employs PSI in the form of a Mach-Zehnder
interferometer, which records 2-dimensional interferograms of a Soret cell. The
operational mode of SODI is configured in such a way that, by slight tuning of the
wavelength of the diode lasers, a consecutive phase-shift of 𝜋/2 is introduced,
acting as temporal carrier. Starting with a reference phase of Φ𝑅 = 0, the phase
is shifted by 2𝜋 in total, leading to 5 distinct phase-shifted states of the interfero-
gram. SODI records each of these states, only about a fraction of a second apart,
as RAW 8-bit grayscale images with 1920×1080 pixels resolution and stores these
five images together in a so-called Stack-file format (STK in the following). This
file format not only stores the RAW image information, but also the associated
filenames, which encode a timestamp among other information to allow correct
ordering of all images, see also Fig. 4.13. A typical filename of a single RAW im-
age is given like this [89]:
11_0_5D2B@0018_FR_RAW_140621_133058_9.raw
The first part gives information about the measurement process generating the
image file:
• 11: experiment ID
• 0: cell number (here, 0 signifies the companion cell)
• 5D2B: checksum of the measurement script generating the file
• 0018: current step in the measurement script
This is followed by information about the light source:
• FR: laser (FR meaning fixed red)
• RAW: type of image (RAW camera image)
The last part is a unique timestamp:
• 140621: date (21st of June 2014)
• 133058: time (13:30 and 58 seconds)
• 9: increment counter to distinguish two files with identical timestamp
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The resulting STK filename, containing five such RAW images, follows the same
convention, with the only difference that RAW is replaced by DSC and a file ex-
tension “.stk” instead of “.raw”. An in-depth description of the file format is also
provided in the SODI Software Manual [89].
The rationale behind the STK file format is to allow easy application of a five-
image temporal PSI algorithm, as the one presented in Eq. (4.39). But it is not the
only option, since a slight tilt in the beam path leads to a spatial carrier frequency,
as seen in Fig. 4.10. If this frequency is sufficiently high with respect to the spatial
phase variations in the sample, one is not limited to temporal algorithms, but can
employ spatial algorithms as presented in Section 4.3.2. In fact, different groups
in the DCMIX team, which are tasked with the analysis of the SODI data, apply
different algorithms. For example, the groups of T. Lyubimova and I. Ryzhkov
specialized in the Fourier Transform method, while the groups of V. Shevtsova
and W. Köhler apply temporal algorithms (spatial algorithms are also currently
being implemented in Bayreuth). This has a clear advantage: for one, comparison
of the evaluation of the same dataset by different groups allows to cross-check
for errors in the methods, enhancing confidence in the results. Also, applying the
temporal and spatialmethods in parallel guarantees that the data can be evaluated
even in case of a failure of the phase-shifting, whichwould be aminor problem on
ground, but catastrophic in microgravity, since repetition of an experiment after
the fact is not possible.
(2 bytes) number of bytes in one image
8-bit grayscale image data
(2 bytes) filename length
ASCII filename
×5
Figure 4.13: General layout of a STK file.
Since data storage capacity on the ISS is limited, and each STK file requires
10MB disk space, image acquisition with a constant high frame rate over the du-
ration of a run (about 75 000 s) is not feasible. But since the timescales of the
involved processes are different, with the concentration gradient evolving much
slower than the temperature gradient, a dynamic frame rate during the different
experiment stages can drastically reduce storage requirements.
Image Processing
An important step in the analysis is the image processing, i.e. the cropping and
rotating of the RAW images within one image stack. The camera in SODI is fixed
within the optical module and allows only lateral alignment to the cell under
study and the cell volume fills only about half of the image. Also, the cell is not
perfectly horizontal with respect to the image borders. This necessitates a rotation
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and cropping of the image, to only include the cell volume and align the 𝑦-axis of
the image with the temperature gradient (see Fig. 4.14). After this step, either via
applying Eq. (4.39) to all five RAW images in a stack or via Eq. (4.46) applied to
single RAWs (or any other suitable phase stepping algorithm), thewrapped phase
image can be recovered.
The next important step in the processing is the subtraction of a reference phase
image. Since all phase values recovered via Eqs. (4.39) and (4.46) only describe dif-
ferences between the object and referencewavefronts, whose absolute phase states
are unknown, these values are per se not meaningful. They only gain meaning
when compared to a known reference state. Therefore, a reference image stack
within one experimental run is chosen, processed in the same manner as above,
and the resulting wrapped phase values subtracted from the phase image under
study. The resulting difference image describes changes in the phase relative to
this reference state, allowing to observe the temporal evolution of the wavefront
phase under controlled variation of experimental parameters.
These wrapped images offer a complete view of the cell as well as regions out-
side of it. But for further analysis, a region of interest (ROI) has to be defined
within the cell volume, as the cell design leads to some dead volume on the lat-
eral walls (see Section 4.3.1). Detailed studies by Mialdun et al. [101–103] have
shown that these lateral dead volumes can even lead to convective vortices in the
corners of the cell if used under normal gravity conditions. Even tough this prob-
lem does not arise in microgravity, the deformation of the temperature gradient
introduced by this cell design is significant near the walls. Therefore, the region
of interest is restricted to a smaller stripe of 600 px along the 𝑥-axis to restrict anal-
ysis to a region with an approximately linear temperature distribution. Along the
𝑦-axis, a similar problem arises near the protrusions, since the temperature gradi-
ent is non-linear along the border between the cell material and the sample liquid.
So the ROI does not extend up to the full height of the cell (𝐻𝑝 ≈ 760 px), but is
slightly smaller (700 px), see Fig. 4.14.
Software
The analysis process described above has to be applied to all STK files of a run
(∼ 600 for DCMIX3), amounting to 6GB of consecutive image data per laser. In
total, DCMIX3 yielded ∼ 470GB of data, so a comprehensive approach to image
processing and signal recovery is needed. With the experience from participating
in the analysis of DCMIX1 data, a software package was written for this work,
offering a reproducible and automated process for phase calculation, image ma-
nipulation and signal recovery. This software comprises a core library offering
basic functionality, written in C and utilizing the open source FreeImage library,
as well as a Python interface with several commandline programs for automation.
Amore detailed description of the software is given in the appendix Appendix D.
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Figure 4.14: Image processing steps, from top to bottom, on example images from
DCMIX3 run 07, cell 2. First, the raw images need to be cropped and rotated,
to focus on the cell volume. In this example, a rotation of 1.4° is necessary.
In the second step, Eq. (4.39) is applied to the cropped and rotated RAW
images, resulting in a wrapped phase image. Then, the reference image is
subtracted from the image under study. After unwrapping of this difference
image, a regular phase map of the visible cell volume is obtained. For sig-
nal extraction, one wants to avoid regions with a non-uniform temperature
gradient. Therefore, the ROI for further processing is restricted to 600 px in
𝑥-direction and 700 px in 𝑦-direction, centered on the middle of the cell.
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Figure 4.15: Phase gradient in the unwrapped image from Fig. 4.14 along the dashed
lines. Along the vertical axis, all three cuts (lines 1, 2 and 3) are practically
indistinguishable. Only outside the ROI, on approach of the lateral walls, a
significant deformation of the phase gradient is visible (see lines 4, 5 and 6).
The image is taken from the last stage of the run, in the quasi-steady state,
cf. Fig. 4.16.
4.3.4 Dimensionless Analysis
For extraction of transport coefficients, the same reasoning as for all optical exper-
iments conducted in parallelepipedic Soret cells applies (see Section 2.1.3 and Sec-
tion 2.2) and the same solution Eq. (2.25) as in OBD is valid for the case of SODI.
Since the OBD signal has been studied extensively and is well understood, cf. Sec-
tion 4.1.2, an identical approach is taken in the evaluation of SODI data in this
work. Specifically, this allows to reuse the fitting routines developed by Gebhardt
forOBD, significantly simplifying comparison between ground- andmicrogravity-
based experiments. In OBD, the signal is defined by the refractive index gradient
along the cell height normalized to the thermal amplitude, see Eq. (4.9). Phase
and refractive index are connected by a simple multiplicative factor,
𝑛𝜆 = 𝜑
𝜆
2𝜋𝐿
, (4.51)
with 𝐿 the geometric light path along the cell, which allows towrite the equivalent
of Eq. (4.9) in the case of SODI:
Δ𝜑𝑖
Δ𝜑𝑇,𝑖
= 1 +
𝐾−1
∑
𝑘=1
𝑀𝑖𝑘
𝜕 ̃𝐶𝑘
𝜕 ̃𝑧
, (4.52)
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with Δ𝜑𝑇 the purely thermal portion of the phase gradient.
Thismeans that, by extracting the phase gradientd𝜑/d𝑦 in themiddle of the cell
for every unwrapped phase image in a SODI run (see Fig. 4.15), a signal analogous
to OBD can be recovered, which is then subjected to the same fitting routine. To
determine the gradient reliably, a polynomial is fitted to the phase information
along 700 px parallel to the temperature gradient for all 600 columns in the ROI.
The resulting 600 polynomials are averaged, to minimize the influence of artifacts
in the image. The phase gradient can now be computed, by taking the derivative
of this averaged polynomial and evaluating it at the center𝐻𝑝/2 of the cell. Doing
this for all phase images in a run and taking the timestamps of the files as time
axis, a signal as shown in Fig. 4.16 can be recovered.
0.0
0.1
0.2
d
𝜑
67
0
n
m
/d
𝑦
/
ra
d
⋅p
x−
1
0 10000 20000 30000 40000 50000 60000 70000 80000
time / s
22
24
26
28
𝑇
/
∘ C Peltier 5
Peltier 6
3750 4000
0.171
0.172
0.173
3750 4000
27.48
27.50
27.52
Figure 4.16: Phase gradient in the center of the cell for DCMIX3 run 07, cell 2, MR laser.
The signal shows similar behaviour as in the case of OBD, see also Fig. 4.4.
But due to a different cell height (5mm vs. 1.42mm), the timeconstants for
thermal and mass diffusivity are about 12 times longer (∼ ℎ2SODI/ℎ
2
OBD). It is
also important to note that the amplitudes𝑀𝑖𝑘 can be negative, as is the case
in this sample.
Thermal Amplitude
The insets in Fig. 4.16 show the zoomed signal and temperature data on Peltier 5
around the time when the thermal gradient has stabilized. Switching of the gra-
dient happens around time mark 3600 s, stabilization is finished around 3820 s (in
contrast to OBD, no special ballistic heating is employed in SODI, solely relying
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on PID regulation). By comparing temperature data and the signal, the thermal
plateau can still be determined quite reliably, as is marked in the insets. During
signal fitting, the data is normalized on the thermal amplitude determined this
way. To compensate for the relatively slow gradient buildup, the start time for
the fitting algorithm can be shifted. Instead of starting analysis at the time of
reaching the thermal amplitude, time zero can be shifted to earlier times during
the gradient buildup, which corresponds more with the physical reality, since
mass diffusion already starts in this phase. From experience, by estimating the
time when the areas under the thermal signal as well as between thermal signal
and its plateau are equal, one can choose this as new effective starting time 𝑡0,eff
for fitting, see Fig. 4.17.
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Figure 4.17: Zoomed plot of the thermal signal from Fig. 4.16. For determining the effec-
tive start time 𝑡0,eff for fitting of the concentration signal, one has to keep in
mind that diffusion starts already during gradient switching. By estimating
the time when the two shaded areas are equal, a good compromise for this
effective value can be found.
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5 Results and Discussion
The previous chapters introduced basic concepts and the experimental methods.
Special focus has been given to the DCMIX project, since it constitutes the frame-
work binding ground-based and microgravity related activities together. This
chapter summarizes the results gathered fromanalysing SODI-DCMIX1data com-
pared to literature, as well as SODI-DCMIX3 data compared to OBD experiments
conducted in Bayreuth.
5.1 DCMIX1
As detailed in Section 3.1, SODI-DCMIX1 operations were successfully concluded
in 2011/2012, but analysis of the gathered data is still ongoing. Since this was
the first iteration of the project, providing reliable reference data on one of the
model ternary systems for the first time, special care is taken about the evaluation
process to identify systematic error sources. Therefore, when the first work of the
Bayreuth team on DCMIX3 started in 2013/2014, participating in the analysis of
DCMIX1 data provided a good opportunity to test the implemented software.
Most importantly, first ternary data from OBD measurements became available
through the work of Gebhardt [79], allowing a direct comparison to values ob-
tained on ground; this is especially true when using the OBD fitting routine, as
described in Sections 4.1.2 and 4.3.4. So, via the group of V. Shevtsova, access to
the full data set of DCMIX1was provided to the Bayreuth group. This sectionwill
first summarize the available literature data on contrast factors for SODI as well as
OBD; after that the data quality of SODI-DCMIX1 will be quantified, as this has
important consequences for the evaluation. Finally, utilizing available reference
values for SODI data from other teams, as well as OBD and TGC measurements,
a comprehensive comparison of microgravity and ground measurements will be
presented.
5.1.1 Contrast Factors
For the conversion between refractive index space and concentration space, a pre-
cise knowledge of the optical contrast factors is necessary, cf. Section 2.2. Refrac-
tive indices of tetralin, isobutylbenzene and dodecane have already been mea-
sured by Sechenyh et al. in Ref. [104] for the SODI wavelengths at 25 ∘C; the em-
ployed infrared laser of 925 nm does not exactly match the SODI wavelength of
935 nm, but dispersion in the infrared range is negligible, making them equivalent
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for this use case. Using the parametrization given in [104], the contrast factors and
condition numbers for the DCMIX1 compositions can be calculated, see Table 5.1
and Fig. 5.1. In ternary systems, the choice of the independent concentrations 𝑐1
and 𝑐2 is important for interpretation, so in the remainder of this chapter 𝑐1 will
always be THN, 𝑐2will be IBB. The dependent concentration 𝑐3 is nC12. Literature
data given in different systems can be transformed accordingly (see the appendix
of Ref. [78] for an explanation of such transformations).
Since OBD measurements in this system have been performed earlier by Geb-
hardt, a parametrization of the refractive index at 405 nm and 633 nm is also avail-
able in the literature, see [31], as well as data on the (thermo)diffusion coefficients,
see [79]. The calculated contrast factors and condition numbers are also given
in Table 5.1 and Fig. 5.1. Furthermore, measurements with TGC have been per-
formed by Larrañaga et al. [105]. In this reference, values for the thermodiffusion
and diffusion coefficients as well as the Soret coefficients are given for all DCMIX1
mixtures. As with the optical techniques, concentration determination in ternary
TGCmeasurements has to be performed via contrast factors. But contrary to OBD
or SODI, since with TGC the determination is performed ex-situ, they need not be
purely optical. In fact, the conversion to concentration space can be performed via
refractive index derivatives as first contrast factor and the density (𝜌) derivatives
as second contrast factor:
(
Δ𝑛𝜆
Δ𝜌
) = (
𝜕𝑛𝜆/𝜕𝑐1 𝜕𝑛𝜆/𝜕𝑐2
𝜕𝜌/𝜕𝑐1 𝜕𝜌/𝜕𝑐2
)
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑁𝑐
⋅ (
Δ𝑐1
Δ𝑐2
) . (5.1)
This is the equivalent of Eq. (2.29) in the case of TGC. The relevant contrast factor
values for the DCMIX1 mixtures measured in Ref. [105] were kindly provided by
the authors and are also summarized in Table 5.1.
Ternary plots for the resulting conditions numbers across the whole composi-
tion space of THN, IBB and nC12 for the wavelength combinations 405/633 nm
and 670/925 nm are shown in Fig. 5.1; the compositions of the SODI-DCMIX1
measurements are marked with red dots. For the choice of compositions the
DCMIX team had to compromise on mixtures with relatively low condition num-
bers, while still retaining a reasonable coverage of the composition space. It is ob-
vious from these plots that the OBD wavelengths result in much lower condition
numbers, well below 150, while for the SODI wavelengths condition numbers can
rise up to 1000. This can be attributed mainly to dispersion: on approach of the
infrared range, as is the case with SODI, the weak dispersion leads to very similar
values for the elements of the contrast factor matrix 𝑁𝑐; in turn, the determinant
det (𝑁𝑐) approaches zero. But one of the necessary prerequisites for the matrix
𝑁𝑐 to be invertible is det (𝑁𝑐) ≠ 0 [28]. So the high condition numbers in the
case of SODI are a consequence of a numerical deviation from this prerequisite
due to almost similar refractive indices in the red to infrared range. In turn, this
means that determination of concentration changes (and therefore diffusive quan-
tities) is affected with a higher uncertainty in SODI (Section 2.2). Of course, one
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Table 5.1: Contrast factors and condition numbers for the DCMIX1 cells with compo-
nents tetralin (𝑐1), isobutylbenzene (𝑐2) and dodecane (𝑐3) (compositions in
weight fraction) in the case of OBD, SODI and TGC, all at 25 ∘C. Contrast fac-
tors and condition numbers were computed from parametrized refractive in-
dex values taken from [31] and [104] in the case of OBD and SODI. Values for
TGCwere kindly provided by the authors of [105]; note the different reference
system.
cell 𝑐1 𝑐2 𝑐3 𝑁𝑐,11 𝑁𝑐,12 𝑁𝑐,21 𝑁𝑐,22 cond(𝑁𝑐)
OBD
(𝜕𝑛405 nm
𝜕𝑐1
)
𝑐2
(𝜕𝑛405 nm
𝜕𝑐2
)
𝑐1
(𝜕𝑛633 nm
𝜕𝑐1
)
𝑐2
(𝜕𝑛633 nm
𝜕𝑐2
)
𝑐1
1 0.10 0.10 0.80 0.112030 0.068551 0.097228 0.056518 90
2 0.10 0.80 0.10 0.145390 0.091405 0.125660 0.075728 107
3 0.80 0.10 0.10 0.166800 0.105970 0.143610 0.088186 133
4 0.45 0.10 0.45 0.134860 0.084175 0.116630 0.069951 114
5 0.40 0.20 0.40 0.136300 0.085178 0.117850 0.070758 114
6 0.50 — 0.50 0.133430 — 0.115430 — —
SODI
(𝜕𝑛670 nm
𝜕𝑐1
)
𝑐2
(𝜕𝑛670 nm
𝜕𝑐2
)
𝑐1
(𝜕𝑛925 nm
𝜕𝑐1
)
𝑐2
(𝜕𝑛925 nm
𝜕𝑐2
)
𝑐1
1 0.10 0.10 0.80 0.095980 0.054747 0.926410 0.052127 342
2 0.10 0.80 0.10 0.124820 0.075771 0.119800 0.071440 254
3 0.80 0.10 0.10 0.142710 0.088696 0.137370 0.083768 241
4 0.45 0.10 0.45 0.114890 0.068594 0.110740 0.065510 495
5 0.40 0.20 0.40 0.116350 0.069607 0.112010 0.066732 1092
6 0.50 — 0.50 0.113240 — 0.109490 — —
TGC
(𝜕𝑛589 nm
𝜕𝑐1
)
𝑐3
(𝜕𝑛589 nm
𝜕𝑐3
)
𝑐1
(
𝜕𝜌
𝜕𝑐1
)
𝑐3
(
𝜕𝜌
𝜕𝑐3
)
𝑐1
1 0.10 0.10 0.80 0.089227 -0.094189 0.040406 -0.057614 16
2 0.10 0.80 0.10 0.105245 -0.122807 0.048842 -0.077341 16
3 0.80 0.10 0.10 0.117569 -0.145028 0.054968 -0.090423 17
4 0.45 0.10 0.45 0.101875 -0.115505 0.046719 -0.071311 17
5 0.40 0.20 0.40 0.102365 -0.116189 0.047269 -0.071804 17
has to bear in mind that SODI is a multi-purpose instrument: by design, it was
always meant to fulfill other roles besides the Mach-Zehnder configuration used
for DCMIX (i.e. IVIDIL and COLLOID experiments), including Particle Image Ve-
locimetry and Near Field Scattering [29, 88, 106]. So, the choice of wavelengths
was influenced by multiple factors, and even though a more favourable combina-
tion for DCMIX could be argued for, this does not prevent the extraction of useful
reference data in any way.
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Figure 5.1: Condition numbers for OBD (top) and SODI (bottom) experiments. Com-
puted from parametrized refractive indices at 25 ∘C given in [31] for OBD and
in [104] for SODI wavelengths. Red dots mark the mixtures chosen for SODI-
DCMIX1 measurements. Notice the different scales in the colour map, with
the SODI configuration yielding higher condition numbers.
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5.1.2 SODI-DCMIX1
For processing of the SODI-DCMIX1 data, a timeline of all runs was necessary to
correctly assign STK files to the respective run based on their timestamps. Fur-
thermore, extraction of the temperature data from the database of all housekeep-
ing data collected by MSG is also based on the timestamps. Such a timeline was
prepared by the team at MARS USOC, which was responsible for operations of
DCMIX1. In total, 55 runs were performed, 34 of whichwere conducted at amean
temperature of 25 ∘C and 21 at 40 ∘C. Unfortunately, during operations one of the
SSDs of SODI failed, corrupting the data stored on that drive. Recovery efforts
could restore most images, but the mirror provided to the Bayreuth team did not
contain these recovered images. Also, up until the time of writing, only contrast
factors for 25 ∘C have been published in the literature. Even though experiments
in preparation in Bayreuthmight be capable of providing contrast factors at differ-
ent temperatures in the future, analysis has been limited to runs with 25 ∘Cmean
temperature. Taking these factors into account, 20 SODI-DCMIX1 runs have been
analyzed for this work; Table 5.2 gives an overview of these runs.
The description of DCMIX1 operations given in Section 3.1 already mentioned
some other problems present in the data: after the second week, a bubble had
formed in cell 1 (see Fig. 3.2). Also, cell 5 exhibited a problematic phase stepping
and temperature regulation; an example of such behaviour is given in Fig. 5.2. To
better quantify such problems, the next section will categorize the data based on
some quality criteria. Data quality in the case of SODI can be split into three sub-
domains most relevant to the measuring process: the image quality of individual
interferograms, the consistency of the phase-stepping between these images and
the stablility of the applied temperature gradient.
RAW Image Quality
Since SODI interferograms are 8-bit grayscale RAW images (5 per STK), the result-
ing phase image depends directly on their quality. In this work, quality refers to
specific metrics, which will be calculated for a central region in the image, about
20% in 𝑥-direction and 60% in 𝑦-direction. This is the regionmost relevant to anal-
ysis, since on approach of the boundaries the phase map can become non-linear.
Also, this is in accordancewith the ESR document, formulating the scientific goals
and quality metrics for DCMIX.
The first metric of interest is the dynamic range of the images. Since the color-
depth is 8-bit grayscale, 256 different intensity values can be discerned. But de-
pending on the illumination and the camera settings, excessive black or white sat-
uration can narrow the dynamic range and lead to distortions in the phase calcula-
tion. Saturationmeans the relative amount of completely black (grayscale value 0)
or white (grayscale value 255) pixels inside one RAW image. The black and white
saturation has been determined for all analyzed runs, taking the mean across all
RAWs and all STKs in a run for the different lasers (Fig. 5.3). There is an imme-
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Figure 5.2: Phase stepping in DCMIX1 cell 5 during run 05. The top wrapped phase im-
age shows the expected behaviour, with values inside the full range (−𝜋,𝜋].
The image in the middle is exemplaric for problematic phase stepping in
SODI, effecting distorted wrapped phase values when applying temporal PSI
algorithms. The plot on the bottom shows the resulting noisy phase gradient
signal in run 05.
diate observation from this plot: while white saturation is well below 1% for all
runs and lasers, and black saturation as well in the case of the MR and MN laser,
the FR laser shows an excessive black saturation of up to 10% in all runs.
The second RAW quality criteria is contrast: the interferograms basically con-
sist of a sinusoidal grayscale modulation, cf. Eq. (4.31). To reliably extract phase
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Table 5.2: List of all DCMIX1 runs analyzed for this work.
run start time end time low SNR remarks
cell 1
06 10-12-2011 07:74:00 10-12-2011 18:16:00 — bubble
16 02-12-2011 00:49:19 02-12-2011 11:17:25 —
21 04-12-2011 05:04:10 04-12-2011 15:35:00 —
26 12-12-2011 12:26:00 12-12-2011 22:53:00 — bubble
cell 2
02 07-12-2011 18:01:00 08-12-2011 09:27:00 — ext. Soret phase
17 02-12-2011 11:17:25 02-12-2011 21:44:11 —
22 10-12-2011 18:38:00 11-12-2011 05:05:00 —
27 12-12-2011 22:53:00 13-12-2011 09:19:00 —
27b 15-01-2012 07:39:00 15-01-2012 19:36:00 MR
cell 3
03 08-12-2011 09:27:00 09-12-2011 00:53:00 — ext. Soret phase
18 02-12-2011 21:44:11 03-12-2011 08:10:00 —
23 11-12-2011 05:05:00 11-12-2011 15:32:00 —
28 15-01-2012 19:36:00 16-01-2012 06:02:00 MR
cell 4
04 09-12-2011 00:53:00 09-12-2011 16:21:00 — ext. Soret phase
19 03-12-2011 08:10:00 03-12-2011 18:40:00 —
24 11-12-2011 15:32:00 12-12-2011 01:59:00 —
cell 5
05 09-12-2011 16:21:00 10-12-2011 07:47:00 MR,MN ext. Soret phase
15 01-12-2011 14:21:55 02-12-2011 00:49:19 MR,MN
20 03-12-2011 18:40:00 04-12-2011 05:04:10 MR,MN
25 12-12-2011 01:59:00 12-12-2011 12:26:00 MR,MN
information from thismodulation, the contrast between themodulation and back-
ground, either in the temporal or spatial sense, has to be high enough. A common
measure for this is the so-calledMichelson contrast; since for the phase calculation
in this work the temporal algorithm Eq. (4.39) is used, the Michelson contrast can
be defined accordingly:
𝐶𝑀(𝑥, 𝑦) =
𝐼max(𝑥, 𝑦) − 𝐼min(𝑥, 𝑦)
𝐼max(𝑥, 𝑦) + 𝐼min(𝑥, 𝑦)
. (5.2)
This means that, when analyzing a stack of five RAW images, the contrast is de-
fined on a per pixel basis, evaluating themaximumandminimum intensity values
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for a specific pixel across the five images. Figure 5.5 shows the resulting averaged
values for all analyzed runs in DCMIX1. In general, the contrast should be well
above 0.5 to guarantee a good signal-to-noise ratio for phase calculation. The con-
trast for the MR and MN lasers is between 0.7 and 0.8 for most of the runs, which
is sufficiently high. An exception to this are the contrast values for the FR laser:
they are above 0.9 for all runs. This might well be a consequence of the high black
saturation in the FR images, as shown in Fig. 5.3. On the other hand, a drop in
contrast is visible in runs 27b and 28 for the MR laser, with contrast values below
0.6 and a relatively high standard deviation. To further analyze the reason for this
contrast drop, Fig. 5.6 also shows the grayscale variance of the individual RAWs
inside the STK files. The variance of a RAW image is given by
Var(𝐼) =
1
𝑁𝑥𝑁𝑦
𝑁𝑥
∑
𝑥=0
𝑁𝑦
∑
𝑦=0
(𝐼(𝑥, 𝑦) − ̄𝐼)2 , (5.3)
with ̄𝐼 the mean of all pixel values. 𝑁𝑥 and 𝑁𝑦 are the total number of pixels in
𝑥- and 𝑦-direction, respectively. The variance can be interpreted in the follow-
ing way: a normal sinusoidal fringe pattern will exhibit a histogram as shown in
Fig. 5.4 (left). During phase stepping, this histogram should keep its bimodal dis-
tribution, except for effects from the slight output power change discussed in Sec-
tion 4.3.2. As can be seen from Fig. 5.4 (right), in case of a lowMichelson contrast,
this no longer holds true for all RAWs in a STK file: during phase stepping, the
histogram is deformed to an almost unimodal distribution; the sinusoidal fringe
pattern is washed out. The variance now reflects exactly this spread in the his-
togram: as the sinusoidal pattern is lost, the distribution gets narrower with a
lower variance. So, the low Michelson contrast in runs 27b and 28 can be under-
stood, as Fig. 5.5 shows such a sharp drop of variance for the individual RAWs of
these runs at the 670 nm wavelength. The underlying reason for this drop can
only be speculated upon, but it seems rather plausible that some undesired be-
haviour of the light source comes into play; since only images for the MR laser
are affected, the camera is probably performing as expected. For this, it is also
instructive to look at the mean grayscale values, shown in Fig. 5.6: they show an
almost constant behaviour in all runs, again except for the linear output change
during phase-stepping. So, the interpretation of a constant mean and a dropping
variance is, that the overall intensity of the light source stays constant, but the
modulation introduced by interference is depressed. This could be attributed for
example to a broadening of the wavelength spectrum, negatively affecting the co-
herence of the beams, or other instabilities of the laser diode.
The consequences of this become clear when calculating the transient phase
gradient signals: the phase is affected with a high error, making interpretation
of the signal almost impossible. But as mentioned, other runs also show a noisy
phase gradient signal, most notably in cell 5, without any obvious deviations in the
contrast (cf. Fig. 5.2). This indicates that laser instabilities do not always manifest
themselves in the quality of the individual RAWs.
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Figure 5.3: Percentage of black and white saturation in analyzed DCMIX1 runs; runs are
given in chronological order. The saturation has been calculated from the
RAW image histograms, averaged over all STKs in a run; the bars represent
the standard deviation.
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Figure 5.4: Histograms from DCMIX1, left run 05, right run 27b. Run 05 shows the ex-
pected bimodal distribution for a sinusoidal interferogram. During run 27b,
the distribution especially of the first two RAWs is almost unimodal.
Phase Step Estimation
Another possible consequence of problems with the laser stability, which would
influence the phase calculation, is the consistency of the phase-stepping. That
the low signal-to-noise ratio in the phase gradient in cell 5 is indeed a result of
defective phase stepping can be verified by estimating the phase step between
RAW images inside a stack. An algorithm for this was first proposed by Carré [93,
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Figure 5.5:Michelson contrast of all analyzed runs in DCMIX1 as defined in Eq. (5.2);
runs are given in chronological order. Values have been averaged over all
STKs in a run, the bars represent the standard deviation.
107] and is still used today. Starting from four interferograms with an unknown
phase-shift between them, it is able to estimate this temporal phase-shift without
a priori knowledge:
tan (ΔΦ𝑅/2) = √
3(𝐼2 − 𝐼3) − 𝐼1 + 𝐼4
𝐼1 + 𝐼2 − 𝐼3 − 𝐼4
, (5.4)
with ΔΦ𝑅 being the estimated phase-shift for a certain pixel (𝑥, 𝑦). Normally, the
only requirement for the algorithm would be that these phase-shifts are the same
between all images (ΔΦ𝑅,𝑛 = const∀𝑛), which cannot be guaranteed for the prob-
lem at hand. But still, even for varying phase-shifts, using Eq. (5.4) across all pixels
in all STK files of a run, and averaging the results, can give a good indication of
problematic phase stepping. Since the algorithm requires only four images, but
STK files from SODI contain five phase-shifted images, the calculation can be ap-
plied twice per STK: for images 𝐼1 to 𝐼4 or for 𝐼2 to 𝐼5. Applying this estimation
to SODI-DCMIX1 data results in Fig. 5.7. In the textbook of Servin [93], several
phase-step algorithms are analyzed in detail, including their robustness against
deviations from the nominal phase-step. For five-step algorithms as the one used
in this work, Eq. (4.39), an error of 1% is reached as soon as the phase-step devi-
ates by circa 𝜋/16. Dashed lines in Fig. 5.7 mark this deviation of 𝜋/16, so points
outside these indicate a problematic phase-stepping behaviour during a run.
Comparison with Table 5.2 shows that all runs in cell 5 with a low signal-to-
noise ratio stand out in both estimations; so, for this cell a defective phase-stepping
can be identified as reason for the problems during phase calculation. Runs 27b
and 28, which already exhibited a low Michelson contrast, also show deviations
in the phase-stepping for one of the estimations. The ultimate cause for the dis-
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Figure 5.6: Variance (see Eq. (5.3)) and mean values in the grayscale levels for the indi-
vidual RAWs within stack files, across all runs in DCMIX1; runs are given in
chronological order. Values have been averaged over all STKs in a run, the
bars represent the standard deviation.
cussed laser instabilities remains unclear, but it is curious that cell 5 is affected
almost exclusively in all analyzed runs. Also, whereas in runs 27b and 28 only the
MR laser is affected, the phase-stepping problems in cell 5 affect both lasers, even
tough the MN to a lesser degree.
Temperature Regulation
The last important quality criterion is the stability of the temperature regulation.
The regulation has two important aspects: for one, the temperature gradient has
to be applied in a good approximation to a Heaviside-function; good in this case
means, that the characteristic timescale of the application of the gradient should
be much shorter than the typical timescale of the fastest diffusive process. Sec-
ondly, the applied gradient has then to be kept stable during the diffusion process,
since large variations would effect a change in the driving force of the thermodif-
fusion process.
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Figure 5.7: Estimated phase steps for all analyzed runs inDCMIX1, according to Eq. (5.4).
Dashed lines represent a deviation of 𝜋/16 from the desired phase step of
𝜋/2, translating to around 1% error in phase calculation.
As explained in Section 4.3.1, temperature control in SODI is implemented via
Peltier elements. In contrast to OBD, no ballistic heating/cooling is employed,
with the regulation solely relying on a PID feedback loop. Naturally, this leads to
a longer timescale for establishing the gradient, but since the cell height is much
larger in SODI (5mm instead of 1.43mm in OBD), also the timescale for diffusion
is much larger. A simple estimation
𝜏 =
ℎ2
𝜋2𝐷
, (5.5)
with a typical diffusion coefficient 𝐷 of 5 × 10−10m2 s−1 of aqueous solutions and
ℎ = 5mm, gives a timescale of 5066 s. In contrast, the typical time constant for
gradient application in SODI is around 22 s for all DCMIX1 runs, so the gradient
switching can still be considered as quasi-instantaneous.
To quantify the stability of the temperature gradient, the standard deviation of
the temperature data after gradient buildup can be considered, as shown in Ta-
ble 5.3. Typical values range from 0.6mK to 3mK, with exception of cell 4: here
the standard deviation on the hot plate (Peltier number 9) is around 8mK. Still,
these noise levels are well within acceptable limits. The exception lies again with
cell 5: additionally to the laser stability issues discussed above, also the tempera-
ture control exhibits abnormal behaviour. Values for the standard deviation range
between 24mK and 93mK, an order of magnitude higher than in all other cells.
Closer inspection of the temperature data revealed that this is not due to instru-
ment noise but periodic fluctuations affecting both Peltiers, see Fig. 5.8. These
fluctuations happen randomly during runs, with the temperature deviating up
to 0.5K from the set-point; after about 100 s, the set-point is reached again. If this
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is related to some hardware issues or problems in the software feedback loop is
hard to tell.
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Figure 5.8: Temperature fluctuations in cell 5 during run 05. Even tough these can lead
to deviations of up to 0.5K from the set-point, they decay much faster than
the diffusion timescale.
5.1.3 Comparison Microgravity and Ground Results
The quality analysis above guides the subsequent determination of thermodiffu-
sion coefficients from the data. Whereas the low contrast in runs 27b (cell 2) and
28 (cell 3)makes an analysis of these runswith available techniques impossible, all
other runs in these cells show a stable contrast and phase-stepping behaviour. The
obvious exception is cell 5, where all performed runs strugglewith phase-stepping
issues. Still, since not all images within a run are affected (cf. the transient phase
gradient in Fig. 5.2), and theMN laser is significantly less prone to these problems,
recovery of an analyzable signal seems possible. For this, offending STK files were
removed by hand, mostly guided by comparing MR and MN signals to identify
obvious outliers. This led to the purging of around 100 STK files per run, leaving
between 200 and 300 ones (depending if the run featured an extended Soret phase
or not) for analysis. Another problem is the bubble formation in cell 1, which hap-
pend after the second week of operations. This means that runs 06 and 26, even
though performing well regarding the quality metrics, had to be excluded from
this analysis, since the bubble can influence the diffusion process via a distorted
temperature profile and Marangoni convection on the gas-liquid interface.
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Table 5.3: Standard deviations of the temperature in SODI-DCMIX1, calculated after gra-
dient stabilization. 𝛿𝑇+/− describes the standard deviation on the hot/cold
plate.
run 𝑇0/
∘C Δ𝑇/K 𝛿𝑇+/K 𝛿𝑇−/K
cell 1
06 25 10 0.0024 (0.0025) 0.0009 (0.0006)
16 25 10 0.0021 (0.0020) 0.0022 (0.0006)
21 25 10 0.0021 (0.0020) 0.0023 (0.0006)
26 25 10 0.0024 (0.0025) 0.0009 (0.0006)
cell 2
02 25 10 0.0022 (0.0026) 0.0006 (0.0006)
17 25 10 0.0024 (0.0026) 0.0006 (0.0006)
22 25 10 0.0020 (0.0025) 0.0006 (0.0006)
27 25 10 0.0026 (0.0024) 0.0006 (0.0006)
27b 25 10 0.0026 (0.0021) 0.0022 (0.0009)
cell 3
03 25 10 0.0024 (0.0026) 0.0006 (0.0006)
18 25 10 0.0027 (0.0019) 0.0024 (0.0006)
23 25 10 0.0025 (0.0026) 0.0006 (0.0006)
28 25 10 0.0020 (0.0023) 0.0021 (0.0013)
cell 4
04 25 10 0.0081 0.0019
19 25 10 0.0081 0.0021
24 25 10 0.0080 0.0011
cell 5
05 25 10 0.0239 0.0585
15 25 10 0.0382 0.0424
20 25 10 0.0825 0.0926
25 25 10 0.0263 0.0747
The general approach for extracting relevant quantities was described in Sec-
tion 4.3.4: by leveraging the similarities between the transient phase gradients
in SODI and OBD, the OBD fitting routines can be applied. Of course, this also
means that, just as with ternary OBD (and TGC) experiments, the Fickian diffu-
sion matrix cannot be extracted. Instead, only the stable quantities defined in Sec-
tion 4.1.2 are reliable quantities; the resulting values are given in Table B.1. To test
the applicability of the proposed approach, comparisons with results from other
teams are necessary, which are mostly published in the form of Soret coefficients.
For DCMIX1, data fromGaland (Université Libre de Bruxelles) andMialdun (Uni-
versité Libre de Bruxelles) were available for cells 1, 2, 3 and 5, as well as from
Ryzhkov (Federal Research Center KSC SB RAS) for cells 1–3. Results for cell 3
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by these teams were already published earlier as benchmark efforts [30, 31, 80, 82,
108–110] together with OBD and TGC measurements on ground, while data for
the other cells was exchanged during DCMIX teammeetings; this data is summa-
rized in Tables 5.4 and 5.5. The next paragraphs will give a short summary of the
different methods employed by these other DCMIX teams.
The method used by Galand et al. is similar to the one described in this work
(temporal phase stepping), but relying on recovering the absolute concentration
distribution instead of the gradient [109]. Soret coefficients are extracted either
from stationary state amplitudes or fitting of the transients. Since the fitting of
the transients is more reliable, because it can account for the experiment not com-
pletely reaching the stationary state, those values are chosen for comparison in
this work.
Mialdun et al. also employ temporal phase stepping algorithms; in fact, first
implementations of the image processing described in this work are based on
samples kindly provided by Mialdun, for which the author wishes to express his
gratitude. Similar to Galand et al., a fitting procedure is applied to the concentra-
tion values extracted from the phase stepping algorithms. What sets the method
of Mialdun apart from all other is the application of a tomographic reconstruc-
tion [111]. The authors of Ref. [111] identify two contributions, which can lead
to a substantial underestimation of Soret coefficients: first, the two-dimensional
phase images only represent an integrated view along the optical path through
the cell. This means that non-uniformities in the concentration gradient, which
are always present near the glass walls, are also integrated over. Secondly, the
design of SODI necessitates a compensation volume above the heated plate, see
Section 4.3.1. Therefore, during demixing a constant diffusion flux exists between
the bulk and the compensation volume (which contains the average composition
of themixture) disturbing the concentration profile in themiddle of the cell. These
combined effects lead to a general under-estimation of Soret coefficients around
10%, which can be corrected by tomography [110]. For tomographic reconstruc-
tion, Mialdun et al. exploit the symmetric geometry of the SODI cell design, as-
suming that the two-dimensional view into the cell is equivalent for all sides and
reusing the same phase image twice.
The analysis chosen by Ryzhkov at al. relies on the spatial carrier frequency,
utilizing a Fourier Transform method [30]. Two different parts of each run are
analyzed: SODI-DCMIX1 experiments were performed in such a way that, after
the Soret phase, the gradient was switched off and remixing by Fickian diffusion
recorded, so values can be extracted both from the Soret and the diffusion phase.
Since the system gives a linear response, both phases are in principle equivalent;
but for easier visualization, only values extracted from the Soret phase are used
for comparison.
Lastly, a paper by Ahadi and Saghir [112] analyzes cells 1–4; however, this pub-
lication is not consistent with the other results. Even though the authors cite the
work of Sechenyh [104] as source for the contrast factors necessary to calculate
Soret coefficients, the values for cells 1, 2 and 4 given in [112] differ markedly
87
5 Results and Discussion
from those in Table 5.1 (and therefore those used by the other DCMIX teams).
Interestingly, these differences always occur for the values of 𝜕𝑛670 nm/𝜕𝑐2. Since
values have to be computed from the parametrization of the refractive index, it is
reasonable to assume that an error in those calculations leads to the discrepancies.
Fortunately, Ref. [112] also provides values for Δ𝑛𝑖 (the measured refractive index
gradient), which allows to recalculate 𝑆′𝑇,𝑖 with the correct contrast factors. The
original and corrected values from the publication of Ahadi are also provided in
Table 5.5. Note: the exponents on values in Tab. 3 of [112] seem to be givenwith an
erroneous sign; we assume a negative exponent. Furthermore, Soret coefficients
are computed with a reduced temperature gradient, compatible with the cropped
heights given in Tab. 3.
Apart from different analysis of the microgravity data provided by SODI, liter-
ature data measured on ground is available: Gebhardt performed extensive mea-
surements over the whole ternary composition space with OBD [13, 79] and Lar-
rañaga measured the DCMIX1 compositions with TGC [105].
Figure 5.9: Soret coefficients cell 1 DCMIX1. The elongated regions represent the com-
patibility space calculated via a Monte-Carlo approach (see text for details).
The black region contains the tomographic correction for this work. Values
“Ahadi *” were calculated with contrast factors from Table 5.1.
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Figure 5.10: Soret coefficients cell 2 DCMIX1. The elongated regions represent the com-
patibility space calculated via a Monte-Carlo approach (see text for details).
The black region contains the tomographic correction for this work. Values
“Ahadi *” were calculated with contrast factors from Table 5.1.
Figure 5.11: Soret coefficients cell 3 DCMIX1. The elongated regions represent the com-
patibility space calculated via a Monte-Carlo approach (see text for details).
The black region contains the tomographic correction for this work.
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Figure 5.12: Soret coefficients cell 4 DCMIX1. The elongated regions represent the com-
patibility space calculated via a Monte-Carlo approach (see text for details).
The black region contains the tomographic correction for this work. Values
“Ahadi *” were calculated with contrast factors from Table 5.1.
When comparing values from different experiments, at first glance no coherent
picture emerges. Values sometimes differ by more than an order of magnitude,
even changing signs. To understand this, the error propagation discussed in Sec-
tion 2.2 has to be considered; the high condition numbers of the contrast factor
matrix in the case of SODI elongate the space of possible values significantly dur-
ing inversion from refractive index to concentration space. This was already dis-
cussed in the literature during benchmark processing of cell 3 [30, 31]: by adding
artificial noise to the contrast factor matrix, and calculating the resulting Soret co-
efficients, a region in 𝑆′𝑇,1-𝑆
′
𝑇,2-space can be visualized, which contains all Soret
coefficients compatible within the contrast factor problem. A similar Monte Carlo
approach was also chosen for this work: by adding uniform noise to the contrast
factor values and recalculating the Soret coefficients around 10000 times, a com-
patibility region is constructed. The amplitude of the noise has been fixed to 0.5%,
which is a realistic value for experimental uncertainty in the determination of con-
trast factors; as a starting point for calculations, the averaged values of 𝑎1 and 𝑎2
as defined in Section 4.1.2 were chosen (cf. Table B.1). This can be done for val-
ues extracted from SODI, as well as literature data from OBD and TGC measure-
ments, utilizing the contrast factors given in Table 5.1. Resulting plots for all cells
are shown in Figs. 5.9 to 5.13; for simplicity, “cell” in this context signifies mea-
surements performed on the correspondingmixture given in Table 5.1, regardless
of method.
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Figure 5.13: Soret coefficients cell 5 DCMIX1. The elongated regions represent the com-
patibility space calculated via a Monte-Carlo approach (see text for details).
The black region contains the tomographic correction for this work.
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The first important observation from these plots is, that the compatibility space
defined from the average amplitudes encompasses all runs, meaning that SODI
runs are reproducible within the contrast factor problem. SODI data from other
teams also aggregate around the same compatibility space, meaning that the dif-
ferentmethods are compatible to each other, too. This is even true for cell 5, where
the high condition number leads to a spread-out error region.
When comparing ground and space results, one distinct feature emerges: the
asymmetrical nature of error propagation gives special importance to deviations
perpendicular to the main axis of the compatibility region. Here, the results by
Mialdun stand out in particular: his values consistently correct these lateral de-
viations present in other SODI-DCMIX1 results, leading to an overlap between
the compatibility regions in ground and space experiments. Because all other
processing steps are more or less equivalent, this seems to be an effect from the
applied tomographic correction. If true, this tomographic correction should be a
multiplicative factor, applicable across the different cells, since it mainly depends
on the geometry of the cells, and not so much on the properties of the sample. As
a test, Figs. 5.9 to 5.13 contain also a second compatibility region, again computed
from averaged values of the amplitudes 𝑎1 and 𝑎2, but with a corrective factor of
10% applied. Obviously, this shifts the region consistently closer to the ground
measurements, mostly coinciding with values from Mialdun. Therefore, the to-
mographic correction seems plausible, leading to compatible results between mi-
crogravity and ground measurements.
Overall, the analysis ofDCMIX1data provides the following conclusions, which
are also important for the subsequent analysis of DCMIX3:
• the presented analysis of SODI data is consistent with established methods
in the literature
• the high condition numbers in SODI require a Monte-Carlo approach to er-
ror propagation, similar to the one in Ref. [30]
• the tomographic correction factor of around 10% proposed in Ref. [110] is
necessary to avoid an under-estimation of separation in SODI; this applies
to all methods
• for practical purposes, the complex tomographic reconstruction can be re-
placed by a simple multiplication with an empirical factor of 1.1
• within the contrast factor problem, ground and space experiments provide
compatible values
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Table 5.4: DCMIX1 literature data from ground measurements at 25 ∘C. 𝑐1 is THN, 𝑐2 is
IBB. OBD results are taken from the works of Gebhardt [13, 79], TGC results
from the works of Larrañaga [105].
OBD TGC
𝑆′𝑇,1 𝑆
′
𝑇,2 𝑆
′
𝑇,1 𝑆
′
𝑇,2
/10−3K−1
cell 1 0.58 0.32 0.54 0.36
cell 2 0.41 0.02 0.31 0.29
cell 3 1.21 -0.32 1.19 -0.28
cell 4 2.17 -0.14 1.90 0.10
cell 5 1.95 -0.17 1.50 0.60
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5.2 DCMIX3
This section will now summarize the results from DCMIX3, gathered via SODI
during the 2016 campaign, as well as OBDmeasurements performed in Bayreuth.
As already demonstrated for SODI-DCMIX1 data, quantifying some select qual-
ity metrics for SODI allows to identify runs which will likely be problematic dur-
ing phase reconstruction. Consequently, the same procedure has been applied to
DCMIX3 images when the full data set became available in summer 2017. Most
of these evaluations have already been published in a joint paper of the DCMIX
team, which gives a summary of the SODI-DCMIX3 operations as reference for
future analysis, see Ref. [113]. For completeness, these results are reproduced in
the following, again focusing on RAW image quality, phase step estimation and
temperature control. The comparison of DCMIX1 data showed, that the analysis
method presented in this work performs comparably to other methods currently
in use; additionally, established routines from OBD can be utilized, simplifying
implementation. This allows for a comprehensive study of the SODI-DCMIX3
data alongside OBD measurements, which will also be presented together with
the necessary contrast factor measurements. Furthermore, TGC reference values
for two mixtures were kindly provided by Lapeira and Bou-Ali.
5.2.1 Contrast Factors
To calculate concentration changes from measured data, contrast factors for the
employed wavelengths have to be known. For SODI (670 nm and 935 nm), these
were already measured by Sechenyh et al. and published in [114]. In the case of
OBD (405 nm and 635 nm), contrast factors have been determined for this work
according to the methods outlined in Section 4.2: by parametrization of the re-
fractive index as a function of concentration and temperature, contrast factors can
be calculated across the whole composition space and within a limited tempera-
ture range. The necessary measurements of refractive indices at 20 ∘C have been
performed on a grid of 46 samples along the binary edges as well as in the ternary
space (see Fig. 5.14). Overall, the differences between the parametrization and the
measured values do not exceed 4 × 10−4 in absolute values. Measurements of the
temperature derivative 𝜕𝑛/𝜕𝑇, which require more time, have been performed for
a total of 22 different samples; here, maximal differences between parametrization
andmeasured values are 8 × 10−6K−1 (note: a quadratic temperature dependence
was chosen, consistent with a polynomial of order𝑄 = 2 in Eq. (4.20)). The result-
ingmatrices for parametrization, cf. Section 4.2, as well as themeasured refractive
indices and values for 𝜕𝑛/𝜕𝑇, are summarized in the appendix Tables A.3 to A.5,
C.1 and C.2.
In addition to values for OBD and SODI, contrast factors for TGC at two concen-
trations have been provided for this work, courtesy of Lapeira and Bou-Ali (Uni-
versity of Mondragon, Spain). The contrast factors for these different experiments
are summarized in Tables 5.6 and 5.7. From the parametrizations, one can again
96
5.2 DCMIX3
calculate the condition numbers across the whole concentration space, which is
shown in Fig. 5.15. The high condition numbers for the OBD wavelengths, obvi-
ous from these plots and Table 5.6, run counter to intuition; normally, one would
expect to see much smaller condition numbers than in the case of SODI, due to
the more favourable dispersion at lower wavelengths. But here, condition num-
bers for OBD are well above 1000, with the exception of cell 1. Since the quality of
the employed parametrization is not different to other examples in the literature,
e.g. Refs. [31, 104, 114], one possible conclusion is, that this general approach is
no longer sufficient for the OBDwavelengths in this system. Instead, a close sam-
pling and parametrization of thermophysical properties around the select con-
centrations of interest, as normally necessary for TGC, should be employed in
future studies. Furthermore, to exclude discrepancies between different experi-
ments at different wavelengths, a simultaneous measurement with all necessary
wavelengths on the same sample at 25 ∘Cwould greatly enhance confidence in re-
sults. Such a measurement system is currently under development in Bayreuth as
part of a Master thesis, utilizing a multi-wavelength Michelson interferometer.
Nevertheless, even though the high condition numbers for OBD lead to large
uncertainties in concentration space, this does not preclude comparison between
the different experiments, as demonstrated by DCMIX1.
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at 20 ∘C, filled circles additionalmeasurements of the temperature derivative
(𝜕𝑛𝜆
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)
𝑝,𝑐1,𝑐2
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Figure 5.15: Condition numbers for OBD (top) and SODI (bottom) experiments. Com-
puted from parametrized refractive indices at 25 ∘C; results for SODI are
taken fromRef. [114]. Red dotsmark themixtures chosen for SODI-DCMIX3
measurements. Notice the different scales in the colour map, with the OBD
configuration yielding markedly higher condition numbers. Note: a similar
plot for SODI in Ref. [16] gives different absolute values, probably due to
some issues with interpolation.
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Table 5.6: Solutal contrast factors and condition numbers for theDCMIX3 cellswith com-
ponents water (𝑐1), ethanol (𝑐2) and triethylene glycol (𝑐3) (compositions in
weight fraction) in the case of OBD, SODI and TGC, all at 25 ∘C. Contrast fac-
tors and condition numbers for SODI were computed from parametrized re-
fractive index values taken from [114]. Values for TGC were kindly provided
by Lapeira and Bou-Ali. Measurements for OBD were performed in Bayreuth,
according to the methods described in Section 4.2.
cell 𝑐1 𝑐2 𝑐3 𝑁𝑐,11 𝑁𝑐,12 𝑁𝑐,21 𝑁𝑐,22 cond(𝑁𝑐)
OBD
(𝜕𝑛405 nm
𝜕𝑐1
)
𝑐2
(𝜕𝑛405 nm
𝜕𝑐2
)
𝑐1
(𝜕𝑛633 nm
𝜕𝑐1
)
𝑐2
(𝜕𝑛633 nm
𝜕𝑐2
)
𝑐1
1 0.20 0.20 0.60 -0.105384 -0.097078 -0.101496 -0.094308 465
2 0.33 0.33 0.33 -0.103223 -0.085633 -0.099777 -0.083039 1279
3 0.25 0.60 0.15 -0.084002 -0.081073 -0.081125 -0.077996 1041
4 0.75 0.15 0.10 -0.124167 -0.055696 -0.120550 -0.053852 1312
5 0.50 0.10 0.40 -0.127096 -0.075620 -0.123428 -0.073202 1421
6 0.85 0.15 — -0.126765 — -0.122218 — —
SODI
(𝜕𝑛670 nm
𝜕𝑐1
)
𝑐2
(𝜕𝑛670 nm
𝜕𝑐2
)
𝑐1
(𝜕𝑛925 nm
𝜕𝑐1
)
𝑐2
(𝜕𝑛925 nm
𝜕𝑐2
)
𝑐1
1 0.20 0.20 0.60 -0.099605 -0.093685 -0.099956 -0.092303 218
2 0.33 0.33 0.33 -0.099657 -0.081940 -0.099866 -0.080935 283
3 0.25 0.60 0.15 -0.083074 -0.079075 -0.084234 -0.078725 219
4 0.75 0.15 0.10 -0.120113 -0.055526 -0.121027 -0.055022 316
5 0.50 0.10 0.40 -0.122472 -0.072570 -0.122236 -0.071052 239
6 0.85 0.15 — -0.124378 — -0.123684 — —
TGC
(𝜕𝑛589 nm
𝜕𝑐1
)
𝑐3
(𝜕𝑛589 nm
𝜕𝑐3
)
𝑐1
(
𝜕𝜌
𝜕𝑐1
)
𝑐3
(
𝜕𝜌
𝜕𝑐3
)
𝑐1
2 0.33 0.33 0.33 0.016014 0.098295 -0.267395 0.070267 3
3 0.25 0.60 0.15 0.003968 0.081870 -0.258715 0.041175 3
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Table 5.7:Measured thermal contrast factors (quadratic dependency) for the DCMIX3
cells with components water (𝑐1), ethanol (𝑐2) and triethylene glycol (𝑐3) (com-
positions in weight fraction) in the case of OBD at 25 ∘C.
cell 𝑐1 𝑐2 𝑐3
𝜕𝑛405 nm
𝜕𝑇
𝜕𝑛633 nm
𝜕𝑇
/10−4K−1
1 0.20 0.20 0.60 -3.3632 -3.2826
2 0.33 0.33 0.33 -3.3912 -3.3097
3 0.25 0.60 0.15 -3.7709 -3.6939
4 0.75 0.15 0.10 -1.9632 -1.9335
5 0.50 0.10 0.40 -2.7275 -2.6534
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5.2.2 Optical Beam Deflection
Accompanying ground measurements with Optical Beam Deflection have been
performed for all five ternary DCMIX3 compositions at 25 ∘C, as well as 30 ∘C for
the cell 3 mixture, see Section 4.1 for experimental details. The resulting signals
are presented in Figs. 5.16 to 5.21. Section 2.3 already explained that special care
has to be taken in groundmeasurements to avoid gravitational instabilities, as can
also be seen from the plots exhibiting different modes of instabilities, which shall
be discussed briefly.
Figs. 5.17 and 5.19 make it obvious that, by applying a gradient in the thermally
unstable configuration above a certain threshold (between−0.5K and−1K in the
case of cell 3), an oscillatory mode occurs. After the initial 1000 s to 2000 s of the
demixing, seemingly following the same diffusion path as in a stable configura-
tion, a turning point is reached: the achieved density stratification becomes gravi-
tationally unstable and a sudden remixing occurs, which eventually settles again,
allowing the process to start over. In both mixtures, the oscillations die off rela-
tively fast, leaving the system in a kind of intermediate state, no longer prone to
oscillations, but also not settling in a plateau.
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Figure 5.16:Measured OBD signals (635 nm) for cell 1, 25 ∘C.
Of course, apart from their general interest to further studies, these instabilities
are easy to discern and avoid, especially since they only occur in the thermally un-
stable situation of heating from below. In the cases of cells 1, 4 and 5, cf. Figs. 5.16,
5.20 and 5.21, the situation is not as unambiguous: instabilities also occur in the
thermally stable configuration (heating from above), necessitating much more
care duringmeasurements. One approach to avoid convection onset in these cases
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Figure 5.17:Measured OBD signals (635 nm) for cell 2, 25 ∘C.
0 2000 4000 6000 8000 10000
time / s
0.75
0.80
0.85
0.90
0.95
1.00
1.05
Δ
𝑧/
Δ
𝑧 𝑇
Δ𝑇 = +1K
Δ𝑇 = +0.5K
Δ𝑇 = −0.5K
Figure 5.18:Measured OBD signals (635 nm) for cell 3, 25 ∘C
is tomeasurewith lower temperature gradients, since, as evidenced by the expres-
sion for the solutal Rayleigh number, Eq. (2.33), the threshold for convection on-
set is directly proportional to the applied temperature gradient Δ𝑇. But lowering
the applied temperature gradient also directly decreases the signal-to-noise ratio,
since the magnitude of the measured separation is also directly proportional to
Δ𝑇, cf. Eqs. (2.10) and (4.6), which necessitates multiple measurements at differ-
102
5.2 DCMIX3
0 2000 4000 6000 8000 10000
time / s
0.75
0.80
0.85
0.90
0.95
1.00
1.05
Δ
𝑧/
Δ
𝑧 𝑇
Δ𝑇 = +1K
Δ𝑇 = +0.5K
Δ𝑇 = −0.5K
Δ𝑇 = −1K
Figure 5.19:Measured OBD signals (635 nm) for cell 3, 30 ∘C
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Figure 5.20:Measured OBD signals (635 nm) for cell 4, 25 ∘C.
ent gradients to find suitable configurations. Cell 4 (Fig. 5.20) demonstrates that
this approach is also limited; even a lower gradient of+0.5K exhibits a slow drift,
probably due to advective fluxes. Even more critical, cell 1 (Fig. 5.16) might ap-
pear stable in the case of Δ𝑇 = +1K, but only further measurements reveal, that
the achieved plateau seems to be too low. So, against intuition, another method to
avoid instabilities is to switch to a thermally instable configuration of heating from
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Figure 5.21:Measured OBD signals (635 nm) for cell 5, 25 ∘C.
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Figure 5.22: Comparison of all stable OBD signals (635 nm) at 25 ∘C.
below. Depending on the Soret coefficients of the individual components, a sta-
ble density stratification can be achieved even though thermal expansion would
dictate otherwise [33]. But this depends on a balance of the competing processes
as well as the magnitude of the applied gradient, as again evidenced by Fig. 5.16.
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Generally, by careful choice of experimental parameters, seemingly stable sig-
nals could be measured for all DCMIX3 mixtures; see Fig. 5.22 for a compari-
son between all mixtures. But as already mentioned, there are some caveats in
the analysis: as made clear by comparing different gradient configurations in the
same mixture, a slow advective flux can be almost indiscernible in a signal, eas-
ily leading to misinterpretations. This reinforces the general tenet of the DCMIX
project: only a reference base ofmicrogravity data can eliminate such ambiguities.
5.2.3 SODI-DCMIX3
The general timeline of SODI-DCMIX3 was already described in Section 3.3.2 and
Table 5.8 gives a summary of all performed runs, marking those with low signal-
to-noise ratio as well as runs in cell 3 containing a bubble. As for DCMIX1, an
overview of image quality and temperature data is given first.
RAW Image Quality
Dynamic range is again assessed via black/white saturation of the RAWs, which
is summarized in Fig. 5.23 for SODI-DCMIX3. For all runs the percentage of com-
pletely black or white pixels is below 4% and therefore negligible. The black sat-
uration of the MR laser is slightly elevated compared to the other two lasers, but
— even considering the standard deviation — does not extend above 4%. So the
dynamic range is more than sufficient in all cases to perform phase calculations
and is well within the limits set by the ESR [51]. TheMichelson contrast for SODI-
DCMIX3, as defined in Eq. (5.2), is shown in Fig. 5.24. From this, it can be seen
that the FR laser suffered from considerable contrast problems during operations,
most evidently in runs 08, 13, 17 and 19. It is also interesting to note that this drop
in contrast has a clear temporal evolution, starting with run 03 and also recover-
ing after run 17, which was not evident in DCMIX1. This behaviour is again mir-
rored by the variance, cf. Fig. 5.25, with the normally linear rise of variance dur-
ing phase-stepping severely disturbed in runs with low contrast. Again, as with
the MR laser during DCMIX1 operations, the reason for this contrast problems of
the FR laser is not traceable from the available housekeeping data, and can only
be attributed to some general instability in the laser diode operation.
Another feature visible in the variance, as well as mean grayscale values, is a
drift in all lasers during the time of operations; this is most noticeable for the
MN laser, with values decreasing about 15% between start and end of operations.
Most probably, this is due to a slight drift of the output efficiency of the diodes,
since they are operated almost constantly across several weeks, but without no-
ticeable consequences for the analysis.
105
5 Results and Discussion
Table 5.8: List of all DCMIX3 runs.
run start time end time low SNR remarks
cell 1
01 22-09-16 01:23 22-09-16 23:23 —
06 27-09-16 04:21 28-09-16 02:21 —
11 05-10-16 22:23 06-10-16 20:23 —
16 12-10-16 04:59 13-10-16 02:59 —
23 03-11-16 05:22 04-11-16 03:22 —
28 16-11-16 03:03 17-11-16 01:03 —
cell 2
02 21-09-16 03:23 22-09-16 01:23 —
07 29-09-16 22:21 30-09-16 20:21 —
12 05-10-16 00:23 05-10-16 22:23 —
17 19-10-16 23:46 20-10-16 21:46 FR
22 02-11-16 07:22 03-11-16 05:22 —
25 08-11-16 05:26 09-11-16 03:26 —
30 22-11-16 03:41 23-11-16 01:41 —
cell 3
03 28-09-16 02:21 29-09-16 00:21 —
08 11-10-16 06:59 12-10-16 04:59 FR bubble
13 13-10-16 02:59 14-10-16 00:59 FR bubble
18 19-10-16 01:46 19-10-16 23:46 — bubble
cell 4
04 20-09-16 05:23 21-09-16 03:23 MR
09 26-09-16 06:21 27-09-16 04:21 —
14 29-09-16 00:21 29-09-16 22:21 —
19 18-10-16 03:46 19-10-16 01:46 FR, MR
21 27-10-16 14:33 28-10-16 12:33 FR
26 09-11-16 03:26 10-11-16 01:26 MR, MN
29 17-11-16 01:04 17-11-16 23:04 —
cell 5
05 19-09-16 07:22 20-09-16 05:22 MR, MN
10 22-09-16 23:23 23-09-16 21:23 MR, MN
15 04-10-16 02:23 05-10-16 00:23 MR
20 06-10-16 20:23 07-10-16 18:23 —
20a 20-10-16 21:46 21-10-16 19:46 —
24 07-11-16 07:26 08-11-16 05:26 —
27 15-11-16 05:03 16-11-16 03:03 —
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Phase Step Estimation
To estimate the average phase steps between RAW images, Eq. (5.4) is used again;
the resulting values are shown in Fig. 5.26. As before, the dashed lines mark a
deviation of 𝜋/16 from the nominal phase step of 𝜋/2, which can be seen as a
soft threshold for a breakdown of the phase-step algorithm Eq. (4.39). The two
values for each laser again result from the possibility to apply Eq. (5.4) twice to
each STK, since only four images are required.
First of all, Fig. 5.26 shows a strong deviation of the phase-step for runs of the
FR laser, which are also affected by a low contrast. This confirms the observa-
tion from DCMIX1, that drops in contrast are accompanied by errors in phase-
stepping. In turn, several runs with no obvious contrast problems stand out in
the phase-step estimation: during runs 05 and 10, both the MR and MN lasers lie
above the threshold; this is also true for several other runs in the case of the MR
laser. What is striking about this is, that — as in DCMIX1 — these problems sur-
face prominently in cell 5. But contrary to DCMIX1 operations, where reducing
background tasks on the controlling CPU could alleviate this somewhat, no such
correlation was evident in DCMIX3. Where possible, a manual comparison be-
tween MR andMN lasers has been applied to identify and sort out affected STKs.
Since in the runs 05, 10 and 26 almost all STKs in both lasers suffer from phase-
stepping issues, this approach could not be applied. These runs need to be ana-
lyzed by some spatial instead of temporal algorithm, requiring only one image; at
the time of writing, such an analysis method is being implemented and tested in
Bayreuth as part of a Master thesis.
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Temperature Regulation
The stability of temperature regulation is quantified in the same way as in Sec-
tion 5.1.2 by calculating the standard deviation of the temperature readouts af-
ter gradient buildup. Corresponding results for DCMIX3 are summarized in Ta-
ble 5.9. As one can see, noise levels are typically around 3mK or below. But curi-
ously, Peltier 9 on cell 4 is again the exception, as in DCMIX1, with the standard
deviation of all runs at 25 ∘C amounting to 23mK. An example for this is shown
in Fig. 5.27: as the zoomed inset shows, the noise level can be attributed to fluctu-
ations in the range of 0.01Hz to 0.1Hz. Still, invoking the electrical analogy, the
sample itself can be viewed as a low-pass filter and should not be affected by such
high frequency noise. Another important observation is, that these fluctuations
drop considerably for runs at 30 ∘C and, in contrast to DCMIX1, are not present in
cell 5.
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Figure 5.27: Temperature fluctuations on Peltier 9 during run 04. A similar plot was first
published in Ref. [113].
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Table 5.9: Standard deviations of the temperature in SODI-DCMIX3, calculated after gra-
dient stabilization. 𝛿𝑇+/− describes the standard deviation on the hot/cold
plate. Values in parenthesis are for the binary companion cell. A similar table
was first published in Ref. [113].
run 𝑇0/
∘C Δ𝑇/K 𝛿𝑇+/K 𝛿𝑇−/K
cell 1
01 25 (25) 5 (5) 0.0032 (0.0022 ) 0.0020 (0.0022)
06 25 5 0.0031 0.0020
11 25 (25) 5 (10) 0.0029 (0.0026) 0.0021 (0.0006)
16 25 5 0.0027 0.0019
23 30 (30) 5 (5) 0.0025 (0.0025) 0.0058 (0.0049)
28 30 5 0.0022 0.0054
cell 2
02 25 5 0.0033 0.0019
07 25 (25) 5 (5) 0.0031 (0.0022) 0.0019 (0.0021)
12 25 5 0.0031 0.0018
17 25 (25) 5 (10) 0.0025 (0.0024) 0.0019 (0.0006)
22 30 5 0.0029 0.0044
25 30 (30) 5 (5) 0.0026 (0.0026) 0.0045 (0.0047)
30 30 5 0.0027 0.0060
cell 3
03 30 (25) 5 (5) 0.0026 (0.0022) 0.0061 (0.0022)
08 30 (25) 5 (5) 0.0025 (0.0022) 0.0062 (0.0020)
13 30 (25) 5 (10) 0.0025 (0.0026) 0.0063 (0.0006)
18 30 5 0.0022 0.0021
cell 4
04 25 5 0.0222 0.0020
09 25 (25) 5 (5) 0.0223 0.0020
14 25 5 0.0232 0.0020
19 25 (25) 5 (10) 0.0233 (0.0025) 0.0020 (0.0006)
21 30 (30) 5 (5) 0.0071 (0.0021) 0.0062 (0.0050)
26 30 5 0.0072 0.0061
29 30 (30) 5 (5) 0.0071 (0.0022) 0.0063 (0.0050)
cell 5
05 25 (25) 5 (5) 0.0029 (0.0024) 0.0018 (0.0020)
10 25 5 0.0031 0.0018
15 25 (25) 5 (10) 0.0029 (0.0026) 0.0018 (0.0006)
20 25 5 0.0029 0.0019
20a 30 5 0.0030 0.0052
24 30 5 0.0022 0.0048
27 30 (30) 5 (5) 0.0026 (0.0023) 0.0045 (0.0050)
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Transient Phase Signal
The general image processing has been explained in detail in Section 4.3: from the
recovered phasemaps, an OBD-like signal can be extracted for further fitting. The
resulting signals are shown in Fig. 5.28 for all cells at 25 ∘C and 30 ∘Cmean temper-
ature. Unfortunately, no measurement without bubble could be performed in cell
3 at 25 ∘C, making only the dataset at 30 ∘C complete; nevertheless, the recorded
runs with the bubble visible inside cell 3 could still be of future interest, especially
regarding Marangoni-convection at the liquid-gas interface.
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Figure 5.28: Comparison of measured SODI signals (670 nm) for all cells. Note: due to
the growing bubble in cell 3, only one bubble-free measurement at 30 ∘C
could be performed.
What is immediately obvious fromFig. 5.28 is a qualitative similarity to Fig. 5.22:
the signs, as well as relative magnitudes of the amplitudes are comparable be-
tween all cells. Of course, such observations do not allow to make assumptions
about the resulting Soret coefficients, since the individual contrast factors are nec-
essary for conversion into concentration space. Another important aspect is the
timing of the runs: all SODI-DCMIX3 runs lasted about 72 000 s, a time deter-
mined by the smallest diffusion eigenvalues of the mixtures, which were mea-
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sured on ground beforehand [83]. In general, this time seems sufficient, with all
signals reaching a quasi-stationary plateau; only in cell 5, there is still a slight ten-
dency discernible on approach of the end of the run.
5.2.4 Comparison Microgravity and Ground Results
Taking themeasured signals fromOBD and SODI data, the OBD fitting routine as
described in Sections 4.1.2 and 4.3.4 can be applied; the resulting fit coefficients are
summarized in Tables B.2 and B.3. Furthermore, values for the thermodiffusion
coefficients 𝐷′𝑇,𝑖 were measured via TGC by Lapeira and Bou-Ali in the laborato-
ries of the University ofMondragon (Spain); results for themixtures 33-33-33wt%
H2O-EtOH-TEG (cell 2) and 25-60-15 wt% H2O-EtOH-TEG (cell 3) were kindly
provided for this work. To include TGC values in the comparison, Soret coeffi-
cients can be computed from thermodiffusion coefficients via Eq. (2.11), using the
diffusion matrices published in Ref. [83] (see Table 5.10).
Due to the bubble in cell 3, which could only bemeasured at 30 ∘C, this presents
a problem: until now, no contrast factors at 30 ∘C have been published for the SODI
wavelengths 670 nm and 935 nm. This precludes a comparison in the Soret space
for these measurements.
Figures 5.29 to 5.33 show the Soret coefficients for all cells at 25 ∘C. As already
explained in Section 5.1, the error propagation in ternarymixtures can spread val-
ues across a wide range, even changing signs. Therefore, by adding 0.5% noise
to the contrast factors, a compatibility region is again constructed, taking aver-
age amplitudes 𝑎1 and 𝑎2 as starting points (see Section 4.1.2). Additionally, the
tomographic correction proposed by Mialdun et al. [111] is considered as a sec-
ond region marked in black. Note: due to the extremely low condition numbers
(see Table 5.6) for the TGC contrast factors, no Monte-Carlo approach was tried
on these results, since the resulting region would be exceedingly small. In gen-
eral, a similar picture emerges from these plots as in DCMIX1: the trends of the
compatibility space for SODI andOBD are very similar for all cells. Of course, due
to the ill-conditioning of both OBD and SODI contrast factors matrices, a wide
range of possible values is covered in all cases and making statements about def-
inite values becomes very difficult. But still, the highly asymmetric nature of the
error-propagation allows to indicate possible over- or underestimations of Soret
coefficients.
When looking at the effect of the tomographic correction (around 10% of the
amplitudes, cf. Section 5.1.3), a slight correction of SODI values in direction of
the OBD space is visible, as was already observed in DCMIX1. This is especially
apparent in cell 1, with the corrected SODI values almost coincidingwith theOBD
region. Another obvious property of the plots, which is best observed in cell 4,
is the gap in the compatibility regions near zero; this is another consequence of
the numerical ill-conditioning of the contrast factors, making comparisons around
small values difficult. In cell 2, values for TGC are quite small and outside of the
regions for SODI and OBD. But by extrapolating the trends, which is justified due
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Figure 5.29: Soret coefficients cell 1 DCMIX3 at 25 ∘C. The elongated regions represent
the compatibility space calculated via a Monte-Carlo approach. The black
region contains the tomographic correction for this work. Filled symbols
represent individual measurements via SODI or OBD.
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Figure 5.30: Soret coefficients cell 2 DCMIX3 at 25 ∘C. The elongated regions represent
the compatibility space calculated via a Monte-Carlo approach. The black
region contains the tomographic correction for this work. Filled symbols
represent individual measurements via SODI or OBD.
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Figure 5.31: Soret coefficients cell 3 DCMIX3 at 25 ∘C. Due to the bubble in this cell, no
results from SODI can be presented. The elongated regions represent the
compatibility space calculated via a Monte-Carlo approach. The black re-
gion contains the tomographic correction for this work. Filled symbols rep-
resent individual measurements via SODI or OBD.
to fact that the magnitude of the applied noise is more or less arbitrary, SODI and
OBD values always aggregate around the same line; this is a strong argument for
the general compatibility of SODI and OBD measurements.
Including the TGC values for cells 2 and 3 in the considerations, this impression
is reinforced. For cell 2, even though TGC values are considerably smaller, they
still lie on the hypothetical extrapolation of the SODI/OBD compatibility spaces,
which means that all three methods are compatible for this cell, increasing confi-
dence in the results. For cell 3 —which lacks values from SODI—OBD and TGC
showa lateral displacement, but bearing inmind the narrow scale on Fig. 5.31, this
might very well be within margins of experimental errors. Fortunately, due to the
properties of the OBD fitting algorithm, another way of comparison is available:
the fitting coefficients 𝑏𝑖/𝑞
2 presented in Section 4.1.2 are stable and in themselves
not dependent on the conditioning of the contrast factor matrix. Of course, they
still depend on the utilized wavelengths, so direct comparison e.g. between SODI
and OBD values should be treated with care. But in the case of TGC, this becomes
less problematic for two reasons: first, contrast factors for TGC have very low
condition numbers, leading to negligible errors in concentration space. Second,
via Eq. (4.14) one can now transform the provided 𝐷′𝑇,𝑖 to 𝑏𝑖/𝑞
2 utilizing the OBD
contrast factors. Since this does not involve any inversion of the contrast factorma-
trix, no error amplification should be expected, resulting in a set of comparable
quantities, see Tables 5.10 and 5.11. The differences between OBD and TGC are
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Figure 5.32: Soret coefficients cell 4 DCMIX3 at 25 ∘C. The elongated regions represent
the compatibility space calculated via a Monte-Carlo approach. The black
region contains the tomographic correction for this work. Filled symbols
represent individual measurements via SODI or OBD.
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Figure 5.33: Soret coefficients cell 5 DCMIX3 at 25 ∘C. The elongated regions represent
the compatibility space calculated via a Monte-Carlo approach. The black
region contains the tomographic correction for this work. Filled symbols
represent individual measurements via SODI or OBD.
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Table 5.10: Thermodiffusion coefficients 𝐷′𝑇,𝑖 measured with TGC at 25
∘C, kindly pro-
vided by Lapeira and Bou-Ali (University of Mondragon). Values for 𝑆′𝑇,𝑖
were calculated via Eq. (2.11), utilizing diffusion matrices given in Ref. [83].
The 𝑏𝑖/𝑞
2 in turn were calculated from Eq. (4.14). For this, contrast factors
from OBD, not TGC, were used to allow these values to be comparable with
OBD measurements.
cell 𝑐1 𝑐2 𝑐3 𝐷
′
𝑇,H2O
𝐷′𝑇,EtOH 𝑏1/𝑞
2 𝑏2/𝑞
2 𝑆′𝑇,H2O
𝑆′𝑇,EtOH
/10−13m2 s−1K−1 /10−11m2 s−1 /10−3K−1
2 0.33 0.33 0.33 3.67 -1.93 -6.30 -6.22 0.97 -0.62
3 0.25 0.60 0.15 4.36 -3.30 -2.61 -2.61 1.34 -1.03
below 10% for cell 2 and below 1% for cell 3. For one, this testifies to the value of
the stable quantities introduced in Ref. [15]; furthermore, this similarity between
the two methods bodes well for future studies in the system, especially measure-
ments at 30 ∘C, allowing to include SODI results.
In summary, the presented results verify the value of theDCMIXproject as a nu-
cleus for important studies in ternary systems. The studies performed in thiswork
allow to provide a comprehensive comparison between ground and microgravity
measurements in the system water/ethanol/triethylene glycol for the first time,
indicating a general compatibility between all considered experiments. Also, the
observed contrast factor problem, especially for OBD, reinforces the importance
of the associated condition numbers for the choice of molecules.
Table 5.11: Averaged 𝑏𝑖/𝑞2 and 𝑆′𝑇,𝑖 from OBD measurements at 25
∘C. Full results are
given in Table B.3.
cell 𝑐1 𝑐2 𝑐3 𝑏1/𝑞
2 𝑏2/𝑞
2 𝑆′𝑇,H2O
𝑆′𝑇,EtOH
/10−11m2 s−1 /10−3K−1
1 0.20 0.20 0.60 −5.910±0.003 −6.0±0.1 0.4±0.5 0.3±0.5
2 0.33 0.33 0.33 −6.830±0.006 −6.82±0.04 −1.8±1.7 2.7±2.0
3 0.25 0.60 0.15 −2.61±0.02 −2.59±0.01 0.2±0.4 −0.1±0.4
4 0.75 0.15 0.10 9.54±0.16 9.49±0.22 −0.4±0.4 0.5±1.0
5 0.50 0.10 0.40 −7.98±0.02 −7.90±0.06 0.7±0.6 −0.5±1.1
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6 Summary and Conclusions
This work presents the first analysis of diffusive properties of the ternary system
water/ethanol/triethylene glycol under microgravity conditions, combining re-
sults frommeasurements conducted during the DCMIX3 campaign on the ISS, as
well as ground measurements performed by Optical Beam Deflection. Of special
interest for this work is the Soret effect, which describes the diffusive demixing of
mixtures under a temperature gradient. Chapter 2 explains the theoretical foun-
dations of the Soret effect in the field of (linear) non-equilibrium thermodynam-
ics, presenting the phenomenological equations used to describe transport phe-
nomena in non-equilibrium conditions. Building on this framework, the general
governing equations for optical experiments are recapitulated, with focus on the
dimensionless solution of the extended diffusion equation. Most importantly, the
role of the so-called contrast factors in ternary experiments, connecting detectable
refractive index changes to concentration shifts in a sample, as currently under-
stood in the literature is explained. Especially the concept of the condition num-
ber of the contrast factor matrix, which acts as a measure of the error-propagation
during transformation between refractive index and concentration space, and the
asymmetric nature of the error-propagation gain importance in the ternary case.
Building on this, a general concept for comparing different experimental results
can be defined: values are compatible if the compatibility spaces, resulting from
high condition numbers, overlap. From this property of ternary measurements,
the general need for microgravity data can be made clear. Since in many cases
gravitational instabilities, which are always a concern in Soret effect measure-
ments on ground, cannot be separated from instrument drifts — and are possi-
ble even in configurations which would normally be assumed to be stable — only
measurements in a environment guaranteed to be free of convection can yield un-
ambiguous reference data.
This need for microgravity reference data initiated the DCMIX project, a coop-
eration of multiple international research teams with ESA. Since measurements
in several systems have already been performed and DCMIX being the founda-
tion for measurements in this work, the history and rationale of the project are
explained in detail in Chapter 3. Special focus is given to the DCMIX3 campaign,
the system water/ethanol/triethylene glycol, since most of the presented work
revolves around the preparations and operations of DCMIX3, with the author be-
ing part of the PI team. Apart from the sample preparations, a detailed timeline
of events and experimental protocols is given, which can act as necessary refer-
ence for future work on DCMIX3 data. During DCMIX3 operations, a total of 31
experimental runs were performed; the unexpected occurrence of a bubble in cell
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3 prevented measurements at 25 ∘C for this mixture. But by elevating the mean
measurement temperature to 30 ∘C, the bubble could be forced out of the visible
volume, allowing one bubble-free run in cell 3. Furthermore, a complementary
set of measurements at 30 ∘C in all cells could be accomplished.
Experimental details of the relevant techniques are explained in Chapter 4, in-
cluding the necessary contrast factormeasurements for transformation of themea-
surements into concentration space. A common trait between all employedmeth-
ods is the use of a Soret cell: a sample is sandwiched between plates with high
thermal conductivity, which allows to force a homogeneous temperature gradi-
ent along the fluid bulk. Transparent windows allow monitoring of the refractive
index changes of the sample. For ground measurements, Optical Beam Deflec-
tion (OBD) is used, which relies on the deflection of a laser beam when traveling
through the refractive index gradient. Deduction of the governing equations from
the dimensionless solution of the extended diffusion equations is presented, in-
corporating the latest results from literature regarding stable quantities of these
descriptions. The microgravity experiment SODI (Selectable Optical Diagnostics
Instrument), which was used during the DCMIX3 campaign on the ISS, is an-
other variant of such an optical instrument, but relying on a phase-shifting Mach-
Zehnder interferometer for detection of refractive index changes. Recovery of the
phase maps of the images necessitates application of Phase-Shifting algorithms,
details of which are given in Sections 4.3.2 and 4.3.3. From these phase maps, a
signal very similar to the one found in Optical Beam Deflection can be generated,
which allows the application of the same fitting routines and simplifies compar-
isons.
Before SODI-DCMIX3 data can be analyzed, the proposed methods of fitting
an OBD-equivalent signal has to be tested on data with references available. The
DCMIX1 campaign, investigating tetralin/n-dodecane/isobutylbenzene, was al-
ready performed in 2011/2012; therefore, Section 5.1 focuses on DCMIX1 data,
first summarizing housekeeping data and quantifying image quality. Employ-
ing a phase-step estimation, low signal-to-noise ratios can be traced to a defective
phase-stepping of the lasers during some runs. Next, the fitted results are com-
pared to ground measurements from literature, as well as the other established
methods. This shows, that the proposed method performs comparably with the
ones already in use by other teams, but yields a general underestimation with re-
spect to ground results. A tomographic correction proposed in the literature can
compensate almost completely for this discrepancy, taking into account the design
details of the sample cell.
Having validated the employed method on DCMIX1 data, Section 5.2 summa-
rizes the results on DCMIX3. Utilizing OBD, the five ternary DCMIX3 mixtures
were measured, with a special focus on potential gravitational instabilities; by
carefully choosing stable temperature gradient configurations, reference values
for all mixtures could be generated. Interestingly, this study reveals that some
of the mixtures are prone to instabilities in the thermally stable configuration
of heating from above. Instead, stable measurements were only achieved in the
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counterintuitive situation of heating from below, which is normally more suscep-
tible to instability. For SODI, the same summary of housekeeping data and image
quality is given as in the case of DCMIX1, again identifying experimental runs af-
fected by laser instabilities. Applying the OBD-equivalent analysis, a comprehen-
sive comparison between SODI and OBD results, as well as values from Thermo-
Gravitational Column measurements kindly provided by Lapeira and Bou-Ali,
can be achieved. Even though the ill-conditioning of the contrast factor matrices
for both SODI and OBD leads to a wide range of possible values, it can be shown
that both microgravity and ground experiments yield compatible results. Unfor-
tunately, lacking contrast factors for SODI at 30 ∘C, this comparison can only be
conducted at 25 ∘C. But the presented data lays the necessary groundwork for fu-
ture analysis in this systemas soon as SODI contrast factors become available, such
as a comparison of provided OBD and SODI data for cell 3 at 30 ∘C, respectively
a comparison for all other SODI measurements at 30 ∘C, utilizing the provided fit
coefficients. Furthermore, future improvements in measuring these factors can
directly be applied to refine the results of this work.
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Appendix A Thermophysical Data
Table A.1: Refractive index of the DCMIX3b mixtures at 633 nm and 20 ∘C, measured be-
fore and after degassing. The changes are within the precision of the mea-
surement device, which indicates that sample composition has not changed
noticeably during degassing.
𝑛633 nm
cell cH2O cEtOH cTEG undegassed degassed difference
1 0.20 0.20 0.60 1.38915 1.38925 1 ⋅ 10−4
2 0.33 0.33 0.33 1.41431 1.41452 2.1 ⋅ 10−4
3 0.25 0.60 0.15 1.37541 1.37540 0.1 ⋅ 10−4
4 0.75 0.15 0.10 1.35452 1.35452 0
5 0.50 0.10 0.40 1.38869 1.38880 1.1 ⋅ 10−4
6 0.85 0.15 — 1.34233 1.34237 0.4 ⋅ 10−4
Table A.2: Density of the DCMIX3b mixtures measured before and after degassing at
25 ∘C. For all mixtures, the density increases after degassing, as should be
expected after the removal of solved gases.
𝜌25 ∘C/g cm
−3
cell cH2O cEtOH cTEG undegassed degassed difference / g cm
−3
1 0.20 0.20 0.60 1.030979 1.031535 5.6 ⋅ 10−4
2 0.33 0.33 0.33 0.975060 0.975788 7.3 ⋅ 10−4
3 0.25 0.60 0.15 0.894754 0.895093 3.4 ⋅ 10−4
4 0.75 0.15 0.10 0.988196 0.988362 1.7 ⋅ 10−4
5 0.50 0.10 0.40 1.039238 1.039785 5.5 ⋅ 10−4
6 0.85 0.15 — 0.973348 0.973396 0.5 ⋅ 10−4
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Appendix B Fit Coefficients
Table B.1: Fitted stable quantities for the analyzed SODI-DCMIX1 runs. 𝐴th describes
the thermal amplitude of the recovered signal.
𝐴th,670 nm 𝐴th,935 nm 𝑎1 𝑎2 𝑏1/𝑞
2 𝑏2/𝑞
2 𝐷
/radpx−1 /10−10m2 s−1
cell 1
run 16 -0.4456 -0.3191 0.1691 0.1649 1.85 1.81 8.32
run 21 -0.4452 -0.3191 0.1696 0.1648 1.87 1.81 8.30
cell 2
run 02 -0.4883 -0.3484 0.1325 0.1291 1.44 1.40 8.13
run 17 -0.4879 -0.3483 0.1323 0.1285 1.39 1.39 8.26
run 22 -0.4887 -0.3488 0.1316 0.1283 1.45 1.41 8.45
run 27 -0.4882 -0.3483 0.1321 0.1288 1.46 1.43 8.52
cell 3
run 03 -0.4678 -0.3332 0.3274 0.3202 2.16 2.11 5.02
run 18 -0.4677 -0.3335 0.3297 0.3227 2.13 2.09 4.79
run 23 -0.4664 -0.3333 0.3287 0.3208 2.16 2.11 5.00
cell 4
run 04 -0.4466 -0.3197 0.5802 0.5640 4.49 4.37 5.86
run 19 -0.4465 -0.3184 0.5760 0.5620 4.54 4.43 6.11
run 24 -0.4465 -0.3197 0.5750 0.5582 4.53 4.40 6.13
cell 5
run 05 -0.4542 -0.3252 0.5434 0.5263 4.52 4.37 5.59
run 15 -0.4481 -0.3197 0.5180 0.5026 4.98 4.84 7.22
run 20 -0.4985 -0.3204 0.4730 0.5325 4.29 4.90 7.09
run 25 -0.4533 -0.3234 0.5275 0.5084 4.46 4.27 6.23
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Table B.2: Fitted stable quantities for the analyzed SODI-DCMIX3 runs. 𝐴th describes
the thermal amplitude of the recovered signal.
𝐴th,670 nm 𝐴th,935 nm 𝑎1 𝑎2 𝑏1/𝑞
2 𝑏2/𝑞
2 𝐷
/radpx−1 /10−10m2 s−1
cell 1
run 01 -0.1715 -0.1222 -0.1811 -0.1771 -0.50 -0.52 2.96
run 06 -0.1713 -0.1225 -0.1810 -0.1771 -0.50 -0.52 2.96
run 11 -0.1709 -0.1222 -0.1816 -0.1777 -0.51 -0.52 2.97
run 16 -0.1710 -0.1220 -0.1813 -0.1773 -0.51 -0.52 2.97
run 23 -0.1716 -0.1226 -0.1750 -0.1713 -0.60 -0.60 3.47
run 28 -0.1723 -0.1229 -0.1737 -0.1702 -0.60 -0.59 3.48
cell 2
run 02 -0.1716 -0.1223 -0.1988 -0.1907 -0.62 -0.61 0.69
run 07 -0.1714 -0.1223 -0.1888 -0.1812 -0.63 -0.61 1.14
run 12 -0.1714 -0.1223 -0.1959 -0.1873 -0.63 -0.62 0.76
run 17 -0.1713 -0.1220 -0.1721 -0.1677 -0.62 -0.61 3.60
run 22 -0.1731 -0.1235 -0.1670 -0.1600 -0.70 -0.68 2.31
run 25 -0.1735 -0.1235 -0.1660 -0.1609 -0.71 -0.69 2.26
run 30 -0.1731 -0.1234 -0.1661 -0.1607 -0.71 -0.69 2.52
cell 3
run 03 -0.1907 -0.1360 -0.0428 -0.0402 -0.34 -0.32 10.0
cell 4
run 04 -0.1000 -0.0699 0.1313 0.1236 1.10 0.99 6.18
run 09 -0.1001 -0.0704 0.1246 0.1199 0.87 0.84 6.97
run 14 -0.1003 -0.0701 0.1267 0.1189 0.91 0.86 6.45
run 19 -0.1000 -0.0703 0.1294 0.1242 0.87 0.84 6.75
run 21 -0.1061 -0.0747 0.1304 0.1258 1.01 0.97 6.03
run 29 -0.1061 -0.0745 0.1288 0.1221 0.98 0.92 6.30
cell 5
run 15 -0.1385 -0.0985 -0.2545 -0.2500 -0.75 -0.73 1.35
run 20 -0.1386 -0.0984 -0.2576 -0.2529 -0.75 -0.73 1.24
run 20a -0.1415 -0.1004 -0.2220 -0.2181 -0.77 -0.75 1.70
run 24 -0.1417 -0.1008 -0.2217 -0.2178 -0.77 -0.75 1.70
run 27 -0.1415 -0.1006 -0.2232 -0.2177 -0.77 -0.75 1.57
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Table B.3: Fitted stable quantities for OBD measurements in the DCMIX3 system. 𝐴th
describes the thermal amplitude of the recovered signal. It derives from the
measured deflection in pixel by dividing through the instrument amplitude
𝐴 = −1600m × px. ID values refer to internal IDs given to each sample.
𝐴th,405 nm 𝐴th,635 nm 𝑎1 𝑎2 𝑏1/𝑞
2 𝑏2/𝑞
2 𝐷
/m−1 /10−10m2 s−1
20-20-60 wt% (cell 1)
id126, 𝑇0 = 25
∘C
Δ𝑇 = −0.5K -0.1204 -0.1169 -0.1902 -0.1875 -0.59 -0.61 3.55
Δ𝑇 = +0.5K -0.1206 -0.1173 -0.1884 -0.1874 -0.59 -0.60 3.68
id127, 𝑇0 = 30
∘C
Δ𝑇 = +0.5K -0.1206 -0.1177 -0.1820 -0.1787 -0.58 -0.60 3.73
33-33-33 wt% (cell 2)
id113, 𝑇0 = 25
∘C
Δ𝑇 = +1K -0.2427 -0.2360 -0.1561 -0.1557 -0.68 -0.68 4.96
Δ𝑇 = +2K -0.4718 -0.4856 -0.1545 -0.1564 -0.68 -0.69 5.22
25-60-15 wt% (cell 3)
id117, 𝑇0 = 25
∘C
Δ𝑇 = +0.5K -0.1348 -0.1307 -0.0333 -0.0330 -0.26 -0.26 39.4
Δ𝑇 = +1K -0.2702 -0.2627 -0.0335 -0.0330 -0.26 -0.26 34.9
Δ𝑇 = +2K -0.5405 -0.5256 -0.0327 -0.0326 -0.26 -0.26 36.3
id128, 𝑇0 = 30
∘C
Δ𝑇 = +1K -0.2733 -0.2657 -0.0347 -0.0340 -0.23 -0.23 10.1
Δ𝑇 = +2K -0.5468 -0.5314 -0.0314 -0.0312 -0.27 -0.27 14.1
75-15-10 wt% (cell 4)
id124, 𝑇0 = 25
∘C
Δ𝑇 = −2K 0.2848 0.2747 0.1281 0.1265 0.95 0.95 8.37
Δ𝑇 = −1K 0.1422 0.1379 0.1281 0.1264 0.94 0.92 8.01
Δ𝑇 = −0.5K 0.0707 0.0682 0.1313 0.1309 0.98 0.98 8.36
50-10-40 wt% (cell 5)
id123, 𝑇0 = 25
∘C
Δ𝑇 = −1K 0.1940 0.1882 -0.2123 -0.2131 -0.80 0.80 3.70
Δ𝑇 = −0.5K 0.0969 0.0942 -0.2117 -0.2110 -0.80 0.78 3.69
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Appendix C Parametrization
As explained in Section 4.2.3, the refractive index 𝑛 of a multi-component system
can be parametrized as a function of the independent concentrations 𝑐1 and 𝑐2, as
well as the temperature 𝑇:
𝑛𝜆(𝑐1, 𝑐2, 𝑇) =
𝑖+𝑗=𝑃
∑
𝑖,𝑗=0
𝐴𝑖𝑗𝑐
𝑖
1𝑐
𝑗
2 +
𝑄
∑
𝑚=0
𝑘+𝑙=𝑅
∑
𝑘,𝑙=0
𝐵𝑚𝑘𝑙𝑐
𝑘
1𝑐
𝑙
2
(𝑇𝑚+1 − 𝑇𝑚+10 )
𝑚 + 1
,
see also Eq. (4.22). The following tables give the resulting matrix elements𝐴𝑖𝑗 and
𝐵𝑚𝑘𝑙 for the system water/ethanol/triethylene glycol at wavelengths 𝜆 = 405 nm
and 633 nm. The indices refer to the corresponding power of the concentrations
𝑐1 and 𝑐2:
𝐴 =
⎛⎜⎜⎜
⎝
𝐴00 … 𝐴05
⋮ ⋱ ⋮
𝐴50 … 𝐴55
⎞⎟⎟⎟
⎠
So the element 𝐴32 is the coefficient for the term 𝑐
3
1𝑐
2
2. Parametrization has been
done in the system 𝑐1(H2O) and 𝑐2(EtOH).
Since the temperature dependence can be parametrized for different choices of
𝑄, the elements of the matrices 𝐵𝑚𝑘𝑙 are given for the linear case 𝑄 = 1 as well as
the quadratic case 𝑄 = 2. The respective matrices are called 𝐵lin and 𝐵quad.
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Table C.1:Matrices for refractive index parametrization, 405 nm.
index 𝐴 𝐵0lin 𝐵
0
quad 𝐵
1
lin 𝐵
1
quad 𝐵
2
quad
/10−4K−1 /10−6K−2 /10−8K−3
00 1.469959 -3.341471 -3.417106 -0.061150 0.553486 -1.223039
01 -0.123913 -1.111888 -1.277706 1.757683 3.723154 -5.203663
02 0.068277 1.255424 2.877969 -7.244117 -21.747703 31.681837
03 -0.102328 -0.890707 -2.527261 5.000253 18.837718 -28.808313
04 0.085566 0 0 0 0 0
05 -0.025485 0 0 0 0 0
10 -0.108097 0.370433 2.342065 -1.193112 -17.229039 32.060982
11 0.194579 1.536092 0.235174 -12.051153 -2.905118 -15.153925
12 -0.529446 -1.196714 -1.147476 9.209483 11.354079 -9.262705
13 0.639616 0 0 0 0 0
14 -0.228090 0 0 0 0 0
15 0 0 0 0 0 0
20 -0.013416 4.717681 -1.381001 -0.795219 48.627703 -98.554099
21 -0.410349 -5.832027 -4.058416 15.559808 1.427764 27.301426
22 1.055231 0 0 0 0 0
23 -0.735816 0 0 0 0 0
24 0 0 0 0 0 0
25 0 0 0 0 0 0
30 -0.080124 -2.033613 2.380806 -1.120827 -36.843247 71.116968
31 0.590717 0 0 0 0 0
32 -0.561053 0 0 0 0 0
33 0 0 0 0 0 0
34 0 0 0 0 0 0
35 0 0 0 0 0 0
40 0.116949 0 0 0 0 0
41 -0.314264 0 0 0 0 0
42 0 0 0 0 0 0
43 0 0 0 0 0 0
44 0 0 0 0 0 0
45 0 0 0 0 0 0
50 -0.042238 0 0 0 0 0
51 0 0 0 0 0 0
52 0 0 0 0 0 0
53 0 0 0 0 0 0
54 0 0 0 0 0 0
55 0 0 0 0 0 0
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Table C.2:Matrices for refractive index parametrization, 633 nm.
index 𝐴 𝐵0lin 𝐵
0
quad 𝐵
1
lin 𝐵
1
quad 𝐵
2
quad
/10−4K−1 /10−6K−2 /10−8K−3
00 1.455182 -3.265298 -3.253399 0.021347 -0.074351 0.189097
01 -0.120730 -0.555573 -0.751890 -0.753850 0.914246 -3.455536
02 0.075815 -0.617240 -0.621226 1.226004 0.998314 0.914228
03 -0.139687 0.463911 0.586311 -1.008959 -1.815896 1.283775
04 0.140169 0 0 0 0 0
05 -0.050310 0 0 0 0 0
10 -0.102689 0.174070 -0.362648 -0.693677 3.654938 -8.627977
11 0.170909 -0.199905 4.961612 -4.298081 -46.225937 83.633648
12 -0.490744 0.660081 -3.430731 1.216969 34.584573 -66.848820
13 0.671753 0 0 0 0 0
14 -0.280741 0 0 0 0 0
15 0 0 0 0 0 0
20 -0.019224 5.419966 6.310887 -3.430512 -10.658291 14.302918
21 -0.311258 -4.096102 -9.403599 8.366043 51.379481 -85.621785
22 0.864578 0 0 0 0 0
23 -0.671220 0 0 0 0 0
24 0 0 0 0 0 0
25 0 0 0 0 0 0
30 -0.070712 -2.584994 -2.756445 0.983188 2.394154 -2.753268
31 0.456618 0 0 0 0 0
32 -0.417514 0 0 0 0 0
33 0 0 0 0 0 0
34 0 0 0 0 0 0
35 0 0 0 0 0 0
40 0.109205 0 0 0 0 0
41 -0.255669 0 0 0 0 0
42 0 0 0 0 0 0
43 0 0 0 0 0 0
44 0 0 0 0 0 0
45 0 0 0 0 0 0
50 -0.039593 0 0 0 0 0
51 0 0 0 0 0 0
52 0 0 0 0 0 0
53 0 0 0 0 0 0
54 0 0 0 0 0 0
55 0 0 0 0 0 0
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Appendix D Software and Sources
D.1 Plots
All plots in this work have been done with the Python programming language,
version 3.41, utilizing several specialized open source packages for scientific pro-
gramming and visualization:
• Numpy[115]
• Matplotlib [116]
• Pandas [117]
• python-ternary [118]
The necessary data for all plots is part of the source code of this thesis (~/tex/
Dissertation/plots/data).
D.2 Data Analysis
For analysis of SODI data, a C library implementing core phase-stepping algo-
rithms and image manipulation routines has been written. Image manipulation
routines depend on the FreeImage library2. On top of the core C library, a Python
package (based on version 3.4) for convenient use has also been written, which in-
terfaces with the library via ctypes. Apart from the Python standard library, some
additional open source packages are utilized for this, especially:
• Numpy[115]
• pyqtgraph3
Since the complete data sets of DCMIX1 and DCMIX3 contain several hundred
GB each, GNU parallel [119] was used for parallel data analysis to speed up the
processing.
The necessary parametrization of refractive index measurements was done in
Jupyter notebooks [120], utilizing the statsmodels package [121] for fitting, as well
as Numpy and Pandas.
1http://www.python.org/
2http://freeimage.sourceforge.net
3http://www.pyqtgraph.org/
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D.3 Source Paths
To allow reproduction of all results in this work, a list of storage locations for raw
data as well as utilized software is given below. Of course, this can only be a snap-
shot of the current situation “as is”. Longterm reproducibility of these storage
locations are outside of the influence of the author and cannot be guaranteed.
D.3.1 Software
• source code of this thesis:
~/tex/Dissertation
• SODI analysis:
/home/local2/git/SODI and ~/src/SODI
• OBD measurement:
/home/local2/git/OBD/Messprogramme
• OBD data preparation:
/home/local2/git/OBD/Auswertung/prepare_data_ternary.git
• OBD fitting routine:
/home/local2/git/OBD/Auswertung/fit_signal_ternary.git
D.3.2 Data
• thermophysical data:
~/data/DCMIX3
• Jupyter notebooks for parametrization of thermophysical data:
~/analysis/DCMIX3
• recovered signals SODI-DCMIX1:
~/analysis/DCMIX1/signals
• temperature data SODI-DCMIX1:
~/analysis/DCMIX1/temperature_data
• recovered signals SODI-DCMIX3:
~/analysis/DCMIX3/SODI/signals
• temperature data SODI-DCMIX3:
~/analysis/DCMIX3/SODI/temperature
• OBD measurements DCMIX3:
~/analysis/DCMIX3/OBD/signals
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MR Moving Red: moveable 670 nm laser for probing ternary samples in SODI
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OBD Optical Beam Deflection: optical measurement technique used on ground
(Bayreuth)
ODI Optical Digital Interferometry: Mach-Zehnder interferometer used on ground
(Brussels)
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used in SODI and ODI
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ISS, can be operated inside MSG
STK Stack file: special file format used to store SODI data
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To better differentiate between measurements performed on ground and on ISS
during the DCMIX campaigns, data gathered with SODI will sometimes be re-
ferred to as SODI-DCMIX.
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