Abstract
The model
We consider both the surface and volumetric properties of the objects at hand. We restrict ourselves to elastic deformations, i.e. we assume the object recovers its reference configuration as soon as all applied forces causing deformation are removed. Modelling an elastic boundary M can be achieved by a mesh of n virtual masses on the contour, each mass being attached to its neighbors by springs of stiffness k and natural length Io. Similar discrete mass-spring models have been used in [9 . These springs model the elastic We can improve the modelling by attaching extra springs between non-neighbor nodes in order to model some volumetric elastic properties inside the object. be con I ormal, and to the one of [l] , where tracking surface properties o I the object.
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These springs constrain the general form of the object within its deformation. The boundary M modelled as above will also be called structure. Such a structure can be easily deformed to match the contour of an object of interest, thus performing a segmentation step. Now if we take a set of images displaying the deformation of the object, structure M can also achieve simultaneously both segmentation and tracking of the object's surface through time (for more details, see [7] ).
The governing equation
The system under study is composed of n masses that are positionned at time t on the points ((Ml)*, ( M z ) t , . . ., (MTb)t). Let :
The evolution of each node M i of the structure is governed by the fundamental equation of dynamics :
Fi = F e ( M i , t ) +Fd(Mi,t)+Fe,t(Mj,t) = m i a i
where mi is the mass of point M i and ai its acceleration under total load Fi. Fd is a damping force, Fezt the external load (see next section and Fe is the elastic force due to each node's neigh 6 om :
where Eo is the natural length of the springs, U , = (,MjMj), is the vector separation of nodes i and j at time t , and Ci is the set of nodes connected to node a.
The governing equation, expressed for all n nodes, leads to a nonlinear system of coupled differential equations (for each node, the 2, g and e displacements are coupled, and the displacement of a node depends on its neighbors' displacement, as it is clearly shown in equation (1 ). One possible approach is the solving We propose in this paper to set 10 = 0, an assumption which does not restrict the structure's arbitrary initial configuration if we add at each node the constant equilibrium force Fe, defined by : of these comp I ex equations by an iterative procedure.
This force keeps the structure inflated so that it does not shrink to a point. We assume that at any future time this equilibrium force is constant. The advantage of this assumption is that it considers the model in the linear elasticity framework. As a consequence, we end up with a set of linear differential equations with node displacements decoupled in each coordinate, whatever the magnitude of the displacements. Moreover, these linear equations are a prerequisite to further quantitative analysis of the motion (see section 6). On the other hand, our approximation is valid only if the springs orientations undergo small angular variations (e.g less than 15 degrees), so that our assumption of constant Feq holds. Similar limitations can be found in the model described in [a] .
The governing equation can now be written in a matrix form :
where K is the stiffness matrix of the element, C its damping matrix, M its mass matrix, and Ft is the external force field at time t , and U is the nodal displacements vector (U = Mt -Adto). Note that in the above formulation provides a simplification between Fe and Fep so that does not appear in the governing equation : this force field can now be viewed as an internal force field which does not need to be computed. Note also that the stiffness matrix is constant (i.e. the same at each time step), and no recomputation is necessary.
In 3D, the above matrix-form equation represents 3n coupled second-order ordinary differential equations. However, by setting l~ = 0, this equation is separable in three n order equations with respect to 2, y and z. Therefore, from now on, except when specified, vectors and matrices will be of order n. For instance, U will refer indifferently to the 2, y or I nodal displacements vector.
Automatic selective potential
We make the common assumption that the external force field at time t , derives from a potential field V,.
Suppose that the displacement of node io is known (Mi, matches Mi,) by an alternative method (for example by use of anatomical or artificial landmarks such as hi h curvature points). The displacement of landmark Eo has to be computed separately, in other terms, M; must be submitted to another potential field that tke non-landmark nodes, having it attracted by Ml,.
This can be achieved automatically with 2D and 3D feature extraction algorithms. We set the potential differently on every point ( M i ) t , de ending on (M; we find its new deformed position, namely, the point Mi, that has the same feature (for instance, and Mlo are both maximum curvature points on the surface). We submit Mi, to the potential field : 
Modal analysis
This well-known approach in the field of mechanical engineering, was brought to the field of computer vision by Pentland's team [SI. We outline the general principle and present our formulation, which differs from the one of Pentland in being better adapted to the underlying physical model we are using.
Change of basis
tion (3), one can transform it by a change of basis :
Instead of solving directly the equilibrium equa-
U = P O (4)
where P is the square n order nonsin_gular transformation matrix to be determined, and U is referred to as the generalised displacements vector.
One effective way of choosing P is setting it to a, a matrix whose entries are the eigenvectors of the generalized eigenproblem :
This is one of the major interests of modal analysis : it provides an approximate but quite accurate solution by selecting a few number of modes. The participation of each mode to the motion is graded, and a compact description of the motion is provided, allowing straightforward interpretation and comparison of motions in terms of modal amplitudes.
In 2D, trhe motion parameters are reduced from 2n (z and y displacements of the n nodes) to 2p (z and y modal amplitudes), and compaction rates of an order of magnitude are quite common (see figure 4 where 12 = 80). In 3D, the motion parameters are reduced from 3n to 3p, and compaction rates are expected to be even higher. In practice, we choose the p lown U = @e = E.%$, (6) a=1 Equation (6) is referred to as the modal superposition equation. $a is the ith mode and iii its amplitude. est frequency modes to approximate the displacement ( r = I d , see [7] ).
Qualitative modes
In this section vectors and matrices are of order 3n. :Solving these equations at time t leads to ( i i t , i ) , = l , , . . , n , ,md the displacement U, of the structure's nodes is obtained by the modal superposition equation.
Modal approximation
In practice, we wish to approximate the nodal points displacements U by picking up p significant modes, where p < n :
where r is a suitably chosen permutation. The (6 ) are the reduced eigenbasis of the structule.
i=1, , . . , p
The modes $, can be set to be elementary displacements referred to as : translation, rotation, scaling, shearing.. . (see the work done by Pentland's team 81). They are "qualitative modes". In general, only q t q < n) qualitative modes can be considered, and as they represent global geometrical transforms, they can be assumed to be of low natural frequency, what justifies the approximation of U byualitative modes.
Eigenmodes versus qualitative modes
Eigenmodes form a complete basis in which the motion can be expressed accurately or approximately. Their physical interpretation is clear : they are the monofrequency vibration harmonics of the elastic structure. Moreover, our model provides decoupled eigenmodes with respect to 2, y and z , reducing the dimensions of the handled matrices from 3n x 3n to On the other hand, qualitative modes do not share the physical interpretation of the eigenmodes. They consist mainly in a geometric decomposition of nonri id motion, but which is not related to the model. Tiey are derived from our common vocabulary, and can be quite easily computed via a polynomial approximation [8. They seem to be more dedicated to deformations are to be synthetized.
In figures 5 and 6, the motion of the valve with volume sprin s is analyzed in modal space. The eigenmodes a n t their superposition, as well as the qualitative modes and their superposition are displayed. Note the error in the recovery of the motion using the qualitative modes (figure 6) versus the accuracy of the superposition eigenmodes using the same number of modes (figure 5). This comes from the fact that our eigenmodes better correspond to the physical model we have developped for the motion. On the other hand, qualitative modes are expressed in a reference frame intrinsic to the object, a nice property that our own eigenmodes can share provided that we choose the intrinsic reference frame of the model (using the center of inertia and the axes of inertia).
Note also that the elastic model we are using has to be linearly elastic so that the eigenmodes are constant vectors. For a nonlinear elastic model, the stiffness computer grap h ics, where certain types of geometric matrix has to be recomputed at each step, and the eigenmodes become time varying : modal analysis is then impractical.
Experimental results

3D segmentation of human head
A mass spring mesh is used to segment a 3D magnetic resonance image of a head. The resolution of the 3D image is 158 x 158 x 158. Figure 7 shows the segmentation of the human head by a deformable cylindric mesh of 159 x 70 = 11130 nodes. The initial mesh is given by the user as a 2D curve, that will be repeated on the 70 plans to form a cylindric mesh. The solution is displayed after 50 iterations. 
Conclusion
We have presented an elastic model enabling fast segmentation and tracking of 2D and 3D images. The high flexibility of the method makes it easy to use for modelling various types of elastic objects. Nonrigid motion is modelled continuously thanks to the use of physical entities (mass, velocity, acceleration) and the trajectory of each node can be displayed. The stiffness matrix remains constant at all iterations, 80 that, for a given structure, the modal system is set up once for many fits to different data sets. The computations are decoupled in z,y and z , and The external potential field is selective, depending on the node being a landmark or not. Thanks to the introduction of equilibrium forces Feq, it is possible to set the natural lengths of the springs to zero ; this yields a set of linear differential equations decoupled in x, y and z , even for large deformations. Therefore the algorithmic b) Segmentation and (c),-(h) Tracking of complexity is reduced by almost two orders of magnitude. Also, we showed how to take into account additional trackin constraints between irregular features. Finally, we aifopted modal analysis of the motion to better fit the underlying physical model, and showed its power for a compact description and/or smoothing of a complex deformation.
