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Nesta tese estudam-se as implicações da introdução no modelo de 
Computação Quântica do conceito de Sistema de Representação Redundante, 
em particular no que concerne à eficiência de Algoritmos para Aritmética.  
 
Têm vindo a ser apresentadas diversas considerações favoráveis sobre a  
exequibilidade  de modelos de Computação Quântica em que a unidade de 
informação, o qudit,  admite mais do que os dois níveis distintos 
proporcionados pelo qubit. O problema  da equivalência, ou não, em termos de 
Complexidade Computacional entre  modelos  baseados em qubits e  aqueles 
baseados em qudits  encontra-se apenas parcialmente resolvido.   
 
A análise da Complexidade Computacional de modelos em que se consideram 
misturas de diferentes unidades de informação, denominados Sistemas 
Quânticos Híbridos, é uma área praticamente inexplorada. Assim, propõe-se 
um modelo formal para Computação Quântica nestes sistemas híbridos, 
generalizando, por inclusão, os modelos baseados em qubits e qudits. 
 
Com base no modelo proposto, desenvolvem-se   duas classes de circuitos 
quânticos, com profundidade constante, para a adição das representações de 
dois números num qualquer sistema redundante. Estabelecem-se ainda 
condições  para a aplicação de um algoritmo de adição, em tempo constante, 
de um número polinomial de representações redundantes de números.  Como 
consequência, justifica-se a existência de classes de circuitos quânticos, com 
profundidade constante, para aproximar a soma de um número polinomial de 
representações redundantes. 
 
Por fim, descrevem-se as principais características de um Simulador Simbólico 
para Algoritmos em Computação Quântica, seguindo-se uma análise de 
































In this thesis we study the effect of merging the concept of Redundant Number 
Systems with Quantum Computation, manly with respect to Quantum 
Arithmetic Algorithms.  
 
Several favorable opinions have been advanced on the feasibility of Quantum 
Computation models where the unit of information, the qudit, has more than the 
two levels provided by the qubit. However, the equivalence between this model 
and the qubit based one is only partially established.  
 
The Computational Complexity analysis of Hybrid Quantum Computation 
models where mixtures of several, distinct, units of information coexist has just 
started. We  propose a new and general formal model for Quantum 
Computation with Hybrid Quantum Systems, generalizing, by inclusion, all the 
above mentioned models.  
 
Based on this model, we report two classes of constant depth quantum circuits 
for the addition of two numbers in redundant number systems.  
Also, we derive conditions for the feasibility of addition, in constant time, of a 
polynomial number of numbers (represented in any redundant number system) 
and justify the existence of constant depth quantum circuits for approximating 
the sum of a polynomial number of numbers.  
 
Finally, we report the development of a Symbolic Quantum Computer Simulator 
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Γ Linguagem ou alfabeto.
N Conjunto dos inteiros positivos.
Z Conjunto dos inteiros.
C Corpo dos números omplexos.
Zd Para d ≥ 2, denota o onjunto {k ∈ Z, 0 ≤ k < d}.
U Operador unitário.
[m .. n] Para m,n ∈ Z, denota o onjunto {k ∈ Z,m ≤ k ≤ n}. Para m > n, [m .. n] = ∅.
〈_|_〉 Produto interno. Ação de um bra sobre um ket.
〈_| Bra: funional linear num espaço de Hilbert.
|_〉 Ket: elemento de um espaço de Hilbert, geralmente om norma 1.
H Espaço de Hilbert.
V Espaço vetorial.





≡ Equivalênia entre notações ou designações.
† Para um operador A, A† denota o operador adjunto de A. Se H é um espaço de
Hilbert , H† denota o espaço dual de H.
\ Complementar de um onjunto.
⊗n
i=1 Produto tensorial iterado. A ordem dos fatores é
⊗n
i=1 aj = a1 ⊗ a2 ⊗ · · · ⊗ an.
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Prelúdio
Na tese de Churh, formulada por volta de 1930, diz-se essenialmente que qualquer função
omputável é omputável por uma máquina de Turing. Esta onjetura surge na sequênia
de demonstrações de equivalênia entre vários modelos de omputação aparentemente distin-
tos. A ligação entre o modelo matemátio abstrato da máquina de Turing om a Físia foi
despoletada em 1982, por Feynman, ao salientar a aparente intratabilidade da simulação de
proessos da Meânia Quântia e posteriormente formalizada por David Deutsh naquela
que ou onheida por Tese Forte de Churh-Turing.
Em última instânia qualquer omputação é realizada por um sistema físio, seja ele um
sistema lássio ou quântio. Por essa altura, assiste-se ao traçar iniial de um novo modelo
de omputação baseado nas leis da Físia Quântia, a Computação Quântia.
Desde então, esta área tem sido alvo de investigação fortemente ativa, nomeadamente
após os resultados surpreendentes obtidos por Peter Shor sobre a possibilidade de resolver
em tempo polinomial, num (hipotétio) omputador quântio, ertos problemas para os quais
não se onheem algoritmos lássios eientes.
A Computação Quântia evoluiu entretanto para uma vasta área de interação om outras
áreas do onheimento, entre as quais se destaam a Físia Quântia e a Computação Clássia
em subáreas omo a Teoria da Complexidade e o desenvolvimento de Algoritmos, entre outras.
Se por exagero se diz que a Computação Clássia é a iênia do bit então por analogia a
Computação Quântia é atualmente a iênia do qubit.
Várias onsiderações foram entretanto apresentadas sobre a exequibilidade de fundamentar
a Computação Quântia para sistemas quântios em que a unidade de informação, o qudit,
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admite mais do que os dois níveis distintos do qubit.
Não é de todo evidente a equivalênia entre modelos de omputação baseados em qubits e
modelos baseados em qudits, muito menos em que termos se poderá denir uma tal equivalên-
ia. As diuldades agravam-se quando se onsideram sistemas de omputação em misturas
de diferentes unidades de informação, denominados sistemas quântios híbridos.
A motivação subjaente ao trabalho de investigação realizado é a questão de lariar
as onsequênias gerais da introdução do oneito lássio de Sistema de Representação Re-
dundante na área da Computação Quântia, em partiular no que onerne à eiênia de
Algoritmos para Aritmétia.
Desde o iníio que se tornou evidente a neessidade fundamentar os resultados obtidos sob
um modelo para Computação Quântia em sistemas híbridos, até então inexistente. Assim,
no apítulo 2 alierça-se a onstrução de um possível modelo que generaliza, por inlusão,
os modelos de omputação baseados em sistemas de qubits, qudits e qudits em sistemas
representação redundantes.
No apítulo 1 apresenta-se, de uma forma suinta e inompleta, uma introdução à Com-
putação Quântia. Reorre-se sobretudo a exemplos para salientar as propriedades de para-
lelismo exponenial e entrelaçamento de estados presentes neste modelo de omputação, os
quais onstituem os ingredientes base para o desenvolvimento de algoritmos quântios.
No apítulo 2 estabeleem-se as noções fundamentais de um modelo de Computação Quân-
tia generalizado, formalizando-se os oneitos de registo, medição, iruito, realização de
operadores e reonheimento de linguagens por iruitos.
O modelo geral proposto onretiza-se no apítulo 3, onde se estuda o problema da adição
de números, representados por sequênias de dígitos, em sistemas de representação redundan-
tes. Tendo por bases dois algoritmos lássios de adição originalmente desritos por Parhami
[44℄, onstroem-se duas lasses de iruitos quântios om profundidade onstante e tamanho
linear para a adição de dois números em sistemas redundantes. De uma forma uniada,
estabeleem-se ainda ondições neessárias e suientes para a apliação de um algoritmo
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de adição de um número polinomial de números, sem propagação de dígitos de transporte.
Relaionando estes resultados, om os trabalho de Cotofana e Vassiliadis [11, 12℄ na área
de iruitos lássios em Redes Neuronais e om os resultados de Høyer e palek [29℄[28℄
justia-se a possibilidade de onstruir iruitos quântios om profundidade onstante para
aproximar a soma de um número polinomial de números.
No apítulo 4 trata-se o problema da simulação de algoritmos quântios em omputadores
lássios. Apresentam-se as araterístias únias do Simulador Simbólio de Computação
Quântia, valioso auxiliar na análise e desenvolvimento dos algoritmos de aritmétia apresen-
tados no apítulo 3. Analisam-se, a título exempliativo, os resultados obtidos na simulação
do algoritmo de Grover.
 3 

Tópios de Computação Quântia 〈1|
Neste primeiro apítulo, apresenta-se uma breve introdução à Computação Quântia. A
seleção de tópios pautou-se por salientar duas araterístias esseniais da omputação em
sistemas quântios: paralelismo exponenial e entrelaçamento. Com o propósito subjaente
de introduzir a notação de Dira, disutem-se os oneitos de sistema de qubits bem omo a
dinâmia e evolução em sistemas quântios.
No apêndie A enontra-se uma ompilação de alguns oneitos e denições básias de
Álgebra Linear referidos pela primeira vez neste apítulo.
De uma forma informal referem-se ainda as noções de portas e iruitos quântios, exem-
pliados om o algoritmo de Deutsh-Jozsa. Para uma exposição ompleta dos tópios aqui
desritos, bem omo de muitos outros omitidos, reomendam-se os textos de Nielsen e Chuang
[39℄ ou Kitaev et al. [33℄.
1.1 Os bits quaˆnticos
A unidade de informação quântia denomina-se qubit. Contrariamente ao bit lássio, onhe-
ido por bit de Shannon, um qubit permite, em erto sentido, representar em simultâneo os
valores 0 e 1.
Um exemplo de uma possível realização físia de um qubit provém dos possíveis estados
de polarização de um fotão: polarização vertial representada por |l〉, polarização horizontal
representada por |↔〉 ou uma sobreposição destes dois estados. Uma outra realização físia
de um qubit é dada por uma partíula de spin
1
2 , a qual se pode enontrar num estado de spin
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para ima, estado esse representado por |1〉, num estado de spin para baixo, representado por
|0〉, ou ainda numa sobreposição dos estados |0〉 e |1〉.
Independente de uma onretização físia espeía, onsidera-se um qubit omo um mo-
delo de um sistema quântio ujos possíveis estados são representáveis por ertos elementos
de um espaço de Hilbert de dimensão 2.
Os elementos de um espaço de Hilbert H denominam-se vetores ket ou simplesmente kets,
representados segundo Dira por |ψ〉, |φ〉, et.
Os elementos do espaço dual, H†, de um espaço de Hilbert H denominam-se vetores bra
ou simplesmente bras e denotam-se por 〈ψ|, 〈φ|, et.
Para um bra 〈φ| e um ket |ψ〉 o número omplexo 〈φ| (|ψ〉), resultado da ação do funional
〈φ| sobre |ψ〉, denota-se simplesmente por 〈φ|ψ〉 e denomina-se um braket .
Exemplo 1.1. Polarização da Luz
Considere-se uma representação dos estados de polarização de um fotão por kets de um espaço
de Hilbert, H, de dimensão 2. Uma possível base ortonormada de H é onstituída pelos kets
|	〉 e |〉 os quais representam os dois sentidos possíveis da polarização irular do fotão.
Uma outra base é onstituída pelos kets |l〉 e |↔〉 os quais representam, respetivamente,
polarização vertial e polarização horizontal. Uma tereira possibilidade é dada pelos kets |ր〉
e |ց〉 que representam, respetivamente, polarizações segundo os ângulos θ = π4 e θ = −π4 .
É laro que duas quaisquer bases estão relaionadas por intermédio de uma transformação
linear
1
. A gura 1.1 sintetiza as relações entre as três bases anteriormente referidas.





































Os estados de um sistema quântio orrespondem a kets num erto espaço de Hilbert. Dois
kets representam o mesmo estado se diferem apenas por um fator multipliativo omplexo.
1
No aso de bases ortonormadas a transformação preserva o produto interno.
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|ր〉 = 1√
2
(|l〉+ |↔〉) |ց〉 = 1√
2
(|l〉 − |↔〉)
|ր〉 = 1+i2 |〉+ 1−i2 |	〉 |ց〉 = 1−i2 |〉+ 1+i2 |	〉
|l〉 = 1√
2










(|l〉 − i |↔〉) |	〉 = 1√
2
(|l〉+ i |↔〉)
|〉 = 1−i2 |ր〉+ 1+i2 |ց〉 |	〉 = 1+i2 |ր〉+ 1−i2 |ց〉
Figura 1.1: Relação entre três possíveis bases de polarização de um fotão
Mais preisamente, |φ〉 e |ψ〉 representam o mesmo estado quântio se e só se existe um esalar
não nulo α ∈ C tal que |φ〉 = α |ψ〉. Uma vez que um estado é representado por um ket a
menos de um fator multipliativo, identiam-se os estados om kets normalizados, i.e., kets
|φ〉 tais que 〈φ|φ〉 = 1 ou seja ‖ |φ〉 ‖ = 1.
Desta forma é possível atribuir um arater probabilístio aos oeientes omplexos,
denominados amplitudes, na representação de um ket normalizado em termos de uma ombi-
nação linear omplexa de vetores de uma base ortonormada. O quadrado do módulo de ada
amplitude orresponde à probabilidade de observar o estado base ao qual está assoiada.
Exemplo 1.2. Considere-se a base ortonormada de um espaço de Hilbert de dimensão 2
onstituída pelos kets |0〉 e |1〉, naturalmente assoiados aos dígitos binários 0 e 1. Seja
|ψ〉 = α |0〉+β |1〉 o estado de um qubit, om |α|2+|β|2 = 1. Nestas ondições, a probabilidade
de observar o bit 0 é |α|2 e a probabilidade de observar o bit 1 é |β|2.
1.2 Sistemas de qubits
Considere-se um sistema onstituído por dois bits lássios. Os quatro possíveis estados do
sistema são obviamente 00, 01, 10 e 11. De modo análogo um sistema de dois bits quântios
possui quatro estados base denotados por |00〉, |01〉, |10〉 e |11〉. Mas em geral o estado do
sistema de dois qubits é uma sobreposição desses estados, atribuindo a ada um deles uma
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amplitude omplexa. Mais preisamente, é um ket da forma
|ψ〉 = α00 |00〉 + α01 |01〉+ α10 |10〉 + α11 |11〉 .
O espaço de estados subjaente a um sistema de dois qubits tem portanto dimensão 4
e é dado pelo produto tensorial dos espaços de Hilbert assoiados a ada um dos qubits do
sistema.
Se |φ〉 e |ψ〉 são, respetivamente, kets dos espaços de Hilbert H1 e H2 então o seu produto
tensorial é denotado por |φ〉 ⊗ |ψ〉 ou simplesmente |φ〉 |ψ〉.
Exemplo 1.3. Considere-se um registo de dois qubits, i.e., um qualquer sistema quântio
onstituído por dois qubits. Sejam H1 e H2 os espaços de Hilbert subjaentes a ada um dos
qubits, ada espaço de dimensão 2, om as bases {|01〉 , |11〉} e {|02〉 , |12〉} respetivamente.
Em termos destas bases onstrói-se uma base para o espaço produto tensorial H1 ⊗H2:










 = (1 0 0 0)⊺










 = (0 1 0 0)⊺










 = (0 0 1 0)⊺










 = (0 0 0 1)⊺
Considerem-se dois sistemas quântios preparados nos estados |ψ〉 e |φ〉 pertenentes a
diferentes espaços de Hilbert, H1 e H2. Quando vistos omo onstituintes de um únio
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sistema quântio omposto, o estado do sistema onjunto é o produto tensorial dos estados
de ada um dos sistemas, |ψ〉 ⊗ |φ〉 ∈ H1 ⊗H2.
No entanto existem kets no espaço H1 ⊗H2 não representáveis na forma anterior.
Diz-se que um sistema omposto por n sistemas quântios om espaços de Hilbert subja-
entes H1,H2, . . . ,Hn se enontra em entrelaçamento quântio se não é possível deompor o





om ada ket |ψj〉 no espaçoHj . Nesse aso diz-se ainda que o estado do sistema é entrelaçado.
No exemplo 1.8 da seção 1.5 o estado |ψ1〉 é entrelaçado.
Exemplo 1.4. Considere-se um espaço de Hilbert H de dimensão 2 om uma base {|0〉 , |1〉}.
Sejam H0,H1, . . . ,Hn−1 espaços de Hilbert, ada um deles isomorfo a H e om as bases
induzidas pelos isomorsmos: {|0〉i , |1〉i} , i ∈ [0 .. n− 1].




(|0i〉+ |1i〉) , i ∈ [0 .. n− 1] .
Então o estado do sistema quântio onstituído pelos n qubits é o ket |ψ〉, no espaço produto
tensorial Hn−1 ⊗Hn−2 ⊗ . . .⊗H0, idêntio a
|ψ〉 = 1√
2








)n (|0n−1〉 |0n−2〉 . . . |01〉 |00〉
+ |0n−1〉 |0n−2〉 . . . |01〉 |10〉
+ . . .
+ |1n−1〉 |1n−2〉 . . . |11〉 |10〉
)
.






)n (|00 . . . 00〉+ |00 . . . 01〉+ . . .+ |11 . . . 11〉) ∈⊗
i
Hi = H⊗n .
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O estado do registo de n qubits é então uma sobreposição dos kets rotulados pelas sequên-
ias de n bits. Cada uma das sequênias binárias bn−1bn−2 . . . b1b0 identia-se naturalmente
om o inteiro bn−12n−1 + bn−22n−2 + . . .+ b121 + b020. Assim, interpretando ada sequênia






)n (|0〉+ |1〉+ |2〉+ . . .+ |2n − 1〉) .
Esta última expressão sugere que o registo ontém uma sobreposição dos inteiros desde
0 a 2n − 1, um paralelismo massivo, o qual é realizável de forma eiente (f. apítulo 4 e
apêndie B). Em ontrapartida, uma únia medição do registo destruirá ompletamente o




. Note-se ainda que o estado |ψ〉 não é entrelaçado.
1.3 Observac¸a˜o de um sistema quaˆntico
A ação de um operador linear A sobre um ket |ψ〉, A(|ψ〉), denota-se simplesmente por
A |ψ〉. Para dois kets |ψ〉 , |φ〉 num espaço de Hilbert H, o operador produto externo, |ψ〉〈φ|, é
um operador linear denido por |ψ〉〈φ| |η〉 = |ψ〉 〈φ|η〉 = 〈φ|η〉 |ψ〉, para |η〉 ∈ H.
Um observável é uma propriedade de um sistema quântio que em prinípio pode ser
medida. Em von Neumann [53℄ onsideram-se medições projetivas ortogonais, obtidas por
deomposição espetral de observáveis. Veja-se a denição e algumas propriedades básias no
apêndie A.
Exemplo 1.5. Sejam {|0〉 , |1〉 , |2〉 , |3〉} uma base ortonormada de um espaço de Hilbert H




0 0 −i 0
0 0 0 1
i 0 0 0




1.3 Observação de um sistema quântio
Este observável é degenerado, om 2 valores próprios λ0 = +1 e λ1 = −1. Uma base ortonor-
mada para o espaço próprio Pλ0 é onstituída pelos kets
|+1, 0〉 = 1√
2
(−i |0〉+ |2〉) = 1√
2
(−i 0 1 0)⊺ e |+1, 1〉 = 1√
2
(|1〉+ |3〉) = 1√
2
(0 1 0 1)⊺.
De igual modo, uma base ortonormada para o espaço próprio Pλ1 é
|−1, 0〉 = 1√
2
(i |0〉+ |2〉) = 1√
2
(i 0 1 0)⊺ e |−1, 1〉 = 1√
2
(− |1〉+ |3〉) = 1√
2
(0 − 1 0 1)⊺.
A deomposição espetral do observável A é assim
A = λ0Pλ0 + λ1Pλ1 = (|+1, 0〉〈+1, 0| + |+1, 1〉〈+1, 1|)− (|−1, 0〉〈−1, 0| + |−1, 1〉〈−1, 1|)
e a sua representação matriial em termos da base |+1, 0〉 , |+1, 1〉 , |−1, 0〉 , |−1, 1〉 é a matriz
diagonal 

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 .
Note-se ainda que Pλ0 e Pλ1 onstituem um onjunto ompleto de projetores ortogonais, isto
é, Pλ0 +Pλ1 =
(|+1, 0〉〈+1, 0| + |+1, 1〉〈+1, 1|)+ (|−1, 0〉〈−1, 0| + |−1, 1〉〈−1, 1|) = I .
Amedição de um observável A de um sistema quântio num estado |ψ〉 tem omo resultado
um valor próprio de A, λi, om probabilidade
prob(λi) = ‖Pλi |ψ〉‖2 = 〈ψ|Pλi |ψ〉 .
Além disso o estado do sistema quântio após a medição é o elemento do espaço próprio Pλi
dado por
Pλi |ψ〉√〈ψ|Pλi |ψ〉 .
Como se ilustra na gura 1.2, se o resultado de uma medição do estado do sistema quântio
for λi om probabilidade 〈ψ|Pλi |ψ〉 então uma segunda medição om o mesmo observável
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|ψ〉 =∑iPλi |ψ〉 −→ Pλi |ψ〉√〈ψ|Pλi |ψ〉 −→ Pλi |ψ〉√〈ψ|Pλi |ψ〉
prob = 〈ψ|Pλi |ψ〉 prob = 1
Figura 1.2: Medição de um observável de um sistema quântio.
já não possui aráter probabilístio: o resultado é o mesmo valor próprio λi e o estado do
sistema mantém-se idêntio a
Pλi
|ψ〉√〈ψ|Pλi |ψ〉 .
Exemplo 1.6. Sejam H o espaço de Hilbert e A o observável denidos no exemplo 1.5 e





















(|1, 1〉 + |−1, 1〉) .
A medição do sistema quântio relativamente ao observável A tem omo resultado
• o valor próprio λ0 = +1 om probabilidade 56 e o estado do sistema passa a ser
1√
5










• ou o valor próprio λ1 = −1 om probabilidade 16 e, neste aso, o estado do sistema passa
a ser |−1, 1〉 = 1√
2
(− |1〉+ |3〉).
Reorrendo a um outro exemplo, omum na literatura, ilustram-se estas propriedades da
Meânia Quântia, no mínimo pouo intuitivas numa perspetiva lássia, todavia experi-
mentalmente onrmadas.
Exemplo 1.7. Polarização da Luz. Tendo em onta as relações apresentadas na gura 1.1
ilustra-se em seguida uma experiênia em que um fotão polarizado irularmente para a direita
inide num ltro de polarização vertial, o qual mede o observável |l〉〈l|.
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|〉 = 1√
2











Na experiênia seguinte oloou-se um ltro de polarização horizontal, o qual mede o
observável |↔〉〈↔|, a seguir a um ltro de polarização vertial. A probabilidade de enontrar
um qualquer fotão no estado α |l〉+ β |↔〉, em que |α|2 + |β|2 = 1, a seguir ao último ltro é
nula.













Obtém-se um resultado inesperado quando se oloa um ltro diagonalmente polarizado,
o qual mede o observável |ր〉〈ր|, entre os dois ltros da experiênia anterior. De fato, a
probabilidade de observar um fotão a seguir ao último ltro não é nula, omo se ilustra em
seguida.






−−−−−−−−→ |l〉 = 1√
2






















1.4 O Princı´pio da Incerteza de Heisenberg
O valor esperado de uma medição de um estado |ψ〉 por um observável A é
〈A〉 = 〈ψ|A |ψ〉 .
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Demonstra-se em seguida esta propriedade, om o objetivo de ilustrar a notação de Dira.
Sejam λ0, λ1, . . . , λn−1 os valores próprios distintos do observável A e Pλ0 ,Pλ1 , . . . ,Pλn−1
os respetivos projetores. Pelo teorema da deomposição espetral, A =
∑n−1
j=0 λjPλj e o









λj 〈ψ|Pλj |ψ〉 = 〈ψ|
n−1∑
j=0
Pλj |ψ〉 = 〈ψ|A |ψ〉 .
q.e.d.
A inerteza envolvida no proesso de medição de um observável A dene-se omo o desvio




em que ∆A = A− 〈A〉.
Dois observáveis A e B dizem-se ompatíveis se omutam entre si, isto é, se AB = BA.
Caso ontrário, dizem-se inompatíveis.
O omutador de dois operadores lineares A e B dene-se por
[A,B] = AB−BA.
Assim, dois observáveis A e B são ompatíveis se e só se [A,B] = 0.









Substituindo nesta última expressão A por A−〈A〉 e B por B−〈B〉 obtém-se o prinípio
da inerteza de Heisenberg na forma




1.5 Dinâmia de sistemas quântios fehados
Salienta-se que estas propriedades devem ser interpretadas no ontexto da Meânia Es-
tatístia e não omo resultado de duas únias observações onseutivas de um mesmo sistema
quântio pelos observáveis A e B.
1.5 Dinaˆmica de sistemas quaˆnticos fechados
Os operadores unitários são fundamentais em meânia quântia nomeadamente porque:
• Os sistemas quântios fehados evoluem somente por ação de transformações unitárias.
• As transformações unitárias preservam as probabilidades quântias.
A análise do omportamento dinâmio de sistemas quântios abertos é muito mais omplexa
e não é abordada neste trabalho.
Seja |ψ(t)〉 o estado omo função do tempo t de um sistema meânio quântio fehado.




|ψ(t)〉 = H |ψ(t)〉 ,
em que ~ denota a onstante de Plank dividida por 2π, e H é o Hamiltoniano. É possível
esrever esta equação na forma
∂
∂t
U(t) = − i
~
H(t)U(t) ,








n · e− i~H((n−1) tn ) tn · . . . · e− i~H(1 tn ) tn · e− i~H(0 tn ) tn
Quando o Hamiltoniano é independente do tempo,H(t) = H, a fórmula anterior simplia-




Exemplo 1.8. Considere-se o estado de um um registo de 2 qubits no instante t = 0,
|ψ0〉 =
( |0〉 − |1〉√
2
)
⊗ |0〉 = 1√
2
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Suponha-se que o omportamento dinâmio do registo entre os instantes t = 0 e t = 1 é







0 0 0 0
0 0 0 0
0 0 1 −1
0 0 −1 1

 .







1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 = |0〉〈0| + |1〉〈1| + |2〉〈3|+ |3〉〈2| .
O estado iniial do registo evolui por ação de U de tal modo que no instante t = 1 o




1 0 0 0
0 1 0 0
0 0 0 1


























(|00〉 − |11〉) = 1√
2
(|0〉 − |3〉) .
O estado resultante, denominado um estado EPR em homenagem a Einstein, Podolsky e
Rosen, possui a propriedade notável de ser impossível esrevê-lo omo um produto tensorial
de dois estados, ada estado assoiado a um dos qubits do sistema. Num erto sentido, os
qubits perderam a sua individualidade. Por exemplo, a medição de apenas um dos qubits
permite onheer o estado do segundo qubit do sistema.
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1.6 Portas e circuitos quaˆnticos
São sobejamente onheidas diversas ténias gerais de deomposição de operadores lineares
omo produto de operadores mais simples.
No ontexto da Computação Quântia mostra-se que existem onjuntos universais de
operadores unitários, designados bases de operadores unitários, tais que qualquer operador
unitário se pode esrever omo produto de operadores dessa base. Para além disso, esta-
beleendo uma denição apropriada de distânia entre operadores, mostra-se que existem
onjuntos nitos de operadores unitários que permitem aproximar qualquer operador unitário
usando apenas operadores dessa base.
Dada a sua importânia prátia bem omo ao nível da omplexidade omputaional este
assunto tem sido tratado por diversos autores, veja-se por exemplo Kitaev et al. [33℄, pág.
188200 ou, para uma abordagem mais formal, Brylinski e Brylinski [9℄.
O mais simples exemplo não trivial (diferente da identidade I) de uma porta quântia
sobre um qubit é sem dúvida o análogo quântio da porta lássia NOT, denotada por X e







Conheido também por operador de negação ou porta NOT, X satisfaz X |0〉 = |1〉 e X |1〉 =
|0〉.
Um outro exemplo fundamental de uma porta quântia de um qubit, por permitir riar
estados que são sobreposições uniformes de estados base, é a porta de Hadamard, H. Dene-se
relativamente à base {|0〉 , |1〉} por
H |i〉 = 1√
2
(|0〉+ (−1)i |1〉) , i = 0, 1.
A gura 1.3 ilustra a ação de H sobre um qubit iniialmente no estado |0〉.
Uma deomposição de um operador unitário num produto tensorial de operadores permite
onsiderar uma realização desse operador em paralelo, pelas portas quântias assoiadas aos
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|0〉 H 1√2 (|0〉+ |1〉)
Figura 1.3: A porta quântia de Hadamard.
fatores da deomposição. Reiproamente, a apliação em paralelo de um onjunto de portas
quântias é formalizada pelo produto tensorial dos operadores subjaentes a essas portas.
Por exemplo, o estado do registo de n qubits onsiderado no exemplo 1.4 obtém-se por
apliação em paralelo de n portas de Hadamard, H⊗ · · · ⊗H.
No entanto, existem operadores unitários que não se podem esrever na forma de um pro-
duto tensorial de operadores, ada um deles assoiado a um dos qubits do sistema. Exemplo
disso é a porta CNOT, a qual generaliza a porta lássia XOR, denida relativamente à base
{|i〉 ⊗ |j〉 : i, j = 0, 1} por
CNOT |i〉 |j〉 = |i〉 |i⊕ j〉 ,
onde ⊕ denota adição módulo 2. A gura seguinte ilustra a ação deste operador.
|i〉 • |i〉
|j〉  |i⊕ j〉
Figura 1.4: Ação da porta CNOT.
Combinando sequenialmente e ou em paralelo um número suiente de portas quântias,
é possível realizar operadores unitários om omplexidade resente. A noção de iruito
quântio orresponde a um algoritmo para realizar um operador unitário a partir de um
pré-determinado onjunto de portas elementares. É ainda usual representar graamente os
iruitos quântios numa grelha retangular. As linhas horizontais, designadas os quântios,
representam os qubits do sistema. Em pontos espeíos ao longo da grelha, insrevem-se
pequenas aixas ou onetam-se vertialmente os quântios. Cada aixa ou ligação vertial
representa uma porta quântia. Em ada diagrama de um iruito onsidera-se ainda uma
linha temporal orientada da esquerda para a direita a qual dene a ordem de apliação das
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portas quântias.
Por exemplo, se o estado iniial de um qubit for |0〉 então pela ação sequenial das portas
quântias X e H, o estado do qubit altera-se para 1√
2
(|0〉 − |1〉). O diagrama do iruito
quântio orrespondente ilustra-se na gura 1.5.
|0〉 X H 1√2 (|0〉 − |1〉)
Figura 1.5: Ciruito quântio para o operador H ·X.
Considere-se ainda o exemplo 1.8 e observe-se que a matriz unitária U ali onsiderada
não é mais do que a matriz do operador CNOT. Então um iruito quântio que desreve a
evolução daquele sistema é o da gura seguinte.
|0〉 X H •
|0〉 
Figura 1.6: Um iruito para obter um estado EPR.
Mostra-se ser possível transformar qualquer iruito booleano lássio para avaliar uma
função booleana f : {0, 1}n → {0, 1}m num iruito lássio equivalente que utiliza apenas
portas reversíveis. A partir deste onstrói-se um iruito quântio para implementar a função
f , [33, págs. 6065℄.
Assim, onsidere-se g : {0, 1}n+m → {0, 1}n+m, a versão reversível de f denida por
g(i, j) = (i, j ⊕ f(i)) onde ⊕ denota a adição bit a bit módulo 2. Note-se que a função g é
uma permutação de {0, 1}n+m à qual orresponde naturalmente o operador unitário Uf num
espaço de Hilbert de dimensão 2m+n denido por
Uf |i〉 |j〉 = |i〉 |j ⊕ f(i)〉 ,
para i ∈ {0, 1}n e j ∈ {0, 1}m.
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1.7 Algoritmos quaˆnticos
Um dos primeiros e mais simples algoritmos que ilustra a forma omo a Computação Quântia
explora as propriedades da Meânia Quântia é sem dúvida o algoritmo de Deutsh [15℄,
representado na gura 1.7.
Seja f : {0, 1} → {0, 1} uma função booleana. Para determinar se f é ou não uma função
onstante paree laro, no ontexto lássio, ser neessário avaliar a função em f(0) e f(1).
Como se veria em seguida, o iruito de Deutsh permite aferir a mesma propriedade sobre
a função f utilizando uma únia vez a porta quântia Uf .
Considerem-se dois qubits iniialmente nos estados
1√
2
(|0〉 + |1〉) e 1√
2
(|0〉 − |1〉). A pre-
paração destes estados realiza-se apliando em paralelo portas de Hadamard. Desta forma o
estado iniial do sistema é simplesmente o produto tensorial dos estados
|ψ1〉 = 12(|0〉+ |1〉)⊗ (|0〉 − |1〉) .
Simples manipulações algébrias permitem veriar que, para i ∈ {0, 1}, a ação da porta
Uf sobre um estado da forma
1√
2
|i〉 (|0〉 − |1〉) resulta em 1√
2
(−1)f(i) |i〉 (|0〉 − |1〉). Assim
|ψ2〉 = Uf |ψ1〉 =


±12(|0〉+ |1〉)⊗ (|0〉 − |1〉) se f(0) = f(1)
±12(|0〉 − |1〉)⊗ (|0〉 − |1〉) se f(0) 6= f(1) .
Ao apliar a porta de Hadamard ao primeiro qubit do sistema, o estado resultante é
|ψ3〉 = (H⊗ I) |ψ2〉 =


±12 |0〉 ⊗ (|0〉 − |1〉) se f(0) = f(1)
±12 |1〉 ⊗ (|0〉 − |1〉) se f(0) 6= f(1) .
Logo a medição nal do estado do primeiro qubit do sistema, denotada por
FE
 , permite























Figura 1.8: Ciruito quântio para o algoritmo de Deutsh-Jozsa.
Talvez se possam oloar algumas objeções quanto a omparar a eiênia da avaliação
lássia de uma função f em dois pontos ontra uma únia utilização da porta quântia Uf .
No entanto estas dissipam-se ompletamente quando se onsidera uma extensão do algoritmo
Deutsh, o algoritmo de Deutsh-Jozsa [17℄.
Neste algoritmo, onsidera-se uma função booleana f : {0, 1}n → {0, 1} juntamente om
uma promessa de que esta é onstante ou equilibrada (i.e., toma tantos valores 0 omo 1).
Qualquer algoritmo lássio determinista para deidir esta propriedade de f neessita de
avaliar a função em 2n−1 + 1 pontos de {0, 1}n. No entanto o iruito quântio representado
na gura 1.8 permite resolver o problema usando uma únia vez a porta Uf . Uma análise
semelhante à realizada para o algoritmo de Deutsh permite onluir que a observação de pelo
menos um bit 1 omo resultado da medição do estado nal dos n primeiros qubits do sistema
india que a função é equilibrada ( se os n bits observados são 0 então a função é onstante).
Em 1994, Simon [50, 51℄ apresenta um avanço relativamente ao algoritmo de Deutsh-
Jozsa. O algoritmo de Simon permite testar a periodiidade das representações binárias de
uma função f : {0, 1}n → {0, 1}m.
Substituindo as portas de Hadamard no iruito de Simon por uma transformada de Fou-
rier quântia, Peter Shor obtém em 1994 um algoritmo quântio para resolver em tempo
polinomial o problema da fatorização de números inteiros em primos. Este resultado tem
enorme importânia tanto na área da riptograa bem omo ao nível da omplexidade ompu-
taional, por não se onheerem algoritmos lássios, quer deterministas quer probabilístios,
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para fatorizar números inteiros. Os detalhes do algoritmo podem ser onsultados nos traba-
lhos originais de Shor [48, 49℄ ou em Pereira e Rodrigues [46℄. Todos estes algoritmos foram
entretanto generalizados e uniados, sendo atualmente onheidos por algoritmos quântios
para estimação de fase [31℄, [21℄, [1℄.
Numa outra vertente surge ainda o algoritmo quântio de Grover [27℄, disutido no a-
pítulo 4, e generalizações posteriores onheidas por algoritmos quântios de ampliação de
amplitudes [8℄, [30℄.
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As origens da Teoria da Complexidade no Modelo de Computação Quântia situam-se na
déada de 80 om os trabalhos pioneiros de Benio [3, 4, 5℄. Seguiu-se o desenvolvimento
e formalização do modelo da Máquina de Turing Quântia por Deutsh [15℄, Bernstein e
Vazirani [6℄.
Pela mesma altura Deutsh [16℄ propõe, em alternativa, o Modelo de Ciruitos Quânti-
os posteriormente desenvolvido por Yao [55℄. A equivalênia entre estes modelos tem sido
investigada por vários autores, entre outros Nishimura e Ozawa [41, 42, 43℄.
Entretanto, surge a ideia de um modelo de omputação em sistemas quântios nos quais
a unidade de informação, o qudit, possui mais do que os dois níveis distintos permitidos pelo
qubit [2℄,[13℄.
Não é de todo laro que os modelos de omputação baseados em qubits sejam equivalentes
a modelos baseados em qudits, muito menos em que sentido existirá uma tal equivalênia. As
diuldades aumentam quando se pensa sistemas de omputação om misturas de diferentes
unidades de informação, designados sistemas híbridos [37℄.
Desde edo se tornou evidente ser neessário enquadrar os algoritmos de Aritmétia em
Sistemas de Representação Redundantes, desritos no apítulo 3, sob um modelo formal que
permitisse uma posterior análise omparativa om os métodos da Computação Quântia em
sistema de qubits. Nesse sentido, propõe-se neste apítulo uma possível formalização de um
modelo de Computação em Sistemas Quântios Híbridos, o qual generaliza, por inlusão,
os modelos baseados em sistemas de qubits, qudits e qudits para sistemas representação
redundantes.
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2.1 Registos quaˆnticos
... quantum phenomena do not our in a Hilbert spae,
they our in a laboratory. 
Asher Peres
Subjaente a ada sistema quântio onsidera-se um espaço de Hilbert, o espaço de estados.
Os possíveis estados de um sistema quântio são representados, seguindo Dira, por kets |φ〉,
|ψ〉, et. Nesta tese assume-se que todos os espaços têm dimensão nita.
Assoiado a ada sistema quântio onsidera-se ainda uma base ortonormada preferenial
do espaço de Hilbert subjaente, a base omputaional. Os estados de um sistema quântio
são ainda identiados om os vetores de norma um do espaço de Hilbert subjaente. Assim,
ada estado é representado por uma ombinação linear, om oeientes em C, dos vetores
da base omputaional.
Para representar os vetores da base omputaional de um sistema quântio reorre-se a
uma linguagem Γ, ujo ardinal se denota por |Γ|.
Denição 2.1. O espaço de estados sobre uma linguagem Γ, H(Γ), é o espaço de Hilbert de
dimensão |Γ| gerado pela base ortonormada onstituída pelos vetores |s〉, s ∈ Γ. Esta base
denomina-se base omputaional .
Denição 2.2. Seja Γ uma linguagem. Um Γqudit é um sistema quântio om um espaço
de estados subjaente H(Γ).
Na denição anterior, a pertinente questão do que se entende por sistema quântio, embora
fundamental de um ponto de vista tenológio, não se aprofundada neste trabalho. Nota-se
apenas que, na prátia, ada Γqudit é realizado por um sistema físio onreto.
É possível (e adequado) prosseguir o desenvolvimento teório de um Modelo de Compu-
tação Quântia de modo independente das onretizações espeías, atuais ou futuras, do
objeto matemátio qudit. Nesse sentido, é onveniente estabeleer um onjunto de prin-




Postulado 1: Assoiado a um sistema físio isolado existe um espaço vetorial
om produto interno, o espaço de estados. O sistema é ompletamente desrito
por um vetor de estado, um vetor de norma um no espaço de estados do sistema.
Assim, assume-se que o onteúdo matemátio do objeto físio qudit é ompletamente
apturado pela noção de estado.
Denição 2.3. Um estado de um Γqudit é um vetor de norma um do espaço de estados
subjaente H(Γ).
O estado de um Γqudit denota-se por um ket. Por exemplo, para s ∈ Γ, a expressão
|ψ〉 = |s〉 signia que o estado do qudit é |s〉. Da denição anterior deorre que a forma
geral do estado de um Γqudit é uma ombinação linear omplexa dos estados base, i.e, dos





para αs ∈ C, s ∈ Γ ,
(2.1)
que satisfaça a ondição de normalização
∑
s∈Γ
|αs|2 = 1 . (2.2)
Observação 2.1. A denição usual de qudit obtém-se das denições anteriores onsiderando
Γ = [0 .. d− 1] e denomina-se simplesmente dqudit. A denição de qubit orresponde a
Γ = {0, 1}.
Uma vez denidas as unidades básias de informação, os Γqudits, é agora neessário
formalizar o oneito de sistema de qudits. Nesse sentido, denomina-se sistema quântio
omposto um sistema quântio no qual se identiam vários subsistemas. Se se onsiderar
ada qudit omo um sistema quântio isolado então é possível onsiderar que os estados
de uma oleção de qudits são tuplos de estados, ada um assoiado a um dos qudits do
sistema. No entanto, nem todos os possíveis estados de um sistema quântio omposto são
araterizáveis por sequênias de estados assoiados aos subsistemas. Nesses asos diz-se que o
sistema quântio se enontra num estado entrelaçado (o todo é maior que a soma das partes).
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Postulado 2: O espaço de estados subjaente a um sistema quântio omposto
por vários subsistemas identia-se om o produto tensorial dos espaços assoiados
a ada um dos subsistemas.
Na seção 2.3 ver-se-á que os elementos da linguagem Γ, bem omo os respetivos esta-
dos base, estão intrinseamente assoiados às quantidades possíveis de observar num sistema
quântio. Paree lógio pensar-se que os valores observáveis num sistema quântio omposto
sejam tuplos de valores observáveis, ada valor assoiado a um subsistema. Este é o ponto
de vista adoptado om o intuito de formalizar o oneito de estado de um sistema quântio
omposto.
Designa-se por linguagem produto de n linguagens Γ1,Γ2, . . . ,Γn a linguagem dada pelo
produto artesiano
Γ = Γ1Γ2 · · ·Γn .
Diz-se neste aso que Γ tem omprimento n e esreve-se comp(Γ) = n. Note-se que as palavras
de uma linguagem produto têm todas o mesmo omprimento e são da forma s1s2 . . . sn ≡
(s1, s2, . . . , sn) para s1 ∈ Γ1, s2 ∈ Γ2, . . . , sn ∈ Γn.
Denição 2.4. Seja Γ uma linguagem produto. Um Γqudit omposto é um sistema quântio
om um espaço de estados subjaente H(Γ).
Pela denição anterior a base omputaional do espaço de estados de um Γqudit omposto
é onstituída por |Γ| estados |s1s2 . . . sn〉, si ∈ Γi, i = 1, . . . , n. Cada um dos estados base
|s1s2 . . . sn〉 identia-se naturalmente om o produto tensorial dos orrespondentes estados
base dos subsistemas: |s1〉 ⊗ |s2〉 ⊗ . . .⊗ |sn〉. Daqui deorre a equivalênia entre os oneitos
de Γqudit omposto e sistema quântio omposto referido no Postulado 2.










Demonstração. Para s ∈ Γ, ∃1s1 ∈ Γ1,∃1s2 ∈ Γ2, . . . ,∃1sn ∈ Γn tais que s = s1s2 . . . sn.
Seja U |s〉 = |s1〉⊗ |s2〉⊗ . . .⊗|sn〉, s ∈ Γ. U é laramente uma orrespondênia biunívoa
entre a base omputaional de H(Γ) e uma base ortonormada de ⊗ni=1H(Γi), pelo que a
extensão linear de U ao espaço H(Γ) onstitui um isomorsmo de espaços de Hilbert.
Denição 2.5. Considere-se uma linguagem produto Γ da forma Γ = Γ1Γ2. Diz-se que o
estado |ψ〉 ∈ H(Γ) é um estado produto, relativamente a uma fatorização H(Γ) = H(Γ1) ⊗
H(Γ2), se existem |ψ1〉 ∈ H(Γ1) e |ψ2〉 ∈ H(Γ2) tais que |ψ〉 = |ψ1〉 ⊗ |ψ2〉. Caso ontrário,
|ψ〉 diz-se um estado entrelaçado.
Cada Γqudit omposto, ψ, é onstituído por n = comp(Γ) qudits ψ1, ψ2, . . . , ψn, ada
ψi um Γiqudit. Em geral, para indexar os qudits de um Γqudit omposto reorre-se a
um onjunto de índies
1
, possivelmente distinto do onjunto [1 .. n] na enumeração anterior.
Desta forma, qualquer sistema quântio omposto é visto omo um registo ujos elementos
são qudits.
Denição 2.6. Um Γregisto quântio é um par (ψ, I) em que ψ é um Γqudit e I um
onjunto de índies de ardinal |I| = comp(Γ).
Considere-se na denição anterior o onjunto de índies I = [i1 .. in]. Então Γ =
∏n
j=1 Γij
e para ada j ∈ [1 .. n], ψij é um Γijqudit, o qudit de ordem j do registo.
Denição 2.7. Para J ⊆ I, o par (φ, J) é um subregisto de (ψ, I) sempre que ∀j ∈ J, φj = ψj .
Considere-se um onjunto de índies I e uma linguagem produto Γ =
∏
i∈I Γi. Para J ⊆ I,
a linguagem
∏
j∈J Γj denota-se simplesmente por ΓJ . Assim Γ = ΓI e na denição anterior
φ é um ΓJqudit e (φ, J) um ΓJregisto quântio.
1
Um onjunto de índies é formalmente o domínio I de uma função sobrejetiva f : I → X. Para ada
i ∈ I , em vez de f(i) esreve-se fi. Assim X = {fi : i ∈ I}. Uma ordem no onjunto de índies induz
naturalmente uma ordem no onjunto indexado, i.e, para i, j ∈ I se i < j então fi < fj .
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2.2 Portas quaˆnticas
Após a espeiação do oneito de estado de um sistema quântio importa agora analisar a
sua dinâmia. Nesta tese onsideram-se apenas sistemas quântios fehados pelo que não é ne-
essário reorrer ao formalismo dos operadores de densidade e superoperadores para desrever
a sua evolução.
Postulado 3: A evolução de um sistema quântio fehado é desrita por uma
transformação unitária denida no espaço de estados do sistema. Isto é, o estado
|ψ〉 num instante t1 relaiona-se om o estado |φ〉 num instante posterior t2 por
intermédio de um operador unitário U que depende apenas dos instantes t1 e t2:
|φ〉 = U |ψ〉 .
Um exemplo trivial da desrição da evolução de um sistema quântio por intermédio de
operadores unitários é dado pelo operador identidade. Este operador unitário denido sobre
o espaço de Hilbert H(Γ) subjaente a um Γqudit denota-se por IΓ. A ação |ψ〉 = IΓ |ψ〉
india que, omo resultado da evolução entre dois instantes espeíos, o estado nal do
sistema quântio é idêntio ao seu estado iniial.
Considere-se um onjunto de índies I = [i1 .. in] e uma permutação pi de [1 .. n]. Denota-





. O símbolo pi é ainda utilizado para identiar
a função bijetiva ij 7→ ipi(j), j ∈ [1 .. n], dizendo-se que pi é uma permutação de I.







. Em partiular, quando Γ é uma linguagem produto de n linguagens e pi
é uma permutação de [1 .. n], denota-se a linguagem Γ
pi([1 .. n]) simplesmente por Γpi.
Qualquer permutação pi de I induz um isomorsmo entre as linguagens ΓI e Γpi(I), repre-
sentado ainda pelo mesmo símbolo pi : ΓI → Γpi(I) e denido por
pi(si1si2 · · · sin) = sipi(1)sipi(2) · · · sipi(n) , sij ∈ Γij , j ∈ [1 .. n] .
 28 
2.2 Portas quântias
Este isomorsmo entre linguagens admite uma extensão natural a um isomorsmo entre os
espaços de Hilbert assoiados às linguagens, na forma de um operador de permutação lógia
2
,
um operador linear Ppi : H(ΓI)→H(Γpi(I)) denido por
Ppi |s〉 = |pi(s)〉 , s ∈ ΓI .
Denição 2.8. Considerem-se uma linguagem produto ΓI , um onjunto de índies J ⊆ I
e um operador linear A em H (ΓJ). A extensão linear de A a H (ΓI) é o operador linear
A [J ] : H (ΓI)→H (ΓI) denido por
A [J ] = P†
pi
· (A⊗ IΓK ) ·Ppi ,
onde K = I \ J e pi é a permutação de I tal que pi(I) = JK.
Observação 2.2. No seguinte sentido, a extensão de um operador é independente da per-
mutação lógia onsiderada: se, no lugar da permutação pi na denição anterior, se on-
siderar uma qualquer permutação p¯i de I tal que p¯i(I) = JL (om I = J ∪ L) então
P
†
pi · (A⊗ IΓK ) ·Ppi = P†p¯i · (A⊗ IΓL) ·Pp¯i.
A denição anterior permite traduzir a noção de ação loal de um operador unitário.
Em primeiro lugar observe-se que qualquer extensão de um operador unitário U é ainda um
operador unitário e, a menos de uma permutação de índies, U[J ] é idêntio a U⊗ IΓK .
Suponha-se que o estado iniial de um sistema quântio é, a menos de uma permutação
de índies, um estado produto |ψ〉 ⊗ |φ〉 om |ψ〉 ∈ H(ΓJ) e |φ〉 ∈ H(ΓK). Então omo
resultado da ação do operador U[J ] obtém-se, a menos de um permutação de índies, o
estado (U |ψ〉) ⊗ |φ〉 pelo que o estado dos qudits do sistema indexados por K é invariante
relativamente à ação de U[J ].
Num sentido similar, o operador U[J ] também não afeta os qudits indexados por K
quando o estado do sistema é entrelaçado, embora não seja agora possível armar que o estado
2
Uma permutação lógia de qudits é essenialmente uma ferramenta matemátia que permite reordenar
os qudits de um sistema onsoante seja onveniente de modo a simpliar o enuniado de denições e a
demonstração de resultados. Em laro ontraste om o oneito de permutação de informação, não se atribui
signiado físio às permutações lógias, pelo menos a um nível quântio.
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dos qudits indexados porK é invariante relativamente à ação deU[J ]. (O entrelaçamento não
permite sequer onsiderar a noção do estado dos qudits indexados porK!) Mais preisamente,
a menos de uma permutação de índies, é sempre possível esrever o estado do sistema na
forma
∑
k |ψk〉 ⊗ |φk〉, om |ψk〉 ∈ H(ΓJ) e |φk〉 ∈ H(ΓK). Como simples onsequênia da
linearidade, o resultado da ação do operador U[J ] sobre o sistema quântio é, a menos de
uma permutação de índies,
∑
k (U |ψk〉)⊗ |φk〉.
De uma forma simplista, uma omputação quântia onsiste na preparação iniial de um
sistema quântio e no ontrolo da evolução do estado do sistema pela utilização, em série
e ou em paralelo, de ontrolos loais. Cada ontrolo é modelado pela ação U[J ] de um
operador unitário U sobre um pequeno número de qudits do sistema. O estudo de proessos
que permitem a realização físia de tais ontrolos, i.e, a implementação da ação loal de
operadores unitários, onstitui uma importante área da Computação Quântia repleta de
árduos problemas de natureza prátia, aqui não tratados. Com a seguinte denição obtém-se
a abstração neessária para prosseguir o desenvolvimento do modelo ao nível teório
3
.
Denição 2.9. Para uma linguagem Γ, uma Γporta quântia é uma realização de um ope-
rador unitário em H(Γ).
Conlui-se esta seção om a demonstração de dois resultados muito úteis relaionados
om o produto das extensões de operadores om ação em onjuntos disjuntos de qudits de
um sistema: a relação do produto das extensões om o produto tensorial dos operadores e
a omutatividade das extensões. Para uma linguagem Γ, denota-se por U(Γ) o onjunto dos
operadores unitários em H(Γ).
Lema 2.1. Considerem-se uma linguagem produto ΓI , onjuntos de índies J,K ⊂ I e os
operadores A ∈ U(ΓJ), B ∈ U(ΓK). Se J ∩K = ∅ então A[J ] ·B[K] = (A⊗B) [JK].
Demonstração. Tendo em onta a observação 2.2 sobre a independênia das extensões de
operadores relativamente a permutações lógias, sejam A[J ] = P†piA · (A⊗ IΓK ⊗ IΓL) ·PpiA
3
Por vezes misturam-se os oneitos de porta quântia e operador unitário. De erta forma os oneitos
são equivalentes: a funionalidade de uma porta quântia traduz-se por um operador unitário e ada operador
unitário é (pelo menos teoriamente) realizável por uma porta ou iruito quântio.
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e B[K] = P†piB · (B ⊗ IΓJ ⊗ IΓL) · PpiB , onde piA e piB são permutações de I tais que
piA(I) = J(KL) e piB(I) = K(JL) para L = I \ JK.
Por inserção de P
†
piA
·PpiA = IΓI à direita do produto A[J ] ·B[K] obtém-se
A[J ] ·B[K] = P†
piA
· (A⊗ IΓK ⊗ IΓL) ·PpiA ·P†piB · (B⊗ IΓJ ⊗ IΓL) ·PpiB
= P†
piA
· (A⊗ IΓK ⊗ IΓL)·(




Uma vez que PpiB · P†piA onstitui uma permutação lógia de H(ΓJΓKΓL) em H(ΓKΓJΓL)
então (PpiB ·P†piA)† · (B⊗ IΓJ ⊗ IΓL) · (PpiB ·P†piA) = IΓJ ⊗B⊗ IΓL . Assim,
A[J ] ·B[K] = P†
piA
· (A⊗ IΓK ⊗ IΓL) · (IΓJ ⊗B⊗ IΓL) ·PpiA
= P†
piA
· (A⊗B⊗ IΓL) ·PpiA
= (A⊗B)[JK] .
(2.4)
A igualdade veria-se pelo simples fato de piA onstituir uma permutação de I tal que
piA(I) = (JK)L.
Lema 2.2. Considerem-se uma linguagem produto ΓI , onjuntos de índies J,K ⊂ I e os
operadores A ∈ U(ΓJ), B ∈ U(ΓK). Se J∩K = ∅ então os operadores A[J ] e B[K] omutam,
i.e, A[J ] ·B[K] = B[K] ·A[J ].
Demonstração. Considerem-se as permutações piA e piB denidas na demonstração do lema
anterior.
Por inserção de P
†
piA
·PpiA = IΓI à esquerda do produto B[K] ·A[J ] obtém-se
B[K] ·A[J ] = P†
piB





(PpiB ·P†piA)† · (B⊗ IΓJ ⊗ IΓL) · (PpiB ·P†piA)
)
·
(A⊗ IΓK ⊗ IΓL) ·PpiA
= P†
piA
· (IΓJ ⊗B⊗ IΓL) · (A⊗ IΓK ⊗ IΓL) ·PpiA
= P†
piA
· (A⊗B⊗ IΓL) ·PpiA
(2.5)
Comparando esta última igualdade om (2.3) imediatamente se onlui que B[K] · A[J ] =
A[J ] ·B[K].
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2.2.1 Portas quaˆnticas elementares e universalidade
É sabido, no ontexto da Computação Clássia, que um onjunto nito de portas lógias,
e.g {AND,OR,NOT}, é suiente para realizar qualquer função booleana na forma de um
iruito.
No modelo de Computação Quântia em sistemas de qubits onheem-se resultados aná-
logos. Por exemplo, as portas quântias orrespondentes aos operadores unitários num qubit
mais a porta de dois qubits CNOT formam um onjunto universal na medida em que qual-
quer operador unitário é realizável de forma exata por um iruito quântio baseado nessas
portas.
Note-se que um onjunto nito de portas quântias jamais poderá ser exatamente univer-
sal já que o onjunto dos operadores unitários num espaço de Hilbert é ontínuo, enquanto o
onjunto de iruitos baseados num onjunto nito de portas quântias é apenas enumerável.
Em Brylinski e Brylinski [9℄ enontra-se uma araterização dos onjuntos de portas quân-
tias (exatamente) universais em omputação om sistemas de qudits (não híbridos). Por
outro lado ada operador unitário é realizável de forma aproximada, e om qualquer grau de
preisão, reorrendo apenas a um onjunto nito de portas quântias.
A questão da universalidade é ainda um problema pouo estudado em Computação Quân-
tia em Sistemas Híbridos. Reentemente, no trabalho de Khan e Perkowski [32℄ surge uma no-
tável exepção. Partindo de uma generalização do método de deomposição matriial oseno
seno, aqueles autores mostram ser possível esrever qualquer operador unitário no espaço de
Hilbert subjaente a um qualquer sistema híbrido de qudits na forma de um produto de ope-
radores elementares, interpretado omo um iruito quântio onstituído por multiplexadores,
implementados om portas de ontrolo do tipo Muthukrishnan-Stroud [37℄ e portas de rotação
de Givens.
A importânia destes resultados situa-se primariamente ao nível teório já que em geral a
deomposição de um operador unitário num sistema (híbrido) de n qudits é realizada à usta
de um número exponenial (em n) de portas quântias elementares.
Continua em aberto o problema da síntese óptima de iruitos quântios para um dado
operador unitário num sistema (híbrido) de qudits, embora para o aso de sistemas de qubits
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se enontrem várias referênias [10℄, [38℄.
Seguem-se vários exemplos de portas quântias para sistemas de Γqudits. Porém, antes
disso, note-se que é possível denir operações aritmétias numa qualquer linguagem Γ de
tamanho d = |Γ| omo extensões naturais das operações aritmétias modulares em Zd. Por
exemplo, fala-se da adição e subtração modulares de palavras (símbolos) de Γ.
Mais preisamente, para ada linguagem onsidera-se à priori uma enumeração standard
das suas palavras, ♮ : Zd → Γ, denindo-se a partir desta as operações aritmétias om
palavras. Como exemplos, para s, t ∈ Γ a expressão (s + t) mod Γ representa a palavra
♮
(
(♮−1(s) + ♮−1(t)) mod d
)
e (s− t) mod Γ a palavra ♮ ((♮−1(s)− ♮−1(t)) mod d).
• A porta Identidade
I : H(Γ)→H(Γ)
I |s〉 = |s〉 , s ∈ Γ
é apenas uma porta lógia no sentido em que é utilizada omo auxiliar na denição de
extensões de outras portas, não sendo por isso representada nos iruitos.
• A porta Inremento
INC : H(Γ)→ H(Γ)
INC |s〉 = |(s+ 1) mod Γ〉 , s ∈ Γ
+1





0 0 · · · 0 1
1 0 · · · 0 0




















A apliação sequenial de k ∈ N portas INC orresponde à transformação |s〉 7→
|(s+ k) mod Γ〉 omo se ilustra na gura 2.1.( Note-se que a expressão (s+ k) mod Γ
orresponde a uma forma abreviada de esrever ♮
(
(♮−1(s) + k) mod d
)
para d = |Γ|.)
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+k ≡ +1 +1 · · · +1
Figura 2.1: Apliação sequenial de k portas INC
• A porta Deremento
DEC : H(Γ)→H(Γ)
DEC |s〉 = |(s− 1) mod Γ〉 , s ∈ Γ ∈ Γ
−1
pode também ser vista omo uma generalização da porta NOT em sistemas de qubits,




0 1 0 · · · 0
















0 0 0 · · · 1




A apliação sequenial de k ∈ N portas DEC orresponde à transformação |s〉 7→
|(s− k) mod Γ〉 ilustrada na gura 2.2.
−k ≡ −1 −1 · · · −1
Figura 2.2: Apliação sequenial de k portas DEC
• A porta de fase
Z |s〉 = ωs |s〉
onde ω é uma raiz índie d da unidade (e.g. ω = e2πi/d). Note-se que para um qubit,
Z |0〉 = |0〉 e Z |1〉 = − |1〉.






















































0 · · · 0 · · · 0 · · · 1


onde os valores cos θ e sin θ oorrem nas interseções das linhas e olunas ♮−1(s) + 1 e
♮−1(t) + 1.
• Para t ∈ Γ1 e um qualquer operador unitário U em H(Γ2) dene-se a porta de ontrolo
Λt(U) : H(Γ1)⊗H(Γ2)→H(Γ1)⊗H(Γ2)
Λt(U) |s〉 ⊗ |x〉 =


|t〉 ⊗ (U |x〉) se s = t
|s〉 ⊗ |x〉 aso ontrário.
Quando os qudits de ontrolo se enontram num estado base, a ação desta porta quân-
tia, ilustrada na gura 2.3, onsiste em apliar U aos qudits alvo se e só se o estado
dos qudits de ontrolo for |t〉.
•t
U
Figura 2.3: Porta genéria de ontrolo
• Seja Γ = {s0, s1, . . . , sd−1}. Como se ilustra na gura 2.4, o resultado da apliação
sequenial das portas quântias Λs1(INC), Λs2(INC2), . . ., Λsd−1(INCd−1) a um Γ2
qudit orresponde ao operador
PLUS : H(Γ)⊗H(Γ)→H(Γ)⊗H(Γ)
PLUS |s〉 ⊗ |t〉 = |s〉 |(s+ t) mod Γ〉 .
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• •s1 •s2 . . . •
sd−1
≡
+ +1 +2 . . . +(d− 1)
Figura 2.4: A porta quântia PLUS
• •s1 •s2 . . . •
sd−1
≡
− −1 −2 . . . −(d− 1)
Figura 2.5: A porta quântia MINUS
De forma análoga, dene-se operador
MINUS : H(Γ)⊗H(Γ)→H(Γ)⊗H(Γ)
MINUS |s〉 ⊗ |t〉 = |s〉 |(s− t) mod Γ〉 .
A gura 2.5 ilustra uma possível implementação sequenial deste operador.
Quando as dimensões dos espaços de Hilbert são diferentes é ainda possível denir
operadores de soma e subtração pariais. Uma análise de medidas de entrelaçamento
relativas a estes operadores enontra-se em Daboul et al. [13℄.
• É possível utilizar o operador PLUS para realizar a ópia do estado de um qudit. Pelo
teorema da não lonagem, a operação de ópia exata do estado de um qudit não é em
geral possível. No entanto, a ópia de informação lássia, i.e., dos estados base de um
qudit, é sempre possível. Na gura 2.6 ilustra-se a ação do operador de ópia.
∑
s∈Γ






Figura 2.6: A porta quântia de ópia.
 36 
2.3 Medição em sistemas quântios
2.3 Medic¸a˜o em sistemas quaˆnticos
... system, apparatus, environment, mirosopi, marosopi,
reversible, irreversible, observable, information, measurement.
On this list of bad words the worst of all is measurement. 
John S. Bell
Desde o iníio da sua formulação, que se assistiu a uma grande ontrovérsia em torno do
problema da medição em Meânia Quântia. A polémia eternizada om a elebre frase de
Einstein Deus não joga aos dados originou aesos debates, muitas vezes om ariz meta-
físio. Atualmente persiste ainda alguma sensação de desonforto em torno da origem da
probabilidade na teoria quântia.
Como se referiu no apítulo 1, a medição de um sistema quântio segundo um observável
reduz o estado do sistema a um vetor próprio do subespaço próprio do valor próprio obser-
vado. Mais preisamente, onsidere-se a deomposição espetral de um observável num espaço
de Hilbert H, A =∑mmPm e |ψ〉 o estado de um sistema quântio em H. A probabilidade
de observar o valor m na medição de |ψ〉 é prob(m) = 〈ψ|Pm |ψ〉 e se m é o resultado da
medição do estado |ψ〉 então o estado após a medição é dado por Pm|ψ〉√〈ψ|Pm|ψ〉 . Existem outras
formulações do oneito de medição de um sistema quântio. Por exemplo em Kitaev et al.
[33℄ é possível enontrar o seguinte:
Postulado 4: Uma medição quântia é desrita por uma oleção {Mm} de ope-
radores lineares denidos no espaço de estados do sistema quântio a ser medido,




mMm = I. O índie m india o
possível resultado da medição. Se |ψ〉 é o estado de um sistema quântio an-
tes da observação então a probabilidade de se observar o resultado m é dada por




Não é difíil veriar que as medições espetrais de Von Neumman segundo projeções
ortogonais onstituem um aso partiular do postulado 4. Para além disso, prova-se que
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qualquer medição segundo este postulado é realizável por medições espetrais projetivas
ortogonais num sistema quântio estendido, por introdução de sistemas auxiliares, desde que
preedidas pela ação de um onjunto adequado de operadores unitários.
Nesta tese onsideram-se apenas medições na base omputaional, generalizações da re-
gra de Born (em homenagem ao físio Max Born por estabeleer a relação entre o arater
probabilístio dos resultados das medições e as amplitudes das sobreposição de estados base).
Denição 2.10. A medição na base omputaional de um Γqudit é a medição pelo onjunto
ompleto de projetores ortogonais {|s〉〈s| : s ∈ Γ} .
Teorema 2.2 (Medição de um Γqudit na base omputaional). Seja |ψ〉 = ∑s∈Γ αs |s〉 o
estado de um Γqudit. A probabilidade de observar s ∈ Γ por medição na base omputaional
de H(Γ) é
prob(s) = |αs|2 . (2.6)
Se s é o valor observado então o estado pós-medição é, a menos de uma fase global, idêntio
a |s〉.
Demonstração. Considerem-se os operadores Ms = |s〉〈s|, s ∈ Γ. Para ada s ∈ Γ, Ms é
um projetor, i.e, M2s = Ms e M
†
s = Ms pelo que M
†
sMs = Ms. Veria-se failmente que∑
s∈ΓMs = IΓ.
Assim o onjunto {Ms : s ∈ Γ} satisfaz a relação de ompletude e a a probabilidade de
observar s é, pelo postulado 4, prob(s) = 〈ψ|M†mMm |ψ〉 = 〈ψ|Mm |ψ〉 = 〈ψ| |s〉〈s| |ψ〉 =




= αs|αs| |s〉. A
fase global eiθ = αs|αs| pode ser ignorada uma vez que não possível distinguir os estados |s〉 e
eiθ |s〉 om qualquer medição quântia [33℄.
Se R = (ψ, I) é um Γregisto quântio então medir o registo R na base omputaional
signia medir o estado do Γqudit ψ na base omputaional, ou seja, medir todos os qudits
do registo. E quando se pretende medir apenas alguns dos qudits de um registo quântio?
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Denição 2.11. A medição na base omputaional de um subregisto S = (φ, J) de um Γ
registo quântio R = (ψ, I) é a medição om o onjunto ompleto de projetores ortogonais
{|t〉〈t| [J ] : t ∈ ΓJ}.
Na denição anterior |t〉〈t| [J ] denota a extensão a H(Γ) do projetor |t〉〈t| em H(ΓJ).
No resultado seguinte expliitam-se a distribuição de probabilidade e a transição de estado
assoiados a uma medição de um subregisto.
Teorema 2.3. Sejam S = (φ, J) um subregisto de um Γregisto quântio R = (ψ, I), K =
I \J e pi a permutação de I tal que pi(I) = JK. Se o estado do registo R é |ψ〉 =∑s∈Γ αs |s〉
então a probabilidade de observar t ∈ ΓJ por medição na base omputaional do subregisto





















Demonstração. Veria-se failmente que os operadoresMt = |t〉〈t| [J ], t ∈ ΓJ , são projetores
dois a dois ortogonais e satisfazem a relação de ompletude
∑
t∈ΓJ Mt = IΓ.
Assim, pelo postulado 4, a probabilidade de observar t ∈ ΓJ é
prob(t) = 〈ψ|M†tMt |ψ〉 = 〈ψ| (P†pi · |t〉〈t| ⊗ IΓK ·Ppi) |ψ〉
= (Ppi |ψ〉)† · |t〉〈t| ⊗ IΓK · (Ppi |ψ〉) .
Uma vez que pi dene uma orrespondênia biunívoa entre Γ = ΓI e ΓJΓK , é possível


















u∈ΓK αpi−1(wu) |wu〉 e portanto
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−1(wu) 〈wu| onlui-se que













A fórmula (2.8), relativa ao estado pós-medição do registo R, é onsequênia direta do
postulado 4, ao se observar que



















Informalmente um iruito quântio onsiste num onjunto nito de portas e os quântios e
representa a forma omo os os se ligam às portas. Um iruito quântio pode ainda ser visto
omo uma desrição de omo deompor um operador em portas quântias.
Denição 2.12. Considere-se uma linguagem produto Γ de omprimento n. Um Γiruito
quântio C é uma sequênia de pares (U1, I1) , (U2, I2) , . . . , (Um, Im) em que:
• Ij ⊆ [1 .. n] é um onjunto não vazio de índies;
• Uj é um operador unitário em U(ΓIj ).
O operador unitário em U(Γ) realizado pelo iruito C é
UC = Um[Im] ·Um−1[Im−1] · · ·U2[I2] ·U1[I1].
Considere-se um Γiruito quântio C = (U1, I1) , (U2, I2) , . . . , (Um, Im). O tamanho
de C é dado pelo número de portas, m, do iruito. Diz-se que C é um Γiruito quântio
de n qudits se comp(Γ) = n. Se U é uma porta quântia então a expressão U ∈ C signia
que existe j ∈ [1 .. m] tal que U = Uj . Também (U, I) ∈ C signia que U = Uj e I = Ij
para algum j ∈ [1 .. m].
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2.4.1 Grafo de um circuito quaˆntico
Assoia-se a ada iruito quântio um grafo dirigido aílio (uma rede omputaional [55℄)
em que os vérties iniiais e nais orrespondem, respetivamente, às entradas e saídas do
iruito e ujos vérties interiores são as portas quântias do iruito.
Este oneito tem sido tratado de uma forma um tanto ou quanto informal, geralmente
introduzido por analogia om os grafos de iruitos booleanos no modelo lássio. No entanto
as diferenças signiativas entre os modelos de iruitos lássios e quântios transitam para os
respetivos grafos, donde o estudo das propriedades dos grafos de iruitos quântios onstitui
um assunto importante per se.
Em seguida propõe-se um araterização formal para o oneito de grafo de um iruito
quântio e deduzem-se algumas propriedades fundamentais.
Denição 2.13. Seja C = (U1, I1) , . . . , (Um, Im) um Γiruito quântio de n qudits. O
grafo assoiado ao iruito quântio C é o multigrafo dirigido G(C) = (V,E) denido por:
1. Um onjunto de m+ 2n vérties partiionado em V = S ∪ P ∪ T onde:
(a) S = S(C) é um onjunto de n vérties iniiais, ada um om semigrau inidente 0
e semigrau emergente 1;
(b) T = T (C) é um onjunto de n vérties nais, ada um om semigrau inidente 1 e
semigrau emergente 0;
() P = P (C) é um onjunto de m vérties interiores, ada um om semigrau inidente
igual ao semigrau emergente.
2. Os vérties iniiais são rotulados por ℓS : S → [1 .. n], os vérties nais por ℓT : T →
[1 .. n] e os vérties interiores por ℓP : P → [1 .. m].




ℓS(v) se v ∈ S
n+ ℓP (v) se v ∈ P
n+m+ ℓT (v) se v ∈ T .
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{ℓS(v)} se v ∈ S
{ℓT (v)} se v ∈ T
IℓP (v) se v ∈ P .
Existe um e um só aro de u ∈ V para v ∈ V rotulado om o inteiro i ∈ [1 .. n] se e só
se veriam as três ondições:
κ(u) < κ(v); (2.9a)
i ∈ Λ(u) ∩ Λ(v); (2.9b)
∀j ∈ [κ(u) + 1 .. κ(v) − 1] , i /∈ Λ(κ−1(j)) . (2.9)
Observação 2.3. Na denição anterior a rotulação dos vérties interiores permite assoiar
univoamente ada porta quântia do iruito a um operador unitário Uj bem omo ao
onjunto de índies Ij . A função κ dene essenialmente uma ordem topológia dos vérties
do grafo (os vérties iniiais antes dos interiores e estes seguidos pelos nais) de tal modo todos
os aros denidos pelas ondições (2.9) são dirigidos para a frente. Por sua vez, a função Λ
permite identiar os os quântios (os qudits) que entram e saem de ada uma das portas
quântias.
Uma onsequênia imediata da observação anterior é que os grafos são aílios uma vez
que todos os aros são dirigidos para a frente. Por outro lado os grafos não são neessa-
riamente onexos, embora não existam vérties isolados. Por exemplo, se um qudit não é
afetado por qualquer porta quântia do iruito então existe um aro no grafo de um vértie
iniial para um vértie nal e nesses vérties não inide qualquer outro aro.
Enuniam-se e demonstram-se em seguida algumas propriedades dos grafos assoiados a
iruitos quântios.
Teorema 2.4. Seja G(C) o grafo assoiado a um Γiruito quântio C. Existe um aminho
em G(C) de u ∈ V (C) para v ∈ V (C) om todos os aros no aminho rotulados om o mesmo
número i se e só se κ(u) < κ(v) e i ∈ Λ(u) ∩ Λ(v).
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Demonstração. Considere-se um aminho em G(C) do vértie u para o vértie v dado por
uma sequênia de aros e1, . . . , ek.
Para ada j ∈ [1 .. k] sejam uj a auda e e vj a abeça do aro ej . Pela denição 2.13,
κ(uj) < κ(vj). Uma vez que u = u1, v = vk e vj = uj+1 para j ∈ [1 .. k − 1], imediatamente
se onlui que κ(u) < κ(v).
Uma vez que e1 tem rótulo i então, pela denição 2.13, i ∈ Λ(u). De forma análoga,
onsiderando o aro ek, onlui-se que i ∈ Λ(v).
Reiproamente, onsidere-se o onjunto de vérties
Q = {w ∈ V (C) : κ(u) ≤ κ(w) ≤ κ(v) e i ∈ Λ(w)} .
Por hipótese κ(u) < κ(v) , i ∈ Λ(u) e i ∈ Λ(v). Logo Q é não vazio (ontém pelo menos os
vérties u e v). Seja R a sequênia dos elementos de Q ordenada pela função κ. Claramente
o primeiro elemento de R é u e o último é v.
A existênia de um aro entre ada par onseutivo de vérties na sequênia R rotulado
om i é onsequênia imediata da denição 2.13. Logo a sequênia R dene um aminho em
G(C) de u para v om todos os aros rotulados om i.
Corolário 2.1. Seja G(C) o grafo assoiado a um Γiruito quântio C. Existe um aminho
em G(C) de s ∈ S(C) para t ∈ T (C) om todos os aros no aminho rotulados om o mesmo
número i se e só se ℓS(s) = ℓT (t) = i.
Demonstração. A ordenação dos vérties de G(C) induzida pela função κ implia que κ(s) <
κ(t) quaisquer que sejam os vérties s ∈ S(C) e t ∈ T (C). Para além disso, Λ(s) = {ℓS(s)}.
Logo i ∈ Λ(s) se e só se ℓS(s) = i. De modo análogo, Λ(t) = {ℓT (t)} pelo que i ∈ Λ(t) se e só
se ℓT (t) = i. O enuniado do orolário é portanto uma onsequênia direta do teorema.
Teorema 2.5. Seja G(C) o grafo assoiado a um Γiruito quântio C. Sejam u, v ∈ V (C)
tais que κ(u) < κ(v) e i ∈ Λ(u) ∩ Λ(v). Então existe um únio aminho de u para v om
todos os aros no aminho rotulados om o mesmo número i.
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Demonstração. A existênia de um aminho de u para v nas ondições enuniadas é asse-
gurada pelo teorema 2.4. Resta provar a sua uniidade. Suponha-se então que existem dois
aminhos distintos de u para v, Q = e1, . . . , ek e Q
′ = e′1, . . . , e′p, nas ondições do enun-
iado. Sejam j o índie da primeira divergênia entre os aminhos Q e Q′, i.e., ej 6= e′j e
∀l < j, el = e′l. Sejam uj e vj (u′j e v′j), respetivamente, a auda e a abeça de ej (e′j).
Obviamente, uj = u
′
j . Se fosse vj = v
′
j então existiriam dois aros de uj para vj rotulados
om o inteiro i, o que é impossível pela denição 2.13. Logo vj 6= v′j e portanto κ(vj) < κ(v′j)
ou κ(v′j) < κ(vj).
Considere-se que κ(vj) < κ(v
′
j) (o outro aso trata-se de forma análoga). Então l = κ(vj)
satisfaz, κ(u′j) < l < κ(v
′
j) e i ∈ Λ(vj). Logo, pela denição 2.13, o aro e′j não poderia
existir.
Teorema 2.6. O onjunto dos aros do grafo de um Γiruito quântio C de n qudits admite
uma partição em n aminhos, ada aminho de um vértie de S para um vértie de T e em
que todos os aros num mesmo aminho possuem o mesmo rótulo i.
Demonstração. Como onsequênia do lema anterior, para ada i ∈ [1 .. n] existe um únio
aminho Qi de ℓ
−1
S (i) para ℓ
−1
T (i) om todos os aros rotulados pelo inteiro i. Existem portanto
n aminhos nas ondições do enuniado. Resta mostrar que os n aminhos Q1, . . . , Qn esgotam
os aros de G(C).
Considere-se um qualquer aro e ∈ E de G(C) e seja i o rótulo de e. Sejam u e v,
respetivamente a auda e a abeça de e. Se u /∈ S(C) então pelo lema 2.4 existe um aminho
R1 de ℓ
−1
S (i) para u. Se u ∈ S(C) onsidere-se R1 = ∅ (note que neste aso u = ℓ−1S (i)). De
forma análoga, se v /∈ T (C) então o lema 2.4 garante a existênia de um aminho R2 de v
para ℓ−1T (i). Se v ∈ T (C) então onsidere-se R2 = ∅ (já que neste aso v = ℓ−1T (i)). Logo
R1, e,R2 é um aminho de ℓ
−1
S (i) para ℓ
−1
T (i). Pelo lema 2.5, neessariamente Qi = R1, e,R2
e portanto e ∈ Qi.
Assim, num iruito quântio existem n os quântios ada o assoiado a um dos a-
minhos denidos pela partição de aros no teorema anterior (por sua vez ada aminho está
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assoiado a um dos qudits do sistema quântio subjaente). A operação de divisão (fanout)
de os omum no modelo lássio de iruitos booleanos é portanto impossível de realizar no
modelo de iruitos quântios. Este fato é também uma onsequênia do teorema da não
lonagem. Por outro lado, na seção 2.5, dene-se a porta quântia de fanout a qual permite
a ópia (lonagem) de informação lássia num iruito quântio.
Após a denição de grafo de um iruito quântio torna-se agora possível estabeleer
formalmente a profundidade de um iruito. Qualquer iruito quântio é organizável em
níveis
4
de tal forma que as portas quântias em ada nível são apliadas em paralelo. Cada
iruito quântio pode ser visto omo um alulador de uma erta função lássia. Desta
forma, assumindo uma mesma unidade de tempo para a ação de ada porta quântia, o
número de níveis num iruito está diretamente relaionado om o tempo neessário para
alular o valor daquela função para um dado argumento.
Denição 2.14. Seja Uj uma porta quântia num Γiruito quântio C. A profundidade
de Uj no iruito C é o inteiro prof(Uj) igual ao omprimento do aminho mais longo em
G(C) de um vértie s ∈ S(C) para ℓ−1P (j).
Denição 2.15. Seja C um Γiruito quântio e k ∈ N. Caso seja não vazio,
Lk = {(U, I) ∈ C : prof(U) = k}
denomina-se o nível k de C. A profundidade do iruito quântio C é o inteiro prof(C) =
max {k ∈ N : Lk 6= ∅}.
Deniu-se um nível num iruito omo um onjunto de portas quântias. Como se mostra
em seguida, dentro de um mesmo nível a ordem das portas não é importante.
Lema 2.3. Sejam Uj e Uk duas quaisquer portas de um Γiruito quântio C situadas ao
mesmo nível. Então Λ(ℓ−1P (j)) ∩ Λ(ℓ−1P (k)) = ∅.
Demonstração. Se fosse Λ(ℓ−1P (j))∩Λ(ℓ−1P (k)) 6= ∅ então o grafo do iruito onteria um aro
inidente nos vérties ℓ−1P (j) e ℓ
−1
P (k) e esses vérties não poderiam estar situados no mesmo
nível.
4
Na literatura enontra-se frequentemente o sinónimo amada (trad. da Língua Inglesa, layer).
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Do lema anterior onlui-se que se (Uj , Ij) e (Uk, Ik) são duas quaisquer portas de um
Γiruito quântio C situadas ao mesmo nível, i.e, tais que prof(Uj) = prof(Uk) então Uj e
Uk agem em onjuntos disjuntos de qudits, i.e, Ij ∩ Ik = ∅. Pelo lema 2.2 as portas omutam,
ou seja, Uj [Ij] ·Uk[Ik] = Uk[Ik] ·Uj [Ij]. Para além disso, pelo lema 2.1, é possível realizar
ambos os operadores em paralelo:
Uj [Ij ] ·Uk[Ik] = (Uj ⊗Uk)[IjIk] .
Denição 2.16. Seja Lj =
{
(Uj1 , Ij1), . . . , (Ujp , Ijp)
}
o nível j de um Γiruito quântio
C. O operador unitário realizado pelo nível j do iruito C é
Lj = Uj1 [Ij1] · · ·Ujp [Ijp ] .
Teorema 2.7. Seja Lj =
{
(Uj1 , Ij1), . . . , (Ujp , Ijp)
}
o nível j de um Γiruito quântio C.
Então o operador realizado por Lj é idêntio, a menos de uma permutação, à extensão a H(Γ)
do produto tensorial Uj1 ⊗ · · · ⊗Ujp .
Demonstração. Obtém-se por indução utilizando o lema 2.1.
Enerra-se esta seção de análise e espeiação formal dos oneitos de iruito quântio
e respetivo grafo assoiado enuniando o seguinte resultado geral, uja demonstração é uma
simples onsequênia do até então exposto.
Teorema 2.8. Seja C um Γiruito quântio de profundidade k. Então é possível esrever
o operador U realizado pelo iruito C na forma
U = Lk · Lk−1 · · ·L1 ,
onde Li designa o operador unitário realizado pelo nível i do iruito, i ∈ [1 .. k].
2.4.2 Realizac¸a˜o de operadores por circuitos quaˆnticos
Pela denição 2.12 ada Γiruito quântio realiza um operador U ∈ U (Γ). Cada iruito
C pode ser enarado omo uma máquina abstrata, veja-se a gura 2.7, a qual uma vez





|ψ〉 = U |φ〉
Figura 2.7: Realização de um operador por um iruito.
Mais geralmente, na implementação de um operador unitário por um iruito quântio
é onveniente onsiderar um espaço de trabalho auxiliar. Atribui-se a alguns dos qudits do
iruito um arater temporário ujo estado nal não é importante para a funionalidade do
operador implementado. Esses qudits designam-se qudits anilares ou simplesmente anilas
e o espaço de Hilbert subjaente onstitui o espaço anilar . Os restantes qudits do sistema
são qudits prinipais e o espaço de Hilbert subjaente designa-se espaço prinipal .
Para que as estatístias resultantes da medição do estado nal dos qudits prinipais do
sistema quântio sejam independentes do estado dos qudits anilares é fundamental que não
exista orrelação entre os sistemas. Dito de outro modo, antes de uma qualquer medição deve
garantir-se o não entrelaçamento entre os sistemas prinipal e anilar.
Uma forma expedita de assegurar, antes de uma medição, a não orrelação entre os estados
dos sistemas prinipal e anilar onsiste em estender o iruito om níveis que inluem, pela
ordem inversa, as portas quântias inversas de todas as portas que afetam o sistema anilar.
Assim, se o estado iniial dos qudits anilares é um estado base partiular, por exemplo
|0〉, então o seu estado nal será também |0〉 e esses qudits são reutilizáveis em operações





Figura 2.8: Realização de um operador por um iruito om anilas.
No que se segue onsidera-se em ada linguagem Γ uma palavra espeía denotada por 0.
A palavra 0 de uma qualquer linguagem produto Γ de omprimento n é dada pela onatenação
das palavras 0 ∈ Γ1, 0 ∈ Γ2, . . . , 0 ∈ Γn.
Denição 2.17. Considerem-se os onjuntos de índies J ⊂ I, K = I \ J e uma linguagem
produto Γ = ΓI . Diz-se que um operador U ∈ U (ΓJ) é realizado por um Γiruito quântio
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usando espaço anilar H (ΓK) se o operador realizado pelo iruito, W ∈ U (Γ), preserva o
subespaço de H (Γ) onde o estado dos qudits anilares é |0〉 e se nesse subespaço é, a menos
de uma permutação, idêntio a U⊗ IΓK .
Observação 2.4. Considere-se na denição anterior a permutação pi de I denida por pi(I) =




(|φ〉 ⊗ |0〉) = (U |φ〉)⊗ |0〉 ,
onde |0〉 ∈ H (ΓK). A gura 2.8 ilustra a ação de um tal iruito.
Uma vez que, por denição, os oneitos de porta quântia e operador unitário são equiva-
lentes, a realização de portas quântias por iruitos quântios traduz a noção de deomposição
de um operador unitário num produto de operadores unitários om ação loal.
O oneito de realização introduzido na denição anterior é de realização exata. A re-
alização aproximada de operadores por iruitos obtém-se denindo uma norma no espaço
dos operadores unitários, a qual por sua vez permite denir o erro de um iruito quântio
(do operador realizado pelo iruito) na realização de um operador unitário. Um resultado
fundamental para sistemas de qubits é o Teorema de Solovay-Kitaev o qual estabelee o grau
de onvergênia na realização aproximada de um operador por iruitos quântios baseados
num onjunto nito de portas quântias [33℄.
2.4.3 Circuitos quaˆnticos reconhecedores de linguagens
Denição 2.18. Um (Γ, In,Out)iruito quântio é um terno (C, In,Out) onde C é um
Γ-iruito quântio e In e Out são onjuntos de índies In,Out ⊆ [1 .. comp(Γ)].
As linguagens de entrada e saída de um (Γ, In,Out)iruito quântio são, respetiva-
mente, ΓIn e ΓOut.





, o j-ésimo o quântio no iruito orresponde ao Γijqudit
ψij do registo R. Assim, RIn denota o registo de entrada do iruito dado pelo subregisto
de R onstituído pelos qudits {ψi : i ∈ IIn} e o registo de saída do iruito orresponde ao
subregisto ROut de R onstituído pelos qudits {ψi : i ∈ IOut}.
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A funionalidade de um iruito quântio, ilustrada na gura 2.9, onsiste no seguinte
proesso: Iniialmente prepara-se o registo de entrada num estado |x〉 orrespondente a uma
dada palavra x ∈ ΓIn enquanto o registo onstituído pelos restantes qudits, {ψi : i ∈ I\IIn},
é iniializado no estado |0〉. Assim, a menos de uma permutação, o estado iniial do sistema
quântio subjaente ao registo R é |x〉⊗ |0〉. Após a evolução unitária presrita pelo operador
realizado pelo iruito, efetua-se uma medição do registo de saída na base omputaional, a
qual terá omo resultado uma erta palavra y ∈ ΓOut.
Denota-se por probC(y | x) a probabilidade de observar y ∈ ΓOut pela medição do registo
de saída de um iruito quântio dado que o registo de entrada é iniializado om x ∈ ΓIn.
Seja |ψ〉 = ∑s∈Γ αs |s〉 o estado do registo R assoiado ao iruito C após a ação do







onde piIn é a permutação de I tal que piIn(I) = IIn × (I \ IIn). Seja piOut
a permutação de I tal que piOut(I) = IOut × (I \ IOut). De aordo om o teorema 2.5 a
probabilidade de observar y dada a entrada x é



















Figura 2.9: Funionalidade de um iruito quântio.
Observação 2.5. No que se segue, faz-se uso da notação Γ(n) para indiar que existem n
linguagens Γ1,Γ2, . . . ,Γn tais que Γ
(n) = Γ1Γ2 · · ·Γn isto é que Γ(n) é uma linguagem produto
de n linguagens. À priori não se assume a validade da reorrênia Γ(n+1) = Γ(n)Γn+1 embora
esta seja verdadeira em sistemas de qubits ou mais geralmente em sistemas não híbridos (todos
os qudits do sistema denidos sobre a mesma linguagem).
Uma família de iruitos quântios é uma suessão C = {Cn}n∈N em que Cn é um
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(Γ(n), In(n),Out(n)) iruito quântio.
Para n ∈ N, Γ(n)In representa a linguagem de entrada do n-ésimo iruito da família, i.e.,
Γ
(n)









Seja C um (Γ, In,Out)iruito quântio e {0, 1} ⊆ ΓOut. Para x ∈ ΓIn diz-se que C aeita
x om probabilidade p se probC(1 | x) = p. Diz-se que rejeita x om probabilidade p se
probC(0 | x) = p.
Diz-se que C reonhee uma linguagem L ⊆ ΓIn om probabilidade pelo menos p se C
aeita x om probabilidade pelo menos p para x ∈ L e se rejeita x om probabilidade pelo
menos p para x /∈ L.
Diz-se que uma família de iruitos quântios C = {Cn}n∈N reonhee uma linguagem
L ⊆ Γ(∗)In om probabilidade pelo menos p se ∀n ∈ N, Cn reonhee a linguagem Ln = L∩Γ(n)In
om probabilidade pelo menos p.
Diz-se que C reonhee uma linguagem L ⊆ Γ(∗)In om probabilidade uniformemente su-
perior a p se existe uma onstante 0 < δ ≤ 1 − p tal que ∀n ∈ N, Cn reonhee Ln om
probabilidade pelo menos p+ δ.
As denições anteriores permitem onsiderar lasses de linguagens reonheidas por lasses
de famílias de iruitos quântios e assim alierçar uma teoria da Complexidade de Ciruitos
Quântios em sistemas de Γqudits. Nesse sentido é ainda imperativo xar um onjunto de
portas quântias base.
Denição 2.19. Seja G um onjunto de operadores unitários em Γ(∗). Diz-se que um operador
unitário U é realizável por um iruito quântio om base num onjunto de portas quântias
G se existe um iruito quântio K = (U1, I1) , (U2, I2) , . . . , (Um, Im) que realiza U e tal que
Ui ∈ G, i = 1, . . . ,m.
Os elementos de G designam-se portas base.
O tamanho do menor iruito quântio om base G que realiza um dado operador U
designa-se por tamanho de U em G.
5
A denição é análoga à linguagem de feho de Kleene em linguagens formais. No entanto a linguagem
Γ
(∗)
In não inlui a palavra vazia, o que orresponderia a ter na família C um iruito sem entradas.
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A denição anterior foi oloada em termos de realização de operadores. É possível
onsiderar-se uma denição análoga para reonheimento de linguagens.
Se por um lado o onjunto onstituído pelas portas de Rotação de Givens (om ângulo
θ omputável) e pelas portas de Controlo de Muthukrishnan-Stroud, referidas na seção 2.2,
é andidato a onjunto (innito) exatamente universal para omputação em sistemas de
Γqudits, por outro enontra-se em aberto o problema de determinar um onjunto nito de
portas quântias aproximadamente universal.
Um outro aspeto é a questão da uniformidade dos iruitos. Sabe-se, no ontexto dos
iruitos booleanos lássios, ser neessário introduzir uma noção de uniformidade de iruitos
para que o modelo seja razoável (i.e., de modo a inibir a possibilidade de uma família de
iruitos deidir linguagens não deidíveis pelas máquinas de Turing). Para sistemas de qubits,
só reentemente se eslareeram as questões da uniformidade e equivalênia entre os modelos
de máquinas de Turing quântias e famílias de iruitos quântios.
Considere-se uma linguagem L ⊆ {0, 1}∗. Diz-se que
• L pertene à lasse de omplexidade L ∈ EQP (exat quantum polinomial time) se
existe uma máquina de Turing quântia que em tempo polinomial reonhee L om
probabilidade 1 (reonhee a linguagem de forma exata);
• L pertene à lasse de omplexidade BQP (bounded probabilisti quantum polinomial
time) se existe uma máquina de Turing quântia,M , que em tempo polinomial reonhee
L om probabilidade uniformemente superior a 1/2;
• L pertene à lasse de omplexidade ZQP (zero error quantum polinomial time) se
existe uma máquina de Turing quântia, M , que em tempo polinomial reonhee L
om probabilidade uniformemente superior a 1/2 e para além disso satisfaz as ondições
seguintes:
1. se M aeita x om probabilidade não nula então rejeita x om probabilidade 0;
2. se M rejeita x om probabilidade não nula então aeita x om probabilidade 0.
Em 2000, Kitaev e Watrous [34℄ deniram um modelo de famílias de iruitos quântios
uniformemente gerados em tempo polinomial e baseados num onjunto de 5 portas quânti-
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as, a base de Shor, equivalente a BQP. Este modelo é apenas adequado no ontexto de
reonheimento probabilístio de linguagens, uma vez que no aso exato as famílias de ir-
uitos uniformemente gerados em tempo polinomial reonheem a lasse P em vez de EQP
[40℄. Por outro lado, removendo a restrição no número de portas quântias base obtém-se
o modelo das famílias de iruitos quântios uniformes. Mostra-se que esta lasse reonhee
preisamente BQP mas, no asos exato e de erro zero, reonheem mais do que deveriam.
De fato, mostra-se que neste modelo é possível onstruir uma família de iruitos quântios
que implementa de forma exata a transformada quântia de Fourier de qualquer ordem, um
problema não resolúvel de forma exata por máquinas de Turing Quântias [36℄, [43℄. A ques-
tão da uniformidade foi nalmente resolvida por Nishimura e Ozawa [42℄ ao estabeleerem
uma equivalênia perfeita entre máquinas de Turing quântias e um modelo de famílias de
iruitos quântios uniformes nitamente gerados.
Qualquer modelo razoável de Γiruitos uniformes deverá ter em onsideração que o
número de diferentes tipos de qudits deve ser nito, aso ontrário poder-se-ia odiar a
informação não omputável na dimensão do espaço de estados dos sistemas físios subjaentes.
Neste modelo, é neessário ainda formalizar um oneito adequado de famílias de iruitos
uniformes nitamente gerados. A formalização destes oneitos enontra-se numa fase iniial
de investigação bem omo o onsequente estudo da relação entre os modelos de Computação
Quântia baseados em qubits, qudits e Γqudits. Conjetura-se no entanto que o poder
omputaional destes três modelos será equivalente, i.e., a lasse BQP será equivalente à lasse
de famílias de iruitos quântios uniformes nitamente gerados em qualquer dos modelos.
2.5 Paralelizac¸a˜o de operadores quaˆnticos
Em 1998, Moore e Nilsson [35℄ demonstraram ser possível realizar qualquer permutação de
estados de qubits usando iruitos quântios de profundidade onstante. O teorema seguinte
generaliza aqueles resultados para o aso de uma permutação arbitrária de n Γqudits:
Teorema 2.9. Sejam Γ uma linguagem e pi uma permutação de [1 .. n], om n ≥ 2. Então
o operador de permutação Ppi : H(Γn)→ H(Γn) é realizável por um iruito quântio om n
Γ-qudits anilares, tamanho 4n e profundidade 4.
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|0〉  • • − |0〉
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|0〉  • • − |0〉
Figura 2.10: Realização om anilas de uma permutação do estado n qudits.
Demonstração. Realiza-se uma ópia do estado dos n qudits prinipais para um registo anilar.
Usando as anilas, oloam-se os qudits prinipais no estado |0〉. Copiam-se os estados dos
qudits anilares para os qudits prinipais na ordem induzida pela permutação. Finalmente
repõe-se o estado das anilas a |0〉. As portas quântias utilizadas em ada um dos passos
anteriores podem ser apliadas em paralelo, pelo que a profundidade do iruito é onstante
e igual a 4 omo se ilustra na gura 2.10.
É possível eliminar a utilização de qudits anilares aumentando ligeiramente a profundi-
dade do iruito, omo mostra o próximo resultado.
Teorema 2.10. Sejam Γ uma linguagem e pi uma permutação de [1 .. n], om n ≥ 2. Então
o operador de permutação Ppi : H(Γn) → H(Γn) é realizável por um iruito quântio sem
anilas e om profundidade onstante.
Demonstração. Sabe-se que qualquer permutação se pode esrever omo a omposição de
ilos disjuntos. Por sua vez, é possível deompor ada ilo num produto de dois onjuntos
disjuntos de transposições que se obtém por duas quaisquer reexões geradoras do grupo de
simetrias do ilo. Cada transposição é realizada pelo operador de troa representado na
gura 2.11. (Reorrendo ao operador de soma e a uma generalização da porta de Hadamard,
o operador de troa é realizável sem anilas, [13℄.)
Exemplo 2.1. Considere-se a permutação pi de [1 .. 8] dada por [2, 4, 5, 7, 6, 3, 8, 1]. A de-
omposição de pi em ilos disjuntos é (1 2 4 7 8)(3 5 6). Ao primeiro dos ilos, representado
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|s〉  |t〉
|t〉  |s〉









Figura 2.12: Deomposição de um ilo num produto de transposições.
na gura 2.12, orresponde o produto das transposições (1 2)(4 8) e (2 8)(4 7). A deomposição
do ilo (3 5 6) obtém-se de forma análoga omo o produto das transposições (3 5) e (5 6). A
gura 2.13 ilustra o iruito quântio orrespondente.
Reentemente, têm-se alançado progressos signiativos na ompreensão do poder de
famílias quântias de iruitos om profundidade onstante, [22℄[26℄[23℄[29℄. Os interessan-
tes resultados obtidos permitiram difereniar ertas lasses de omplexidade no modelo de
iruitos om qubits das orrespondentes lasses no modelo lássio.
Estes resultados apoiam-se na hipótese de realizar em profundidade onstante a porta de
|s1〉  |s2〉
|s2〉   |s4〉
|s3〉  |s5〉
|s4〉   |s7〉
|s5〉   |s6〉
|s6〉  |s3〉
|s7〉  |s8〉
|s8〉   |s1〉
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_ _ _ _ _ _ _ _
Figura 2.13: Realização sem anilas da permutação pi do exemplo 2.1.
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Figura 2.14: A porta de fanout
fanout, a qual realiza ópias (na base omputaional) do estado de um qubit para n qubits.
Note-se que este pressuposto é tido omo garantido no modelo Clássio de iruitos booleanos,
mesmo em lasses de omplexidade que limitam o grau de entrada de ada porta num iruito
booleano (e.g., a lasse NC).
Usando a porta quântia de ópia, demonstra-se failmente que é possível realizar n ópias
de um Γ-qudit em profundidade O (log n), omo se ilustra na gura 2.14. A porta de fanout
é denida por
FANOUT : H(Γ)⊗H(Γn)→H(Γ)⊗H(Γn)
FANOUT |s〉 |t1〉 |t2〉 · · · |tn〉 = |s〉 |(s+ t1) mod Γ〉 |(s+ t2) mod Γ〉 · · · |(s+ tn) mod Γ〉 .
Em Høyer e palek [29℄ demonstra-se o poder da porta de fanout para a onstrução de
iruitos om profundidade onstante, no modelo de omputação om qubits. Entre outras
mostra-se a possibilidade de aproximar om profundidade onstante o equivalente quântio da
porta de limiar, o que permite, om base em resultados estabeleidos na área da Computação
Clássia em Redes Neuronais, realizar de forma aproximada todas as operações aritmétias
por iruitos quântios om profundidade onstante.
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Na sua esmagadora maioria, os trabalhos de investigação sobre aritmétia em Computação
Quântia apliam-se a sistemas de qubits. O aso da adição não é exepção.
Num trabalho pioneiro de 1995, Vedral et al. [52℄ apresentam um iruito quântio para
somar dois números de n bits om profundidade 3n e que utiliza n+ 1 qubits anilares. Em
1998, Gossett [25℄ apresenta um iruito quântio para a adição de k números de n bits,
baseado na ténia de guarda de transporte, om profundidade 4 log k e tamanho 4nk. Em
2000, Draper [18℄ apresenta um somador quântio, baseado na transformada quântia de
Fourier, de profundidade linear, mas om a partiularidade de não utilizar qubits anilares.
Em 2004, o mesmo autor [19℄ apresenta um iruito quântio baseado na ténia de arry-
lookahead om profundidade 2 log n e que utiliza n− log n qubits anilares.
Neste apítulo estuda-se o problema da adição de números, representados por sequênias
de dígitos, em sistemas de representação redundantes.
Consideram-se versões quântias de dois algoritmos lássios de adição originalmente des-
ritos por Parhami [44℄. As duas lasses de iruitos quântios obtidas, om profundidade ons-
tante e tamanho linear, obrem todos os sistemas de representação redundantes. Conretizam-
se ainda o iruito quântio para o sistema redundante de representação GSD(3, 3, 4).
O desenvolvimento de algoritmos quântios eientes para a resolução do problema da
adição dem números om n dígitos tem assaz importânia já que este se relaiona diretamente
om os problemas da multipliação e divisão de números. Pela primeira vez, de uma forma
uniada, estabeleem-se ondições neessárias e suientes para a apliação de um algoritmo
para a soma de m números, num sistema redundante de representação, sem propagação de
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dígitos de transporte, ongurando-se assim a possibilidade de denir iruitos quântios om
profundidade onstante para resolver o problema da adição de m números de n dígitos.
Os iruitos aqui desritos pertenem à família de iruitos quântios híbridos e onstituem
uma partiularização do modelo geral de iruitos em sistemas de Γ-qudits estabeleido no
apítulo 2.
Denição 3.1. Sejam r ≥ 2, α, β ≥ 0 inteiros tais que α+β ≥ r−1. Um sistema generalizado
de representação, GSD(r, α, β), é um sistema posiional de raiz r om onjunto de dígitos
{−α, . . . , β}.
Denição 3.2. Seja N = GSD(r, α, β) um sistema generalizado de representação.
O fator negativo de redundânia de N é ρ− = αr−1 .
O fator positivo de redundânia de N é ρ+ = βr−1 .
O fator de redundânia de N é ρ = ρ− + ρ+ = α+βr−1 .
Denição 3.3. Seja N = GSD(r, α, β) um sistema generalizado de representação. Diz-se
que N é um sistema redundante se ρ > 1. Caso ontrário, i.e., se ρ = 1, diz-se que N é um
sistema não redundante.
No que se segue, para um dado sistema de representação N = GSD(r, α, β), HN denota
o espaço de Hilbert om a base omputaional onstituída pelos kets |s〉, s ∈ {−α, . . . , β}. O
onjunto dos operadores unitários em HN denota-se por U (HN ).
3.1 Adic¸a˜o de dois inteiros
A adição de dois inteiros x ≡ xn−1 · · · x1x0 e y ≡ yn−1 · · · y1y0 onsiste, essenialmente, em
separar xi+yi num dígito soma parial wi e num dígito de transporte para a posição seguinte,
ci+1. Geralmente, ci+1 é função não só de xi e yi mas também do dígito de transporte ci.
Assim, para alular ci+1 é neessário aguardar pelo álulo de ci ou onsiderar ci+1 função
de todos os dígitos xj e yj para j ≤ i. O desenvolvimento de métodos que permitam limitar a
propagação de dígitos de transporte onstitui um fator deisivo na redução da omplexidade
linear do algoritmo onvenional para a adição.
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Uma importante araterístia dos algoritmos a seguir apresentados é a possibilidade de
estes serem totalmente paralelizáveis na forma de iruitos om profundidade onstante.
Considere-se um sistema de representação N = GSD(α, β, r). Dados dois inteiros x e y,
representados por sequênias de n dígitos, pretende-se determinar uma representação em N
para o inteiro z = x+ y. Denote-se este problema por SomaN (n).
O algoritmo de Adição sem Propagação de Dígitos de Transporte (CFA) onsiste em
determinar, numa primeira fase, as somas pariais, wi, e os dígitos de transporte, ci+1, omo
função de xi e yi. Numa segunda fase alulam-se os dígitos soma nal, zi, pela simples adição
das somas pariais, wi, e dos dígitos de transporte, ci. Os dígitos de transporte e somas
pariais gerados na primeira fase devem permitir a absorção de ada dígito de transporte para
a posição i no álulo da soma nal zi = wi + ci, i.e., zi ∈ S(N ), i = 0, . . . , n− 1.
Algoritmo 3.1. Adição sem Propagação de Dígitos de Transporte (CFA) para a resolução
do problema SomaN (n):
PARA i DESDE 0 ATÉ n-1
alular [i+1℄ e w[i℄ usando x[i℄ e y[i℄;
PARA i DESDE 0 ATÉ n-1
alular z[i℄ usando w[i℄ e [i℄.
A lasse de sistemas redundantes de representação que suportam o algoritmo CFA, foi
originalmente identiada por Parhami [44℄.
Teorema 3.1 (Parhami [44℄, Pereira [45℄). Seja ρ o oeiente de redundânia de um sistema
de representação N = GSD(α, β, r). O algoritmo 3.1 é apliável ao problema SomaN (n) se e
só se (ρ ≥ 1 + 3r−1 e r > 2) ou (ρ = 1 + 2r−1 , α 6= 1 e r > 2) ou (ρ = 1 + 2r−1 , β 6= 1 e r > 2).
No algoritmo de Propagação Limitada de Dígitos de Transporte (LCPA) são iniialmente
determinadas estimativas binárias, ei+1, para os dígitos de transporte ci+1, em função dos
dígitos xi e yi. Numa segunda fase determinam-se as somas pariais, wi, e os dígitos de
transporte ci+1 omo função de xi, yi e ei. A última fase onsiste em alular os dígitos
soma nal, zi, por simples adição das somas pariais, wi, e dos dígitos de transporte, ci. Os
dígitos estimativa, de transporte e soma parial são gerados de modo a permitir a absorção
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total de ada dígito de transporte para a posição i no álulo da soma nal zi = wi + ci, i.e.,
zi ∈ S(N ), i = 0, . . . , n− 1.
Como se mostra em Parhami [44℄ ou Pereira [45℄ o algoritmo LCPA é apliável a qualquer
sistema de representação redundante.
Algoritmo 3.2. Adição om Propagação Limitada de Dígitos de Transporte (LCPA)
PARA i DESDE 0 ATÉ n-2
alular e[i+1℄ usando x[i℄ e y[i℄;
PARA i DESDE 0 ATÉ n-1
alular [i+1℄ e w[i℄ usando x[i℄, y[i℄ e e[i℄;
PARA i DESDE 0 ATÉ n-1
alular z[i℄ usando w[i℄ e [i℄.
Denem-se em seguida os iruitos quântios QCFA e QLCPA que implementam, res-
petivamente, os algoritmos 3.1 e 3.2. A funionalidade dos iruitos apresentados onsiste
na omposição de operadores unitários om ação loal sobre o espaço de Hilbert subjaente
aos registos quântios das entradas |x〉 e |y〉, do resultado |z〉 e de algum espaço anilar. Os
estados dos qudits anilares, quer à entrada, quer à saída do iruito são idêntios a |0〉.
Se se ignorar o espaço anilar, ada iruito para o problema SomaN (n) implementa um
operador unitário U que deverá satisfazer,
U |x〉 |y〉 |0〉 = |x〉 |y〉 |x+ y〉 , (3.1)
em que |x〉 , |y〉 ∈ H⊗nN são dois registos que ontêm as representações em n qudits dos inteiros
x e y. |0〉 ∈ H⊗(n+1)N é o estado iniial do registo z.
3.1.1 O circuito QCFA para o problema SomaN (n)
Cada dígito de transporte no Algoritmo 3.1 é alulado om a avaliação de uma função
c : S(N )2 → Sc em que Sc = {−λ, . . . , µ} é o onjunto dos possíveis dígitos de transporte.
A função c depende apenas do sistema de representação N (veja-se Parhami [44℄ ou Pereira
[45℄).
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Figura 3.1: As portas quântias C,W e Z para o iruito QCFA
Denição 3.4. Sejam a e b inteiros não negativos tais que d = a+ b ≥ 1 e seja S = [−a .. b].
Para qualquer inteiro n, o resíduo módulo S de n denota-se por n mod S e é igual ao únio
inteiro m ∈ S que satisfaz m+ a = (n+ a) mod d.
Seja Nc = GSD(λ, µ, 2). Note-se que Sc = S(Nc). À função c orresponde o operador
unitário C ∈ U (H⊗2N ⊗HNc) denido por
C |a〉 |b〉 |f〉 = |a〉 |b〉 |(f + c(a, b)) mod Sc〉 (3.2)
e uja ação é C |a〉 |b〉 |0〉 = |a〉 |b〉 |c(a, b)〉 (veja-se a gura 3.1).




Ci+1 ≡ CnCn−1 · · ·C2C1 , (3.3)
onde Ci+1 = C[xi, yi, ci+1] para i = 0, . . . , n− 2 e Cn = C[xn−1, yn−1, zn]. Note-se que os
operadores Ci no produto (3.3) agem sobre onjuntos disjuntos de qudits, pelo que se podem
apliar em paralelo.
Observação 3.1. Note-se que o valor do dígito mais signiativo da soma nal, zn, orresponde
ao último dígito de transporte, cn. Na realidade, a porta Cn em (3.3) não é exatamente igual
C[xn−1, yn−1, zn]. De fato, geralmente, Nc 6= N pelo que o qudit zn é denido sobre um es-
paço de Hilbert diferente de HNc . No entanto S(Nc) ⊂ S(N ). Assim Cn = C˜[xn−1, yn−1, zn],
onde C˜ é uma extensão unitária de C a HN .
Sejam Sw = {−α+ λ, . . . , β − µ} o onjunto dos possíveis dígitos soma parial, Nw =
GSD(α− λ, β − µ, 2) e onsidere-se a função w : S2 × Sc → Sw denida por
w(a, b, c) =


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Cada soma parial resulta da apliação do operador unitário W ∈ U(H⊗2N ⊗ HNc ⊗ HNw)
denido por
W |a〉 |b〉 |c〉 |g〉 = |a〉 |b〉 |c〉 |(g + w(a, b, c)) mod Sw〉 . (3.5)
A ação deste operador, W |a〉 |b〉 |c〉 |0〉 = |a〉 |b〉 |c〉 |w(a, b, c)〉, ilustra-se na gura 3.1.





Wi ≡Wn−1Wn−2 · · ·W1W0 , (3.6)
ondeWi =W[xi, yi, ci+1, wi], i = 0, . . . , n− 1.
O álulo de ada um dos dígitos soma nal, zi, i = 0, 1, . . . , n − 1, é realizado pela
avaliação da função z : Sw × Sc → S denida por z(w, c) = w + c. Assoiado a esta função
dene-se o operador unitário Z ∈ U(HNw ⊗HNc ⊗HN ) por
Z |w〉 |c〉 |h〉 = |w〉 |c〉 |(h+ z(w, c)) mod S〉 . (3.7)
Na gura 3.1 ilustra-se a ação de Z, Z |w〉 |c〉 |0〉 = |w〉 |c〉 |w + c〉.
Sejam Zi = Z[wi, ci, zi], i = 0, . . . , n − 1. O álulo em paralelo dos dígitos soma nal é




Zi ≡ Zn−1Zn−2 · · ·Z1Z0 . (3.8)
Após o álulo dos dígitos soma nal é neessário reverter o estado dos qudits dos registos
de dígitos de transporte e de dígitos soma parial ao seu estado iniial. Tal é alançado pela










2 · · ·C†n−2C†n−1 . (3.10)
Sejam Hwork = H⊗nN ⊗ H⊗nN ⊗ H⊗n+1N o espaço prinipal e Hancilla = H⊗nNc ⊗ H⊗nNw o
espaço anilar utilizado pelo iruito QCFA. A este iruito orresponde o operador V ∈
U (Hwork ⊗Hancilla) denido por
V = L5L4L3L2L1 (3.11)
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Figura 3.2: O iruito quântio QCFA para instânias de tamanho n = 2
uja ação é
V(|x, y, z〉 ⊗ |0〉) = (U |x, y, 0〉)⊗ |0〉 , (3.12)
onde U é um operador om ação idêntia a (3.1).
Cada termo no produto (3.11) pode ser alulado em uma únia unidade de tempo, já
que as portas quântias agem sobre onjuntos disjuntos de qudits. Assim, o iruito quântio
QCFA para o problema SomaN (n) tem profundidade onstante (igual a 5). O número total
de portas C, W e Z é linear (5n − 1). A gura 3.2 ilustra o aso n = 2. As faixas vertiais
demaram os 5 níveis do iruito. As linhas onduladas horizontais demaram uma omponente
do iruito (qudits e portas quântias) que, ao ser repetida, estende o iruito de forma a lidar
om a adição de números de tamanho arbitrário.
3.1.2 O somador quaˆntico LCPA
As estimativas binárias ei+1, i = 0, . . . , n − 2, no Algoritmo 3.2 são aluladas omo uma
função e : S(N )2 → B, e(xi, yi) = ei+1. Esta função é extensível ao operador unitário
E ∈ U(H⊗2N ⊗H2) denido por
E |a〉 |b〉 |c〉 = |a〉 |b〉 |c⊕ e(a, b)〉 , (3.13)
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Figura 3.3: As portas quântias E, C,W e Z para o iruito QLCPA
em que ⊕ denota a adição bit a bit módulo 2. A porta quântia assoiada a este operador,
representada na gura 3.3, tem ação E |a〉 |b〉 |0〉 = |a〉 |b〉 |e(a, b)〉.
Seja Ei+1 = E[xi, yi, ei+1], i = 0, . . . , n − 2. O álulo das estimativas para os dígitos de




Ei+1 ≡ En−1En−2 · · ·E2E1 . (3.14)
Os operadores no produto (3.14) agem sobre onjuntos disjuntos de qudits, pelo que podem
ser apliados em simultâneo, i.e, as estimativas são aluladas em paralelo.
Seja Nc = GSD(λ, µ, 2). Cada dígito de transporte no algoritmo 3.2 é alulado omo
uma função c : S(N )2 × B → S(Nc) que depende apenas do sistema de representação N . O
operador unitário orrespondente, C ∈ U(H⊗2N ⊗H2 ⊗HNc) é denido por
C |a〉 |b〉 |e〉 |f〉 = |a〉 |b〉 |e〉 |(f + c(a, b, e)) mod Sc〉 . (3.15)
A ação de C, ilustrada na gura 3.3, é C |a〉 |b〉 |e〉 |0〉 = |a〉 |b〉 |e〉 |c(a, b, e)〉. O álulo dos





onde Ci+1 = C[xi, yi, ei, ci+1], i = 0, . . . , n− 2. O dígito de transporte cn torna-se no dígito
mais signiativo do registo z, i.e., Cn = C[xn−1, yn−1, en−1, zn]. Veja-se a observação 3.1.
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3.1 Adição de dois inteiros
Seja w : S(N )2 × S(Nc)→ S(Nw) a função denida por
w(x, y, c) =


x+ y − r · c se c ∈ c−1(S(N )2 × B)
0 aso ontrário.
(3.17)
O álulo de ada soma parial wi, i = 0, . . . , n − 1, é realizado pela ação do operador
W ∈ U(H⊗2N ⊗HNc ⊗HNw) denido por
W |a〉 |b〉 |c〉 |g〉 = |a〉 |b〉 |c〉 |(g + w(a, b, c)) mod S(Nw)〉 . (3.18)
A ação deW, W |a〉 |b〉 |c〉 |0〉 = |a〉 |b〉 |c〉 |w(a, b, c)〉, ilustra-se na Figura 3.3.
O álulo em paralelo dos dígitos soma parial reduz-se a apliar o seguinte produto de




Wi ≡Wn−1Wn−2 · · ·W1W0 , (3.19)
onde Wi =W[xi, yi, ci+1, wi], i = 0, . . . , n− 1.
O álulo de ada dígito soma nal, zi, i = 0, 1, . . . , n − 1, é realizado pelo operador
Z ∈ U(HNc ⊗HNw ⊗HN ) denido por
Z |w〉 |c〉 |h〉 = |w〉 |c〉 |(h+ w + c) mod S(N )〉 . (3.20)
Na gura 3.3 ilustra-se a ação de Z, Z |w〉 |c〉 |0〉 = |w〉 |c〉 |w + c〉.
Sejam Zi = Z[wi, ci, zi], i = 0, . . . , n − 1. O álulo em paralelo dos dígitos soma nal é





Note-se que o dígito mais signiativo do resultado, zn, havido já sido alulado omo um
dígito de transporte.
De modo a reverter o estado dos qudits anilares ao seu estado iniial, inverte-se a ação















2 · · ·E†n−2E†n−1 . (3.24)
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Figura 3.4: O iruito QLCPA para n = 2 qudits
Na gura 3.4 ilustra-se o iruito QLCPA para o aso n = 2. Todas as portas no interior
de ada uma das 7 regiões vertiais assinaladas podem ser apliadas em simultâneo. O bloo
delimitado pelas linhas horizontais onduladas demara o lugar onde é possível inserir n − 2
bloos idêntios de modo a estender o iruito para lidar om o problema da adição de números
om n dígitos. Independentemente do tamanho dos números, a profundidade do iruito
QLCPA é onstante (igual a 7).
Dene-se em seguida o operador unitário orrespondente ao iruito ompleto. Note-se
que as portas E e C dependem do sistema de representação onsiderado.
Sejam Hwork = H⊗nN ⊗H⊗nN ⊗H⊗(n+1)N o espaço de Hilbert prinipal e Hancilla = H⊗(n−1)2 ⊗
H⊗nNc ⊗H⊗nNw o espaço anilar. O operador unitário V ∈ U (Hwork ⊗Hancilla) denido por
V = L7L6L5L4L3L2L1 (3.25)
tem ação
V(|x, y, 0〉 ⊗ |0〉) = U(|x, y, 0〉)⊗ |0〉 , (3.26)
onde U é o operador soma referido em (3.1).
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3.1 Adição de dois inteiros
3.1.3 O circuito QCFA no sistema GSD(3, 3, 4)
Seja N = GSD(3, 3, 4) o sistema simétrio onvenional de dígitos om sinal, de redundânia
máxima, ρ = 2, em raiz r = 4. Como onsequênia do teorema 3.1, é possível denir um
iruito QCFA para adição de dois números neste sistema.




−1 se xi + yi ≤ −3
0 se −2 ≤ xi + yi ≤ 2
1 se xi + yi ≥ 3.
A partir da gura desta função, gura 3.5, onstrói-se o iruito representado na gura 3.6,
baseado em portas de Tofolli generalizadas, onde X denota o operador denido por X |a〉 =
|(a+ 1) mod S(Nc)〉 (veja-se a gura 3.7).





























































































|0〉 X† X† X† X† X† X† X† X† X† X† X X X X X X X X X X |ci+1〉
Figura 3.6: Implementação em série da porta C
É possível reduzir substanialmente a profundidade da porta C reorrendo a portas de
limiar e utilizando algum espaço anilar. De fato, a profundidade do iruito ilustrado na




Note-se que é possível implementar ada porta de limiar om um iruito quântio de profundidade 3.
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Figura 3.7: A ação do operador X no álulo dos dígitos de transporte
|xi〉 • • • |xi〉
|yi〉 • • • |yi〉
|0〉 • • |ci+1〉
|0〉  •  |0〉
|0〉  •  |0〉
|0〉  Th(≥ 3)  |0〉
|0〉  Th(≤ −3)  |0〉
Figura 3.8: Implementação em paralelo da porta C
O álulo de ada dígito soma parial é realizado pela função representada na gura 3.9
e o iruito quântio orrespondente obtém-se de forma análoga à do iruito para o álulo
dos dígitos de transporte.
-3 -2 -1 0 1 2 3
-1 -1 -1 -1 0 0 0
-3
-2 -1 0 1 -2 -1 0







-1 0 1 -2 -1 0 1
-1 -1 0 0 0 0 0
0 1 -2 -1 0 1 2
-1 0 0 0 0 0 1
1 -2 -1 0 1 2 -1
0 0 0 0 0 1 1
-2 -1 0 1 2 -1 0
0 0 0 0 1 1 1
-1 0 1 2 -1 0 1
0 0 0 1 1 1 1





Figura 3.9: Cálulo das somas pariais no sistema GSD(3, 3, 4)
O álulo de ada dígito soma nal obtém-se om um iruito que implementa a versão
reversível de um somador 2 para 1.
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3.2 Adição de m inteiros
O somador LCPA no sistema GSD(0, 2, 2)
O fator de redundânia do sistema de representação em raiz 2 om guarda de transporte,





0 se xi + yi < 2
1 se xi + yi ≥ 2
. (3.27)




0 xi + yi + ei < 2
1 se 2 ≤ xi + yi + ei < 4
2 se xi + yi + ei ≥ 4
(3.28)
Cada uma das portas quântias básias para o iruito LCPA são implementáveis de
forma exata usando um esquema sequenial de portas de Tofolli generalizadas, ou de forma
aproximada, om uma profundidade muito menor, usando portas de limiar.
3.2 Adic¸a˜o de m inteiros
Considere-se a seguinte espeiação para SomaN (m,n), o problema de alular a soma de
m números inteiros de tamanho n:
Dados m números inteiros xi, i = 1, . . . ,m, representados no sistema N =
GSD(α, β, r) por sequênias de n dígitos xi,j ∈ S(N ), j = 0, . . . , n−1, determine-









, onde sj =
∑m−1
i=0 xij . Deomponha-
se sj num dígito de transporte ci+1 e numa soma temporária wj, i.e, sj = rcj+1 + wj .
















Daqui resulta o seguinte algoritmo sem Propagação de Dígitos de Transporte:
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Adição em Tempo Constante
Algoritmo 3.3. Adição sem Propagação de Dígitos de Transporte (CFA) para a resolução
do problema SomaN (m,n):
PARA j DESDE 0 ATÉ n-1
alular [j+1℄ e w[j℄ usando s[j℄;
PARA j DESDE 0 ATÉ n-1
alular z[j℄ usando w[j℄ e [j℄.
Lema 3.1. Considere-se um sistema de representação N = GSD(α, β, r) om oeiente de
redundânia ρ. O algoritmo 3.3 é apliável ao problema SomaN (m,n) se e só se existem
inteiros λ e µ tais que λ ≥ (m− 1)ρ−, µ ≥ (m− 1)ρ+ e ρ ≥ 1 + λ+µr−1 .
Demonstração. Sejam λ, µ ≥ 0, inteiros tais que
∀j, cj ∈ [−λ .. µ] . (3.29)
Uma vez que zj ∈ S(N ) e wj = zj − cj , onlui-se que os dígitos de soma temporária devem
satisfazer a ondição
wj ∈ [−α+ λ .. β − µ] . (3.30)
No algoritmo 3.3, para ada sj, é neessário determinar um dígito de transporte cj+1 de modo
que wj = sj − rcj+1 satisfaça (3.30). Assim, ada dígito de transporte cj+1 deve veriar a
ondição
sj − β + µ
r
≤ cj+1 ≤ sj + α− λ
r
. (3.31)
Note-se que sj =
∑m−1











Combinando as ondições (3.29) e (3.31) onlui-se que o algoritmo 3.3 é apliável ao problema
SomaN (m,n) se e só se existem inteiros λ, µ ≥ 0 tais que
∀s ∈ [−mα .. mβ] , [a(s) .. b(s)] ∩ [−λ .. µ] 6= ∅ . (3.32)
A interseção em (3.32) é não vazia se e só se a(s) ≤ b(s) ,−λ ≤ b(s) e µ ≥ a(s).
Sejam ξ e δ respetivamente o quoiente e o resto da divisão inteira de s − λ + α por
r, i.e, s − λ + α = ξr + δ, om 0 ≤ δ ≤ r − 1. A ondição a(s) ≤ b(s) é equivalente
a δ ≤ α + β − (λ + µ). Mostra-se ainda que o resto δ = r − 1 é atingível, isto é, existe
s ∈ [−mα .. mβ] tal que s− λ+ α = ξr + r − 1. Assim a(s) ≤ b(s) se e só se ρ ≥ 1 + λ+µr−1 .
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3.2 Adição de m inteiros
Finalmente, as ondições −λ ≤ b(s) e µ ≥ a(s) são, respetivamente, equivalentes a
λ ≥ (m− 1)ρ− e µ ≥ (m− 1)ρ+.
Teorema 3.2. Seja ρ o oeiente de redundânia de um sistema de representação N =
GSD(α, β, r). O algoritmo 3.3 é apliável ao problema SomaN (m,n) se e só se
ρ ≥ 1 + ⌈(m− 1)ρ
−⌉+ ⌈(m− 1)ρ+⌉
r − 1 (3.33)
Demonstração. Pelo lema anterior, o onjunto mínimo de dígitos de transporte, [−λ .. µ],
satisfaz λ = ⌈(m− 1)ρ−⌉ e µ = ⌈(m− 1)ρ+⌉.
Observação 3.2. As seguintes observações são onsequênia do teorema anterior:
1. O teorema 3.1 orresponde ao aso m = 2 no teorema anterior.
2. Para m > r − 1 não é possível apliar o algoritmo 3.3.
3. Após uma análise exaustiva e ao ontrário do aso m = 2, não paree ser possível obter
um onjunto de ondições simples sobre os parâmetros α, β e r que sejam equivalentes
a 3.33. Assim para ada sistema de representação onsiderado é neessário veriar à
priori aquela ondição.
No ontexto da Computação Clássia em Redes Neuronais, Cotofana e Vassiliadis [12℄
demonstram a possibilidade de onstruir um iruito para o problema SomaN (m,n) no aso
dos sistemas simétrios (α = β) de raiz r = 2. Mais preisamente para m = O (n) obtêm um
iruito de tamanho O (n3) e profundidade 2. A ideia subjaente ao algoritmo onsiste em
interpretar ada parela de n dígitos em raiz r omo um número num sistema de representação
de raiz rk para k = logm. Usando um esquema análogo, é possível obter um iruito quântio
om araterístias semelhantes, embora om profundidade um pouo maior (mas onstante),
que implementa o algoritmo 3.3, uma vez que ada porta de limiar quântia é aproximável
em profundidade onstante reorrendo a portas de fanout.
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Simulação de Algoritmos Quântios 〈4|
by golly it's a wonderful problem
beause it doesn't look so easy 
Rihard Feynman
Nas mais diversas áreas ientías é omum veriar-se um grau superior de desenvol-
vimento teório relativamente às apliações prátias. A área da Computação Quântia não
onstitui exepção já que os enormes progressos ao nível teório não têm tido paralelo ao
nível tenológio. E não será por falta de investigação, ou investimento, mas pela extrema
diuldade dos problemas prátios que se oloam. Apesar das diversas propostas avançadas,
a realização físia de um omputador quântio, o desenvolvimento de hardware quântio e a
integração de omponentes quântias são proessos ainda na sua infânia. Tem sido veiulada
a neessidade de aguardar várias déadas para que a tenologia quântia seja disponibili-
zada em larga esala. Daí, que o problema de simular proessos quântios em omputadores
lássios seja pertinente e atual.
Em 1982, Feynman [24℄ observou que a simulação da evolução de sistemas quântios era um
proesso inerentemente omplexo. Por um lado, porque é neessário representar os possíveis
estados do sistema e ada estado de um sistema quântio fehado omposto por n d-qudits
é um vetor de norma um, pertenente a um espaço de Hilbert de dimensão dn. Também,
porque a disretização da evolução temporal de um sistema quântio fehado onsiste na ação
sequenial de operadores unitários sobre o estado iniial do sistema. Finalmente, porque o
proesso de observação do estado nal requer ténias de simulação de amostragem sobre
distribuições de probabilidade om suporte no onjunto dos estados base do sistema (onjunto
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esse de ardinal dn).
Uma forma direta de ataar o problema da simulação de algoritmos quântios, aqui de-
signada abordagem vetorial, onsiste em representar os estados por vetores de omponentes
omplexas e simular a evolução om produtos matriiais. Tanto quanto foi possível averiguar,
a generalidade dos simuladores existentes seguem esta abordagem, desde simples apliações
[14, 20℄ até um luster de dezenas de proessadores que permite simulações da evolução de
sistemas quântios até um máximo de 30 qubits [47℄.
Na origem do desenvolvimento de uma forma alternativa de abordar este problema, aqui
designada abordagem simbólia, salienta-se a seguinte observação.
Existe uma relação forte entre a omplexidade da simulação e o entrelaçamento
dos suessivos estados na evolução de um sistema quântio.
De fato, espera-se que um algoritmo quântio admita uma simulação eiente sempre que, ao
longo do proesso, oorra somente entrelaçamento loal entre um número pequeno de qudits.
Neste apítulo desrevem-se, em traços largos, as prinipais araterístias do Simulador
Simbólio de Computação Quântia, SQCS, desenvolvido para o sistema de omputação algébria
Mathematia [54℄. Os objetivos have denidos no iníio do desenvolvimento do simulador
simbólio são: identiar, ontrolar e ompreender o inerente resimento exponenial dos
reursos espaiais e temporais presentes no deorrer das simulações.
Por forma a ilustrar esta abordagem, onsiderou-se a simulação de um dos algoritmos que
maram a história da omputação quântia: o algoritmo de Grover. Assim, na parte nal
deste apítulo, apresentam-se e disutem-se os tempos obtidos nas simulações.
4.1 Descric¸a˜o do simulador
Ao iniiar o desenvolvimento de um simulador de Computação Quântia sobre um sistema
omputaional algébrio omo o Mathematia, a primeira observação a ter em onta é que o
essenial na representação de objetos é a sua desrição e não o seu onteúdo. As apliações
existentes, mesmo as desenvolvidas para o Mathematia, pareem não onsiderar este fato.
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4.1 Desrição do simulador
Por exemplo, é preferível representar qualquer estado base de um d-qudit omo um ob-
jeto simbólio, a utilizar uma lista de d números omplexos (mesmo que na forma de uma
tabela ompatada). Quaisquer operações subsequentes sobre estes objetos devem ser im-
plementadas de uma forma estritamente simbólia. Exemplo disso é a simulação da ação
de um qualquer operador unitário sobre um estado por intermédio de um onjunto de regras
algébrias previamente espeiadas.
Apresentam-se em seguida os objetos prinipais e operações básias no SQCS. Salienta-se
que a maioria dos objetos e operações possuem notações externas, onvenientes para utiliza-
ção no `frontend', assoiadas às representações internas utilizadas pelo `kernel' do Mathema-
tia.
4.1.1 Kets
Reorde-se que um qudit é um sistema quântio ujo estado é representável por um vetor de
norma um pertenente a um espaço de Hilbert de dimensão d. No que se segue, assume-se
que o espaço de Hilbert subjaente é sempre Hd = Cd e faz-se uso da notação de Dira para
identiar a base omputaional anónia de Hd om o onjunto {|k〉 , k ∈ Zd}.




2 = 1. O aso d = 2 orresponde à denição usual do estado de um qubit,
|ψ〉 = a |0〉+ b |1〉 em que |a|2 + |b|2 = 1, a, b ∈ C.
No SQCS ada estado base de um qudit é representado por um objeto simbólio denominado
ket . Algumas das formas textuais reonheidas são:
• ket[0℄, ket[1℄  os estados base de um qubit.
• ket[i_Integer,n_Integer℄  o i-ésimo estado base de um n-qudit.
O omando <Es>ket<Es> permite introduzir de forma simples objetos ket no simulador. Na
gura 4.1 ilustram-se alguns exemplos e propriedades.
4.1.2 Bras
Reorde-se que o onjunto dos funionais lineares num espaço de Hilbert H é também um
espaço de Hilbert, o espaço dual de H, denotado por H†. De aordo om o teorema de Riesz,
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<< SQCS`
8ket@0D, ket@1D, ket@0, 3D, ket@1, 3D, ket@2, 3D<
8… 0], … 1], … 03], … 13], … 23]<
α … ψ] + α … φ] êê Simplify
α H… φ] + … ψ]L
α … φ] + β … φ] êê Simplify
Hα + βL … φ]
… φ] − … φ]
0
<< SQCS`
















… ψ1] êê Simplify
 … 0]
è!!!!2
Figura 4.1: Algumas regras algébrias e exemplos de objetos ket
<< SQCS`
8bra@0D, bra@1D, bra@0, 3D, bra@1, 3D, bra@2, 3D<
8Y0 …, Y1 …, Y03 …, Y13 …, Y23 …<
Hα … ψ] + β … φ]L†
Yψ … α∗ + Yφ … β∗
<< SQCS`










Figura 4.2: Algumas propriedades de objetos bra
o produto interno em H induz uma orrespondênia biunívoa entre os elementos de H e os
elementos de H†. Na notação de Dira, o dual do ket |ψ〉 ∈ H é o bra 〈ψ| = |ψ〉† ∈ H†.
No SQCS o dual de um objeto ket é um objeto bra. Algumas das formas admissíveis para
objetos bra são:
• bra[0℄, bra[1℄  os duais dos estados base de um qubit.
• bra[i_Integer,n_Integer℄  o dual do i-ésimo estado base de um n-qudit.
O omando <Es>bra<Es> permite introduzir objetos bra no simulador. A gura 4.2 ilustra
algumas exemplos e propriedades destes objetos bem omo da função dagger.
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rição do simulador
<< SQCS`
8Y0 … 1], Y1 … 1], Y13 … 23]<
80, 1, 0<
8Y0 … ⋅… 1], Y1 … ⋅… 1], Y13 … ⋅… 23]<
80, 1, 0<
<< SQCS`
Hα Yψ … + β Yφ …L ⋅… η] êê. expandInnerProduct
Yψ … η] α∗ + Yφ … η] β∗
Yη … ⋅ Hα … φ] + β … ψ]L êê. expandInnerProduct
α Yη … φ] + β Yη … ψ]
Figura 4.3: Algumas regras algébrias do produto interno de kets
4.1.3 Produto Interno e BraKets
Seja 〈ψ| ∈ H†. Reorde-se que a ação deste funional linear em H sobre um ket, |φ〉 ∈ H,
tem omo resultado um número omplexo, 〈ψ| (|φ〉), denotado simplesmente por um braket ,
〈ψ|φ〉.
O omando <Es>braket<Es> permite a introdução de objetos braKet no simulador. As
formas textuais braKet reonheidas são braKet[{x_},{y_}℄, onde x_ e y_ são sequênias
denidas de modo a que bra[x_℄ e ket[y_℄ orrespondam, respetivamente, a formas textuais
bra e ket admissíveis.
Os objetos braKet possuem uma interpretação alternativa. De fato, no espaço de Hilbert
H dene-se um produto interno de estados. (Conveniona-se que o produto interno é linear
onjugado no primeiro argumento e linear no segundo.) Se se denotar o produto interno de
|ψ〉 e |φ〉 por 〈ψ| · |φ〉 então 〈ψ| · |φ〉 = 〈ψ|φ〉 = 〈ψ| (|φ〉).
Para denir formas textuais de produtos internos é possível utilizar tanto o operador inx
** omo a função inner[_,_℄. O omando <Es>.<Es> permite também introduzir a forma inx
da operação produto interno no simulador. A gura 4.3 ontém alguns exemplos.
4.1.4 Produto de Kronecker
Reorde-se que o espaço de Hilbert subjaente a um sistema quântio omposto é o produto
tensorial dos espaços de Hilbert subjaentes aos subsistemas. Assim, o estado de um sistema
quântio onstituído por n d-qudits é um vetor de norma um emHd⊗n. A base omputaional
deste espaço é onstituída por dn estados base |xn−1〉 ⊗ · · · ⊗ |x1〉 ⊗ |x0〉, em que xj ∈ Zd,
j = 0, 1, . . . , n − 1.
 77 
Simulação de Algoritmos Quântios
<< SQCS`
… φ] ⊗ H… ψ] ⊗… η]L === H… φ] ⊗… ψ]L ⊗… η]
True
Hα … φ]L ⊗… ψ]
α … φ] ⊗… ψ]
… φ] ⊗ Hα … ψ]L
α … φ] ⊗… ψ]
<< SQCS`
Hα … φ] + β … ψ]L ⊗… η] êê. expandKron
α … φ] ⊗… η] + β … ψ] ⊗… η]
… η] ⊗ Hα … φ] + β … ψ]L êê. expandKron
α … η] ⊗… φ] + β … η] ⊗… ψ]
H… 0] + … 1]L ⊗2 ê. expandPow êê. expandKron
… 0] ⊗… 0] + … 0] ⊗… 1] + … 1] ⊗… 0] + … 1] ⊗… 1]
Figura 4.4: Algumas propriedades algébrias do produto tensorial
Cada um dos estados base assoia-se de forma natural a um inteiro representado por uma
sequênia de n dígitos em base d, donde são equivalentes as seguintes notações:








O produto tensorial, também onheido por produto de Kroneker, é assoiativo, não
omutativo e distributivo relativamente a ombinações lineares. No SQCS denem-se produtos
tensoriais utilizando quer a forma inx do operador ⊗, om o omando <Es>*<Es>, quer a
função kron[_,__℄. A gura 4.4 inlui alguns exemplos.
4.1.5 Operadores
No SQCS os operadores lineares são representados por objetos op[name_,n_,f_℄, em que name
é o nome do operador, n é o número de qudits sobre os quais a ação do operador é denida,
e f é uma função que dene a ação do operador sobre os kets base.
Existem vários operadores disponíveis no simulador, omo por exemplo o operador iden-





Diverge-se aqui da notação usual em que o índie designa a dimensão do espaço de Hilbert subjaente.
 78 




… 0] + … 1]
è!!!!2
Η⋅… 1]





… 0] + … 1]




Figura 4.5: A ação do operador de Hadamard
Operador de Hadamard
Um operador fundamental em Computação Quântia, que permite riar sobreposições unifor-
mes de estados base, é o operador de Hadamard, H. A ação deste operador sobre um qubit
é dada por
H |i〉 = 1√
2
(|0〉+ (−1)i |1〉) , i = 0, 1.
Na gura 4.5 ilustra-se o fato de que H ser inverso dele próprio. É possível utilizar o omando




denota o operador de Walsh-Hadamard em n qubits. A ação deste
operador em ada estado base |i〉, i = 0, . . . , 2n − 1, é




(−1)i·j |j〉 , (4.1)
em que i · j denota o produto interno módulo 2 das representações binárias de i e j. Na
gura 4.6 ilustram-se algumas propriedades do operador de Walsh-Hadamard. A implemen-
tação deste operador baseia-se no oneito geral de potênias tensoriais de objetos, oneito
totalmente suportado no SQCS. Note-se que a simulação da ação deste operador sobre um es-
tado é internamente um proesso estritamente simbólio e eiente em termos dos reursos de
memória utilizados. Veja-se o apêndie B para uma desrição da deomposição do operador
de Walsh-Hadamard e onsequente justiação da armação anterior.
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I… 0] + … 1]M⊗4
Η⊗3 ⋅… 0] ⊗… 1] ⊗… 0]









H… 0] ⊗… 0] − … 0] ⊗… 1] + … 1] ⊗… 0] − … 1]⊗… 1]L
Η⊗5 ⋅Η⊗5
Ι5
Figura 4.6: A ação do operador de Walsh-Hadamard
<< SQCS`
H… ψ] ⋅ Yφ …L ⋅… η]
Yφ … η] … ψ]
H… 0] ⋅Y1 …L⊗4 ⋅H… 0] ⊗… 0] ⊗… 1] ⊗… 1]L
0
H… 0] ⋅Y1 …L⊗4 ⋅H… 1] ⊗… 1] ⊗… 1] ⊗… 1]L







 … i4] ⋅ Yi4 …y{
zzz ⋅… 04] êê. expandLinearOutside
… 04]
Figura 4.7: A ação do operador Produto Externo
Operador Produto Externo
Considere-se o espaço de Hilbert H = Hd⊗n e sejam |i〉 , |j〉 ∈ H dois estado base. A ação
do operador linear Produto Externo, |i〉〈j|, sobre estados base |k〉, k = 0, . . . , dn− 1, dene-se
por
(|i〉〈j|) |k〉 = 〈j|k〉 |i〉 . (4.2)
Uma propriedade útil que envolve operadores Produto Externo é a relação de totalidade∑dn−1
i=0 |i〉〈i| = In. Na gura 4.7 exibem-se algumas propriedades deste operador e no apêndie
B mostra-se que, sob ertas ondições, admite uma implementação eiente e puramente
simbólia.
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4.1.6 Comenta´rio
As araterístias desritas nas seções anteriores orrespondem a uma versão iniial do simu-
lador(SQCS v0.x) orientada para a simulação de vários algoritmos quântios em sistemas não
híbridos de qubits ou qudits.
Com o iníio do desenvolvimento dos algoritmos quântios para aritmétia em sistemas
generalizados de dígitos redundantes (apítulo 3) sentiu-se a neessidade de expandir o SQCS
no sentido de este permitir a representação de estados e operadores nesses sistemas bem omo
testar aqueles algoritmos. Iniiou-se assim o desenvolvimento de uma nova versão (SQCS v1.x)
a qual possui diferenças signiativas omparativamente om a versão SQCS v0.x. Destaam-se
os seguintes aspetos:
• Cada ket é um objeto simbólio ket[x_, S_GSD] onde x é um dígito de um sistema
generalizado S. Cada sistema generalizado é um objeto da forma GSD[α_, β_, r_].
• Por forma a araterizar os operadores lineares nestes sistemas onsiderou-se um novo
objeto space[n_, S_GSD] o qual representa o espaço de Hilbert assoiado a um registo
de n qudits de tal forma que os possíveis estados de ada um dos qudits são dados por
kets num sistema generalizado S. Desenvolveu-se a espeiação das regras algébrias
assoiadas a objetos space, em partiular as regras relativas ao produto tensorial de
espaços de Hilbert.
• Cada operador linear é, nesta versão, um objeto da forma op[name_, sp_] onde name é
o nome do operador e sp representa o espaço de Hilbert subjaente ao operador (um ob-
jeto space ou um produto tensorial de objetos space). A espeiação propriamente
dita da ação do operador em objetos ket foi transportada para fora da denição do
operador. Desta forma, a menos que exista uma espeiação adiional, ada operador
tem por defeito um omportamento inerte. Esta abordagem permite ontrolar de forma
mais preisa o momento em que oorre a expansão de uma qualquer expressão assoiada
à ação de um operador sobre um estado.
• Iniiou-se ainda o desenvolvimento de uma espeiação do oneito de registo quântio.
O objetivo a atingir numa versão futura do SQCS é que ada ket seja um objeto loal
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a um registo, o que permitirá espeiar de forma preisa o oneito de ação loal de
um operador sobre um estado.
4.2 O algoritmo de Grover
Considere-se o problema de pesquisa numa base de dados não ordenada. Seja N = 2n o
número de elementos de uma base de dados indexados pelos inteiros 0, 1, . . . , N −1. Seja x⋆ o
índie do únio elemento que possui uma determinada propriedade. O problema onsiste em
determinar x⋆.
No ontexto da Computação Clássia, demonstra-se que a resolução deste problema por
qualquer algoritmo (determinista ou probabilístio) requer, em média, N/2 aessos à base de





onsultas à base de dados.
Segue-se uma desrição sintétia do algoritmo de Grover. Para uma análise mais ompleta
e generalizações onsulte-se, por exemplo, Biham et al. [7℄.




1 se x = x⋆
0 aso ontrário.
(4.3)
No ontexto da Computação Quântia, o oráulo orresponde a um operador unitário Uf
denido por |x〉 ⊗ |y〉 7→ |x〉 ⊗ |f(x)⊕ y〉, em que ⊕ denota a adição módulo 2.

















. Note-se ainda que é possível esrever I|x⋆〉
na forma I|x⋆〉 = I−2 |x⋆〉〈x⋆|. O algoritmo de Grover faz ainda uso do operador I|0〉 denido
por I|0〉 = I−2 |0〉〈0|.
O algoritmo é apliado a um sistema quântio de n qubits, iniialmente no estado |0〉.
O primeiro passo onsiste em riar uma sobreposição uniforme dos possíveis resultados, pela
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apliação do operador de Walsh-Hadamard. Em seguida o estado do sistema é rodado
suessivamente até se aproximar do estado |x⋆〉. Cada uma das rotações resulta da ação do
operador de Grover
Q = −H⊗n I|0〉 H⊗n I|x⋆〉 . (4.5)
Algoritmo 4.1 (Grover, 1996).
• Iniializar o estado do sistema: |ψ0〉 = |0〉⊗n;
• Apliar o operador de Walsh-Hadamard: |ψ1〉 = H⊗n |ψ0〉;
• Para i desde 1 até k ≈ ⌊π4
√
N⌋ alular |ψi+1〉 = Q |ψi〉;
• Observar |ψk+1〉 relativamente à base omputaional {|0〉 , |1〉 , . . . , |N − 1〉}.
4.3 Simulac¸a˜o do algoritmo de Grover
Realizaram-se simulações do Algoritmo de Grover no SQCS em dois enários distintos. No
enário I  Base de Dados Quântia  assumiu-se a existênia de uma base de dados quântia
bem omo de um esquema eiente de endereçamento. No enário II  Base de Dados Clássia
 utilizaram-se bases de dados lássias e onsiderou-se o usto das onsultas ao oráulo.
Nos dois enários, a questão da observação do estado nal do sistema foi ignorada de modo
a evitar o problema de onstruir, a partir do estado nal, amostras sobre uma distribuição de
probabilidade sobre um número exponenial de valores.
Realizaram-se simulações om instânias de tamanho ompreendido entre 22 e 232. Os
meios informátios possuiam as seguintes espeiações: Pentium IV, 3.0 GHz, 1 GB de
RAM.
4.3.1 Simulac¸o˜es no cena´rio I – Bases de Dados Quaˆnticas
Neste aso assumiu-se que o oráulo orresponde ao operador I|x⋆〉 = I−2 |x⋆〉〈x⋆|. O índie
x⋆ foi gerado de forma aleatória no onjunto {0, . . . , 2n − 1} e nas simulações não se utilizaram
de fato quaisquer bases de dados. Este esquema paree ser adequado quando o objetivo é
testar o omportamento e orreção do algoritmo de Grover.
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n = 30;
k = 2^n;
pos = Random@Integer, 80, k − 1<D; Print@"POSITION= ", posD
numIt = Round@Pi êH4 ∗ ArcSin@1ê Sqrt@kDDL − 1 ê 2D;
Print@"Number of Iterations= ", numItD;
posBin = IntegerDigits@pos, 2, nD;
Ω = Ιn − 2∗ kron @@ H … #1GSD@0,1,2D  ]Y #1GSD@0,1,2D … &L ê@ posBin
Grover = Η⊗n ⋅ I2 H … 0  ]Y 0 … L⊗n −ΙnM ⋅Η⊗n ⋅ Ω
… ψ0] = … 0]⊗n
… ψ1] = Η⊗n ⋅… ψ0]
nestedApply@Grover, … ψ1], numItD êê Timing
Figura 4.8: Parte prinipal do programa em Mathematia para as simulações no enário I
Na gura 4.8 lista-se o ódigo do programa prinipal em Mathematia que, de forma
resumida, onsiste nos seguintes passos:
• Iniializar o tamanho da instânia a simular: k = 2n;
• Gerar aleatoriamente o índie, pos, do elemento alvo na base de dados;
• Denir o oráulo: Orale = I−2 |pos〉〈pos|;
• Denir o operador de Grover por Grover = H⊗n ·(2(|0〉〈0|)⊗n − I) ·H⊗n ·Orale;
• Iniializar o estado do sistema de n qubits: |Ψ0〉 = |0〉;
• Apliar o operador de Walsh-Hadamard a |Ψ0〉: |Ψ1〉 = H⊗n · |Ψ0〉;





A simulação da ação do operador de Grover onsiste numa implementação eiente da se-
guinte ação sequenial: Oracle, seguido deH⊗n, seguido de I|0〉 e por últimoH⊗n. O proesso
interno de álulo baseia-se em regras de transformação. Por exemplo expandLinearInside
 regras que denem a linearidade dos operadores, ou expandLinearOutside  propriedades
distributivas dos operadores.
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Resultados das simulac¸o˜es
No enário I onduziram-se simulações para sistemas om n ∈ {2, . . . , 32} qubits (pesquisa
numa base de dados de tamanho N = 2n). Foi possível simular o algoritmo de Grover em
sistemas om n = 30 qubits em menos de 5 minutos.
Como esperado, os tempos obtidos, ilustrados na gura 4.9, seguem uma urva exponenial
quando medidos em termos do número de qubits enquanto que em termos do tamanho da
base de dados seguem a urva da raiz-quadrada.
4.3.2 Simulac¸o˜es no cena´rio II – Bases de Dados Cla´ssicas
Neste enário gera-se iniialmente um base de dados lássia e dene-se em seguida o operador
oráulo por Orale · |x〉 = (−1)f(x) |x〉 onde f(x) é a função oráulo (4.3).
Dado que não foi possível enontrar qualquer deomposição útil deste operador na forma de
um produto tensorial de n operadores, foi neessário expandir ompletamente ertos estados
intermédios no deorrer da apliação do operador de Grover.
O ódigo do programa prinipal em Mathematia utilizado nas simulações enontra-se
gura 4.10. De forma resumida, onsiste em:
• Iniializar o tamanho da instânia a simular k = 2n;
• Gerar aleatoriamente o índie do elemento alvo na base de dados;
• Iniializar a base de dados de tamanho k;
• Denir o operador oráulo;
• Denir o operador de Grover: Grover = H⊗n ·(2(|0〉 〈0|)⊗n − I) ·H⊗n ·Oracle;
• Iniializar o estado do sistema: |Ψ0〉 to |0〉;
• Apliar o operador de Walsh-Hadamard: |Ψ0〉, |Ψ1〉 = H⊗n · |Ψ0〉;






No enário II onduziram-se simulações para sistemas om n ∈ {4, 5, . . . , 16} qubits (pesquisa
numa base dados de tamanho N = 2n).
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Figura 4.9: Tempos das simulações do algoritmo de Grover para uma base de dados quântia





t = Table@0, 8i, 0, k − 1<D;
pos = Random@Integer, 80, k − 1<D; Print@"POS=", posD
t@@pos + 1DD = 1;
f@i_D := t@@i + 1DD;
numIt = Round@Pi êH4 ∗ ArcSin@1ê Sqrt@kDDL − 1 ê 2D;
Print@"Number of Iterations = ", numItD;
Ω = oracle@f, nD
Grover = Η⊗n ⋅ I2 H … 0  ]Y 0 … L⊗n −ΙnM ⋅Η⊗n ⋅ Ω
… ψ0] = … 0]⊗n
… ψ1] = Η⊗n ⋅… ψ0]
nestedApply@Grover, … ψ1], numItD êê Timing
Figura 4.10: Parte prinipal do programa em Mathematia para as simulações no enário II
A gura 4.11 apresenta os tempos obtidos em função do número de qubits bem omo em
função do tamanho da base de dados. Os gráos seguem a urva exponenial e expliam-se
pela inerente ineiênia de simular as onsultas ao oráulo.
4.4 Concluso˜es
As simulações do algoritmo de Grover realizadas, permitiram isolar e identiar a origem da
omplexidade do mesmo. De fato a omplexidade dessas simulações não resulta do algoritmo
em si mesmo, mas das onsultas ao oráulo. Por outras palavras é ineiente simular o aesso
quântio a uma base de dados.
À posteriori, onstatou-se que a estrutura da expressão simbólia assoiada ao estado nal
de ada simulação permitia identiar failmente o resultado (índie) mais provável bem omo
a respetiva probabilidade. Assim, para este algoritmo, o problema da simulação da medição
nal do estado do sistema não se oloa. Se esta é uma araterístia exlusiva deste algoritmo
ou uma propriedade mais geral do SQCS é uma questão que a em aberto.
Em jeito de onlusão, onjetura-se que os sistemas de Computação Algébria, omo
o Mathematia, são ambientes propíios para a implementação de simuladores na área da
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Figura 4.11: Tempos das simulações do algoritmo de Grover para uma base de dados lássia
em função do número de qubits (n) e do tamanho da base de dados (N)
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Computação Quântia, desde que se mantenham as implementações, tanto quanto possível,
ao nível simbólio.
Versões futuras do simulador SQCS podem vir a onstituir uma ferramenta útil para o
desenvolvimento e veriação de algoritmos quântios bem omo no ensino e aprendizagem




Everything that has a beginning
omes to an end. 
Quintilian
Chegados a este ponto, não podemos deixar de sentir que as diversas e novas questões oloa-
das ao longo do trabalho de investigação aqui exposto ultrapassam em número e diuldade
as que tiveram resposta.
Os problemas enontrados na questão de relaionar o modelo de Ciruitos Quântios em
Γqudits, proposto no apítulo 2 , om a Teoria da Complexidade no modelo de Computação
Quântia baseado em qubits, bem omo om o Modelo Clássio de Computação, são sem
dúvida um inentivo à ontinuação de um trabalho de investigação nesta área.
De uma forma uniada, onstruímos no apítulo 3 duas lasses de iruitos quântios
om profundidade onstante e tamanho linear para a adição de dois números em sistemas
redundantes. Estabeleemos ainda ondições neessárias e suientes para a apliação de
um algoritmo para a soma de um número polinomial números, sem propagação de dígitos
de transporte e indiou-se a possibilidade de onstruir iruitos quântios om profundidade
onstante para aproximar a soma de um número polinomial de números.
Em trabalho futuro, esperamos aproveitar o paralelismo exponenial e entrelaçamento
para desenvolver algoritmos do tipo Deutsh-Jozsa em que os oráulos são iruitos quântios
para a adição de números, na tentativa de aproximar, de forma mais eiente, as soluções de
um onjunto de problemas difíeis, bem onheidos, que envolvem o álulo de somas.
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Deixamos para este ponto algumas observações adiionais sobre o desenvolvimento de
algoritmos quântios para aritmétia porque, até ao momento, não foi possível obter resultados
onlusivos. De fato, um dos objetivos prinipais do trabalho de investigação que nos
propusemos realizar onsiste em estabeleer uma bibliotea de lasses de algoritmos (iruitos)
quântios para a realização das várias operações aritmétias fundamentais, bem omo funções
trigonométrias, exponeniais e logarítmias.
Em partiular, trabalhou-se no sentido de averiguar a existênia de iruitos quântios
para a divisão, em tempo onstante, de números representados num sistema redundante. Em-
bora se tenha onluído pela armativa, reorrendo a argumentos semelhantes aos apontados
para o problema da adição, em tempo onstante, de um número polinomial de números, on-
sideramos esta solução não satisfatória. De fato, os algoritmos quântios e orrespondentes
iruitos para a realização das diversas operações aritmétias obtêm-se essenialmente pela
simulação quântia dos algoritmos existentes no ontexto da Computação em Redes Neuro-
nais, reorrendo à porta de fanout para simular a porta de limiar. Segundo este esquema, os
reursos espaiais neessários a implementação da operação de divisão em tempo onstante
tendem a ser extremamente elevados.
Em alternativa, onsiderámos a possibilidade de adaptar ao ontexto quântio os métodos
lássios de normalização aditiva, nomeadamente os métodos SRT (Sweeney, Robertson e To-
her). A adaptação direta deste método resulta num iruito quântio de profundidade linear.
Contudo, resultados de simulações pareem indiar uma possível redução da profundidade dos
iruitos para o nível logarítmio no tamanho dos operandos da divisão.
A existênia de um Simulador de Computação Quântia permite o uso da experimentação
no desenvolvimento de Algoritmos Quântios. A onstrução do nosso simulador surgiu por
pura neessidade durante o proesso de desenvolvimento dos algoritmos aqui apresentados.
O Simulador Simbólio de Computação Quântia pode ainda vir a revelar-se um instrumento






Seja C o orpo dos números omplexos. Dado α ∈ C, α∗ e |α| denotam, respetivamente, o
onjugado omplexo e o módulo de α. Seja V um espaço vetorial sobre C.




1. ∀u ∈ V, (u, u) ≥ 0 e além disso (u, u) = 0 se e só se u = 0;
2. ∀u, v ∈ V, (u, v) = (v, u)∗;
3. ∀u, v,w ∈ V, (u, v + w) = (u, v) + (u,w);
4. ∀u, v ∈ V, ∀α ∈ C, (u, αv) = α(u, v).
O produto interno em V induz uma norma, ‖−‖ : V → C, denida por
‖u‖ =
√
(u, u), ∀u ∈ V .
Para u, v ∈ V esta norma satisfaz a desigualdade triangular, ‖u, v‖ ≤ ‖u‖+ ‖v‖, bem omo a
desigualdade de Shwarz, |(u, v)| ≤ ‖u‖ ‖v‖.
Um espaço vetorial om produto interno, V, diz-se ompleto relativamente à norma indu-
zida pelo produto interno se toda a sequênia de Cauhy é onvergente, ou seja, sempre que
{un} é uma sequênia em V tal que limn,m→+∞ ‖un − um‖ = 0 então existe u ∈ V tal que
limn→+∞ ‖un‖ = u.
1




Denição A.1. Um espaço de Hilbert, H, é um espaço vetorial sobre C equipado om um
produto interno (−,−) : H×H → C, ompleto relativamente à norma ‖u‖ =√(u, u) induzida
pelo produto interno.
Os elementos de um espaço de Hilbert H denominam-se kets e representam-se por |ψ〉,
|φ〉, et.
Um funional linear em H é uma apliação linear de H no espaço omplexo C. O es-
paço dual de um espaço de Hilbert H denota-se por H† e orresponde ao espaço de Hilbert
onstituído pelos funionais lineares em H.
Os elementos do espaço dual denominam-se bras e denotam-se por 〈ψ|, 〈φ|, et.
Para um bra 〈φ| e um ket |ψ〉 o número omplexo 〈φ| (|ψ〉), denota-se por 〈φ|ψ〉.
Um importante resultado, onheido pelo teorema de Riesz, garante que qualquer espaço
de Hilbert de dimensão nita é isomorfo ao seu dual. O isomorsmo em ausa
† : H → H† é
denido por |ψ〉† = (|ψ〉 ,−).
Denotando o funional linear |ψ〉† por 〈ψ| deduzem-se as seguintes propriedades:
1. 〈ψ|φ〉 = (|ψ〉 , |φ〉);
2. (α |ψ〉)† = α∗ 〈ψ|, para α ∈ C;
3. ‖ |ψ〉 ‖ =√〈ψ|ψ〉.
Um operador linear
2 A num espaço vetorial omplexo V é uma apliação A : V → V tal
que
A(αu+ βv) = αA(u) + βA(v), ∀u, v ∈ V,∀α, β ∈ C .
Formalmente, o produto tensorial de dois espaços vetoriais V1 e V2 é um espaço vetorial
V juntamente om uma apliação bilinear ⊗ : V1×V2 → V que veria a seguinte propriedade
universal: para quaisquer espaço vetorial V ′ e apliação bilinear ⊗′ : V1 × V2 → V ′, existe
uma únia apliação linear A de V em V ′ tal que ⊗′(u, v) = A(⊗(u, v)), para u ∈ V1, v ∈ V2.
2
Também designado transformação linear.
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Como alternativa a esta denição abstrata mas independente das bases em ada um dos
espaços, onsidera-se, num ompromisso entre rigor e lareza, a seguinte denição:
Denição A.2. O produto tensorial H⊗K dos espaços de Hilbert H e K é o menor espaço
de Hilbert que satisfaz:
1. (h1 + h2)⊗ k = h1 ⊗ k + h2 ⊗ k, ∀h1, h2 ∈ H, ∀k ∈ K ;
2. h⊗ (k1 + k2) = h⊗ k1 + h⊗ k2, ∀h ∈ K, ∀k1, k2 ∈ K ;
3. α(h⊗ k) = (αh) ⊗ k = h⊗ (αk), ∀h ∈ H, ∀k ∈ K, ∀α ∈ C .
Se {h1, h2, . . . , hm} e {k1, k2, . . . , kn} são, respetivamente, bases dos espaços de Hilbert
H e K então {hi ⊗ kj |1 ≤ i ≤ m, 1 ≤ j ≤ n} é uma base de H ⊗ K. Note-se então que
dim(H⊗K) = dim(H) · dim(K).
O adjunto A† de um operador A é um operador tal que
(A† |φ〉 , |ψ〉) = (|φ〉 ,A |ψ〉), ∀ |φ〉 , |ψ〉 .
É possível assoiar a ada operador linear A em H um operador linear em H†, denotado
também por A, denido por
〈φ| 7−→ 〈φ|A,
em que 〈φ|A é o funional linear denido por (〈φ|A)(|ψ〉) = 〈φ| (A |ψ〉), ∀ |ψ〉. Esta última
expressão, onheida por lei assoiativa de Dira, permite onluir que a expressão 〈φ|A |ψ〉
não é ambígua. Note-se ainda que (A |ψ〉)† = 〈ψ|A†.
Um operador U num espaço de Hilbert H diz-se unitário se U† = U−1. O onjunto dos
operadores unitários num espaço de Hilbert H denota-se por U(H).
O produto tensorial de dois operadores A e B denidos respetivamente sobre os espaços
de Hilbert H e K é um operador em H⊗K, denotado por A⊗B e denido por
(A⊗B) (|aj〉 ⊗ |bk〉) = A |aj〉 ⊗B |bk〉
onde {|aj〉 ⊗ |bk〉} denota um base de H ⊗ K. Por indução generaliza-se esta denição para
o produto tensorial de um qualquer número de operadores unitários. Note-se que o produto




Em Meânia Quântia, um observável é um operador Hermitiano (também designado por
auto-adjunto) num espaço de Hilbert H, i.e, um operador linear A tal que A† = A.
Um operador de projeção é um operador linear P denido num espaço de Hilbert H tal
que P2 = P. Designa-se por projetor um operador de projeção Hermitiano, ou seja um
operador linear P tal que P2 = P e P = P†. Seja P o subespaço de H dado pela imagem de
P. Diz-se que P é o projetor do subespaço P e que P projeta H em P.
Seja P um projetor do subespaço P de um espaço de Hilbert H e onsidere-se uma base






Note-se que Pj = |ψj〉〈ψj | é, para ada j, o projetor para o subespaço de H gerado por |ψj〉.
Um valor próprio de um operador linear A é um número omplexo λ para o qual existe
|ψ〉 ∈ H tal que A |ψ〉 = λ |ψ〉. Diz-se então que |ψ〉 é um ket próprio de A assoiado ao valor
próprio λ.
O espaço próprio orrespondente ao valor próprio λ é o subespaço Pλ de H onstituído
por todos os kets próprios assoiados a λ, i.e.,
Pλ = {|ψ〉 : A |ψ〉 = λ |ψ〉} .
O projetor para o subespaço Pλ denota-se por Pλ.
Teorema A.1. Os valores próprios λj de um observável A são números reais. Além disso
kets próprios assoiados a valores próprios distintos são ortogonais.
Tanto os observáveis omo os operadores unitários fazem parte da lasse dos operadores
normais. Diz-se que um operador linear, A, é normal se omuta om o seu operador adjunto




Teorema A.2 (Deomposição Espetral). Sejam λ0, λ1, . . . , λk−1 os k valores próprios dis-
tintos de um operador linear A de um espaço de Hilbert H. O operador A é normal se e só





Uma outra ondição neessária e suiente para que um operador linear A seja normal é
que o espaço de Hilbert H seja a soma direta dos subespaços próprios de A, i.e.,
H = Pλ0 ⊕ Pλ1 ⊕ . . . ⊕Pλk−1 .
Deorre do teorema anterior que os projetores Pλ0 ,Pλ1 , . . . ,Pλk−1 assoiados a um ope-
rador normal são mutuamente ortogonais, i.e, PλiPλj = 0 para i 6= j, e onstituem um
onjunto ompleto, i.e,
∑k−1
j=0 Pλj = I, onde I denota o operador identidade no espaço de








Assim, se A é um qualquer operador linear normal, então existe uma base ortonormada do
espaço de Hilbert subjaente onstituída pelos kets próprios de A.
O operador A é ainda diagonalizável. De fato, para ada j ∈ [1 .. k], seja
ej0, ej1, · · · , ej(mj−1)
uma base ortonormada do espaço próprio Pλj . Então
e00, e01, · · · , e0(m0−1), e10, e11, · · · , e1(m1−1), . . . , e(k−1)0, e(k−1)1, · · · , e(k−1)(mk−1−1)
onstitui uma base ortonormada de H e, em termos desta base, a representação do operador
A é dado por uma matriz diagonal k × k, om diagonal





Seja A um operador linear normal num espaço de Hilbert H. Diz-se que um valor próprio
λ é degenerado se o espaço próprio orrespondente Pλ tem dimensão superior a 1. Caso
ontrário o valor próprio diz-se não degenerado.
Diz-se ainda que A é um operador não degenerado se todos os seus valores próprios são
não degenerados. Caso ontrário diz-se um operador degenerado.
Se λj é um valor próprio degenerado então |λj , 0〉 , |λj, 1〉 , . . . , |λj ,mj − 1〉 denota uma
base ortonormada do espaço próprio assoiado Pλj . No aso de λj ser um valor próprio não
degenerado tal base denota-se simplesmente por |λj〉.







|λj , i〉 〈λj , i|.
No aso do operador A ser não degenerado, a deomposição espetral é simplesmente
k−1∑
j=0
λj |λj〉 〈λj| .
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〈B|
A representação de operadores lineares no simulador SQCS baseia-se na denição de regras
algébrias. Cada regra espeia a ação de um operador sobre um estado base. A simulação
da ação de um operador sobre um estado geral (ombinação linear de estados base) realiza-se,
em última instânia, por apliação direta da linearidade (assoiatividade, distributividade,
et).
No entanto, a simulação eiente da ação de um operador linear é uma tarefa não trivial
que depende de existir (e se onheer!) uma deomposição do operador na forma de um
produto tensorial de operadores om ação loal (denidos sobre um pequeno número de
qudits). Com os exemplos seguintes pretende-se, preisamente, eluidar estas onsiderações.
B.1 Decomposic¸a˜o do operador de Walsh-Hadamard
A implementação direta no Mathematia da denição do operador de Walsh-Hadamard (4.1)
é laramente ineiente. A título de exemplo, onsidere-se o problema de simular a ação da
omposição de um operador linear, U, om H⊗n sobre um sistema quântio iniialmente no
estado base |i〉:












(−1)i·j U |j〉 . (B.1)
Qualquer implementação da expressão mais à direita nesta última fórmula, na qual o operador
U aparee um número exponenial de vezes, terá inevitavelmente omplexidade temporal
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O (2n). (ipsis verbis relativamente à omplexidade espaial.)
O problema da omplexidade em (B.1) é sanado ao se observar que o operador de Walsh-
Hadamard, omo a notação sugere, é o produto tensorial de operadores de Hadamard.
De fato, onsidere-se iniialmente a deomposição de um estado base |i〉 na forma de um
produto tensorial:
|i〉 = |in−1〉 ⊗ · · · ⊗ |i1〉 ⊗ |i0〉 , (B.2)
onde ada ket |ik〉 é um estado base do espaço de Hilbert H2. Este produto orresponde à
representação binária de i em n bits, alulável em tempo linear em n (no Mathematia om
a função IntegerDigits[i,2,n℄). Aplique-se em seguida o operador de Hadamard a ada um
dos n kets no produto (B.2):
H⊗n |i〉 = H⊗n (|in−1〉 ⊗ |in−2〉 ⊗ · · · ⊗ |i0〉)












A omplexidade da última expressão em (B.3) rese apenas linearmente om n.
Mais geralmente, onsidere-se um qualquer estado produto |ψ〉 = ⊗n−1i=0 |ψi〉 , em que




H |ψi〉 . (B.4)
Relativamente à simulação eiente do problema onsiderado iniialmente, ação da om-
posição de um operador unitário U om H⊗n, note-se que:
U ·H⊗n |i〉 = U (H |in−1〉 ⊗H |in−2〉 ⊗ · · · ⊗H |i0〉) . (B.5)
Assim o problema reduz-se agora à existênia e onheimento de uma deomposição para
o operador U na forma de um produto tensorial. De fato, admita-se a existênia de uma
deomposição para U num produto tensorial de m fatores (1 ≪ m ≤ n): U = ⊗m−1j=0 Uj
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Figura B.1: Esquema da ação de H⊗n seguida da ação de um operador U que admita uma
deomposição em m fatores.
onde Uj é um operador unitário em H2dj (
∑m−1
j=0 dj = n). Por simples manipulação algébria
de (B.5) onlui-se que






H |isk+k〉 , (B.6)
onde s0 = 0 e sk =
∑k−1
l=0 dl para k ≥ 1.
Cada um dos m bloos presentes em (B.6) onsiste na ação loal do operador Uj sobre dj
qubits omo se ilustra na gura B.1. É assim possível, nestas ondições, simular a omposição
de U om H⊗n em tempo (e espaço) O (n).
B.2 Decomposic¸a˜o do operador Produto Externo
Sejam |i〉 e |j〉 estados base. Considere-se um qualquer estado produto |ψ〉 =⊗n−1s=0 |ψs〉, onde
|ψs〉 ∈ H2. É possível simular a ação do operador produto externo |i〉〈j| sobre |ψ〉 em tempo
O (n) da forma seguinte.
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Iniialmente determinam-se as representações binárias para i e j, |i〉 =⊗n−1s=0 |is〉 e 〈j| =⊗n−1
































Note-se que a alternativa que onsiste em expandir iniialmente o estado |ψ〉 =⊗n−1s=0 |ψs〉
na forma de um estado
∑2n−1
k=0 αk |k〉 e em seguida utilizar diretamente a denição do produto
externo(4.2) tem omplexidade temporal (e espaial) O (2n).
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