In this paper, we address compressed sensing of a low-rank matrix posing the inverse problem as an approximation problem with a specified target rank of the solution. A simple search over the target rank then provides the minimum rank solution satisfying a prescribed data approximation bound. We propose an atomic decomposition providing an analogy between parsimonious representations of a sparse vector and a low-rank matrix and extending efficient greedy algorithms from the vector to the matrix case. In particular, we propose an efficient and guaranteed algorithm named atomic decomposition for minimum rank approximation (ADMiRA) that extends Needell and Tropp's compressive sampling matching pursuit (CoSaMP) algorithm from the sparse vector to the low-rank matrix case. The performance guarantee is given in terms of the rank-restricted isometry property (R-RIP) and bounds both the number of iterations and the error in the approximate solution for the general case of noisy measurements and approximately low-rank solution. With a sparse measurement operator as in the matrix completion problem, the computation in ADMiRA is linear in the number of measurements. Numerical experiments for the matrix completion problem show that, although the R-RIP is not satisfied in this case, ADMiRA is a competitive algorithm for matrix completion.
I. INTRODUCTION
R ECENT studies in compressed sensing have shown that a sparsity prior in the representation of the unknowns can guarantee unique and stable solutions to underdetermined linear systems. The idea has been generalized to the matrix case [1] with the rank replacing sparsity to define the parsimony of the representation of the unknowns. Compressed sensing of a low-rank matrix addresses the inverse problem of reconstructing an unknown low-rank matrix from its linear measurements 1 via a given linear operator . As in the vector case, the inverse problem is ill-posed in Manuscript received June 14, 2009 ; revised April 25, 2010. Date of current version August 18, 2010 . This work was supported in part by the National Science Foundation (NSF) under Grant CCF 06-35234. The material in this paper was presented in part at the IEEE International Symposium on Information Theory, Seoul, Korea, June 2009.
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Digital Object Identifier 10.1109/ TIT.2010.2054251 the sense that the number of measurements is much smaller than the number of unknowns. Continuing the analogy with the vector case, the remarkable fact is that the number of measurements sufficient for unique and stable recovery is roughly on the same order as the number of degrees of freedom in the unknown low-rank matrix. Moreover, under certain conditions, the recovery can be accomplished by polynomial-time algorithms [2] . The problem of reconstructing a low-rank matrix from limited linear measurements arises in a wide range of applications. Low-order system identification can be formulated as a lowrank matrix recovery problem [3] , [4] . The order of a linear time invariant system determines the rank of the Hankel matrix formed from the system output and the linear measurement corresponds to the sampled response of the system obtained from a random (but known) input. Recently, the low-rank matrix recovery has been successfully applied to the reconstruction of dynamic MRI [5] , [6] . The sequence of vectorized image frames can be modeled as a low-rank matrix using a partially separable model [7] . The linear measurement in this case corresponds to the samples in the so-called -domain. Quantum state tomography is another application where the low-rank matrix model can be useful [8] . A particular form of the problem, known as the matrix completion problem, involves the recovery of a low-rank matrix when only a subset of its entries is known. Collaborative filtering, which is also better known as the Netflix problem [9] , aims to complete the rating matrix in order to provide a user-adaptive recommendation system. Since only a limited number of entries of the matrix are available, the completion of the matrix is a challenging problem. By modeling the matrix as a low rank, which is justified since the preference of a user for a particular item is determined by few factors, successful completion becomes possible. Global positioning from local distances is another application of matrix completion [10] . The entries of the matrix denote the intersensor distances in the sensor network. The rank is restricted to the dimension of the configuration, i.e., for the two dimensional case, the rank is at most .
One method to solve the inverse problem by exploiting the prior that is low rank is to solve the rank minimization problem , to minimize the rank within the affine space defined by and P1:
subject to
In practice, in the presence of measurement noise or modeling error, a more appropriate measurement model is 0018-9448/$26.00 © 2010 IEEE where the perturbation has bounded Euclidean norm . In this case, the rank minimization problem is written as P1 : subject to with an ellipsoidal constraint. In fact, rank minimization has been studied in the more general setting where the feasible set is not necessarily restricted to either an affine space or an ellipsoid. However, due to the nonconvexity of the rank function, rank minimization is NP-hard even when the feasible set is convex. Fazel et al. [3] proposed a convex relaxation of the rank minimization problem by introducing a convex surrogate of , which is known as nuclear norm and denotes the sum of all singular values of matrix .
Recht et al. [2] studied rank minimization in the framework of compressed sensing and showed that rank minimization for the matrix case is analogous to -norm (number of nonzero elements) minimization for the vector case. They provided an analogy between the two problems and their respective solutions by convex relaxation. In the analogy, -norm minimization for the -norm minimization problem is analogous to nuclear norm minimization for rank minimization. Both are efficient algorithms, with guaranteed performance under certain conditions, to solve NP-hard problems: -norm minimization and rank minimization, respectively. The respective conditions are given by the sparsity-restricted isometry property [11] and the rank-restricted isometry property (R-RIP) [1] , [2] , respectively. However, whereas -norm minimization corresponds to a linear program (or a quadratically constrained linear program for the noisy case), nuclear norm minimization is formulated as a convex semidefinite program (SDP). Although there exist polynomial time algorithms to solve SDP, in practice they do not scale well to large SDP problem instances.
Several authors proposed methods for solving large scale SDP derived from rank minimization. These include interior point methods for SDP, projected subgradient methods, and low-rank parametrization [2] combined with a customized interior point method [4] . These methods can solve larger rank minimization problems, which the general purpose SDP solvers cannot. However, the dimension of the problem is still restricted and some of these methods do not guarantee convergence to the global minimum. Other approaches are more direct, avoiding the SDP formulation. Cai et al. [12] proposed singular value thresholding (SVT), which penalizes the objective of nuclear norm minimization by the squared Frobenius norm weighted by a parameter . They solved the Lagrangian dual of the penalized problem by a projected subgadient method. For this particular problem, each iteration of the projected subgradient method can be computed efficiently by the truncated singular value decomposition (SVD). The sequence of solutions to the parameterized problems converges to the solution of the nuclear norm minimization problem as the penalty parameter goes to infinity. However, an analysis of the convergence rate is missing, and hence the quality of the solution by SVT with a particular is not guaranteed. Furthermore, the efficiency of SVT is restricted to the noiseless case where the constraint is affine (i.e., linear equality). Ma et al. [13] proposed a formulation of nuclear norm minimization using the Bregman divergence and solved the problem by an efficient fixed point algorithm based on the SVD. However, they did not provide a convergence rate analysis and like SVT the efficiency of this algorithm too is restricted to the noiseless, affine constraint case. Finally, Meka et al. [14] used multiplicative updates and online convex programming to provide an approximate solution to rank minimization. However, their result depends on the (unverified) existence of an oracle that provides the solution to the rank minimization problem with a single linear constraint in constant time.
An alternative formulation of the inverse problem of compressed sensing of a matrix is minimum rank approximation P2: subject to where denotes the minimum rank. The advantage of formulation P2 is that it can handle both the noiseless case and the noisy case in a single form. It also works for the more general case where is not exactly low rank but admits an accurate approximation by a low-rank matrix. When the minimum rank is unknown, an incremental search over will increase the complexity of the solution by at most factor . If an upper bound on is available, then a bisection search over can be used because the minimum of P2 is monotone decreasing in . Hence, the factor reduces to . Indeed, this is not an issue in many applications where the rank is assumed to be a small constant.
Recently, several algorithms have been proposed to solve P2. Haldar and Hernando [15] proposed an alternating least squares approach by exploiting the explicit factorization of a rank-matrix. Their algorithm is computationally efficient but does not provide any performance guarantee. Keshavan et al. [16] proposed an algorithm based on optimization over a Grassmann manifold. Their algorithm first finds a good starting point by an operation called trimming, and subsequently minimizes the objective of P2 using a line search and gradient descent over a Grassmann manifold. They provide a performance guarantee only for the matrix completion problem where the linear operator takes a few entries from . Moreover, the performance guarantee is restricted to the noiseless case.
For a fresh look at the problem, recall that minimum rank approximation, or rank-approximation for the matrix case, is analogous to -term approximation for the vector case. Like rankmatrix approximation, -term vector approximation is a way to find the sparsest solution of an ill-posed inverse problem in compressed sensing. For -term approximation, besides efficient greedy heuristics such as matching pursuit (MP) [17] and orthogonal matching pursuit (OMP) [18] , there are recent algorithms, which are more efficient than convex relaxation and also have performance guarantees. These include compressive sampling matching pursuit (CoSaMP) [19] and subspace pursuit (SP) [20] . To date, no such algorithms have been available for the matrix case.
In this paper, we propose an iterative algorithm for the rank minimization problem, which is a generalization 2 of the CoSaMP algorithm to the matrix case. We call this algorithm atomic decomposition for minimum rank approximation (AD-MiRA). ADMiRA is computationally efficient in the sense that the core computation consists of least squares and truncated SVDs, which are both basic linear algebra problems and admit efficient algorithms. Importantly, ADMiRA is the first algorithm that provides a performance guarantee for the minimum rank approximation problem. 3 Furthermore, ADMiRA provides a strong performance guarantee for P2 that covers the general case where is only approximately low rank and contains noise. The strong performance guarantee of ADMiRA is comparable to that of nuclear norm minimization in [1] . In the noiseless case, SVT [12] may be considered a competitor to ADMiRA. However, for the noisy case, SVT involves more than the simple singular value thresholding operation.
Matrix completion is a special case of low-rank matrix approximation from linear measurements where the linear operator takes a few random entries of the unknown matrix. It has received considerable attention owing to its important applications such as collaborative filtering. However, the linear operator in matrix completion does not satisfy the R-RIP [23] . Therefore, at the present time, ADMiRA does not have a guarantee for matrix completion. Nonetheless, empirical performance on matrix completion is better than SVT (for the experiments in this paper).
The remainder of this paper is organized as follows. The atomic decomposition and the analogy between the greedy algorithm for the vector case and the matrix case are introduced in Section II. The new algorithm ADMiRA and its performance guarantee are explained in Sections III and IV, respectively. Using the tools in Section V, the performance guarantees are derived in Sections VI and VII. Implementation issues and the computational complexity are discussed in Section VIII and numerical results in Section IX, followed by conclusions. Our exposition of ADMiRA follows the line of Needell and Tropp's exposition of CoSaMP [19] , to highlight, on the one hand, the close analogy, and on the other hand the differences between the two algorithms and their analysis. Indeed, there exist significant differences between the rank-approximation for the matrix case and the -term approximation for the vector case, which are discussed in some detail.
II. VECTOR VERSUS MATRIX

A. Preliminaries
Throughout this paper, we use two vector spaces: the space of column vectors , and the space of matrices . For , 2 There is another generalization of CoSaMP, namely model-based CoSaMP [21] . However, this generalization addresses a completely different and unrelated problem: sparse vector approximation subject to a special (e.g., tree) structure. Furthermore, the extensions of CoSaMP to model-based CoSaMP and to ADMiRA are independent: neither one follows from the other, and neither one is a special case of the other. 3 ADMiRA [22] was followed by the algorithm by Keshavan et al. [16] . The short version [22] was presented at the 2009 International Symposium on Information Theory. the inner product is defined by for where denotes the Hermitian transpose of , and the induced Hilbert-Schmidt norm is the Euclidean or -norm given by for . For , the inner product is defined by for , and the induced norm is the Frobenius norm given by for .
B. Atomic Decomposition
Let denote the set of all nonzero rank-one matrices in . We can refine so that any two distinct elements are not collinear. The resulting subset is referred to as the set of atoms 4 of . Then, the set of atomic spaces of is defined by . Each subspace is 1-D and hence is irreducible in the sense that for some implies . Since is an uncountably infinite set in a finite-dimensional space , the elements in are not linearly independent. Regardless of the choice of , is uniquely determined. Without loss of generality, we fix such that all elements have unit Frobenius norm.
Given a matrix , its representation as a linear combination of atoms is referred to as an atomic decomposition of . Since spans , an atomic decomposition of exists for all . A subset of unit-norm and pairwise orthogonal atoms in will be called an orthonormal set of atoms.
Definition 2.1: Let be a set of atoms of
. Given , we define as the smallest set of atoms in that spans (1) Note that is not unique.
An orthonormal set is given by the SVD of . Let denote the SVD of with singular values in decreasing order. While need not be in , for each , there exists such that and . Then, an orthonormal set is given by
Remark 2.2:
, and for a matrix , are the counterparts of and for a vector , respectively.
C. Generalized Correlation Maximization
Recht et al. [2] showed an analogy between rank minimization P1 and -norm minimization. We consider instead the rank-matrix approximation problem P2 and its analogue-the -term vector approximation problem P3: subject to
In problem P3, variable lives in the union of -dimensional subspaces of , each spanned by elements in the finite set , the standard basis of . Thus, the union contains all -sparse vectors in . Importantly, finitely many (
, to be precise) subspaces participate in the union. Therefore, it is not surprising that P3 can be solved exactly by exhaustive enumeration, and finite selection algorithms such as CoSaMP are applicable.
In the rank-matrix approximation problem P2, the matrix variable lives in the union of subspaces of , each of which is spanned by atoms in the set . Indeed, if is spanned by atoms in , then by the subadditivity of the rank. Conversely, if , then is a linear combination of rank-one matrices and hence there exist atoms that span . Note that uncountably infinitely many subspaces participate in the union. Therefore, some selection rules in the greedy algorithms for -norm minimization and -term vector approximation do not generalize in a straightforward way. Nonetheless, using our formulation of the rankmatrix approximation problem in terms of an atomic decomposition, we extend the analogy between the vector and matrix cases, and propose a way to generalize these selection rules to the rank-matrix approximation problem.
First, consider the correlation maximization in greedy algorithms for the vector case. MP [17] and OMP [18] choose the index that maximizes the correlation between the th column of and the residual in each iteration, where is the solution of the previous iteration. Given a set , let denote the (orthogonal) projection operator onto the subspace spanned by in the corresponding embedding space. When is a singleton set, will denote
. For example, denotes the projection operator onto the subspace in spanned by . From it follows that maximizing the correlation implies maximizing the norm of the projection of the image under of the residual onto the selected 1-D subspace. The following selection rule generalizes the correlation maximization to the matrix case. We maximize the norm of the projection over all 1-D subspaces spanned by an atom in (2) where denotes the adjoint operator of . By the Eckart-Young theorem, the basis of the best subspace is obtained from the SVD of , as , where and are the principal left and right singular vectors.
Remark 2.3:
Applying the selection rule (2) to update recursively leads to greedy algorithms generalizing MP and OMP to rank minimization.
Next, consider the rule in recent algorithms such as CoSaMP and SP. The selection rule chooses the subset of with defined by (3) This is equivalent to maximizing
In other words, selection rule (3) finds the best subspace spanned by elements in that maximizes the norm of the projection of onto that -dimensional subspace. The following selection rule generalizes the selection rule (3) to the matrix case. We maximize the norm of the projection over all subspaces spanned by a subset with at most atoms in A basis of the best subspace is again obtained from the SVD of , as , where and , are the principal left and right singular vectors, respectively, and for each , satisfies . 5 Note that is an orthonormal set although this is not enforced as an explicit constraint in the maximization.
III. ALGORITHM
Algorithm 1 ADMiRA
Input:
, , and target rank Output: rank-solution to 1: 2: 3: while stop criterion is false do 4: is the set of atoms that spans an approximate solution to .
Step 4 finds a set of atoms that spans a good approximation of , which corresponds to the information not explained by the solution in the previous iteration. Here ADMiRA assumes that acts like an isometry on a low-rank matrix , which implies that acts like a (scaled) identity operator on . Under this assumption, the leading principal components of the proxy matrix are a good choice for . The quality of a linear approximation of spanned by improves as iteration goes. This will be quantitatively analyzed in the proof of the performance guarantee. If and span good approximations of and , respectively, then will span a good approximation of . Steps 6 and 7 refine the set into a set of atoms. We first compute a rank-approximate solution and then take its best rank-approximation to get a feasible solution with rank . In the process, the set of atoms is also trimmed to the atom set so that it can span an approximate solution closer to . ADMiRA is guaranteed to converge to the global optimum in at most iterations when the assumptions of ADMiRA in Section IV are satisfied. However, similarly to the vector case [19] , it is more difficult to verify the satisfiability of the assumptions than solve the recovery problem itself, and to date there is no known algorithm to perform this verification. Instead of relying on the theoretical bound on the number of iterations, we use an empirical stopping criterion below. If either the monotone decrease of is broken or falls a given threshold, ADMiRA stops.
In terms of computation, steps 4 and 7 involve finding a best rank-or rank-approximation to a given matrix (e.g., by truncating the SVD), while step 6 involves the solution of a linear least squares problem-all standard numerical linear algebra problems.
Step 5 merges two given sets of atoms in by taking their union. As described in more detail in Section VIII, these computations can be further simplified and their cost reduced by storing and operating on the low-rank matrices in factored form, and taking advantage of special structure of the measurement operator , such as sparsity.
Most steps of ADMiRA are similar to those of CoSaMP except steps 4 and 7. The common feasible set of the maximization problems in steps 4 and 7 is infinite and not orthogonal, whereas the analogous set in CoSaMP is finite and orthonormal. As a result, the maximization problems over the infinite set in ADMiRA are more difficult than those in the analogous steps of CoSaMP, which can be simply solved by selecting the coordinates with the largest magnitudes. Nonetheless, SVD can solve the maximization problems over the infinite set efficiently.
IV. MAIN RESULTS: PERFORMANCE GUARANTEE
A. Rank-Restricted Isometry Property
Recht et al. [2] generalized the sparsity-restricted isometry property (RIP) defined for sparse vectors to low-rank matrices. They also demonstrated "nearly isometric families" satisfying this R-RIP (with overwhelming probability). These include random linear operators generated from independent identically distributed (i.i.d.) Gaussian, or i.i.d. symmetric Bernoulli distributions. For consistency with the analogous result in -norm minimization, we modify slightly the definition [2] of the restricted isometry constant to express the RIP in terms of the squares of norms, rather than the norms themselves. Given a linear operator , the rank-restricted isometry constant is defined as the minimum constant that satisfies (4) for all with for some constant . Throughout this paper, we assume that the linear operator is scaled appropriately so that in (4) . 6 If has a small rank-restricted isometry constant , then (4) implies that acts like an isometry (scaled by ) on the matrices whose rank is equal to or less than . In this case, is called a rank-restricted isometry to indicate that the domain where is nearly an isometry is restricted to the set of low-rank matrices.
B. Performance Guarantee
Subject to the R-RIP, the ADMiRA has a performance guarantee analogous to that of CoSaMP.
The followings are the assumptions in ADMiRA. A1) The target rank is fixed as .
A2) The linear operator satisfies . A3) The measurement is obtained by (5) where is the discrepancy between the measurement and the linear model . No assumptions are made about the matrix underlying the measurement, and it can be arbitrary. Assumption A2) plays a key role in deriving the performance guarantee of ADMiRA: it enforces the R-RIP of the linear operator . Although the verification of the satisfiability of A2) is as difficult as or more difficult than the recovery problem itself, as mentioned above, nearly isometric families that satisfy the condition in A2) have been demonstrated [2] .
The performance guarantees are specified in terms of a measure of inherent approximation error, termed unrecoverable energy defined by (6) where denotes the best rank-approximation of . The first two terms in define a metric of the minimum distance between the "true" matrix and a rank-matrix. This is analogous to the notion of a measure of compressibility of a vector in sparse vector approximation. By the Eckart-Young-Mirsky theorem [24] , no rank-matrix can come closer to in this metric. In particular, the optimal solution to P2 cannot come closer to in this metric. The third term is the norm of the measurement noise, which must also limit the accuracy of the approximation provided by a solution to P2. where is the unrecoverable energy. From the above relation, it follows that Theorem 4.1 shows the geometric convergence of ADMiRA. In fact, convergence in a finite number of steps can be achieved as stated by the following theorem. Depending on the spectral properties of matrix , even faster convergence is possible (see Section VII for details).
C. Relationship Between P1, P2, and ADMiRA
The approximation given by ADMiRA is a solution to P2. When there is no noise in the measurement, i.e., , where is the solution to P1, Theorem 4.1 states that if the ADMiRA assumptions are satisfied with , then . An appropriate value can be assigned to by an incremental search over .
For the noisy measurement case, the linear constraint in P1 is replaced by a quadratic constraint and the rank minimization problem is written as P1 :
subject to Let denote a minimizer to P1 . In this case, the approximation produced by ADMiRA is not necessarily equivalent to , but by Theorem 4.1 the distance between the two is bounded by for all that satisfies the ADMiRA assumptions.
V. PROPERTIES OF THE RANK-RESTRICTED ISOMETRY
We introduce and prove a number of properties of the rank-restricted isometry. These properties serve as key tools for proving the performance guarantees for ADMiRA in this paper. These properties further extend the analogy between the sparse vector and the low-rank matrix approximation problems (P3 and P2, respectively), and are therefore also of interest in their own right. The proofs are contained in the Appendix. 
It follows from (7) that the adjoint operator is given by (8) Note that for the operator composition admits a matrix representation. Its pseudoinverse is denoted by .
Remark 5.3:
If is an orthonormal set, then is an isometry and . If is a set of atoms in , then for all . 
for all .
The following rank-restricted orthogonality property for the matrix case is analogous to the sparsity-restricted orthogonality property for the vector case [ . Let be arbitrary. Then, the following properties hold: i) the projection operators and commute; and ii) is -sparse (or sparser) if is -sparse. These properties follow from the orthogonality of the standard basis. Proposition 3.2 in [19] , corresponding in the vector case to our Proposition 5.7, requires these two properties. However, the analogs of properties i) and ii) do not hold for the matrix case. Indeed, for , the projection operators and do not commute in general and can be greater than even though . Proposition 5.7 is a stronger version of the corresponding result [19, Prop. 3.2] for the vector case in the sense that it requires a weaker condition (orthogonality between two low-rank matrices), which can be satisfied without the analogues of properties i) and ii). Corollary 5.9: Suppose that linear operator has the rank-restricted isometry constant . If sets of atoms in and matrix satisfy , , and , then
Remark 5.10: For the real matrix case, Proposition 5.7 can be improved by dropping the constant . This improvement is achieved by replacing the parallelogram identity in the proof to the version for the real scalar field case. This argument also applies to Corollary 5.9.
Finally, we relate the R-RIP to the nuclear norm, extending the analogous result [19] from the -sparse vector case to the rank-matrix case.
Proposition 5.11: If a linear map satisfies (14) for all with , then (15) for all .
VI. PROOF OF THEOREM 4.1
A. Exactly Low-Rank Matrix Case
Theorem 6.1: Assume in (5) . Let denote the estimate of in the th iteration of ADMiRA. Then, for each , satisfies the following recursion:
From the above relation, it follows that Theorem 6.1 is proved by applying a sequence of lemmata. We generalize the proof of the performance guarantee for CoSaMP [19] to the matrix case by applying the generalized analogy proposed in this paper. The flow and the techniques used in the proofs are similar to those in [19] . However, in the matrix case, there are additional unknowns in the form of the singular vectors. Therefore, the generalization of the proofs in [19] to the matrix case is not straightforward and the proofs are sufficiently different from those for the vector case to warrant detailed exposition. The main steps in the derivation of the performance guarantee are stated in this section and the detailed proofs are in the Appendix.
For the proof, we study the th iteration starting with the previous result in the th iteration. Let denote the true solution with rank . Matrix denotes , which is the estimate of in the th (previous) iteration. Set is the set of orthogonal atoms obtained in the previous iteration. From , we compute the proxy matrix . Set is the solution of the following low-rank approximation problem: Lemma 6.2: Let in (5) . Then Lemma 6.2 shows that subject to the R-RIP, the set of atoms chosen in step 4 of ADMiRA is a good set: it captures 94% of the energy of the atoms in that were not captured by , and the effects of additive measurement noise are bounded by a small constant. In other words, the algorithm is guaranteed to make good progress in this step.
Lemma 6.3: Let
and let be sets of atoms in such that , , and . Let
. Then Lemma 6.3 shows that the augmented set of atoms produced in step 5 of the algorithm is at least as good in explaining the unknown as was the set in explaining the part of not captured by the estimate from the previous iteration. Lemma 6.4: Let in (5) and let be a set of atoms in with . Then (16) satisfies Lemma 6.4 shows that the least squares step, step 6 of the algorithm, performs almost as well as one could do with operator equal to an identity operator: because is restricted to , it is impossible to recover components of in . Hence, the first constant cannot be smaller than . A value of for the second constant, the noise gain, would correspond to a perfectly conditioned system. Lemma 6.5: Let in (5) and let denote the best rank-approximation of , i.e.,
Then
As expected, reducing the rank of the estimate from to , to produce , increases the approximation error. However, Lemma 6.5 shows that this increase is moderate-by no more than a factor of .
The update completes the th iteration. Combining all the results in the lemmata provides the proof of Theorem 6.1. The recursion together with the fact that provide the final result.
B. General Matrix Case
Theorem 4.1 is proved by combining Theorem 6.1 and the following lemma, which shows how to convert the mismodeling error (deviations of from a low-rank matrix) to an equivalent additive measurement noise with a quantified norm. where the last inequality holds by Proposition 5.11. The inequality implies .
Proof: (Theorem 4.1) Let be an arbitrary matrix in . The measurement is given by , where is defined in Lemma 6.6. By Theorem 6.1,
Applying the triangle inequality and the above inequality
Using the upper bound on yields where is the unrecoverable energy.
VII. REQUIRED NUMBER OF ITERATIONS Theorem 4.2 provides a uniform bound on the number of iterations required to achieve the guaranteed approximation accuracy. In addition to this uniform iteration bound, Theorem 7.4 in this section shows that even faster convergence may be expected for matrices with clustered singular values.
In the analysis of the iteration number, the distribution of the singular values of the matrices involved is the only thing that matters. Indeed, the singular vectors do not play any role in the analysis. As a consequence, the proofs for the vector case (CoSaMP) and the matrix case (ADMiRA) are very similar, and the corresponding bounds on the number of iterations coincide. In this section, we introduce analogous terms for the matrix case and present only the sketch of the proofs. We have verified that simple translation of the proofs in [25] with these analogies provide the proofs of the results stated in this section. The detailed proofs for ADMiRA are available in [26] .
Definition 7.1: Given
, is defined in (1). We define the atomic bands of by for , where denotes the set of nonnegative integers. Note that atomic bands are disjoint subsets of , which is an orthonormal set of atoms in , and therefore atomic bands are mutually orthogonal. From the atomic bands, the profile of is defined as the number of nonempty atomic bands, i.e.,
From the definition, .
The atomic bands and admit a simple interpretation in terms of the spectrum of . Let be ordered as . Then , where is the th singular value of , in decreasing order. Let Then In other words, contains the corresponding to normalized singular values falling in a one octave interval (bin). The quantity then is the number of such occupied octave bins, and measures the spread of singular values of on a log scale.
Remark 7.2:
For the vector case, the term analogous to the atomic band is the component band [25] defined by for and .
First, the number of iterations for the exactly low-rank case is bounded by the following theorem. is defined in (17) . Then, after at most iterations, the estimate produced by ADMiRA satisfies Next, the result is extended to the approximately low-rank case by using, once again, Lemma 6.6.
Theorem 7.4: Let
be an arbitrary matrix and let . Then, after at most iterations, the estimate produced by ADMiRA satisfies where is the unrecoverable energy.
Proof: (Theorem 4.2) As a function of , is maximized when . Since , the number of iterations is at most . Therefore, the approximation error of ADMiRA is achieved within iterations for any matrix .
Theorem 7.4 is also of independent interest, because the bound it provides reveals that even faster convergence can be achieved for matrices with small . Recall the relationship between and the distribution of the largest singular values of . It follows that the number of iterations in ADMiRA required for convergence is roughly proportional to the number of clusters of singular values of on a log scale.
VIII. IMPLEMENTATION AND SCALABILITY
We analyze the computational complexity of ADMiRA and will show that ADMiRA scales well to large problem instances. Each iteration of ADMiRA consists of procedures requiring the following basic operations: application of and , SVDs, and solving a least squares problem. We analyze the computational cost of the procedures in terms of the complexity of the basic operations, which will depend on the properties of . The complexity is described by the big notation [27] . First note that ADMiRA keeps the matrix variables (except the proxy matrix) in factorized form through their atomic decomposition, which is advantageous for both computational efficiency and memory requirements. Furthermore, the proxy matrix is often sparse in applications such as the matrix completion problem.
A. Computing the Proxy Matrix
This involves the application of and . The procedure first computes the residual and then computes the proxy matrix . Let denote the atomic decomposition of . Here 's are not necessarily orthogonal. can be computed by , , for an appropriate set of matrices . Then, can be computed by . The complexity of these operations will depend on the sparsity of . Case 1)
is an arbitrary linear (dense) operator and the costs of computing and are and , respectively. Case 2)
is a sparse linear operator-so the have nonzero elements, and the costs of computing and are and , respectively. Case 3)
is an extremely sparse linear operator (such as in the matrix completion problem), so the have nonzeros, and the costs of computing and are and , respectively.
B. Finding the Principal Atoms of the Proxy Matrix
This involves the truncated SVD with dominant singular triplets, which can be computed by the Lanczos method [28] at a cost of , where denotes the number of the Lanczos iterations per each singular value, which depends on the singular value distribution. An alternative approach is to use recent advances in low-rank approximation of large matrices based on randomized algorithms (cf., [29] , [30] , and the references therein) that compute the low-rank approximation of a given matrix in time linear in the size of the matrix. These randomized algorithms are useful when the matrix is large but the rank remains a small constant. For example, the complexity of Har-Peled's algorithm [29] is . When is sparse with nonzero elements per each , the matrix-vector product for can be computed as and hence the complexity reduces to for the Lanczos method and for the randomized method, respectively.
C. Solving Least Squares Problems
ADMiRA requires the solution of an overdetermined system with equations and unknowns. The complexity is . Similarly to CoSaMP, the Richardson iteration or the conjugate gradient method can be used to improve the complexity of this part. The convergence of the Richardson iteration is guaranteed owing to the R-RIP assumption of ADMiRA and the complexity is .
D. Finding the Principal Atoms of the Solution to the Least Squares Problem
This also involves the truncated SVD of the least square solution . In fact, this procedure can be done more efficiently by exploiting the fact that is available in a factorized form where , and is a diagonal matrix. Here do not consist of orthogonal columns in general. Let and denote the QR factorizations of and , respectively. Then, and . Now let denote the SVD of the matrix . Then, we have the desired SVD . The complexity is , which is negligible compared to a direct SVD of .
Applications of and are the most demanding procedures of ADMiRA for a dense linear operator . These operations are also required in all other algorithms for P1, P1 , or P2. To overcome this computational complexity, the linear operator should have some structure that admits efficient computation. Examples include random Toeplitz matrices and randomly subsampled Fourier measurements. For matrix completion, is sparse with cost per measurement and hence these operations are dominated by the remaining operations. In this case, the computation of the truncated SVD is the most demanding procedure of ADMiRA. Equipped with the randomized lowrank approximation, ADMiRA has complexity of per iteration, or to achieve the guarantee in Theorem 4.2. ADMiRA therefore has complexity linear in the size of the data, and it scales well to large problems.
IX. NUMERICAL EXPERIMENT
We tested the performance of ADMiRA with an operator generated by a Gaussian ensemble, which satisfies RIP with high probability. ADMiRA performed well in this case as predicted by our theory. Here we study reconstructions by AD-MiRA with a generic matrix completion example. Note that the performance guarantee in terms of R-RIP does not applies to this case, because the linear operator in the matrix completion problem does not satisfy the RIP. Nonetheless, we want to check the empirical performance of ADMiRA in this practically important application. Our Matlab implementation uses PROPACK [31] (an implementation of the Lanczos algorithm) to compute partial SVDs in steps 4 and 7 of ADMiRA. The test matrix is generated as the product where have entries following an i.i.d. Gaussian distribution. The measurement is randomly chosen entries of , which may be contaminated with an additive white Gaussian noise. The reconstruction error and measurement noise level are measured in terms of SNR and SNR , respectively. Computational efficiency is measured by the number of iterations. Here we stopped the algorithm when . As a result, the algorithm provided SNR around 70 dB for the ideal (noiseless and exactly low-rank) case when it was successful. However, it is still possible to get higher SNR with a few more iterations. The results in Fig. 1 and Tables I and II have been averaged over 20 trials. Fig. 1 shows that both SNR and the number of iterations improve as increases. Here is the number of degrees of freedom in a real rank-matrix defined by and denotes the essential number of unknowns. Fig. 1 suggests that we need for . Candes and Recht [23] showed that known entries suffice to complete an unknown rankmatrix. Table I shows that ADMiRA provides nearly perfect recovery of random matrices from known entries where . Although SNR in the noiseless measurement case is high enough to say that the completion is nearly perfect, the number of iterations increases as increases. We are studying whether this increase in iterations with might be an artifact of our numerical implementation of ADMiRA. In the noisy measurement case the number of iterations is low and does not increase with problem size . Because in most if not all practical applications the data will be noisy, or the matrix to be recovered only approximately low rank, this low and constant number of iterations is of practical significance. Table II shows that in most of the examples tested, ADMiRA provides slightly better performance with less computation than SVT [12] . Roughly, the computational complexity of a single iteration of ADMiRA can be compared to two times that of SVT. We count the number of successful matrix completions (SNR 70 dB) out of ten trials for each triplet . Brighter color implies more success. ADMiRA performed better than SVT for this example.
We emphasize that all comparisons with SVT were performed for the noiseless exactly low-rank matrix case, because the current implementation [32] and theory [12] of SVT do not support the ellipsoidal constraint case. We are not aware of an efficient, scalable algorithm other than ADMiRA that supports the ellipsoidal constraint.
X. CONCLUSION
We proposed a new algorithm, ADMiRA, which extends both the efficiency and the performance guarantee of the CoSaMP algorithm for -norm minimization to matrix rank minimization. By using the proposed generalized correlation maximization, greedy algorithms such as MP, OMP, and SP and their performance guarantees are also extended from the -term vector approximation problem to the rank-matrix approximation problem. ADMiRA can handle large scale rank minimization problems efficiently by using recent linear time algorithms for low-rank approximation of a known matrix.
Our numerical experiments demonstrate that ADMiRA is an effective algorithm even when the R-RIP is not satisfied, as in the matrix completion problem. While the performance guarantee in this paper relies on the R-RIP, it seems that a performance guarantee for ADMiRA without using the R-RIP might be possible. can be represented as (18) where and are defined by and respectively. As increases, the feasible sets of both problems increase and hence and are nondecreasing and nonincreasing, respectively. Therefore, (18) implies that is nondecreasing in . 2) Proof of Proposition 5.4: Let and let be an orthonormal basis of . 7 Then, is an isometry that satisfies . Since and for all , by the R-RIP (19) This implies that the operator norm of is bounded from above by . Since the adjoint operator has the same operator norm (20) Then, (9) follows from (20) . By the subadditivity of the rank, . By the orthogonality of and , . Therefore
In particular, the inequality holds for where . By the parallelogram identity Therefore 6) Proof of Corollary 5.9: For an arbitrary matrix and for all . Therefore, Proposition 5.7 implies
Since was arbitrary, we can take . Then
7)
Proof of Proposition 5.11: We modify the proof the analogous result for the vector case in [19] for our proposition.
For , the unit-ball in the subspace spanned by is defined by is the smallest integer equal to or greater than . Then, we have the following decomposition:
where and For each Therefore From the definition of , it follows that . Since , we note Also note that for all since and by construction. Therefore, is the convex combination of the elements in . Since is a convex hull, . 8) Proof of Lemma 6.2: Let . Since , it follows by the selection rule of that
Let be a set of atoms that spans . Then, and commute and (22) as do and and (23) From the commutativity, we note that and are projection operators. Furthermore, each of the projection operators and can be decomposed as the sum of two mutually orthogonal projection operators (24) 
Applying (24) and (25) to (21) , invoking the Pythagorean theorem, and removing the common term containing gives
First, we derive an upper bound on the right-hand side of inequality (26) 
Using Proposition 5.4 and , the second term of (27) is bounded by
The first term of (27) is further bounded by where the third inequality follows from Corollary 5.9 with and and Proposition 5.5 with and .
Combining the previous results, we have the following upper bound on the right-hand side of inequality (26): (28) Next, we derive a lower bound on the left-hand side of inequality (26) 
Using Proposition 5.4, the second term of (29) is further bounded by
The first term of (29) is further bounded by (30) 
where the inequality (30) follows from Proposition 5.6 with and and Corollary 5.9, and the last inequality (31) follows from the fact that . Combining the previous results, we have the following lower bound on the left-hand side of inequality (26): (32) Combining (26), (28) , and (32) yields where the second inequality is obtained by maximizing over with the constraint
Substituting
gives the constants in the final inequality. 9) Proof of Lemma 6.3: Since , implies and hence where the inequality holds since implies . 10) Proof of Lemma 6.4: Assume that is a linearly independent set of atoms in . Otherwise, we can take as a maximal linearly independent subset of .
The minimizer in (16) is given by By the triangle inequality
where the last inequality follows from the R-RIP of . The first term in (33) has the following upper bound:
where holds by the subadditivity of the rank in the following way:
The second term in (33) is bounded by (35) Finally, combining (33), (34), and (35) yields Applying completes the proof. 11) Proof of Lemma 6.5: where the second inequality holds by the definition of the best rank-approximation.
